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Abstract
Controlling the shape and location of evaporating droplets on a solid surface is critical
in a variety of industrial applications where droplet dynamics is important. Ink-jet
printing, display technologies, DNA analysis, lab-on-a-chip device design, coating, micro-
patterning, and heat transfer are examples. This thesis investigates how to control
droplet evaporation on smooth surfaces with well-defined patterns.
The evaporation of a two-dimensional droplet on a solid surface is initially investigated.
The solid is flat, but there are smooth chemical variations that cause a space-dependent
local contact angle. We conduct a detailed bifurcation analysis of the droplet’s equilibrium
properties as its size changes, observing the emergence of a hierarchy of bifurcations
that is strongly dependent on the underlying chemical pattern. Symmetric and periodic
patterns give rise to a series of pitchfork and saddle-node bifurcations, causing stable
solutions to become saddle nodes. This change in stability under dynamic conditions
implies that any perturbation in the system can cause the droplet to shift laterally
while relaxing to the nearest stable point in a snap event, as confirmed by numerical
computations of the Cahn-Hilliard and Navier-Stokes systems of equations. Also, with
asymmetric patterns we are able to effectively control droplet evaporation.
This enables the investigation of the effect of wetting strength and droplet properties
such as size, viscosity, and surface tension on the snap speed of evaporating droplets on
a smooth pattern. We investigate the interaction of chemical and topographical patterns
on non-planar surfaces. We discover that combining periodic chemical and topographical
patterns can either amplify or annihilate snap effects. A well-defined wetting pattern
can also be used to control the direction of evaporating droplets on a non-planar surface.
Gravity’s effect on evaporating droplets on a flat surface with periodic wetting patterns
is also investigated. Gravity changes the shape of a droplet by increasing its radius
and decreasing its height while keeping its size constant. As it evaporates on an incline
plane with a symmetric chemical pattern, a droplet will prefer to move in the direction
of gravity. However, it is discovered that when the effect of gravity is weaker than the
strength of the wetting pattern, a droplet can be made to move in the opposite direction
dictated by gravity on an asymmetric pattern with amplitude gradient.
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Droplets are everywhere and we encounter them on a daily basis. For example, when rain
falls, droplets of water roll off leaves while some remain stationary and eventually dry up,
see Fig. 1.1(a). On vehicles such as cars and aeroplanes, water droplets can stick to or roll
off windscreens and windows on a rainy day. Figure 1.1(b) shows a scenario where water
droplets either roll off or stick to an aeroplane window. The emergence of droplets in our
day-to-day life is however not limited to rain alone. When coffee is spilled on a paper
for example, see Fig. 1.1(c), it evaporates after some time, leaving a ring-like stain, see
Fig. 1.1(d). This is due to the flow triggered by evaporation where depleted liquid from
the droplet edge is being replenished by liquid from the droplet interior. The dispersed
Fig. 1.1 Examples of droplets in real life. (a) Droplets on leaves [1]. (b) Droplets on
aeroplane window [2]. (c) Coffee droplet on a paper. (d) Coffee stain on a paper.
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material in the liquid is then brought to the droplet edge forming a ring-like pattern
when the droplet dries. This effect can be undesirable but has significant industrial
applications in printing which relies heavily on evaporating droplets containing dispersed
particles leaving patterns on solid surfaces [3].
Controlling the shape and location of evaporating droplets on a solid surface is
therefore critical not just for printing applications in ink-jet printing [4], but also in
several other industrial and technological processes in which droplet dynamics plays
a fundamental role. These include display technologies [5], DNA analysis [6], design
of lab-on-a-chip devices which do not require external forces for droplet merging and
transport [7], coating, micro-patterning, and heat transfer. This thesis explores how
the wetting properties of solids can be used to regulate the shape, size and motion of
evaporating droplets on solid surfaces. In this first chapter, we introduce a number of
basic concepts that are required to understand the physics and mathematical modelling
of droplets.
1.1 Wetting phenomena
Wetting is the study of the spread of a liquid placed on a solid surface. When a droplet
of water is placed on a very clean glass it completely spreads, but when placed on
a plastic sheet it forms a solitary droplet. This contrasting property of a droplet on
various substrates suggests the existence of two wetting regimes. The parameter which
characterises these regimes is the so-called spreading parameter S, which measures the
difference between the energy E of the surface in the dry and wet area of the substrate:
S = E|dry − E|wet. (1.1)
When S is positive, the fluid fully spreads or wets completely [8]. If S is negative instead,
a droplet rests on the substrate with an angle of intersection of the liquid-gas interface
with respect to the substrate, called the equilibrium contact angle, which is denoted as
θe, see Fig. 1.2. The wetted area of the droplet is limited by the point where the liquid,
gas and solid phases meet, called the contact line and characterized by its contact angle
and contact radius i.e. the distance between the droplet’s mid-point and its contact line.
Liquid droplets adopt spherical shapes at equilibrium, the reason for this phenomenon
is surface tension. To understand surface tension, it is useful to think of a liquid surface as
a stretched membrane characterized by a force per unit length that opposes its distortion.
In the bulk of a liquid, a molecule is surrounded by more liquid molecules than one
located at the liquid surface. Hence a molecule in the midst of a liquid has an advantage
1.1 Wetting phenomena 3
Fig. 1.2 Surface tensions acting on the contact line of a sessile droplet, where θe is the
equilibrium contact angle.
of interacting with all its neighbours. However, a molecule close to the surface loses
half its cohesive interactions. This means that the cohesion energy per molecule at
the interface is less than inside the liquid. Therefore, molecules at the interface are
energetically unfavourable and so liquids adopt spherical cap shapes to minimise the
exposed interfacial area [8]. The units of surface tension is usually given in force per unit
length, and equivalently, energy per unit area. Typical values are: water-air, 72.86 mN
/m, ethanol-air, 22.39 mN /m, and mercury-air, 486.5 mN /m, at room temperature.




, determines how the
capillary forces due to surface tension γ compete with graviational forces ρg to influence
droplet shape [9], where g is the acceleration due to gravity. For a droplet with a base
radius R that is smaller than the capillary length ℓc, gravity is negligible and the shape
of the droplet is determined solely by surface tension. The droplet shape is spherical in
this regime, but when the droplet base radius exceeds the capillary length, it resembles
the shape of a pancake with constant thickness, bent only at the surface, (see Fig. 1.3)
as gravity becomes a dominant force in the system.






Fig. 1.3 Droplets on a flat surface. The left panel represents the regime in which the
droplet base radius is less than the capillary length R < ℓc, and the right panel represents
the regime in which the droplet base radius is greater than the capillary length R > ℓc.
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Fig. 1.4 Droplets on a flat surface. The left panel corresponds to an hydrophobic droplet
where the equilibrium contact angle θe = θi > 90◦, the right panel shows an hydrophilic
droplet whose equilibrium contact angle θe = θj < 90◦.
where γsg, γsl, and γ are the interfacial tensions for the solid-gas, solid-liquid, and
liquid-gas interfaces respectively, see Fig. 1.2. When the equilibrium contact angle is less
than 90◦, the droplet is termed hydrophilic and hydrophobic if greater than 90◦, (see
Fig. 1.4). Young-Dupré equation can be interpreted as a mechanical force balance on the
three-phase contact line, as a consequence of all surface tensions acting at the contact
line, see Fig. 1.2.
The Young-Dupré relation (1.2) can be rewritten in terms of the wetting parameter
S defined in Eq. (1.1) by describing S through the interfacial surface tensions as:
S = γsg − (γsl + γ),
which upon substitution into Eq. (1.2) yields:




which shows that a well-defined equilibrium contact angle θe exits whenever the wetting
parameter S is negative.
1.1.1 Contact line dynamics
Let’s consider a liquid droplet that is initially on a solid surface with a contact angle θ that
is far from the equilibrium configuration, θe. Under these conditions a flow is set in motion
until the equilibrium contact angle is reached. As the droplet aims to reach equilibrium,
it spreads with its contact line moving. In the limit of small equilibrium contact angles
θe ≪ 1, its profile h(x) can be approximated as a thin liquid film of thickness h(x, t),
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Fig. 1.5 One-dimensional liquid/gas interface with velocity profile u(y), where a no-slip
boundary condition is imposed on the solid y = 0.
one-dimensional liquid/gas interface, see Fig. 1.5, and viscosity µ flowing along a solid
substrate at y = 0. The velocity profile u of such flow can be obtained by considering








where p is the pressure and the velocity is uni-directional u = u(y) i, where i is the unit
vector along the x direction. Solving the above equation subject to the no-slip boundary
condition, u = 0 at the solid surface y = 0 and the tangential stress balance, du
dy
= 0, at
the free surface h(x), the velocity profile is obtained as:
u(y) = − q2µ(y
2 − 2h(x)y), (1.3)
where q = − dp
dx
. One consequence of fluid flowing on a solid is viscous dissipation which
is quantified by the dissipation function Φ(x, y), which for this problem can be written
as:








where U = 1
h(x)
∫ h(x)
0 u(y) dy is the contact line speed. Near the contact point, ∂h∂x = tan θ,
this gives h(x) = x tan θ, where the boundary condition at the contact point h(0) = 0
has been used. In the limit of small contact angle θ ≪ 1, we can assume that h(x) ∼ xθ.
Hence, the total viscous dissipation from the contact point x = 0 to a length L inside
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Evaluating Eq. (1.4) will lead to divergence to infinity, meaning that there is a singularity
at the contact point. This contact line singularity first discovered by Huh and Scriven
[11] implies that viscous friction at the contact point diverges and as a result it would be
impossible for a contact line to move along the substrate. Since contact line do move
in real life, we are faced with a paradox which can be resolved by introducing a cut-off












where ℓD = ln (L/ℓs). The contact line singularity can also be resolved by using other
methods like the precursor film [13] or diffuse interface formulation [14] which we will
describe in Chapter 2.
Using the slip length formulation to regularise the contact line singularity allows us
to find some explicit results for the time evolution of the contact line as the droplet
spreads on a solid surface. An important result is Tanner’s law [15, 16], which describes
the evolution of the droplet’s contact radius R(t) as a function of time t in the limit of
small contact angles:
R(t) ∼ tn, (1.6)
where n = 1/7 for a two-dimensional droplet, and n = 1/10 for a three-dimensional
droplet. The idea behind Tanner’s law is that the main physical mechanisms that govern
the spreading of a droplet are capillary forces and viscous dissipation, with inertia being
ignored because the motion of the droplet is very slow. We also consider the regime
where the droplet size is smaller than the capillary length, so gravity is also ignored.
To derive Tanner’s law, we start by considering the total capillary force Fc at the
contact line:
Fc = γsg − γsl − γ cos θ = γ(cos θe − cos θ),
where θe is the equilibrium contact angle and the Young-Dupré relation (1.2) has been used.
Under perfect wetting conditions where θe = 0, the capillary force can be approximated
as:
Fc = γθ2/2. (1.7)
The work done by this capillary force is FcU and has to be balanced by the viscous
dissipation at the contact line described in Eq. 1.5, which yields 3µU2
θ
ℓD = γθ2U/2. By
noting that the cross-sectional area A of a two-dimensional droplet in the limit of θ ≪ 1
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which can then be integrated to obtain the relation between the contact radius and
spreading time as:
R(t) ∼ t1/7.
A similar approach can be followed to derive the exponent 1/10 in three dimensions, see
e.g. [16].
1.1.2 Contact line pinning
The evolution of the contact line on a perfectly flat and smooth surface can be approxi-
mated by Tanner’s law in the limit of small contact angles. However, real surfaces are
affected by microscopic roughness and/or chemical defects that affect the motion of the
contact line. This brings up the concept of contact line pinning, which refers to the
process by which the contact line motion is inhibited as a result of the properties of the
solid surface.
Let’s consider the simple case of a planar solid on which the chemical properties
change discontinuously from one region to another, leading to a sharp discontinuous
change of the equilibrium contact angle. Let’s denote region 1 with a contact angle θ1
and region 2 with a contact angle θ2, see Fig. 1.6(a). Let’s further assume that θ1 < θ2,
and that a moving contact line is slowly moving from region 1 to region 2.
As the contact line is advancing along region 1, the contact angle is θ = θ1, which is
imposed by the chemical properties of region 1. The contact line continues to move until
it reaches the point where θ1 discontinuously changes to θ2. At this point the contact
angle of the contact line is θ < θ2 and so it has to adjust to the new equilibrium contact
angle while the contact line remains stationary. This process is known as contact line
pinning [17] and it is also referred to as Gibbs pinning [18]. Once the contact line has
reached the value of region 2, θ = θ2, the contact line depins and its translational motion
resumes along region 2. This process is illustrated in 1.6(a). A similar phenomenon is
observed when the solid surface has a homogeneous constant contact angle but there
is a sharp discontinuous topographical change. Consider the simplest case for which
the height of the solid surface discontinuously changes from ϵ1 to ϵ2 with ϵ1 > ϵ2, see
Fig. 1.6(b). Here the contact angle is the same throughout the solid but as the contact
line approaches the sharp discontinuity, the contact line will remain stationary at the
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Fig. 1.6 Contact line pinning due to a sharp discontinuity in either the equilibrium
contact angle on a solid (Panel a), or the surface height of a solid (Panel b).
edge until the angle between the liquid/gas interface and the side of the solid is equal to
the equilibrium contact angle, as it is illustrated in Fig. 1.6(b).
These simple settings can be extended to more complex solid surfaces, and in particular
in the cases of microscopic roughness or randomly distributed chemical defects with
sharp discontinuities, the contact line moves along the surface with a pinning-depinning
motion, which is commonly known as stick-slip motion [19]. An important point to note
here is that because pinning may arise as a consequence of microscopic roughness the
emergence of stick-slip motion is in general very difficult to model and control.
As we will describe below, in this thesis we will consider solid surfaces that are
pinning-free, i.e., they are sufficiently smooth with no sharp (discontinuous) changes on
any of their properties. From an experimental viewpoint, this can be achieved by making
use of slippery surfaces [20–22], which have become very popular over the last decade.
1.2 Equilibrium properties of sessile droplets
We consider here the mathematical modelling of droplets at rest. As two fluids (for
example, liquid and gas) come into contact, the pressure difference ∆p across the interface,
known as the Laplace pressure, is equal to the product of the surface tension γ, and the
curvature of the surface κ defined as divergence of the outward normal n to the liquid-gas
interface κ = − ∇ · n [23], (see Fig. 1.7):
∆p = γκ. (1.8)
Since the pressure inside a droplet is always higher than the pressure outside, it means
that the curvature κ is positive. Equation (1.8) which is generally referred to as the
Young-Laplace equation, can be derived by minimizing the work done by the forces of
pressure and the capillary forces during an infinitesimally small displacement of the
liquid-gas interface, see e.g. [8].
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Fig. 1.7 The pressure inside a droplet is always higher than outside because of surface
tension. The droplet interface, h(x) satisfies the Young-Laplace equation.
1.2.1 Droplet’s shape
To find the profile of a two-dimensional (2D) droplet with interface y = h(x) that satisfies
the Young-Laplace equation, we start by computing its curvature. This can be done by
defining the functional F (x, y) = y − h(x) which vanishes at the interface. The normal






where h subscript x denotes the derivative of h with respect to x. Taking the divergence






Substituting Eq. (1.9) in Eq. (1.8), we obtain that in the absence of gravity, the shape of









To obtain the position of the droplet interface h(x), we solve the above equation (1.10)
subject to the conditions: hx(ℓ±R) = ∓ tan θ and h(ℓ±R) = 0, where ℓ, R and θ are







− x2 − Rtan θ . (1.11)
The above expression for a droplet shape is valid for all contact angles. For θ ≤ π/2,
Eq. (1.11) is a single valued function of x, however when π/2 < θ < π, Eq. (1.11) is a
double-valued function of x for R ≤ x < R/ sin θ. Having obtained the position of the
1.2 Equilibrium properties of sessile droplets 10










sin2 θ . (1.13)
Given a droplet of size A, and equilibrium contact angle θ = θe, its radius can be obtained
from Eq. (1.13).
1.2.2 Interfacial energy and droplet’s stability
The interfacial energy E of the droplet can be obtained by evaluating the work per unit
area required to bring droplet molecules to its surface [23]. This is the sum of the energy,
on the liquid-gas interface Ei, and the net energy on the solid surface Es. The liquid-gas
interfacial energy Ei is obtained as the integral of surface tension γ along the liquid-gas
interface Ei =
∫
γ ds. By using ds = dx
√
1 + h2x, we find
Ei
γ
= 2θRsin θ . (1.14)
To obtain the net surface energy Es, on the solid-gas and solid-liquid interfaces, we
consider a horizontal force balance on a droplet on a smooth plane surface, which leads to
the well-known Young’s relation (1.2) for the contact angle. At equilibrium, the surface











cos θe dx. (1.15)
Combining equations (1.14) and (1.15), we obtain the interfacial energy rescaled with
surface tension as:
E = 2θRsin θ − 2R cos θe, (1.16)
where R and θ are related through Eq. (1.13), this ensures that the interfacial energy
(1.16) satisfies the Young-Laplace equation. Hence, for a fixed droplet size A, and
equilibrium contact angle θe its radius (termed equilibrium solution) corresponds to the
extrema of the interfacial energy of the droplet. Equations (1.13) and (1.16) show that
for a droplet on an homogeneous solid where the contact angle is constant, its equilibrium
shape is independent of the location of the droplet on the solid. Panel (a) of Fig. 1.8
shows the interfacial energy of droplet of size A = 1.5. Given an equilibrium contact
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angle θe = 60◦, the radius of the droplet obtained from Eq. (1.13) corresponds to the
extrema of the interfacial energy (red circle). Panel (d) shows the equilibrium shape of
the droplet given by Eq. (1.11).
The contact angle on a surface can be made to vary spatially by imposing a wetting
pattern Θ(x) on it so that the equilibrium contact angle becomes θe = Θ(ℓ±R), where ℓ
is the midpoint of the droplet with respect to a reference point. Here the contact angle
vary smoothly and not discontinuously thereby ruling out pinning when the contact line
moves. In this scenario, the interfacial energy (1.16) is modified as:
E = 2θRsin θ −
∫ ℓ+R
ℓ−R
cos Θ(x) dx. (1.17)
On such surfaces, the equilibrium shape of the droplet depends on the location since the
contact angle is now a spatially varying function. To illustrate how such functions affect
the stability of the equilibrium solutions we consider the simple example of a quadratic
wetting pattern of the form:
Θ(x) = θ0 + ϵx2, (1.18)
Fig. 1.8 Interfacial energies and droplet shapes given by Eq. (1.11) of size A = 1.5 on
a solid with a constant contact angle, panels (a and d), and spatially varying contact
angle, where the droplet is aligned with the minimum contact angle, panels (b and e),
maximum contact angle panels (c and f). The equilibrium contact angle θe of the droplet
corresponds to the minimum and maximum of the interfacial energy, denoted by the red
and green circles respectively.
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where θ0 is the homogeneous contact angle and ϵ is the strength of the pattern. To obtain
equilibrium solutions on this surface, the left and right contact angles must be equal, i.e
Θ(ℓ−R) = Θ(ℓ+R). This gives (ℓ−R)2 = (ℓ+R)2 which is satisfied if ℓ = 0 for R ̸= 0.
The energy profile and shape of a droplet of size A = 1.5 located at ℓ = 0 on a
flat surface with a quadratic wetting pattern (1.18) are shown in panels (b) and (e) of
Fig. 1.8 respectively. The droplet is aligned with the minimum of the wetting pattern
with wetting strength ϵ = 0.1 and homogeneous contact angle θ0 = 60◦. It is seen that
the droplet’s equilibrium radius Re corresponds to the minimum of the interfacial energy,
denoted by the red circle, see Fig. 1.8(b). Let’s imagine the equilibrium point (red circle)
as a droplet in a cup with shape equivalent to the energy profile (blue solid line). If
we move the droplet slightly away from its equilibrium position by ∆R so that its new
configuration is now R = Re + ∆R, the droplet will always move back to its original
position R = Re. Hence we see that the equilibrium radius Re is unaffected by radius or
axisymmetrical perturbations and as a result, the equilibrium solution Re is stable to
axisymmetrical perturbations.
When the droplet is aligned with the maximum of the wetting pattern, (i.e. when ϵ < 0,
see Fig. 1.8(c, f)), two equilibrium solutions appear, one of which correspond to a minimum
of the interfacial energy (red circle) and as a result is stable to axisymmetric perturbations.
The other equilibrium solution corresponds to a maximum on the interfacial energy profile.
Because of this, a slight perturbation ∆R to the equilibrium radius Re will ensure that
the droplet does not return to its original position. Hence the equilibrium radius is
unstable to axisymmetric perturbations.
The stability of droplet equilibrium solutions can in general be obtained by checking
if the corresponding extrema point on the interfacial energy landscape is a minimum or
a maximum. This can be found by computing the second derivative of E with respect
to the droplet radius R at the equilibrium point ERR(Re), where Re is the equilibrium
solution. If ERR(Re) > 0, then Re is a minimum and hence stable, otherwise it is unstable.
When the location ℓ of a droplet is allowed to vary instead of being fixed so that it
is obtained as part of the droplet’s equilibrium solution (ℓe, Re), the interfacial energy
E(ℓ, R) becomes a two-variable function of ℓ and R. In this scenario the stability of
the equilibrium solutions can be obtained by examining the eigenvalues of the following
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Let λ1 and λ2 be the eigenvalues of the Hessian matrix HE(ℓe, Re) at the equilibrium
point (ℓe, Re). If λ1 > 0 and λ2 > 0, then (ℓe, Re) is a minimum and hence stable. If
λ1 < 0 and λ2 < 0, then (ℓe, Re) is a maximum and hence unstable. If λ1λ2 < 0, then
(ℓe, Re) is a saddle point or saddle node. This approach will be used throughout this
thesis to determine the stability of droplets, as we will see later.
1.3 Droplet evaporation
Liquid droplet evaporation is a natural phenomenon that is essential in a variety of
applications, including ink-jet printing, pesticide deposition, spray cooling, and thin film
coating. Evaporation of sessile droplets is particularly important due to the complexities
involved in modelling the evaporative mass flux, droplet lifetimes, and various modes
of evaporation, which contributes to a number of interesting effects. These effects are
essential in a variety of problems, including the so-called coffee-stain phenomenon [3, 24]
which involves deposition of solid particles close to a contact line, and its numerous
applications, including the manufacturing and operation of nano- and micro-devices.
Droplet evaporation is driven by a combination of temperature gradient between
substrate and the droplet, and vapour concentration gradient between droplet molecules
at the interface and in the atmosphere far away. Consequently, to completely model
droplet evaporation, a two-sided model is needed in which the two impacts are accounted
for [25]. This is a rather complex model and can be simplified by focusing on vapour
concentration field that results in diffusion-limited models where evaporation flux can be
controlled by the stationary diffusion of the liquid molecules in the gas phase, so that
the liquid interface is in equilibrium with the gas phase just above it [26–28, 22, 29].
Alternatively, one can focus on the liquid phase, which yields a thermal control one-sided
model where a temperature difference ∆T between the substrate and the atmosphere far
away causes droplet evaporation [30, 31]. In this case evaporation rate would depend on
the substrate’s and droplet’s thermal conductivities. However, the two models only differ
slightly from the primary highlights of the evaporative flow, and in most cases what one
realises is appropriate for another [29, 31].
In the diffusion-limited framework, droplets evaporate when the atmosphere in
their immediate vicinity is not saturated with the vapour of the liquid. The vapour
concentration c is distributed non uniformly above the droplet, and at the liquid-vapour
interface, the vapour concentration is assumed to be equal the saturation value csat(T ),
which depends on temperature. In isothermal conditions, where temperature difference
is negligible, the dependence on temperature can be ignored. Far above the droplet, the
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vapour concentration approaches an ambient value c∞. It is the difference in vapour
concentration csat − c∞ that creates a diffusive flux J = −D∇ c (where D is the vapour
diffusivity), which drives the evaporation of liquid according to the diffusion equation [26]:
∂c
∂t
= ∇ · J . (1.20)
At the surface of the droplet the vapour quickly establishes a steady-state concentration
profile which obeys the steady-state diffusion equation ∇2 c = 0. The rate of change of
the droplet size A(t) with respect to time is proportional to the droplet radius R(t), so
that the droplet radius scales with time according to [32, 33]:
R(t) ∼ (te − t)1/2, (1.21)
where te is the evaporation time.
In this thesis, we assume isothermal conditions where temperature difference is not
important and consider quasi-static evaporation where a droplet evaporates at a rate
slower than its relaxation rate. This means that the time t∆e it takes for a droplet of size
A to decrease by ∆A via evaporation is much less that the time tr required for the droplet
of size A with contact angle θ, to assume its equilibrium configuration θe. Due to this
large time scale separation where t∆e ≪ tr, a droplet attains its equilibrium shape faster
than it evaporates and as a result, its shape while it is evaporating can be approximated
by the equilibrium properties. As we will see in Chapter 3, this assumption will allow us
to build a mathematical model based on Young-Laplace formulation
1.3.1 Evaporation modes
The behaviour of an evaporating droplet is usually dictated by the nature of the solid
on which it is evaporating. One of the key issues is to understand how the properties
of the solid affect the contact line of the droplet. In the ideal limit of a perfectly
smooth and flat solid surface, a droplet keeps a constant shape characterised by the
intersection angle of the liquid-gas interface with the solid. Such constant-contact-angle
(CA) mode of evaporation implies the smooth retraction of the contact line as the droplet
evaporates [35], (see Fig. 1.9(a)). A droplet evaporating in a CA mode with initial size
A0, initial contact radius R0 and initial contact angle θ0 at time t = 0, on an ideal smooth
and chemically homogeneous substrate does so with a constant contact angle θ(t) = θ0
while it’s contact radius R = R(t) and size A = A(t) decrease with time.
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In contrast, surfaces with microscopic defects, either chemical or topographical, are
able to induce the phenomenon known as contact-line pinning, whereby the translational
motion of the contact line is suppressed [35], see also Section 1.1.2. Therefore, in the
limiting situation of complete pinning, an evaporating droplet would exhibit a constant-
contact-radius (CR) mode of evaporation, (see Fig. 1.9(b)). In this mode of droplet
evaporation, the contact angle θ = θ(t) and size A = A(t) decrease while the contact
radius R(t) = R0 remains constant.
The pinning of a droplet contact line as it evaporates is the major mechanism behind
the so called coffee-ring effect [3] where a spilled drop of coffee leaves a ring-like deposit
along this edges as it dries on a solid surface. When coffee evaporates on a rough surface,
the microscopic roughness of the solid pins the droplet’s contact line, allowing only
the droplet’s height to steadily decrease while its radius remains constant. The fluid is
squeezed outwards to compensate for evaporative losses due to the geometrical restriction
of the droplet’s free surface by a pinned contact line. The liquid that evaporates at the
droplet edge is replenished by a capillary flow from the droplet’s interior, which carries
coffee particles with it to the edge, forming a ring-like pattern.
In practice, a widely accepted view is that droplet evaporation proceeds as a combina-
tion of these two limiting modes, often called a stick-slip (SS) mode of evaporation [27],
where a droplet initially evaporates in a CR phase in which R = R0 and θ(t) and A(t)
decrease until θ(t) reaches the receding contact angle θ∗ at which the contact line depins
and subsequently the droplet evaporates in a CA phase in which θ(t) = θ∗ and R(t) and
Fig. 1.9 Droplet evaporation modes. (a) Constant angle mode on a smooth surface where
the contact line gradually retracts. (b) Constant radius mode on a rough surface where
the contact line is pinned. (c) Stick-slip mode of evaporation where the droplet contact
line is pinned until the contact angle reaches a value where it depins and the droplet
evaporates with constant contact angle. (d) Stick-jump mode of evaporation where the
contact line of a droplet pins and return to its initial shape when it depins. (e) Snap
evaporation on smooth surface with well defined topography [34]. There is an abrupt
change in the droplet location and radius at some point as the droplet evaporates.
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A(t) decrease until the droplet vanishes, (see Fig. 1.9(c)), or could be followed by one or
more subsequent stick-slip cycles .
Another mode of evaporation observed on solid substrates that involves a combination
of pinning and depinning of the contact line, is the stick-jump mode [28] where a droplet
with contact angle θ0 initially evaporates with constant radius due to contact line pinning
and the contact angle decreases until the angle θ∗ is reached. After this stage, unlike the
stick-slip mode where the contact line smoothly retracts with θ∗, the droplet ‘jumps’ to
(or assume) a new geometry where the contact angle returns to its initial value θ0. This
cycle continues until the droplet disappears, (see Fig. 1.9(d)).
Li et al. [36] numerically investigated the contact line pinning and depinning pro-
cess during droplet evaporation on chemically patterned surfaces with hydrophilic and
hydrophobic patches using a thermal multiphase lattice Boltzmann model with liquid-
vapour phase transition. At the hydrophilic-hydrophobic boundary where the contact
angle on the surface sharply changes from hydrophilic to hydrophobic, the contact line is
pinned until the droplet’s contact angle adjusts to the hydrophobic patch. As a result,
evaporating droplets on such chemically patterned surfaces exhibit a stick-slip-jump
behaviour in which the droplet contact line is initially pinned (stick) and then evaporates
in the CR mode. This is followed by a slow inward motion (slip) when the contact line
depins, where the droplet evaporates with constant angle, after which it jumps to a new
configuration (jump). This cycle is repeated until the droplet disappears and the number
of cycles observed is determined by the number of the stripes covered by the droplet.
An important question relevant for industrial application is how long it takes a droplet
to evaporate. The lifetime of an evaporating droplet is the time it takes for its size A
to reach zero and it depends on the manner in which it evaporates. A two-dimensional
droplet with small contact angles θ ≪ 1 evaporating in the CR mode always has a
larger surface area and hence a larger total flux and thus a shorter lifetime, than the
same droplet evaporating in the CA mode, tCR < tCA and the lifetime of a droplet
evaporating in the SS mode, tSS lies between the life time of the CR and CA modes,
tCR ≤ tSS ≤ tCA [37]. For a three-dimensional droplet, the relationships between the
evaporation lifetimes for different contact angles is summarised in the work of Stauber et
al. [27].
The pinning effect of the contact line limits droplet mobility on solid surfaces and
hence makes it difficult to control droplet evaporation. However, recently, ultra-smooth
pinning-free surfaces which allow large-scale wettability patterns (comparable to the
droplet size) have been developed. Such surfaces can be achieved by introducing an
intermediary smooth layer that shields the droplet from the underlying solid surface,
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and include Slippery Liquid Infused Porous Surfaces (SLIPS) [20–22] and Slippery
Covalently Attached Liquid Surfaces (SOCALS) [38]. On flat SLIPS and SOCALS, a
constant-contact-angle mode of evaporation has been reported, supporting the absence
of contact-line pinning on these surfaces [39, 40].
The top panel of Fig. 1.9(e) shows a droplet on a smooth well defined topography.
The location of the mid-point of the droplet is initially aligned with the minimum of
the topographic pattern. As the droplet evaporates quasi-statically, its location remain
the same but its base radius reduces gradually until it reaches a point where it changes
abruptly while the droplet moves to a new location, (see the bottom panel of Fig. 1.9(e)).
This sudden change in the droplet radius and location during evaporation is termed "snap"
evaporation [34], and is attributed to the introduction of the large-scale topographical
patterning. This phenomenon can be described mathematically using bifurcation theory
which is based on studying the equilibrium properties of the droplet as it size varies. In
particular, a droplet with fixed size A on a smooth well defined topography has multiple
equilibrium solutions and as the droplet size is varied quasi-statically via evaporation, the
equilibrium solutions for different droplet sizes yields different branches of solutions. This
means that changing the droplet size A, can lead to a change in the droplet behaviour.
This has opened up the possibility to use solid surfaces with smooth wettability variations
to control both the evaporation process and the motion of the droplet, which is indeed
one of the key goals of this thesis.
1.4 Thesis aim and structure
The aim of this thesis is to study evaporating droplets theoretically and computationally
and to quantify how droplet evaporates on smooth patterns. Understanding the different
factors that affect the motion of a droplet during evaporation will allow for efficient
and accurate control of droplet evaporation. For example, the direction of motion of a
droplet as it evaporates, and the speed of a droplet as its location changes suddenly in a
snap event. To this end, we will initially consider a flat (or planar) surface that has a
smoothly-varying wetting pattern described in the terms of the local equilibrium contact
angle, which controls the angle of the droplet interface at the solid contact point. We
will also examine smooth non-planar surfaces in order to study how imposing a wetting
pattern on a topography can influence the snap events.
To investigate this problem, we consider two-dimensional droplets and assume quasi-
static evaporation so that we can mathematically study the equilibrium properties of a
droplet as it evaporates using the Young-Laplace equation and bifurcation analysis. To
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confirm our theoretical results, we will perform dynamic simulations of the Cahn-Hilliard
and Navier-Stokes equations under isothermal conditions so that temperature difference
is negligible. We will first consider the regime where the droplet size is smaller than the
capillary length scale so that gravity is negligible. Later on, gravity will be introduced to
study the effect it has on droplet shape and the evaporation process.
The structure of this thesis is as follows. The next chapter discusses the Cahn-Hilliard
and Navier-Stokes equations which is used to simulate droplets on smooth surfaces
through out this thesis. The validity of the model is tested by simulating droplet
spreading on smooth surfaces as well as droplet evaporation. In Chapter 3, we present
analytical and computational results on quasi-static evaporation of a 2D droplet on a
flat, chemically patterned surface where we consider patterns that are pinning free but
have a smooth and periodic variation of the local equilibrium contact angle. Different
bifurcations that arises on such surfaces will be quantified and a way to effectively control
the direction of motion of evaporating droplets will be examined by exploring asymmetric
wetting patterns.
Chapter 4 studies the snap dynamics of evaporating droplets on a smooth pattern.
This will be done by performing a series of simulations with different wetting strengths,
which gives possibility of controlling the critical droplet size by tuning the wetting
strength. The droplet speed during the snap event will also be shown to be related to the
wetting strength, droplet size and droplet properties such as viscosity and surface tension.
Chapter 5 investigates the interplay between chemical and topographical patterns where
it is observed that the combination of periodic chemical and topographical patterns can
either amplify or annihilate snap effects. Also the direction of evaporating droplets can
be controlled on a non-planar surface by imposing a well defined wetting pattern.
In Chapter 6, we will consider droplets evaporating under the influence of gravity on
a flat surface with periodic wetting patterns. On an inclined plane with a symmetric
chemical pattern, a droplet will prefer to move in the direction of gravity as it evaporates.
However we will see that on an asymmetric pattern with amplitude gradient a droplet
can be made to move in the opposite direction dictated by gravity when the effect
of gravity is weaker that the strength of the wetting pattern. Chapter 7 compares
the theoretical results derived in Chapter 6 with simulations of the Cahn-Hilliard and
Navier-Stokes system of equations that models droplets under the influence of gravity.
It will be observed that on a surface with asymmetric pattern, the direction of motion
of an evaporating droplet can be effectively controlled. In the scenario where gravity is
weak the asymmetric pattern can move an evaporating droplet against gravity.
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The conclusion of the thesis is given in Chapter 8 where summary of main results are
highlighted along side future research directions of droplet evaporation.
Chapter 2
Diffuse interface model
In this chapter, we introduce the Cahn-Hilliard and Navier-Stokes (CH-NS) system of
equations. The finite element method (FEM) used in solving this system of equations is
also discussed. To test the validity of our model, we consider the case where the length
scale of the system is less than the capillary length scale so that gravity is negligible.
In this regime, droplet spreading on smooth surfaces is simulated as well as droplet
evaporation.
When liquid droplets make contact with a solid substrate, they begin to spread; the
dynamics of this spreading are governed by viscous effects near the contact line and are
defined by an apparent contact angle. Traditionally problems involving moving contact
lines are usually accompanied by the implementation of the no-slip boundary condition
where the velocity at the solid is set to zero. This however leads to a singularity as
discussed in Chapter 1 which implies that moving a contact line would require an infinite
force [11].
Several methods have been proposed to overcome this difficulty. These include the
introduction of a slip length λs which relaxes the no-slip condition on the surface [41, 12].
The precursor film method can also be used to regularize the contact line singularity. In
this case a thin film of thickness λt made by one of the phases shields the surface so that
the interface is not directly in contact with the surface [13]. The apparent contact line
can then be studied using classical continuum mechanics.
Alternatively, a transition area of limited but finite width may be used to replace the
conventional infinitely thin boundary of separation between two immiscible fluids, across
which the fluid composition varies continuously. Diffuse-interface models are those that
implement this. The interface is modelled as a diffuse layer in which fluid properties
differ steeply but continuously, causing the contact line to move naturally as diffusion
through the interface, guided by gradients in the chemical potential, which is the rate of
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change of the system’s free energy. It is this diffusion that regularizes the singularity
at the contact line [42, 43, 14]. A common diffuse interface model is the Cahn-Hilliard
equation.
Regardless of the model adopted, the physics of the phenomenon being modelled
will be the same. Sibley et al. [44] compared different models including slip and diffuse
interface models for the quasi-static spreading of a thin two-dimensional droplet. In
certain parameter regimes it is shown that all of the models predict the same quasi-static
droplet spreading behaviour.
Real-world interfaces with thickness on the order of nanometres are computationally
costly and well beyond the capabilities of current computers and algorithms. However,
when the interfacial thickness is reduced below a threshold while the other parameters
remain constant, the Cahn–Hilliard model approaches a sharp-interface limit. In sharp-
interface models, the diffusion length of the contact line is related to the slip length [45,
14, 46, 47]. In this thesis, the Cahn-Hilliard equation is implemented to model droplets
on solid surfaces.
2.1 Diffuse interface formulation
The basic idea is to introduce a conserved order parameter ϕ, that varies continuously over
thin interfacial layers and constant in the liquid and gaseous phases. In the phase-field
model, sharp fluid interfaces are replaced by thin but non-zero thickness χ, transition
regions where the interfacial forces are smoothly distributed. The conserved field ϕ takes
two equilibrium limiting values, ϕ = +ϕe and ϕ = −ϕe, which represent the liquid and
gaseous phases, respectively, so that the interface is located where ϕ = 0, (see Fig. 2.1(a)).
















where Ω is the domain of integration, Fm(ϕ) = 14(ϕe − ϕ
2)2 is a double-well potential
that ensures the existence of both liquid and gaseous phases. This is because its minima
corresponds to the values of the phase field ϕ in the liquid and gaseous phase respectively,
(see Fig. 2.1(b)). The gradient term in the free energy ensures the existence of a well
defined interface of width χ, σ is related to the surface tension of the droplet as we will
see later and Fw(ϕ) is the wall component of the free energy that models fluid/solid
(wetting) interactions on the solid boundary ΓB. The chemical potential η which is the
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Fig. 2.1 (a) Phase-field profile, ϕ(y), in one dimension. The two limiting values ±1
represent the liquid and gas phases respectively, the width of the interface is denoted by
χ. (b) Double well potential that ensures the existence of the liquid and gaseous phases.
rate of change of the free energy (2.1), is defined as η = δF [ϕ]/δϕ:
χ
σ
η = F ′m(ϕ) − χ2∇2ϕ. (2.2)
Minimizing the free energy also leads to the natural boundary condition [50]:
σχn · ∇ϕ = −F ′w, (2.3)
which is applied on the bottom boundary ΓB. By considering a flat interface located at
y = y0 in a one-dimensional system where the solid is located at y = 0, we obtain the
exact solution for the phase-field ϕ from Eq. (2.2) by noting that the chemical potential
vanishes at equilibrium






We have discussed the equilibrium properties of the system, next we consider the dynamics
of the system by coupling the Cahn-Hilliard equation with the Navier-Stokes equation.
2.2 Cahn-Hilliard and Navier-Stokes equations
The Cahn-Hilliard equation that describe the evolution of the order parameter is coupled
with the Navier-Stokes equation which models the hydrodynamic flow of two immiscible
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and incompressible fluids with comparable densities and viscosities as follows [48]:
∂ϕ
∂t
+ u · ∇ϕ = M∇2η(ϕ), (2.5a)





+ (u · ∇) u
)
= − ∇ p+ µ∇2 u −ϕ∇ η, (2.5c)
where u is the velocity field, p the pressure, ρ the density, µ the dynamic viscosity, and
M a mobility parameter.
Although the system (2.5) models two fluids with identical densities and viscosities, it
can still be used to understand the quasi-static (or slow) dynamics of fluids with different
densities and viscosities. This is because the equilibrium properties, which is comparable
to quasi-static dynamics, of a droplet is insensitive to the effects of density and viscosity
difference between the fluids when the influence of gravity is not important. As a result,
we refer to the phase where the phase-field ϕ = −1 as the gas phase and where ϕ = 1 as
the liquid phase.
The Cahn-Hilliard equation (2.5a) is coupled with the velocity field via the convection
term u · ∇ϕ and the Navier-Stokes equation (2.5c) is coupled with the phase-field through
the surface tension term −ϕ∇ η. The surface tension term can take several forms, for
example it can be given by the stress term −σχ∇ ·(∇ϕ ⊗ ∇ϕ) known as Korteweg
force [49] which is balanced by a pressure gradient − ∇ p̄ at equilibrium in the Navier-
Stokes equation. This surface tension term is equivalent to different terms including
−ϕ∇ η. This is shown as follows, using the differential identity:
∇ ·(∇ϕ⊗ ∇ϕ) = ∇ϕ∇2ϕ+ 12 ∇ | ∇ϕ|
2,
the surface tension term −σχ∇ ·(∇ϕ⊗ ∇ϕ) is then equivalent to −σχ∇ϕ∇2ϕ with a
modified pressure: p̂ = p̄+σχ12 ∇ | ∇ϕ|
2. By making use of the definition of the chemical
potential in Eq. (2.2), this term can be simplified further to η∇ϕ with a modified
pressure: p̃ = p̂+ σ
χ
Fm(ϕ). Using the differential identity ∇(ηϕ) = η∇ϕ+ ϕ∇ η, the
surface tension term can also be written as −ϕ∇ η with a modified pressure: p = p̃− ηϕ.
Hence we see that the surface tension term can take difference forms, however we have
chosen −ϕ∇ η for computational ease.
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It is convenient to non-dimensionalise Eqs. (2.5a), (2.5b), (2.5c), and (2.2) by choosing
the following dimensionless variables:
r∗ = r
L
, u∗ = u
U
, t∗ = Ut
L
, p∗ = p
ρU2
, η∗ = η
η0
, ϕ∗ = ϕ
ϕe
, (2.6)
where L and U are the characteristic length and velocity scales of the system respectively
and η0 = σ/L. With these new variables the system of governing equations become:
∂ϕ
∂t






−ϕ+ ϕ3 − Cn2∇2ϕ
)
, (2.7b)
∇ · u = 0, (2.7c)
∂ u
∂t
+ (u · ∇) u = − ∇ p+ 1
Re
∇2 u − 1
We
ϕ∇ η, (2.7d)
where we have defined the dimensionless parameters:
Re = ρUL
µ
, Pe = UL
2
σM
, We = ρLU
2
σ
, Cn = χ
L
,
corresponding to the Reynolds, Peclet, Weber, and Cahn numbers respectively. The
Reynolds, Peclet, Weber, and Cahn numbers define the ratios between inertia and viscous
forces, advective and diffusive transport, inertia and surface tension, and diffuse interface
width and the characteristic length scale respectively.
The values of the dimensionless parameters used are as follows. Yue et al. [46] showed
that the Cahn–Hilliard model reaches a sharp-interface limit when the Cahn number
approaches zero while the other parameters remain constant, using scaling arguments
and numerical computations. This limit can be achieved for Cn = O(10−2). Following
this, the Cahn number in this thesis is taken to be Cn = 0.01. Magaletti et al. [48]
showed from asymptotic expansion and numerical simulation of the CH-NS equations
that the mobility is an effective parameter to be chosen proportional to the square of
the interface thickness in order to ensure that the diffuse interface model approaches the
sharp-interface limit. This implies that the Peclet number must be inversely proportional
to the square of the Cahn number. Hence, throughout this study the Peclet number
is set to Pe = 1/(3Cn2). The values of the Reynolds and Weber numbers used in this
thesis ranges from 0.1 to 1.
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2.2.1 Initial and boundary conditions
To solve the CH-NS system of equations completely in a rectangular domain, initial
conditions are required for the phase-field ϕ, chemical potential η, velocity u and pressure
p. Also boundary conditions for the variables ϕ, η, u and p are needed on the four walls
of the domain. Initially, the droplet shape is defined as a circular arc S. Mathematically,
this is given as:
S = {(x, y) |
√
(x− x0)2 + (y + y0)2 ≤ R0}, (2.8)
where x0 is the location of the droplet mid-point and R0 = R/ sin θ, y0 = R/ tan θ, here R
and θ are the droplet contact radius and angle respectively. The profile of the phase-field,
ϕ(x, y, t) at time t = 0 is then chosen such that liquid is enclosed in the arc S:
ϕ(x, y, 0) =
+1 (x, y) ∈ S,−1 otherwise. (2.9)
The chemical potential, pressure and velocity are set to zero at time t = 0. For the
boundary conditions, on the bottom boundary, the wetting property of the solid wall is
imposed using the natural boundary condition given by Eq. (2.3) obtained by minimizing
the free energy of the system [50]:
σχn · ∇ϕ = −F ′w, (2.10)
where Fw is a wetting function that enables us to introduce wetting effects into the model.
The wetting function can be cubic in ϕ, Fw3 = a(ϕ3/3−ϕ) [51, 43] or a linear function of ϕ,
Fw = aϕ [52, 53], where a describe the preference of the surface for either the liquid phase
(a > 0, hydrophilic conditions) or the gas phase (a < 0, hydrophobic conditions). When
a cubic function Fw3 is used F ′w3(±1) = 0. This confines the wetting condition to the
contact line since the phase-field is +1 and −1 in the liquid and gaseous phase respectively
so that Eq. 2.10 becomes n · ∇ϕ = 0. As a result the cubic function is suitable for
superhydrophilic droplets where the contact angle is close to zero and superhydrophobic
droplets with contact angles close to 180◦ where it remove the emergence of interfacial
fluxes close to the solid fluid interface which occur when a linear function is used where
F ′w(±1) = a. However, in the case of partial wetting, 30◦ < θe < 150◦, both formulations
are equivalent. In this thesis, for simplicity, we consider the linear function
Fw = −aϕs. (2.11)
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Here ϕs represents the value of the phase field at the wall. For a constant value of a, the
corresponding static equilibrium contact angle θe, can be obtained via the Young-Dupre
relation discussed in Chapter 1. This is the horizontal force balance on a droplet on a





By computing all different surface tensions, it is possible to obtain the following relation





(1 + ω)3/2 − (1 − ω)3/2
]
, (2.13)




a, see Appendix A on the derivation of the above
equation. Equation (2.13) can be inverted to obtain the wetting potential as:
ω = 2sgn(π/2 − θe)
√
β(1 − β), (2.14)
where β(θe) = cos[arccos(sin2 θe)/3]. In the limit of small values of ω, that is ω ≪ 1, an
excellent approximation for ω from Eq. (2.13) is [55]:
ω ≈ ω′ = 23 cos θe, (2.15)








n · ∇ϕ = ω√
2Cn
, (2.16)
which on substituting Eq. (2.15) becomes:
n · ∇ϕ ≈
√
2
3Cn cos θe. (2.17)
Equation (2.17) only caters for the boundary condition imposed on the bottom wall for
the phase-field, on the top boundary, a no flux condition is applied. For the chemical
potential and pressure, a no flux condition is also applied on the top and bottom
boundaries, while a no slip boundary condition is applied for the velocity field at the
top and bottom boundaries. For the left and right boundaries, a periodic condition is
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Fig. 2.2 Boundary conditions imposed on the domain. No flux is imposed for the chemical
potential and pressure on the top and bottom boundaries. A no-slip boundary condition
is imposed for the velocity on the top and bottom boundaries. The wetting function is
imposed on the bottom boundary for the phase-field while no flux is imposed on the top
boundary. A periodic boundary is imposed on the left and right walls.
applied for the phase-field, chemical potential, pressure and velocity. A summary of all
boundary conditions is shown in Fig. 2.2.
With these boundary conditions, the CH-NS system of equation conserves mass. To
see this, we integrate the Cahn-Hilliard equation (2.5a) over the domain Ω and make use





ϕ(x, t) dΩ = −
∫
∂Ω
ϕu · n ds−M
∫
∂Ω
∇ η · n ds. (2.18)
By using the no-slip u = 0 and no flux ∇ η · n conditions on the boundary ∂Ω, we obtain





ϕ(x, t) dΩ = 0 (2.19)






(∇ u):(∇ u) dΩ +
∫
Ω
M |∇ η|2 dΩ = 0, (2.20)






2 dΩ + F [ϕ], (2.21)
here F [ϕ] is the system free energy (2.1). This law is obtained by multiplying the
chemical potential (2.2), Cahn-Hilliard equation (2.5a), continuity equation (2.5b), and
the Navier-Stokes equation (2.5c) by −∂ϕ/∂t, η, u, and p respectively, integrating over
the domain Ω, and adding the resulting equations while applying the no-slip and no-flux
boundary conditions. This dissipation law will prove useful in Chapter 4 when we examine
the energy balance of an evaporating droplet.
2.3 Numerical scheme
We now proceed to develop a scheme for solving our model of droplet on a solid surface.
We consider the system (2.7a) - (2.7d) along side its boundary conditions, for clarity
we write here again the full system of equations and boundary conditions as follows.
Our aim is to solve for the phase-field ϕ, chemical potential η, pressure p and velocity u,
hence we find ϕ(x, y, t), η(x, y, t), p(x, y, t), u(x, y, t) such that:
∂ϕ
∂t
+ u · ∇ϕ = 1
Pe




−ϕ+ ϕ3 − Cn2∇2ϕ
)
, in ΩT , (2.22b)
∇ · u = 0, in ΩT , (2.22c)
∂ u
∂t
+ (u · ∇) u = − ∇ p+ 1
Re
∇2 u − 1
We
ϕ∇ η, in ΩT , (2.22d)
ϕ(x, 0) = ϕ0(x), u(x, 0) = u0(x), ∀ x ∈ Ω, (2.22e)
n · ∇ η = n · ∇ p = 0, on ΓT,B, (2.22f)
n · ∇ϕ = 0, on ΓT , (2.22g)
n · ∇ϕ = w, on ΓB, (2.22h)
u = 0, on ΓT,B, (2.22i)
ΓL = ΓR, ∀ ϕ, η, p, and u . (2.22j)
The domain of integration is Ω and the T is the total time. The left right, top and
bottom boundaries are denoted by ΓL, ΓR, ΓT and ΓB respectively and w is the wetting
term given by Eq. (2.17). The functions ϕ0 and u0 are the initial phase-field and velocity
respectively. A periodic condition is imposed so that the values of all variables are the
same on the left and right boundaries. We will refer to Eqs. (2.22) as the strong form
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which will be discretized to obtain a weak form. To solve the CH-NS system of equations
(2.22a) - (2.22j), the equations needs to be discritized in time and in space. For the
temporal discretization, finite difference method is used. To discretize in space there
are several options available in literature including the spectral element [56], Lattice
Boltzmann [57], finite difference [48], and finite volume [58]. Here the finite element
method (FEM) [49] is used for the spatial discretization.
We first consider the Cahn-Hilliard equation (2.22a) and discritize it in time using
the Crank Nicolson scheme. The Navier-Stokes equations, (2.22d), is then discretized
using the implicit Euler scheme:
ϕn − ϕn−1
∆t + u






−ϕn + (ϕn)3 − Cn2∇2ϕn
)
, (2.23b)
∇ · un = 0, (2.23c)
un − un−1
∆t + (u
n−1 · ∇) un−1 = − ∇ pn + 1
Re
∇2 un − 1
We
ϕn ∇ ηn, (2.23d)
where ∆t is the time step and ϕn, ϕn−1 are the values of ϕ at time t = tn and t = tn−1
respectively. The value of ϕ at the mid-point of tn and tn−1 is defined as ϕm = (ϕn +
ϕn−1)/2.
2.3.1 Finite element methods
For the spatial discretization, we make use of the FEM which is a numerical method
for solving partial differential equations (PDE). The fundamental idea behind FEM
is to divide the computational domain into small segments, typically triangles, known
as sub-domains or components, and find polynomial approximations to the unknown
function on each element. A global solution can be obtained by combining these piecewise
approximations on these sub-domains [59].
Let the unknown function in an element, called a trial function, be f(x). An





where N is the number of the prescribed finite element basis functions ψi(x) called test
functions. The unknown coefficients to be determined are c0, c1, ...cN . The test functions
can either be linear, quadratic, cubic or a higher order polynomial. Alternative names,
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frequently used are P1 elements for linear elements, P2 for quadratic elements, and so
forth: Pd signifies degree d of the polynomial basis functions. To determine the best
approximation, the distance between f and f ′ is minimized resulting in a linear system
of equations of the form;
N∑
j=0
Ai,jcj = bj (2.25)
where
Ai,j = ⟨ψi, ψj⟩, (2.26)
bj = ⟨f, ψj⟩, (2.27)
here the L2 inner product is denoted by ⟨., .⟩. This linear system can then be solved
using a Newton method.
To discretize the Cahn-Hilliard and Navier-Stokes equations, we begin by introducing
a triangulation τ of Ω into cells τi, such that τ = ∪Ni=1τi. On τ , we then introduce finite
element spaces:
Qh := {v ∈ H1(Ω)| v|τi ∈ P1}, (2.28a)
Ph := {v ∈ L2(Ω)| v|τi ∈ P1}, (2.28b)
Vh := {v ∈ H1(Ω) ×H1(Ω)| v|τi ∈ (P2)2, v = 0 on Γ}, (2.28c)
where H1(Ω), L2(Ω) are the Sobolev and L2 spaces respectively. The linear and quadratic
elements are denoted by P1 and P2 respectively. We use Qh to define discrete approxi-
mations ϕh, and ηh, of the corresponding continuous variables, ϕ and η respectively. The
discrete approximations ph and uh of p and u are defined using Ph and Vh respectively
so that the standard Taylor-Hood elements is used for the Navier-Stokes equation which
satisfies the inf-sup condition [49].
A fully implicit scheme to solve Eqs.(2.22a)- (2.22j) is given as follows. Given
ϕn−1 ∈ Qh, ηn−1 ∈ Qh, and un−1 ∈ Vh, find ϕnh ∈ Qh, ηnh ∈ Qh, pnh ∈ Ph and unh ∈ Vh,
2.3 Numerical scheme 31

















− Cn ⟨∇ϕn,∇ Ψ⟩ + Cn ⟨n · ∇ϕn,Ψ⟩ΓB = 0, (2.29b)
⟨u
n − un−1
∆t ,Ξ⟩ + ⟨u
n−1 · ∇ un−1,Ξ⟩ + 1
Re
⟨∇ un−1,∇ Ξ⟩ + ⟨∇ pn,Ξ⟩ + 1
We
⟨ϕn ∇ ηn,Ξ⟩ = 0,
(2.29c)
⟨∇ · u,Π⟩ = 0. (2.29d)
Here the unknown functions (Φ,Ψ,Ξ,Π) to be approximated are the test functions
corresponding to the trial functions (ϕ, η,u, p) respectively. The fully coupled system of
equations (2.29a)- (2.29d) can be solved using a Newton method giving rise to a large
system matrix which must be assembled and solved iteratively. Splitting the processes of
phase-field transport and hydrodynamic flow so that the equations governing each of these
processes are solved separately is a faster and simpler approach. This means that we solve
Eqs. (2.29a) and (2.29b) first for the phase-field and chemical potential, then Eqs. (2.29c)
and (2.29d) for the velocity and pressure. The fluid flow phase necessitates a coupled
solution for velocity and pressure. This has the benefit of accurate pressure computation,
but the disadvantage of being computationally difficult to solve. Alternatively, using
Chorin’s method, we further divide the fluid flow phase into the following sub-steps [60].






,Ξ⟩ + ⟨un−1 · ∇ un−1,Ξ⟩ + 1
Re
⟨∇ un−1,∇ Ξ⟩ + 1
We
⟨ϕ∇ ηn−1,Ξ⟩ = 0.
(2.30)
The pressure is then computed as follows:
⟨∇ pn,∇ Π⟩ = − 1∆t⟨∇ · uT ,Π⟩. (2.31)
After which the tentative velocity is corrected to obtain the final velocity un as:
⟨un,Ξ⟩ = ⟨uT ,Ξ⟩ − ∆t⟨∇ pn,Ξ⟩. (2.32)
The scheme is implemented using the finite element package, called FEniCS [61],
which is an open-source computing platform for solving PDEs. FEniCS enables easy
translation of scientific models into efficient finite element code using the Unified Form
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Language – UFL [62]. This code can be used with the C++/Python library DOLFIN, to
efficiently assemble linear systems and compute solutions to PDEs, (see the Appendix B
for the Python code used in this thesis).
2.4 Model validation
In this section we consider a series of simple problems that we use to validate the diffuse
interface model and the numerical algorithm introduced in the previous sections.
2.4.1 Equilibrium sessile droplets
We start by studying the equilibrium states of droplets resting on homogeneous surfaces
and in particular we compare the analytically imposed contact angle with the numerically
obtained contact angle that arise from the diffuse interface model. Figure 2.3(a) shows the
Fig. 2.3 Wetting potentials and their corresponding equilibrium contact angles (a) Exact
and approximate, and (b) Analytic and simulation.
Fig. 2.4 Equilibrium droplet shapes on homogeneous substrates with different wetting
properties (a) θe = 60◦ , (b) θe = 90◦, and (c) θe = 120◦. The contact angle imposed
by condition (2.17) is denoted as θe and the angle calculated numerically as θ∗. Blue
represent the gas region while red denotes the liquid region.
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wetting potential ω (2.14), and its approximation ω′ (2.15) along side their corresponding
equilibrium contact angles. It is seen that ω′ is an excellent approximation for ω, as a
result it can be used in place of ω in our simulation. The advantage of using ω′ instead
of ω is that it easy to implement computationally. Next we ensure that imposing the
appropriate wetting potentials yield desired equilibrium contact angles.
A plot of wetting potentials imposed using the condition (2.17) together with their
corresponding contact angles is shown in Fig. 2.3(b). It is observed that there is
an excellent agreement between the analytic and simulation wetting potentials. The
equilibrium shapes of hydrophilic (θe = 60◦), neutral (θe = 90◦), and hydrophobic (θe =
120◦) droplets are also shown in Fig. 2.4. The contact angle imposed by condition (2.17)
is denoted as θe and the angle calculated numerically as θ∗. It is seen that there is an
excellent agreement between the numerically imposed and theoretical contact angles.
Next, to study the dynamics of a droplet we consider droplet spreading on homogeneous
surfaces.
2.4.2 Droplet spreading on homogeneous surfaces
We consider a partial wetting regime with a finite contact angle and examine how a
droplet spreads on a flat homogeneous substrate to study the wettability of the solid
surface by varying the equilibrium contact angle over a wide range. In this section, we
Fig. 2.5 The evolution of droplet contact angle (black line), radius (red line) and height
(blue line) during spreading (a) from θe = 150◦ to θe = 30◦ (b) from θe = 30◦ to θe = 150◦,
where the droplet cross-sectional area A (green line) is constant throughout the spreading
duration in both cases. The Weber and Reynolds numbers used are 0.2 and 1 respectively
in both cases.
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perform numerical experiments to investigate the validity of our model and study how
contact angles and non dimensional parameters affect the spreading dynamics.
For Weber number 0.2, and Reynolds number 1, we start by placing a droplet with
contact angle θe = 150◦ on a solid surface imposed with an equilibrium contact angle
θe = 30◦. Figure 2.5(a) shows that the droplet radius R, increases as the droplet spreads,
while its height H, decreases. By starting with a 30◦ droplet and imposing θe = 150◦,
see Fig. 2.5(b), the droplet radius decreases while its height increases as the droplet
approaches its equilibrium shape. Notice that in both cases, the size of the droplet
remains the same, this means that our model conserves mass and that the size of the
droplet does not change as it spreads. At about t = 0.1, the droplet angle, radius and
height changes rapidly until about t = 50 when droplet attains its equilibrium shape.
This rapid spreading rate can be explained by noting that the contact-line region is out of
equilibrium at the start of the process, resulting in a local gradient of capillary pressure
and rapid initial spreading.
The rate at which liquid droplets spread depends on the droplets’ viscosity and surface
tension. This can be studied by examining the Weber number which describes the ratio
of inertia and surface tension forces and Reynolds number which is the ratio of inertia
and viscous forces. By varying the Weber number while keeping the Reynolds number
constant at 1, it is seen that as the Weber number decreases (equivalent to surface tension
forces becoming more important), the droplet spreads faster with the droplet reaching its
equilibrium shape quicker, (see Fig. 2.6). If the Reynolds number is varied instead, with
the Weber number being kept constant at 0.2, it is seen that a droplet spreads slower as
the Reynolds number decreases, (see Fig. 2.7). Since the Reynolds number is the ratio
of inertia and viscous forces, it means that viscous liquids spread slower. Figure (2.8)
Fig. 2.6 Time evolution of the contact angle from 150◦ to 30◦ (a), base radius (b), and
height (c) of a droplet relaxing to equilibrium. The Reynolds number is set to 1, different
lines correspond to different values of the Weber number and the plot is given in a
semi-log scale.
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Fig. 2.7 Time evolution of the contact angle from 150◦ to 30◦ (a), base radius (b), and
height (c) of a droplet relaxing to equilibrium. The Weber number is set to 0.2, different
lines correspond to different values of the Reynolds number and the plot is given in a
semi-log scale.
Fig. 2.8 Time evolution of the contact angle from different initial contact angles to 30◦
(a), base radius (b), and height (c) of a droplet relaxing to equilibrium. The Reynolds and
Weber numbers are set to 1 and 0.2 respectively. Different lines correspond to different
initial contact angles and the plot is given in a semi-log scale.
shows that droplet spreading to its equilibrium shape is independent of the initial droplet
shape, with the only difference being the time the spreading takes, the closer the initial
contact angle is to the final equilibrium contact angle, the lesser time the spreading takes,
where the Weber and Reynolds numbers have been set to 0.2 and 1 respectively.
2.4.3 Droplet evaporation on homogeneous surfaces
We have shown that our model accurately captures the equilibrium properties of a droplet.
The spreading dynamics of a droplet on a flat surface has also been validated. We will
now simulate droplet evaporation by assuming a quasi-static evaporation where the size
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As we will see, this leads to the law: R(t) ∼ (te − t)1/2, where te is the evaporation
time. We will find an expression for the proportionality coefficient of this relation from
Equation (1.12) with θ = θ0. Since the droplet evaporates very slowly, the contact radius
is
R2 = Ag(θ0),
where g(θ0) = 2 sin2 θ0/(2θ0 − sin 2θ0). As the droplet’s size decreases linearly in time,
A(t) = A0 − αt, where α is the evaporation rate and A0 the initial size, we have
R2(t) = R20 − αg(θ0)t, (2.33)
where R0 = A0g(θ0). Hence, we can see that the proportionality coefficient depends on
the contact angle and the evaporation rate. The life time of the droplet can be obtained
from Eq. (2.33) by noting that the droplet evaporates at time te when R = 0. This gives





To obtain the evaporation rate α, we note that evaporation can be imposed by creating
a gradient in the chemical potential that drives mass diffusion of the droplet. This can
be achieved by prescribing a Dirichlet condition ϕ = ϕH on the top boundary ΓT , where
ϕ < −ϕe [57]. Alternatively, a gradient in the chemical potential can be created by
imposing a Neumann condition ∇ η · n = −ηw at the top boundary ΓT , where ηw > 0
controls the evaporation rate. These two methods of imposing droplet evaporation will
be explained in turn.
For the case where imposing a Dirichlet condition ϕ = ϕH on the top boundary ΓT
drives droplet evaporation, a phase-field imbalance ∆ϕH = −ϕe − ϕH causes a gradient
in the chemical potential. To understand how evaporation can be imposed by inducing a
gradient in the chemical potential, we consider the Cahn-Hilliard equation (2.5a):
∂ϕ
∂t
+ u · ∇ϕ = M∇2η(ϕ), (2.34)
For quasi-static dynamics, the chemical potential in gas phase satisfies Laplace’s equation
∇2η(ϕ) = 0. Here we are interested in the profile of the chemical potential η in the gas
phase. To make this more tractable analytically, we assume that the domain is circular
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Here, r is the radial component. To obtain the profile of the chemical potential in the gas
phase, we solve Eq. (2.35) subject to the boundary conditions: η(R0) = ηR, η(RH) = ηH ,
where R0, RH , ηR, and ηH , is the position of the droplet interface, the top boundary of
the domain, chemical potential at the droplet interface and chemical potential at the top
boundary respectively. Integrating Eq. (2.35):
η = K1 ln r +K2,






K2 =ηH −K1 lnRH .
The chemical potential in the gas phase then becomes:











To model evaporation, an important component needed is the diffusive flux at the
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Hence, when evaporation is driven by imposing a Dirichlet boundary condition at the






. This means that the evaporation
rate depends on the contact angle, the difference between the chemical potential at
the domain’s boundary and droplet interface, and the ratio of the droplet’s radius and
domain radius. Figure 2.9(a) shows the chemical potential profile at x = 0.5 and t = 50
Fig. 2.9 Imposing evaporation with a Dirichlet condition on the phase-field. (a) Different
values of the phase-field at the top boundary ϕH induces a gradient in the chemical
potential η that drives evaporation. (b) Evolution of droplet area A with time t for
different values of ϕH . The initial droplet size is denoted by A0, the droplet evaporation
time by te, and ∆ϕH = −ϕH − ϕe.
for Weber number 0.2 and Reynolds number 1. It is observed that a gradient in chemical
potential is created by imposing ϕ = −ϕe − ∆ϕH at the domain top wall. Also, the
chemical potential gradient increases as ∆ϕH > 0 increases. Panel (b) of Fig. 2.9 shows
that the chemical potential gradient in turn drives droplet evaporation following the
R ∼ (te − t)1/2 law since A, varies linearly as time t, and A ∼ R2.
The droplet’s size can also be changed dynamically by imposing a Neumann condition
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Here the evaporation rate, α = 1
P e
θ0RHηw, depends on the contact angle, the domain
radius and the value of the chemical potential at the domain boundary.
Figure 2.10(a) shows the chemical potential profile at x = 0.5 and t = 50 for Weber
number 0.2 and Reynolds number 1. It is observed that when ηw = 0, there is no gradient
in the chemical potential and hence no evaporation, however for ηw ̸= 0, a gradient is
induced on the chemical potential, which increases as ηw increases. Hence, the rate of
evaporation can be effectively controlled by varying ηw. Figure 2.10(b) shows that the
droplet radius obeys the law R ∼ (te − t)1/2 since A varies linearly as time t, and A ∼ R2.
In this thesis, dynamic simulations of the CH-NS system of equations for evaporating
droplets will be compared with droplet equilibrium properties that satisfies the Young-
Laplace equation discussed in Chapter 1. This comparison is valid because we have
assumed quasi-static evaporation which is implemented in the simulation of the CH-NS
system of equations by making use of small evaporation rate to ensure slow droplet
evaporation. As a result, a droplet assumes its equilibrium configuration faster than it
evaporates. This allows us to approximate the properties of an evaporating droplet using
its equilibrium properties.
Essentially, for different scenarios of droplet evaporation that will be considered in this
thesis, an analytical model based on the Young-Laplace equation will be used along side
a numerical simulation of fully dynamic CH-NS system of equations that includes inertial
with imposed quasi-static evaporation. It is important to note that the term “quasi-static
Fig. 2.10 Imposing evaporation with a Neumann condition on the chemical potential.
(a) Different values of the chemical potential at the top boundary ηw induces a gradient
in the chemical potential that drives evaporation. (b) Evolution of droplet area A with
time t for different values of ηw. The initial droplet size is denoted by A0 and the droplet
evaporation time by te.
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evaporation” simply refers to slow decrease in the droplet size via evaporation, and not
to any approximation or asymptotic expansion assuming that velocities are slow.
2.5 Summary
In this chapter we have introduced the Cahn-Hilliard and Navier-Stokes (CH-NS) system
of equations, which will be used throughout the rest of the thesis to study droplet
dynamics on solid surfaces. We have described the numerical algorithm to solve the
CH-NS system that is based on finite element methods. The validity of the method
has been tested with a series of numerical experiments, including equilibrium shapes of
droplets as well as the dynamics of a droplet spreading and relaxing to equilibrium. We
have observed that droplet spreads faster as it becomes less viscous and its surface tension
becomes higher. Droplet evaporation on solid surfaces is also simulated by creating a
gradient in the chemical potential. It is observed that footprint of a droplet evaporating
on an homogeneous surface follows the R(t) ∼ (te − t)1/2 law.
Chapter 3
Droplet evaporation on smooth
surfaces with chemical patterns
In this chapter we investigate the evaporation of a two-dimensional (2D) droplet on a
solid surface that is flat but with smooth chemical patterns. The analytical treatment is
based on a quasi-static approximation where the shape of the droplet is assumed to be
dictated by its equilibrium properties. We then examine how multiplicity of solutions for
a 2D sessile droplet on a perfectly and smooth but chemically patterned surface give rise
to bifurcations such as pitchfork, saddle node and cusp that emerge when the wetting
strength is varied and the cross-sectional area of the droplet changes due to evaporation.
Most of the results of this chapter have been published in [63]. Here we build on the
ideas presented in [34] for non-planar surface to study the evaporation of 2D droplets
on a perfectly flat and smooth, but chemically patterned surface. We consider chemical
patterns that lead to a smooth variation of the local equilibrium contact angle, thus
eliminating pinning effects that may arise as a consequence of sharp discontinuities. Such
smooth variation of the chemical pattern occurs over a typical length scale λ which we
assume to be comparable to the droplet footprint. This limit is particularly relevant for
applications as this type of surfaces are easier to implement experimentally [22].
The equilibrium properties of the system depend on both the droplet’s size and the
specific chemical pattern of the substrate. By constructing the interfacial energy landscape
of the system, we identify all possible equilibrium solutions of the droplet shape. On
perfectly symmetric patterns, equilibrium solutions correspond to branches parametrised
by the droplet’s cross-sectional area, position and contact radius. Such branches form a
network in the three-dimensional parameter space, where nodes correspond to pitchfork
bifurcation points.
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Increasing the amplitude of the wettability pattern gives rise to folded nodes that
signal the onset of saddle-node bifurcations. Introducing a weak bias in the pattern leads
to a disconnection of the equilibrium branches and to the symmetry breaking of the
pitchfork bifurcation nodes. Increasing the strength of the bias creates a set of continuous
branches of stable equilibrium solutions where the droplet’s position varies smoothly
upon changes in the cross-sectional area, suggesting that directed motion is possible on
this type of surfaces.
To understand the droplet dynamics upon evaporation on chemically patterned
surfaces, we present numerical simulations of the Cahn-Hilliard and Navier-Stokes system
of equations introduced in Chapter 2. We focus on the quasi-static regime, where droplet
evaporation is dominated by diffusion into the gas phase. For periodic and symmetric
patterns, the droplet exhibits lateral movements when its cross-sectional area reaches
the pitchfork bifurcations predicted by the theory, equivalent to the snap evaporation
mode reported by Wells et al. [34]. On asymmetric patterns, the pitchfork branches are
disconnected, and the droplet follows a smooth motion in a preferred direction as its size
decreases in time, also in good agreement with the theory. Our results show that the
interplay between a phase change and surface wettability can be exploited to control
the motion of droplets on patterned solid surfaces in the absence of the anchoring effect
of pinning. We will start with a complete analysis of the equilibrium properties of the
system by making use of bifurcation theory. Appendix C provides a brief revision of
bifurcation analysis on dynamical systems in general.
3.1 Equilibrium properties: Bifurcation analysis
Figure 3.1(a) shows a schematic representation of the system considered in this chapter.
A 2D droplet rests on a solid flat surface of non-uniform wettability. Here, we consider
a periodic variation of the surface chemical properties along the lateral coordinate x,
which we model using a spatially-dependent function Θ(x), given by:
cos Θ(x) = cos θ0 − ϵF(x), (3.1)
where θ0 is the reference homogeneous contact angle, which we take to be θ0 = 70◦, ϵ
controls the strength of the chemical pattern and F(x) is a generic periodic function. (We
note that the reason to write cos Θ(x) in the above equation is to simplify the analytical
treatment presented below, see Eq. (3.3)).
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0 1 2 3 4 5 6
Fig. 3.1 (a) Two-dimensional droplet on a flat substrate with a smoothly varying chemical
pattern. The location of the droplet’s contact points is x1 and x2, and the contact angle
is θ. The droplet size A(t) decreases in time and λ is the wavelength of the periodic
pattern. (b) Examples of chemical patterns, which are described by the local contact
angle Θ(x).
We assume that the function F(x) varies smoothly over a length scale λ without
sharp discontinuities, hence ruling out the presence of pinning effects. Consequently, at
equilibrium, and in the absence of gravity, the contact angle θ on both contact points of
the droplet, x1 and x2, is the same and equal to the contact angle imposed by the chemical
pattern, i.e. θ = Θ(ℓ±R). Here, ℓ = (x1 + x2)/2 is the droplet shift and corresponds to
the location of the droplet’s midpoint relative to the origin x = 0, and R = (x2 − x1)/2 is
the droplet footprint, see Fig. 3.1. Therefore, the shape of the free surface of the droplet,






sin2 θ , (3.2a)
cos θ = cos θ0 − ϵF(ℓ±R). (3.2b)
Equation (3.2a) was derived in Section 1.2.1 of Chapter 1, and for a given droplet’s
area A, it can be thought of as a nonlinear function for the droplet’s radius F (R;A) =
A− R22
2θ−sin(2θ)
sin2 θ = 0. For a fixed droplet area, the stability of the equilibrium solutions
for (ℓ, R) that satisfy Eqs. (3.2a) can be determined from the interfacial energy (per unit
length of the contact line)
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where γ is the liquid/gas surface tension. Inserting Eq. (3.1) into Eq. (3.3) gives:
E(ℓ, R) = 2γR
(
θ






where R and θ are related through Eqs. (3.2a). For a given droplet’s area A, we can
compute the interfacial energy and find its extrema, which correspond to the equilibrium
states of the droplet. In the following, we will analyse how the stability of the equilibrium
states changes with the droplet area, leading to a hierarchy of bifurcation diagrams that
are dictated by the underlying chemical pattern. These bifurcation diagrams will, in
turn, inform about the possible (stable) trajectories in the (A, ℓ,R) space, which can
be observed as the droplet’s size is dynamically changed. This analysis will lead to a
series of bifurcations and a brief summary of classic bifurcation theory is provided in
Appendix C.
3.1.1 Periodic and symmetric chemical patterns
We start by considering periodic and symmetric patterns. For simplicity, we consider the
the function F(x) = cos(kx), where k = 2π/λ and λ is the wavelength of the chemical
variation. We non-dimensionalise the system of equations (3.2a) and (3.4) by taking
λ as the typical length scale, such that the new dimensionless variables are x′ = x/λ,
R′ = R/λ, A′ = A/λ2, and E ′ = E/(γλ). For convenience, we will drop the primes.
Under these conditions, Eq. (3.4) becomes:
E(ℓ, R) = 2R
(
θ





where θ and R are related through Eqs. (3.2a).
We will now show that depending on the strength of variation of the chemical pattern,
given by the amplitude ϵ, different bifurcation points emerge as the droplet’s size is
changed.
3.1.2 Pitchfork bifurcation
We first consider relatively small values of ϵ. We note that the work done in Ref. [64]
analysed this case with a chemical pattern given by Θ(x) = θ0 + ϵ cos(kx), reporting the
emergence of subcritical pitchfork bifurcations on the (ℓ, A) diagram. In this section, we
revisit this case with the chemical pattern given by Eq. (3.2b), which has the advantage
that it leads to the explicit expression of the energy, Eq. (3.5).
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Figure 3.2(a) shows a contour plot of the energy for a fixed droplet size, A = 1.5, and
for ϵ = 0.1. We first focus on equilibrium solutions for the droplet shape aligned with
minima and maxima of the chemical pattern, marked with blue circles and red crosses
in the figure. Solutions that are aligned with a minimum of the chemical pattern (i.e.,
ℓ = ±(2n+ 1)/2 for n = 0, 1, 2, . . . ) are stable, whereas solutions that are aligned with a
maximum (ℓ = ±n for n = 0, 1, 2, . . . ) are saddle nodes, which are stable to axisymmetric
perturbations but unstable against lateral displacements along the solid surface, (see the
Appendix C).
Therefore, if the droplet is on a saddle node, any perturbation on the system will
destabilise the droplet’s location and make the droplet shift laterally to either of the two
stable solutions that are located to the left or right [64].
By fixing the location of the droplet to be aligned with either a maximum or minimum
of the chemical pattern, and by changing the droplet size A, we construct two branches of
















































Fig. 3.2 Top panels (a,b,c) correspond to ϵ = 0.1 and lower panels (d,e,f) to ϵ = 0.25.
(a,d) Interfacial energy contour plots for A = 1.5, where energy levels increase from
blue to yellow. Blue and green circles correspond to stable equilibrium solutions, crosses
to saddle nodes that are stable to axisymmetric perturbations but unstable against
lateral displacements, and empty squares correspond to unstable solutions. (b,e) Droplet
lateral radius R as function of the area A, where green and blue branches correspond
to droplet stable solutions that are aligned with a maximum and a minimum of the
chemical pattern, respectively. The red dashed branches are saddle nodes and the black
dotted branch corresponds to unstable solutions. (c,f) Bifurcation diagrams showing all
possible solutions. Solid points represent subcritical pitchfork bifurcations and empty
circles mark the onset of saddle-node bifurcations. In all cases θ0 = 70◦.
3.1 Equilibrium properties: Bifurcation analysis 46
where dashed lines correspond to saddle nodes and solid lines correspond to stable
solutions. The stability of these solutions changes from stable to saddle node (or viceversa)
at specific values of A. Extending this analysis to include droplet solutions that are
located between minima and maxima of the chemical pattern, yields the three-dimensional
bifurcation diagram shown in Fig. 3.2(c).
Stability transitions correspond to pitchfork bifurcations: a stable point (green solid
line) collides with two saddle nodes to become a saddle node (subcritical pitchfork
bifurcation), and a saddle node collides with two saddle nodes to become a stable solution
(inverted subcritical pitchfork bifurcation), see the Appendix C.
Figure 3.3 gives a clearer picture of the stability transitions of the equilibrium solutions
for ϵ = 0.25, and θ0 = 70◦ for different droplet sizes around the critical droplet size,
Ap. At A < Ap, there are three equilibrium solutions aligned with the maximum of
the chemical pattern, one stable and two saddle nodes. These solutions collide and
become a saddle node at the pitchfork point, A = Ap. At this point the droplet could
move to the left or right towards stable points at the minimum of the chemical pattern.
Therefore, in a dynamic situation, where the droplet’s area is slowly decreasing in time,
it is expected that around these bifurcation points, any perturbation that can break the
plane symmetry will make the droplet shift and change location: if it is aligned with a
maximum of the chemical pattern it will move to a minimum and vice versa.
The critical droplet footprint Rp at which the pitchfork bifurcations occur can be
determined explicitly by noting that at these points the stability of the solution changes
from a stable to a saddle node. Hence, these points satisfy ∂2ℓE(ℓ, Rp) = 0. Imposing
Fig. 3.3 Interfacial energy contour plots for different droplet sizes, where energy levels
increase from blue to yellow. Blue and green circles correspond to stable equilibrium
solutions, crosses to saddle nodes that are stable to axisymmetric perturbations but
unstable against lateral displacements, and empty squares correspond to unstable solutions
for ϵ = 0.25, and θ0 = 70◦. Panel (a) A > Ap. Panel (b) A = Ap Panel (c) A < Ap.
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this condition to Eq. (3.5) gives the relation
sin(2πRp) = 0, (3.6)




for n = 1, 2, . . . . Therefore, pitchfork bifurcations occur at precise locations of the
droplet’s edges: either at minima or maxima of the chemical pattern. Remarkably, this
geometrical property holds regardless of the chemical pattern, i.e., Rp is independent
of the homogeneous contact angle θ0, and the amplitude of the substrate’s chemical
variation ϵ. Instead, the effect of these parameters is to determine the critical contact
angle θp and area Ap at the bifurcation points, which follow from Eq. (3.2a).
3.1.3 Cusp and saddle-node bifurcations
For large values of ϵ, we observe multiple solutions for the same droplet area and midpoint
location [see green circle, empty box and red cross at ℓ = 0 in Fig. 3.2(d)]. Such solutions
lie within S-shaped branches of the R(A) curve characterised by two turning points [see
Fig. 3.2(e)]. These turning points mark the onset of saddle-node bifurcations whereby
a saddle node solution collides with an unstable solution, (see the Appendix C). Such
transitions are identified as empty circles in the three-dimensional bifurcation diagram
shown in Fig. 3.2(f).
The emergence of unstable solutions is a consequence of a cusp bifurcation that occurs
as ϵ is continuously increased, as is shown in Fig. 3.4(a). At the critical cusp point ϵc, two
new branches of solutions emerge, which correspond to the two turning points, (see the
Appendix C). Figs. 3.4(b,c) show the evolution of these turning points on the (ϵ, A) and
(ϵ, R) planes, in agreement with the standard form of the cusp bifurcation [65], (see the
Appendix C). It is important to note that the saddle-node bifurcations (i.e. the turning
points on the R(A) curve) are not only observed as ϵ increases, but also as the droplet
size A increases for a fixed value of ϵ, as is shown in Fig. 3.4(d). We can understand
this set of folds as a result of a series of cusp bifurcations that occur at different critical
points in the (ϵ, A,R) space, i.e. each cusp bifurcation is described in terms of a critical
strength ϵc, a critical size Ac and critical radius Rc.
Fig. 3.4(e) shows the set of critical amplitudes ϵc as a function of the critical droplet
size Ac. To understand the scaling relation between ϵc and Ac, we consider the regime
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Fig. 3.4 (a,b,c) Emergence of a cusp bifurcation as the strength of the chemical pattern,
ϵ, is increased for the case with θ0 = 70◦. Panel (a) shows the three-dimensional plot
(ϵ, A,R), where the red asterisk marks the critical cusp point. Panels (b) and (c) show
the corresponding projections onto the (ϵ, A) and (ϵ, R) planes, respectively. (d) Droplet
footprint as function of its size for ϵ = 0.1 and ℓ = 0. Red asterisk mark the critical radii
at which a cusp bifurcation occurs. (e) Critical values of the strength of the chemical
pattern to induce a cusp bifurcation as function of the droplet size. Solid line corresponds
to a power law with exponent −1/2. (f) Plot of the function g(X) where solid and dashed
lines correspond to β/ϵ with θ0 = 70◦ and ϵ = 0.046 and ϵ = 0.058, respectively. (g) Plot
of the function β(θ0).
where ϵ is small. In this limit, ϵ ≪ 1, the contact angle Eq. (3.1) can be written using
the Taylor’s expansion as:
θ = θ0 + ϵθ1(R, θ0) + O(ϵ2), (3.8)
where θ1(R, θ0) = cos 2πR/ sin θ0. With this expansion of the contact angle, we can now
also find an expansion for the droplet area. We begin by noting that the droplet area A,
(3.2a) can be rewritten as:
A = R2G(θ), (3.9)
where
G(θ) = 12
2θ − sin 2θ
sin2 θ . (3.10)
Equation (3.10) can be expanded using Taylor’s series as:
G = 12
2(θ0 + ϵθ1) − sin 2θ0 − 2θ1ϵ cos 2θ0
sin2 θ0 + 2ϵθ1 sin θ0 cos θ0
+ O(ϵ2),
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which can be rewritten as:
G = G(θ0) + 2θ1ϵ(1 − cot θ0G(θ0)) + O(ϵ2),
where G(θ0) is as defined in equations (3.10). Inserting G into equation (3.9) then yields:
A = R2
[
G(θ0) + 2θ1ϵ(1 − cot θ0G(θ0)) + O(ϵ2)
]
.








where A0 = R2(2θ0 −sin(2θ0)/2 sin2 θ0 is the droplet size when ϵ = 0, and we have defined
the parameter
β = (θ0 − sin θ0 cos θ0) sin θ02(1 − θ0 cot θ0)
. (3.12)
Figure 3.5 shows a comparison between the exact droplet size, A, and it’s approximation,
A′ in the limit of small ϵ for θ0 = 90◦. The approximation is excellent for values of ϵ < 0.1
and A < 5.
To find the radii Rs at which the saddle-node bifurcations occur, we find the stationary
points for A, these are the points where: dA/dR = 0. We have that
X




Fig. 3.5 Comparison between exact droplet size A, and it’s approximation A′ in the limit
of small ϵ for θ0 = 90◦ on (a) (A, ϵ), and (b) (R,A) planes.
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where X = 2πR. Let
g(X) = X2 sinX − cosX, (3.14)
this corresponds to the onset of cusp bifurcation. We are interested in the stationary
points Xs of g. These are points where dg/dX = 0:
3 sinXs +Xs cosXs = 0. (3.15)
Expanding the function g(X) around the cusp point Xc gives:
g(X) = g(Xc) + g′(Xc)(X −Xc) +
1
2g
′′(Xc)(X −Xc)2 + O(X3).
Since g′(Xc) = 0, we have that:




(g(X) − g(Xc)), (3.16)
we then find that the solutions near the cusp bifurcation are given by:









2β(θ0)/g′′(Xc) is a constant that depends on θ0 only. The critical value





∼ β(θ0)A−1/2c , (3.18)
where we have approximated g(Xc) ∼ Xc/2, transformed back to the radius variable
R, and made use of the fact that at the onset of the cusp bifurcation A ∼ R2. The
above relation is in agreement with the scaling behaviour shown in Fig. 3.4(e). Because
β is always finite [cf. 3.4(g)], an important conclusion is that cusp, and, consequently
saddle node bifurcations are observed for any wetting condition, as long as ϵ ̸= 0. Figure
3.4(f) shows a plot of the function g(X) = (X/2) sinX − cosX, and the constant β/ϵ for
θ0 = 70◦ and two arbitrary values of ϵ. For ϵ = 0.046 the plot shows a cusp bifurcation
that corresponds to the first intersection between the constant β/ϵ (blue solid line) and
the function g(X) at the maximum Xc ≈ 20. Increasing the amplitude of the chemical
pattern to ϵ = 0.058 around X = 20, the constant β/ϵ (red dashed line) intersects g(X)
at two points that correspond to the saddle node bifurcations. In addition, because the
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critical cusp area Ac is normalised by the squared wavelength λ2, we conclude that, for a
fixed droplet area, cusp bifurcations are favoured in the microscopic limit of λ → 0.
3.1.4 Patterns with an amplitude gradient
The results shown in Fig. 3.2 indicate that, on symmetric chemical patterns, a droplet will
adopt equilibrium configurations which are aligned with either a maximum or a minimum
of the pattern. As the droplet’s size changes, the stability of such configurations alternates
between stable and saddle nodes through a sequence of pitchfork bifurcations that can
promote droplet lateral motion: any perturbation that breaks the plane symmetry will
make the droplet change from a saddle node to a stable location where the interfacial
energy is at a minimum. However, and because of symmetry, there is no bias for the
change in position of the droplet, hence ruling out the possibility to induce droplet
motion towards a preferred direction. To this end, here we explore a non-symmetrical
chemical pattern with the aim to determine whether it is possible to achieve directed
displacement in the droplet’s location as the droplet size is changed.









where L is the length over which the gradient varies. An example of the above pattern
with ϵ = 0.2 and L = 6 is shown in Fig. 3.1(b). (We note that the change of sign of the
gradient can be imposed by replacing x by L − x in the argument of the arctan). In
principle, any chemical pattern with amplitude gradient can be considered. The reason
why we choose F(x) = (2/π) arctan(x/L) cos(2πx) is because it allows us to study a
regime with strong bias but also the transition to the limit of symmetric patterns by
changing the parameter L. By doing so we can relate the emergence of disconnected
branches with imperfect pitchfork bifurcations as shown in Fig. 3.6, see the Appendix C.
We solve Eqs. (3.2a) alongside Eq. (3.19) to find the equilibrium solutions for a given
droplet size. Following the same procedure as in the previous section, we construct
the bifurcation diagrams as the droplet size is changed. Figure 3.6 shows the branches
of solutions on the (A, ℓ) plane and in the (A, ℓ,R) space. We observe that the lack
of symmetry of the chemical pattern leads to a topological change in the bifurcation
diagrams, characterised by a series of disconnected branches, which are either stable or
saddle node. In particular, we can see that as the droplet size is changed, there always
exists a set of stable branches that can be continuously parametrised by the droplet’s
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Fig. 3.6 Bifurcation diagrams for the case of a chemical pattern with an amplitude
gradient, given by Eq. (3.19) with ϵ = 0.1 and L = 6. Panel (a) shows the equilibrium
solutions of the droplet’s midpoint location, ℓ, as function of its size A and panel (b) the
bifurcation diagram in the three-dimensional space (A, ℓ,R). Solid green lines correspond
to stable solutions and dashed red lines correspond to saddle nodes. Panel (c) shows the
bifurcation diagram on the (A, ℓ) plane when ℓ > L (bottom) and ℓ ≫ L (top). In all
cases θ0 = 70◦.
midpoint, i.e. ℓ(A). This implies that changing the droplet size can lead to a continuous
lateral displacement along a preferred direction.
To understand the onset of symmetry breaking and the consequent topological change
in the bifurcation diagram, let us focus on the case of ℓ > L, noting that in the limit
of ℓ ≫ L, the chemical pattern given by Eq. (3.19) becomes symmetric and equivalent
to the case considered in the previous section. The bottom panel of Fig. 3.6(c) shows
the emergence of turning points along the stable branches for ℓ > L, which in the limit
of ℓ ≫ L (top panel), become pitchfork bifurcation points, thereby connecting the two
previously disconnected stable and saddle node branches. This shows how the topological
change in the bifurcation diagrams is purely controlled by the degree of asymmetry of
the chemical pattern.
3.2 Droplet evaporation
In this section we study the evaporation of a 2D droplet on a solid surface. We assume
that evaporation is quasi-static and driven by mass diffusion in the gas phase; hence, we
neglect the effect of a temperature difference between the solid, liquid and gas phases.
To model such a system, we adopt a diffuse-interface formulation that includes a wetting
boundary condition at the solid substrate as well as an open boundary to drive the
evaporation of the droplet, (see Chapter 2). In all cases θ0 = 70◦.
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3.2.1 Symmetric patterns
We first consider a droplet evaporating on a symmetric chemical pattern given by Eq. (3.1)
with F(x) = cos(2πx) and ϵ = 0.1. The droplet is initially aligned with a maximum of
the chemical pattern. We set the evaporation rate to ηw = 2. Figure 3.7(a), left panel,
shows that, as the droplet size decreases quasi-statically, the evolution of the lateral
radius R(A) is in excellent agreement with the trajectory predicted by the theoretical
bifurcation diagram (shown in gray lines).
For droplet sizes larger than the critical value Ap, which marks the onset of a pitchfork
bifurcation, the droplet is fully stable and aligns with the maximum of the chemical
pattern. When A < Ap, the droplet solution becomes unstable against asymmetric
perturbations and any small perturbation (in the present case, numerical noise) is able
to break the plane symmetry forcing the droplet to shift laterally to a stable branch of
solutions, which are aligned with a minimum of the chemical pattern and are located
either to the left or right of the droplet’s original location (ℓ = 3) [see Fig. 3.7(b)].
The droplet then continues following the bifurcation diagram in this new location until
another pitchfork bifurcation occurs, forcing the droplet to shift and to be aligned with a
maximum again.
The inlet panels of Fig. 3.7(a) show the time evolution of R2(t), where we can see that
it smoothly and continuously decreases over time, except at the pitchfork bifurcation
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Fig. 3.7 Numerical simulations of slow evaporation by solving the CH-NS system of
equations, Eqs. (2.5), with a symmetric chemical pattern, and with an evaporation rate
of ηw = 2. (a) Solid lines show the time evolution of the droplet footprint as function
of the droplet size for ϵ = 0.1 (left) and ϵ = 0.25 (right). The underlying gray lines
correspond to the theoretical bifurcation diagrams shown in Fig. 3.2. The solid lines
of the inlet panels show the time evolution of R2(t) and the red dotted lines show the
evolution of [2 sin2 θ0/(2θ0 − sin 2θ0)]A(t). Panel (b) shows droplet snapshots at different
times and panel (c) shows the evolution of the droplet’s midpoint as function of the
droplet size. In all cases θ0 = 70◦.
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points, when an abrupt step change is observed. The red dotted line corresponds to the
linear behaviour that would be expected on a homogeneous surface with contact angle θ0,
which is given by R2(t) = [2 sin2 θ0/(2θ0 − sin 2θ0)]A(t). We can see that only for long
times (i.e. small droplet sizes), both curves converge to the same point. These results
show that the contact line motion is not affected by pinning and de-pinning mechanisms
but by the underlying bifurcation sequence that is induced by the wetting pattern.
The trajectory of droplet’s midpoint as a function of its size is shown in Fig. 3.7(c),
where we can see that lateral movements occur over a much faster time-scale than
the timescale of evaporation, [see also the inlet panels of Fig. 3.7(a)]. We note that a
similar behaviour is observed for larger values of the strength of the chemical pattern
[see Figs. 3.7(a,c) for ϵ = 0.25]. Such fast lateral movements correspond to the snap
events that have been reported on topographical smooth surfaces [34], where the same
behaviour was observed. This indicates that both smooth wetting patterns and smooth
topographies lead to the same type of dynamics. It is important to remark that, because
of the symmetry of the chemical pattern, the direction taken by the droplet at each
pitchfork bifurcation is not predictable and hence cannot be controlled, i.e. the droplet
can shift either to the right or to the left.
3.2.2 Asymmetric patterns
In this section we study the evaporation of a droplet on an asymmetric pattern. We
impose a chemical pattern with an amplitude gradient, described by Eq. (3.19) where
the amplitude of the chemical pattern gradually increases or decreases with x. Figure
3.8(a) shows the trajectories of the droplet’s midpoint as the droplet size decreases for the
case with a positive gradient (blue solid line) and negative gradient (red solid line). We
observe that in both cases, the asymmetry of the chemical pattern induces a continuous
change in the droplet’s midpoint location, forcing the droplet to move either to the left
or right as its size decreases in time. This phenomenon is independent of the specific




leads to the same behaviour, (see Fig. 3.9).
We note that, as predicted by the theoretical analysis shown in Fig. 3.6, the bifurcation
diagrams for this type of chemical patterns consists of a series of disconnected branches,
which are either stable or saddle node. If the droplet is initially located at a stable
location, it will remain on this branch during the entire process and continuously move
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Fig. 3.8 Numerical simulations of the CH-NS system of equations, Eqs. (2.5), with a
chemical pattern given by Eq. (3.19) with ϵ = 0.1 and L = 6. Panel (a) shows the
evolution of the droplet’s midpoint as function of its size for a positive gradient (blue
solid line) and negative gradient (red solid line). The underlying gray lines correspond
to the stable solutions predicted by the theory. Panel (b) shows the droplet’s footprint
versus its size (red solid line) compared to the theoretical prediction (gray line). Panels
in (c) show the corresponding droplet profiles at different times.
Fig. 3.9 Numerical simulations of the CH-NS system of equations, Eqs. (2.5), with a
chemical pattern given by Eq. (3.20) with ϵ = 0.1 and L = 6. Panel (a) shows the
evolution of the droplet’s midpoint as function of its size for a positive gradient (black
solid line) and negative gradient (red solid line). Panel (b) shows the droplet’s footprint
versus its size for a positive gradient (black solid line) and negative gradient (red dashed
line).
following the stable branch of solutions, as it is observed in Fig. 3.8(a). It is worth noting
that in both cases of the gradient sign the droplet’s footprint decreases continuously
in time following the same trajectory on the (A,R) plane, as predicted by the theory
[see Fig. 3.8(b)]. Counter-intuitively, it is seen that the droplet moves towards higher
amplitude of the chemical pattern, moving to the right with positive gradient and to the
left with negative gradient, see Fig. 3.8(c). Such behaviour can be understood by tracking
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the dynamics of the droplet’s contact points, x1(t) and x2(t). Figure 3.10 shows the time
evolution of the droplet’s profile and contact points, where we distinguish between two
dynamic stages.
In a first stage both contact points move in opposite directions towards a minimum of
the wetting pattern [see top panel of Fig. 3.10(a) and squared blue points in Fig. 3.10(b)].
As the droplet evaporates quasi-statically both contact angles remain the same while
the contact points x1(t) and x2(t) slowly recede in time. Hence, over a time interval
∆t, the contact points will have moved a distance ∆x1 and ∆x2 while the change in
contact angle ∆θ is the same at both points. On symmetric patterns the local gradient
of the wetting pattern, m = ∆Θ/∆x, has the same magnitude on both contact points
and so |∆x1| = |∆x2|, and hence the droplet remains aligned with either a minimum or
maximum of the chemical pattern until a snap occurs [cf. 3.7(c)]. However, on asymmetric
patterns, the local gradient is different at each contact point, say m1 and m2, leading to
different lateral displacements: ∆x1 = (m2/m1)∆x2. A chemical pattern with a positive
gradient has |m1| < |m2|, so |∆x1| > |∆x2| and the droplet overall moves to the right, as
observed numerically. If the gradient is negative the opposite behaviour is observed.
When the left contact point x1(t) reaches the minimum of the chemical pattern
located around x = 2.5 [see Fig. 3.10(a)] a different dynamic behaviour is observed, in
which the right contact point x2 starts to move to the right in the same direction as x1
(see t5 – t8 in Fig. 3.10). This is a consequence of the amplitude gradient of the wetting























Fig. 3.10 (a) Droplet profiles at different times of the numerical simulations shown in
the left panel of Fig. 3.8(c). Numerical times are t1 = 75, t2 = 90, t3 = 105, t4 = 115,
t5 = 138, t6 = 145, t7 = 152, and t8 = 159. The bottom graph shows the asymmetric
chemical pattern. Panel (b) shows the evolution of the droplet’s contact points, x1(t)
(bottom curve) and x2(t) (top curve). The times shown in panel (a) are marked with
solid squares and circles for reference. Dashed lines denote the location of the minima of
the wetting pattern.
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pattern, and in particular of the difference between its minimum values. Let Θ1 and
Θ2 be the minima located at around x = 2.5 and x = 4.5, respectively. As x1(t) passes
through Θ1 and x2(t) approaches Θ2, because Θ1 > Θ2 there is an energy barrier that
prevents x2 to move further to the left. Therefore, both contact points can only move
to the right as the droplet evaporates. (And the opposite behaviour is observed with
a negative amplitude gradient.) By setting L = 0.6 and keeping the same numerical
domain size we approach the limit described in Fig. 3.6(c) of Section 3.1.4, in which
the chemical pattern is nearly symmetric. Figures 3.11(a,b) show the trajectories of
the droplet’s midpoint and footprint as function of the droplet size, respectively. We
can recognise the presence of turning points on the ℓ(A) trajectory (see gray lines in
Fig. 3.11(a)) leading to a rapid change in both the droplet’s midpoint and footprint,
similar to the snap events observed under symmetric patterns. However, because there
is now a symmetry breaking the change in droplet’s location is induced by imperfect
pitchfork bifurcations. Hence, all movements are directed towards the same direction
allowing for a better control of droplet’s position.
The presence of snap events is clearly demonstrated in Fig 3.11(c), where we plot
the speed of the droplet’s midpoint, v(t) = ℓ̇(t). We can see that droplet’s lateral
movements become faster as the droplet size decreases. Decreasing the wavelength of
the chemical pattern (but keeping the same initial droplet size, i.e., effectively increasing
the dimensionless variable A) leads to a dynamics with a higher rate of lateral shifts, as
expected (see Fig. 3.11(d)).
























Fig. 3.11 Numerical simulations of the CH-NS system of equations, Eqs. (2.5), chemical
pattern given by Eq. (3.19) with ϵ = 0.1 and L = 0.6. Panel (a) shows the evolution of
the droplet’s midpoint as function of its size and the underlying gray lines correspond
to the stable solutions predicted by the theory. Panel (b) shows the droplet’s footprint
versus its size (blue solid line) compared to the theoretical prediction (gray line). Panel
(c) shows the speed v(t) of the droplet’s midpoint versus time (dashed blue line). Panel
(d) shows the same speed but for a chemical pattern with smaller wavelength λ.
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Bifurcation Analytical prediction Physical consequence
pitchfork Rp = n/2 (ϵ ̸= 0) symmetry-breaking snap
cusp ϵc ∼ β(θ0)A−1/2c (ϵ = ϵc) multiplicity of solutions
saddle-node g(2πRs) = β(θ0)/ϵ (ϵ > ϵc) no symmetry-breaking snap
Table 3.1 Summary of all bifurcations analysed in this work with their associated
mathematical prediction, given in terms of the contact radius Rp for the pitchfork
bifurcation, the critical amplitude ϵc for the cusp bifurcation, and the contact radius Rs
for the saddle-node bifurcation. The functions β(θ0) and g(x) are defined in Eqs. (3.12)
and (3.14), respectively. The right column describes the physical consequence of each
bifurcation.
3.3 Summary
We have presented analytical and computational results on quasi-static evaporation of
a 2D droplet on a flat, chemically patterned surface. We considered patterns that are
pinning free but have a smooth and periodic variation of the local equilibrium contact
angle. We have shown that symmetric patterns lead to a hierarchy of bifurcations in
the three-dimensional parameter space represented by the droplet’s cross sectional area,
midpoint, and footprint. For an amplitude ϵ of the chemical pattern smaller than a
critical value ϵc the nodes of the network correspond to pitchfork bifurcations that mark
transitions between stable and saddle points. For ϵ > ϵc a cusp bifurcation occurs leading
to multiplicity of solutions and the emergence of turning points that mark the onset of
saddle-node bifurcations. A summary of all bifurcations is presented in Table 3.1.
A detailed bifurcation analysis has revealed that pitchfork bifurcations occur at well
defined locations of the chemical pattern, which are independent of the homogeneous
contact angle and amplitude of the chemical variation. We have also shown that the
amplitude critical value scales with the droplet’s size as ϵc ∼ A−1/2c , hence suggesting
that cusp bifurcations are favoured in the microscopic limit. Introducing a bias in the
chemical pattern leads to a topological change in the bifurcation diagrams, whereby
equilibrium solutions are characterised by disconnected branches in the parameter space.
Such branches, which can be either stable or saddle points, are continuously parametrised
by the droplet’s midpoint, i.e. ℓ(A), implying that changing the droplet’s size may lead
to a continuous lateral displacement.
We have studied droplet dynamics upon evaporation by making use of the Cahn-
Hilliard and Navier-Stokes system of equations. Periodic and symmetric patterns lead
to a sequence of events where the droplet exhibits rapid lateral movements when its
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cross-sectional area reaches the pitchfork bifurcations predicted by the theory, which
mark a transition from a stable state to a saddle node. As a consequence of numerical
noise the droplet’s plane symmetry can be broken, hence triggering lateral motion via a
symmetry-breaking snap. It is important to note that if the plane symmetry was not
broken the pitchfork bifurcation could be bypassed hence leading to a snap with no
symmetry breaking, whereby the droplet would remain on the same location while its
radius undergoes a rapid change. Our results show that the snap evaporation reported on
non-planar symmetric substrates [34] is also observed on planar surfaces with symmetric
chemical patterns, and in both cases, this is a consequence of a hierarchy of pitchfork
and saddle-node bifurcations.
In asymmetrical chemical patterns, the presence of disconnected branches leads to a
smooth droplet’s motion where its location continuously changes towards one direction,
hence showing that droplet’s motion can be controlled upon evaporation. We have
established that this is a consequence of the local gradient of the wetting pattern, which
is different on each contact point, and the difference between minima of the chemical
pattern. Such bias leads to an effective droplet’s lateral motion towards regions of higher
amplitude. In the limit of weak bias, the droplet dynamics is characterised by snap
events but because of the slight symmetry breaking of the chemical pattern, they always
occur towards the same direction. We have also shown that the maximum droplet’s
speed during a snap event increases as the droplet’s size decreases. In the next chapter
we focus on quantifying the dynamics of such snap events.
Chapter 4
Snap dynamics
In the previous chapter, we have shown that a droplet evaporating on smooth periodic
patterns may exhibit rapid changes in its position as its footprint approaches the minima
of the wetting pattern. We have referred to these events as snaps, which were dictated by
the underlying bifurcation arising due to the wetting pattern. Here we perform a series
of simulations to examine how the wetting strength ϵ, and the droplet properties such as
its size A, inertia effects, viscosity and surface tension affect the speed and duration of
the snaps. This is done by solving the Cahn-Hilliard and Navier-Stokes (CH-NS) system









with amplitude gradient so that the droplet always move to the right. The value of L is
taken to be 0.6, which ensures a small bias in the wetting pattern that makes the droplet
always to move to the right (positive x). The homogeneous contact angle is taken to be
70◦. To simplify our analysis, we consider the Ohnesorge number defined as Oh = µ√
σρL
which is a dimensionless number that relates the viscous forces to inertia and surface






4.1 Effect of wetting strength
We first study the effect of the strength of the wetting pattern on the speed and duration
of the snaps. A droplet evaporating on a flat surface with periodic wetting pattern (4.1)
snaps as the droplet reaches the point where its stability changes from stable to a saddle
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Fig. 4.1 Numerical simulations of the CH-NS system of equations, with chemical pattern
given by Eq. (4.1) with L = 0.6. Panel (a) shows the evolution of the droplet’s midpoint
as function of time for different wetting strength. Panel (b) shows the speed v(t) of the
droplet’s midpoint versus time for different values of the wetting strength ϵ.
node. By performing a series of simulation for different wetting strengths solving the
CH-NS system of equation, where the Ohnesorge number is taken to be
√
0.1, we obtain
the profile of the droplet location and speed as the droplet evaporates. Figure 4.1(a)
shows the location of the mid-point of an evaporating droplet as a function of time for
different wetting strengths. It is seen that the droplet rapidly changes its location in
snap events at distinct times for different wetting strengths, with the droplet snapping
earlier when the strength of the wetting pattern is weaker. As the wetting strength
becomes stronger the snap is delayed. The speed v(t) of the droplet for the different
wetting strengths is shown in Fig. 4.1(b). We see two snap events where the droplet
speed rapidly increases from zero until it reaches a peak value and then decreases to zero
during a short time compared to the evaporation time. It is seen that the snap speed
increases as the wetting strength increases and that the width of the snap speed curves
becomes smaller as the wetting strength increases. This gives an indication that the time
it takes a droplet to change its location during a snap event decreases as the wetting
strength increases.
The point where a droplet snaps can be determined by examining the equilibrium
solution of the droplet and its stability. The pitchfork point where the droplet’s stability
changes from stable to saddle is the point where the droplet snaps. On a symmetric
pattern, this has been determined analytically to be R = n/2, where n ∈ Z. However,
since we are dealing with an asymmetric pattern in this chapter, the pitchfork points will
have to be obtained numerically. Figure 4.2(a) shows the droplet bifurcation diagram and
the droplet simulation result in the (A, ℓ) plane for wetting strength ϵ = 0.1. The green
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Fig. 4.2 Panel (a) shows the droplet bifurcation diagram and the droplet simulation result
in the (A, ℓ) plane for wetting strength ϵ = 0.1. The green lines denote stable solutions
while the red lines represent saddle node, the simulation result is represented by the
blue dashed lines. Panel (b) shows droplet equilibrium solutions for different wetting
strengths ϵ in the (A, ℓ) plane where ℓ ∈ (3, 3.5). The red circles represent the minima
of the curves. Panel (c) shows the critical droplet size Ap where the droplet snaps as
a function of the wetting strength. Red line and green circles denote theoretical and
simulation results respectively.
lines denote stable solutions while the red lines represent saddle node where the droplet is
stable to axisymmetric perturbations but unstable against lateral displacements. Hence
as the stability of an evaporating droplet changes from stable to saddle node at the
pitchfork point, it snaps. This is confirmed by simulation result represented by the blue
dashed lines. As the droplet size decreases via evaporation it experiences a first snap
event where its location changes from ℓ = 3 to ℓ = 3.5. The pitchfork point in this
region can be obtained by numerically extracting the minimum of the bifurcation curve.
Figure 4.2(b) shows droplet equilibrium solutions for different wetting strengths ϵ in the
(A, ℓ) plane where ℓ ∈ (3, 3.5). The minima of these curves corresponding to the pitchfork
points where the droplet snaps are represented by red circles. This critical droplet size
where the stability of a droplet changes from stable to saddle nodes can be plotted as a
function of wetting strength to see how they are related.
Figure 4.2(c) shows the plot of the critical droplet size Ap, corresponding to the
minima of the bifurcation curves, where the droplet snaps, as a function of the wetting
strength. Red line and green circles denote theoretical and simulation results respectively.
It is seen that the critical droplet size Ap decreases as the wetting strength increases and
that there is a qualitative agreement between theoretical and simulation results. The
slight quantitative disparity between the results, which increases as the wetting strength
increases, is only due to numerical noise that makes droplets snap near the pitchfork
point but not exactly at the pitchfork point. A droplet evaporating on a flat surface with
wetting pattern snaps at lower droplet sizes as the wetting strength increases. Also since
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the droplet size decreases with time, it follows that the time interval between when a
droplet starts evaporating and when it snaps increases with the wetting strength. This
implies that we can control the droplet size and the time when a snap occurs by varying
the wetting strength.
The time during which the droplet changes its location, which we call snap time
τ defined as the difference between the time t1 when a droplet starts moving at the
minimum or maximum of the wetting pattern, and the time t2, when it stops moving at
the maximum or minimum of the wetting pattern. To extract these times, we define a
cut off speed vc = 0.01 and define t1 and t2 as the points when the line vc intersects the
speed profiles in Fig. 4.1(b). Figures 4.3(a, d) show the logarithmic plot of the snap time
as a function of the wetting strength. The red circles denotes simulation results while
the blue lines represent linear curves fitted to the simulation data. It is seen that the
snap time decreases as the wetting strength increases. The implication of this is that we
can determine the duration it takes a droplet to change its location in a snap event by
varying the wetting strength.
Fig. 4.3 Numerical simulations of the CH-NS system of equations, with chemical pattern
given by Eq. (4.1) with L = 0.6. Panels (a, d) show snap time τ as a function of wetting
strength ϵ. Panels (b, e) show the quantity q defined as q =
∫ τ
0 v(t)2 dt, versus wetting
strength. Red circles denotes simulation results while the blue lines represent the linear
curves fitted to the simulation data. Panels (c, f) show speed profiles (v(t), t) rescaled as
(v(t)ϵβv , (t− tm)ϵβt). The time where the droplet attains its maximum speed is denoted
as tm and βt = −βv = 1.3, and 1.2 for the first and second snap events respectively.
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By defining the quantity q =
∫ τ
0 v(t)2 dt, that quantifies the snap speed, so that the
average speed is vavg =
√
q/τ , the effect of the wetting strength on the snap speed can
be studied. Figures 4.3(b, e) show the plot of q as a function of the wetting strength.
The red circles denotes simulation results while the blue lines represent linear curves
fitted to the simulation data. This reveals that q increases as the wetting strength ϵ
becomes stronger according to q ∼ ϵm1 , where m1 = 1.3 and 1.2 for the first and second
snap events respectively. This means that the snap speed can be controlled by tuning
the wetting strength.
The shapes of the speed profiles v(t) during snap events for different wetting strengths
look similar and as a result can be rescaled by defining the following variables in terms
of the wetting strength ϵ:
t∗ = (t− tm)ϵβt ,
v(t)∗ = v(t)ϵβv ,
where tm is the time when the droplet speed reaches its peak value. By choosing βt = m1,
and βv = −m1, the speed profiles collapse into a single universal curve, (see Fig. 4.3(c,
f)). This data collapse reveals that the snap speed is a function of the wetting strength
and time (and by extension, the droplet size).
4.2 Effect of droplet properties
We now examine how droplet properties such as its size, surface tension, viscosity and
inertia effects affect snap dynamics. This is done computationally by starting evaporation
at a large droplet size for wetting strengths ϵ = 0.1, 0.2, and 0.3, and Ohnesorge number
Oh =
√
0.1, with small wavelength of wetting pattern λ = 1/24. Figure 4.4(a) shows the
droplet speed as a function of time for ϵ = 0.1. It is observed that, unlike the previous
section, there are more snap events where the speed of the droplet rapidly increases. This
is because the size of the droplet is larger. Hence the number of snap events a droplet
experiences depends on its size. Figure 4.4(b) shows the droplet maximum snap speed as
a function of the droplet size for different wetting strengths ϵ = 0.1, 0.2, and 0.3. The
circles denotes simulation results while the solid lines represent the linear curve fitted to
the simulation data. It is seen that the maximum snap speed increases as the droplet size
decreases in all cases but the rate of change differs for different wetting strengths. It is
observed that the rate at which the maximum speed changes with respect to the droplet




Fig. 4.4 Numerical simulations of the CH-NS system of equations, with chemical pattern
given by Eq. (4.1) with L = 0.6. Panel (a) shows droplet speed profile for ϵ = 0.1.
Panel (b) shows droplet maximum speeds for different droplet sizes and different wetting
strengths. The circles denotes simulation results while the solid lines represent the linear
curve fitted to the simulation data.
size, becomes smaller as the wetting strength increases. This means that by changing
the size of a droplet, its snap speed can be effectively controlled.
In Chapter 2, we saw that the rate at which liquids spread increases with surface
tension when its viscosity and inertia effects are fixed. This means that as the surface
tension forces becomes stronger, the droplet spreads faster and attains its equilibrium
shape quicker. We also saw that when surface tension and inertia effects are held constant,
a viscous liquid spreads slower and takes more time to reach its equilibrium configuration.
Here we investigate how a droplet’s surface tension, its inertia effects and viscosity
influence its snap speed and time. To this end, we study the effects of the Ohnesorge
number on snap speed while keeping the wetting strength fixed at ϵ = 0.1.
Figure 4.5(a) shows the droplet location for different values of the Ohnesorge numbers.
The droplets starts at the same location, which is what we expect since the wetting
strength is the same in all cases but reaches the maximum of the chemical pattern at
distinct times, with droplets with lower values of the Ohnesorge number reaching a new
location earlier than those with higher values. This means that when surface tension and
inertia effects are fixed, a more viscous droplet moves slower than a less viscous droplet.
The speed of the droplet for different Ohnesorge numbers is shown in Fig. 4.5(b). It is
observed that maximum speed decreases as the Ohnesorge number increases. This means
that droplets with higher surface tension move faster than droplets with lower values
when viscosity and inertia effects are held constant. For fixed inertia effects and surface
tension, a viscous droplet moves slower than a less viscous droplet. Also, it is observed
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Fig. 4.5 Numerical simulations of the CH-NS system of equations, with chemical pattern
given by Eq. (4.1) with ϵ = 0.1 and L = 0.6. Panel (a) shows droplet position ℓ as a
function of time and panel (b) shows the droplet speeds v(t) for different values Ohnesorge
number Oh as a function of time.
that the width of the snap speed curves increases as the Ohnesorge number increases.
This suggests that the snap time increases with the Ohnesorge number.
Figures 4.6(a, d) show the logarithmic plot of the snap time τ , as a function of the
Ohnesorge number. The red circles denote simulation results that has been fitted with
linear curves represented by the blue lines. It is seen that the snap time increases as
the Ohnesorge number increases, this implies that for a fixed surface tension and inertia
effects, a viscous droplet will take more time to change its location during a snap event,
while a droplet with high surface tension with fixed viscosity and inertia effects will take
less time. Figures 4.6(b, e) show the logarithmic plot of the quantity q during the snap
events. It is also observed that q varies inversely as the Ohnesorge number, q ∼ Oh−m2
where m2 = 1.2 and 1 for the first and second snap events respectively. This implies
that the speed of a droplet increases as it becomes less viscous when its surface tension
and inertia effects are fixed. The speed of a droplet also increases as its surface tension
becomes stronger when its viscosity and inertia effects are held constant. The speed
profiles v(t) can also be rescaled by using the variables defined in terms of the Ohnesorge
number Oh:
t∗ = (t− tm)Ohβt ,
v(t)∗ = v(t)Ohβv ,
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Fig. 4.6 Panels (a, d) show snap time τ as a function of the Ohnesorge number Oh.
Panels (b, e) show the quantity q defined as q =
∫ τ
0 v(t)2 dt, versus Ohnesorge number.
Red circles denotes simulation results while the blue lines represent linear curves fitted
to the simulation data. Panels (c, f) show speed profiles (v(t), t) rescaled as (v(t)Ohβv ,
(t− tm)Ohβt). The time where the droplet attains its maximum speed is denoted as tm
and βt = −βv = 1.2, and 1.0 for the first and second snap events respectively.
and choosing βt = −m2, and βv = m2, so that the speed profiles v(t) collapse into a
single universal curve, (see Fig. 4.6(c,f)). This reveals that the snap speed is a function
of the Ohnesorge number (i.e. surface tension, inertia effects and viscosity) and time
(and by extension, droplet size).
Having understood how the snap speed v(t) is related to the wetting strength ϵ and
the Ohnesorge number Oh independently, we can now proceed to find a general scaling
law that dictates how both ϵ and Oh are related to v(t). By defining the following
variables in terms of the wetting strength ϵ and Ohnesorge number Oh:
t∗ = (t− tm)ϵβ3Ohβ4 ,
v(t)∗ = v(t)ϵβ1Ohβ2 ,
and choosing β1 = −m1, β2 = m2, β3 = m1, and β4 = −m2, the speed v(t) can be
rescaled to obtain a single universal curve for all wetting strengths and Ohnesorge
numbers. Figure 4.7 shows the numerical simulations of the CH-NS system of equations,
with chemical pattern given by Eq. (4.1) with L = 0.6 for an evaporating droplet. The
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Fig. 4.7 Numerical simulations of the CH-NS system of equations, with chemical pattern
given by Eq. (4.1) with L = 0.6. Speed profiles (v(t), t) for the first snap event rescaled
with the wetting strength ϵ and Ohnesorge number Oh as: (v(t)ϵβ1Ohβ2 , (t− tm)ϵβ3Ohβ4).
The time where the droplet attains its maximum speed is denoted as tm and β1 = −β3 =
1.3, β2 = −β4 = 1.2. Panel (a) shows results for Oh = 0.3 for different wetting ϵ. Panel
(b) shows results for ϵ = 0.1 for different Oh. Panel (c) shows results for different Oh
and ϵ.
speed profiles (v(t), t) for the first snap event is rescaled with the wetting strength ϵ and
Ohnesorge number Oh as: (v(t)ϵβ1Ohβ2 , (t− tm)ϵβ3Ohβ4). By choosing β1 = −β3 = 1.3,
β2 = −β4 = 1.2 a universal curve is obtained when the Ohnesorge number is fixed and
the wetting strength changes, see panel (a), when the wetting strength is fixed and the
Ohnesorge number is varied, see panel (b). It is observed that the shape of the speed
profile is similar in both cases where the maximum speed is around 0.4. When both the
wetting strength and the Ohnesorge number are allowed to vary, all the data collapse
into the universal curve, see panel (c).
4.3 Energy balance
The snap dynamics can also be understood by examining the energy balance of the
system during the snap process. We note that as shown in Section 2.2.1 of Chapter 2, the
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2 dΩ + F [ϕ], (4.3)
is the total energy of the system which is the sum of kinetic energy and the free energy.
The second and third terms of Eq. (4.2) correspond to the total energy dissipation in
the bulk of the fluid due to viscous friction and diffusion respectively. By choosing the
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2 dΩ + F [ϕ], (4.5b)
where we have used the Ohnesorge number Oh = µ√
σρL
which is a dimensionless number
that relates the viscous forces to inertia and surface tension forces. Here we are interested
in the energy exchanges that occur during the snap process. Since the snap event happens
faster than diffusion, we can assume that diffusive contribution to the energy dissipation











(∇ u):(∇ u) dΩ. (4.6)
Our aim here is to find a relation between the snap speed, the Ohnesorge number and
wetting strength. To this end we assume that the velocity profile u has the same profile
throughout the snap process, the magnitude of the velocity v(t) however may vary in
time. The velocity can then be written as:
u = v(t)ũ(x).





2 dΩ is zero before and after the snap event, we obtain:






(∇ ũ):(∇ ũ) dΩ, (4.7)
where ∆F [ϕ] is the difference between the free energy of the initial and final droplet
positions. Hence we obtain the following relation:






0 v(t)2dt and D =
∫
Ω(∇ ũ):(∇ ũ) dΩ. This implies that q varies inversely as
the Ohnesorge number, q ∼ Oh−1.
A relation between the droplet size and maximum snap speed can be deduced by
assuming that all surface energy E available to a droplet of size A is converted to kinetic
energy during the snap events: E = Av2max/2, this gives the maximum snap speed as
vmax =
√
2EA−1/2, so that the velocity increases as the droplet size decreases according
to vmax ∼ A−1/2.
It is important to note that the relation derived from the energy balance only agrees
qualitatively with the results obtained from numerical simulations. This may be due
to the assumptions used on the energy balance. For example, in deriving the relation
between the droplet speed and Ohnesorge number q ∼ Oh−1, we assumed that diffusive
contribution to the energy dissipation during the snap event is negligible. A better
quantitative agreement between the simulation results and those obtained from the
energy balance can however be gotten by relaxing this assumption by including the
diffusive contribution. Further analysis is however needed to verify this. Also when
obtaining the expression vmax ∼ A−1/2, we assumed that all surface energy E available
to a droplet of size A is converted to kinetic energy during the snap events. This is not
entirely true as some of the surface energy is dissipated by viscosity. Taking this into
account can also facilitate a good quantitative agreement between simulation and energy
balance results.
4.4 Summary
In this chapter, the snap dynamics of evaporating droplets on smooth asymmetric pattern
has been examined. We have shown that a droplet evaporating on smooth periodic
asymmetric patterns may exhibit rapid changes in its position as its footprint approaches
the pitchfork points where the stability of the droplet changes from stable to saddle
node. We obtain these points numerically and showed that the critical droplet size Ap
where snaps occur is related to the wetting strength and that it decreases as the wetting
strength increases. This is verified by performing a series of simulations with different
wetting strengths, which opens up the possibility of controlling the critical droplet size
by tuning the wetting strength. It is also observed that the snap time decreases as the
wetting strength increases, τ ∼ ϵ−k1 while the snap speed increases with the wetting
strength, q ∼ ϵk2 , where k1 and k2 are constants.
By considering different values of the Ohnesorge number, we see that the snap time
increase with the Ohnesorge number, τ ∼ Ohk3 and the snap speed decreases as the
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Ohnesorge number increases, q ∼ Oh−k4 , where k3 are k4 are constants. Meaning that
the viscosity, inertia effects and surface tension of a droplet affects its snap time and
speed.
By considering energy conversion during the snap events under certain assumptions,
we conclude that the maximum snap speed is related to the the droplet size according to
vmax ∼ A−1/2. We also derived from the dissipation energy law that the quantity q that
quantifies the droplet snap speeds obey the following scaling law q ∼ Oh−1. Hence a
general scaling law for the snap time and speed v can be obtained in terms of the wetting









These results indicates that the snap time and speed can be effectively controlled by
varying the wetting strength, droplet size, and by considering different liquids with
distinct viscosities, surface tensions and inertia effects.
Chapter 5
Droplet evaporation on non-planar
surfaces with chemical patterns
It has been observed that non-planar (or topographic) surfaces promote snap evaporation
where evaporating droplets rapidly change their location at pitchfork points [34]. This
phenomenon has also been observed on flat surfaces with well defined wetting (or chemical)
patterns, (see Chapter 3). Here we investigate the effects of imposing well defined wetting
patterns on non-planar surfaces. On such surfaces, the combination of periodic chemical
and topographical patterns can either amplify or annihilate snap effects.
5.1 Planar surfaces with chemical patterns
As discussed in Chapter 3, the bifurcation diagram of a droplet evaporating on a planar
surface with well defined smooth chemical patterns has branches aligned with the minima
and maxima of the chemical patterns and along pitchfork points located at R = n/2,
where n ∈ Z. This information can also be extracted by examining the droplet equilibrium
condition without constructing the bifurcation diagram. We start by noting that on a
flat surface with well defined wetting pattern:
Θ(x) = θ0 + ϵCF(x), (5.1)
where θ0 and ϵC are the homogeneous contact angle and amplitude of the periodic
function F(x). The left and right contact angles, denoted by θL, and θR respectively are
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defined as:
θL = Θ(ℓ−R), (5.2)
θR = Θ(ℓ+R). (5.3)
At equilibrium, it is required that the left and right contact angles are equal, θL = θR,
this gives:
F(ℓ−R) = F(ℓ+R). (5.4)
By choosing F(x) = cos 2πx, (see the top panel Fig. 5.1), Eq. (5.4) is satisfied if:
sin(2πℓ) sin(2πR) = 0.
This requires either one of sin 2πℓ or sin 2πR to be zero. This gives:
ℓ = n2 , n = 0,±1,±2, ...., for any R > 0,
R = n2 , n = 1, 2, 3, ...., for any ℓ.
This confirms that there are equilibrium solutions aligned with the minima and maxima
of the chemical pattern and along the pitchfork points, RC = n/2.
The periodic function F(x) can be chosen as sin 2πx, (see the bottom panel of Fig. 5.1),
so that the location of its maxima and minima is shifted by 1/4. In this case, Eq. (5.4)
is satisfied if:
cos(2πℓ) sin(2πR) = 0,
which leads to
ℓ = n2 +
1
4 , n = 0,±1,±2, ...for any R > 0,
R = n2 , n = 1, 2, 3, ..., for any ℓ.
This shows that even though the location of the maxima and minima have been shifted,
there are equilibrium solutions aligned with them. Also the pitchfork point is the same
regardless of the periodic function imposed on the contact angle. A droplet evaporating
on a planar surface with periodic pattern can either be aligned with the minima or
maxima of the chemical pattern as its size decreases until it reaches the pitchfork point
where it changes its radius and location rapidly in a snap event.
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Fig. 5.1 Wetting patterns for θ0 = 70◦, and ϵC = 0.1 for periodic functions F(x) = cos 2πx
(Top panel), and F(x) = sin 2πx (Bottom panel).
5.2 Non-planar surfaces
The same principle can also be applied to a non-planar surface where the equilibrium
condition of a droplet on such surface can be explored to gain insight into the evolution
of its equilibrium solution. We consider a smooth non-planar surface, (see Fig. 5.2) given
as:
ζ(x) = ϵT cos(kx), (5.5)
here k = 2π
λ
, where ϵT and λ are the amplitude and wavelength of the variation,
respectively. This topography is smooth in the sense that its wavelength λ is comparable
to the droplet radius R. It is important to note that this type of surface is related to
rough surfaces which have several engineering applications [66]. Also, by combining
several of these sinusoidal patterns, random rough surfaces can be constructed [67].
Equation (5.5) can be non-dimensionalized using the wavelength of the surface
variation as a length scale to obtain:
ζ(x) = ϵT cos(2πx). (5.6)
The apparent contact angles θa at the left and right contact points can be obtained by
noting that: tan(θe − θa) = ±ζx|ℓ±R, where θe, ℓ and R are the equilibrium contact angle,
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Fig. 5.2 Droplet on a surface ζ(x). The apparent contact angle θa is the angle between
the droplet contact line and the horizontal line.
droplet mid-point and contact radius respectively. The equilibrium condition requiring
the left and right apparent contact angles to be equal then gives:
sin(2πℓ) cos(2πR) = 0.
This yields:
ℓ = n2 , n = 0,±1,±2, ..., for any R > 0,
R = n2 +
1
4 , n = 0, 1, 2, 3, ..., for any ℓ.
This shows that on a non-planar surface ζ(x), similar to planar surface with chemical
patterns, equilibrium solutions are aligned with the minima and maxima of the surface.
However the pitchfork points RT have been shifted by 1/4, with respect to the pitchfork
points RC on a planar surface with a periodic pattern, that is, RT = RC + 1/4. As a
result, a droplet evaporating on a non-planar surface ζ(x) can either be aligned with
the minima or maxima of the chemical pattern as its size decreases until it reaches the
pitchfork point where it changes its radius and location rapidly in a snap event.
The apparent contact angle of a droplet on ζ(x) can then be obtained by adding the
left and right apparent contact angles while noting that they are equal at equilibrium.
θa = θe + tan−1[ϵT 2π cos(2πℓ) sin(2πR)]. (5.7)
The shape of the droplet h(x) in equilibrium is given by the Young-Laplace equation:
∆p
γ
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where ∆p is the change in pressure that occurs upon traversing the boundary between
liquid and vapour phases, γ is the surface tension at the liquid-vapour interface and
y(x) = h(x) + ζ(x). With the boundary conditions yx(ℓ) = y(ℓ ± R) = 0, the droplet
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+ 2ϵT cos(2πℓ)) cos(2πR) − ϵT cos(2πx). (5.8)













The equilibrium solutions of a droplet can be obtained by solving for ℓ and R in Eqs. (5.7)
and (5.9). The stability of the equilibrium solutions can then be examined by considering
the extrema of the interfacial energy given as:






1 + (ϵT 2π sin(2πx))2dx.
With the stability of the equilibrium solutions, bifurcation analysis reveals that similar to
a flat surface with chemical pattern discussed in Chapter 3, different types of bifurcation
emerges as the droplet size is varied via evaporation [34]. These include saddle node and
pitchfork bifurcations. Also cusp bifurcation occurs when both the droplet size and the
amplitude of the surface are varied and reach a critical value (Ac, ϵT c) similar to what is
observed on a flat surface with chemical pattern discussed in Section 3.1.3 of Chapter 3,
(see the Appendix D for details on this).
5.3 Non-planar surfaces with chemical patterns
We have seen that a droplet evaporating on a planar surface with chemical pattern
has equilibrium solutions aligned with the maxima and minima of the chemical pattern
and along pitchfork points located at R = n/2, where n ∈ Z. For a non-planar surface
ζ(x), equilibrium solutions are also aligned with minima and maxima of the surface and
along pitchfork points which have been shifted by 1/4. Here we examine how imposing
a chemical pattern on a non-planar surface affects the equilibrium solutions and the
location of the pitchfork points. Chemical patterns can be imposed on a non-planar
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surface ζ(x) by prescribing a varying contact angle, as follows:
Θ(x) = θ0 + ϵC2πF(x), (5.10)
where F(x) is a generic periodic function, ϵC is the chemical variation amplitude, and
θ0 is the homogeneous contact angle. The equilibrium contact angle then becomes
θe = Θ(ℓ ± R), so that the left and right apparent contact angles are modified as:
tan(Θ(ℓ±R) − θa) = ±ζx|ℓ±R. The equilibrium condition that requires the left and right
contact angles to be equal gives:
2πϵCF(ℓ−R) + tan−1 (ζx(ℓ−R)) = 2πϵCF(ℓ+R) − tan−1 (ζx(ℓ+R)) .
Let’s consider the case of small and equal amplitudes, i.e. ϵC = ϵT ≪ 1. In this limit the
above relation becomes:
F(ℓ+R) − F(ℓ−R) = 2 sin 2πℓ cos 2πR. (5.11)
If the chemical pattern is chosen as F(x) = cos 2πx such that it is in phase with the
topographical pattern ζ(x), and out of phase with the apparent contact angle on the
topography (see Fig. 5.3(a)), then the equilibrium condition (5.11) becomes:
sin 2πℓ
(
sin 2πR − cos 2πR
)
= 0.
This condition is satisfied if either sin 2πℓ = 0 or tan 2πR = 1, which gives:
ℓ = n2 , n = 0,±1,±2, ..., for any R > 0,
R = n2 +
1
8 , n = 0, 1, 2, 3, ..., for any ℓ.
This implies that a droplet on a non-planar surface with an in-phase chemical pattern
has equilibrium solutions aligned with the minima and maxima of both patterns and
along pitchfork points RCT which is located at the mid-point of the pitchfork point of the
chemical and topological patterns, RCT = RC+RT2 . In this scenario the apparent contact
angle becomes:
θa = θ0 + ϵT 2π cos(2πℓ) [cos(2πR) + sin(2πR)] , (5.12)
this shows that there is an increase in the strength of variation of the apparent contact
angle which will lead to more equilibrium solutions for the same droplet size and as a
result amplify the snap event.
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If the chemical pattern is chosen as F(x) = sin 2πx such that it is out of phase with
the topographical pattern ζ(x), but is in phase with the apparent contact angle on the
topography, (see Fig. 5.3), the equilibrium condition (5.11) becomes:
sin 2π(ℓ+R) = 0,
this gives:
ℓ+R = n2 , n = 0,±1,±2, ....
This means that as the radius of a droplet changes, its location also changes, hence a
droplet evaporating on a topography with an out-of-phase wetting pattern, changes its
location continuously. In this case, the apparent contact angle becomes the homogeneous
contact angle, implying that the topographical and chemical pattern cancels out and
annihilate the snap event.
5.3.1 Bifurcation analysis
On a non-planar surface with chemical patterns, equilibrium solutions can either be
amplified or annihilated depending on whether the chemical pattern is in phase or out of
phase with the surface ζ(x). Here we perform detailed bifurcation analysis to investigate
this. We first note that the interfacial energy is modified as:






1 + (ϵT 2π sin(2πx))2dx.
Fig. 5.3 Apparent contact angles for topography (blue lines) and chemical (red lines)
patterns (a) out of phase, and (b) in phase.
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We then start by considering a case where the wetting pattern is in phase with surface
pattern and out of phase with the apparent contact angle on the surface by choosing
F1(x) = cos(2πx), with this, the contact angle is given by Eq. (5.12):
θa = θ0 + ϵT 2π cos(2πℓ) [cos(2πR) + sin(2πR)] .
Hence we see that when the chemical and topographic patterns are in phase, the wetting
strength of the surface is increased leading to the emergence of more equilibrium solutions.
Figure 5.4(a) shows energy landscape alongside the equilibrium solutions of a droplet
of size A = 1.6, on a non-planar surface given by Eq. (5.6) with ϵT = 0.05. There are
stable solutions aligned with the minimum and maximum of the surface pattern denoted
Fig. 5.4 Amplification of equilibrium solutions. Energy landscape and equilibrium
solutions of a droplet of size A = 1.6, (a) on a non-planar surface given by Eq. (5.6) with
ϵT = 0.05; (b) on a planar surface with periodic wetting pattern given by Eq. (5.10), where
F1(x) = cos(2πx) with ϵC = 0.05; (c) on a non-planar surface imposed with wetting
pattern F1(x) = cos(2πx). Blue and green circles correspond to stable equilibrium
solutions, crosses to saddle nodes and empty black squares correspond to unstable
solutions. Panels (d-f) show the corresponding 3D bifurcation diagrams for different
droplet sizes. Solid green and blue lines denote stable solutions aligned with the minima
and maxima of the patterns respectively. Red dashed lines represent saddle-nodes and
black dots denote unstable solutions
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by green and blue circles respectively, and saddle nodes in between the minimum and
maximum of the surface denoted by red cross. On a planar surface with periodic wetting
pattern given by Eq. (5.10), where F1(x) = cos(2πx) with ϵC = 0.05, (see Fig. 5.4(b)),
there are also stable and saddle nodes, additionally, there is an unstable point denoted
by a black square. When a wetting pattern is imposed on a non-planar surface, there is a
combination of the equilibrium solutions from the non-planar surface and wetting pattern,
(see Fig. 5.4(c)). Panels (d-f) show the 3D bifurcation diagram for different droplet sizes
on a topography ζ(x), on a flat surface with wetting pattern F1(x), and on a topography
ζ(x) with chemical pattern F1(x). It is seen that there are more equilibrium solutions
when the chemical pattern is combined with topography, hence a droplet evaporating on
such surface will experience an amplified snap event as it approaches the pitchfork point.
Fig. 5.5 Annihilation of equilibrium solutions. Energy landscape and equilibrium solutions
of a droplet of size A = 1.6, (a) on a non-planar surface given by Eq. (5.6) with
ϵT = 0.05; (b) on a planar surface with periodic wetting pattern given by Eq. (5.10),
where F2(x) = sin(2πx) with ϵC = 0.05; (c) a non-planar surface imposed with wetting
pattern F2(x) = sin(2πx). Blue and green circles correspond to stable equilibrium
solutions, crosses to saddle nodes and empty black squares correspond to unstable
solutions. Panels (d-f) show the corresponding 3D bifurcation diagrams for different
droplet sizes. Solid green and blue lines denote stable solutions aligned with the minima
and maxima of the patterns respectively. Red dashed lines represent saddle-nodes and
black dots denote unstable solutions.
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By choosing F2(x) = sin(2πx), the topographic and chemical patterns are out of
phase, but the apparent contact angle on the surface is in phase with the chemical pattern.
In the limit of ϵC = ϵT ≪ 1, the apparent contact angle becomes: θa = θ0. We see that
when the topographic, (see Fig. 5.5(a, d)) and chemical patterns, (see Fig. 5.5(b, e)) are
out of phase, equilibrium solutions are annihilated, (see Fig. 5.5 (c, f)) and the pitchfork
branches disappear so that the solutions aligned with the maxima and minima of the
patterns are now disconnected leaving only a stable point aligned with the minima and
a saddle node aligned with the maxima. As a result, an evaporating droplet is unable
to change its location rapidly as it approaches the minima or maxima of the surface or
chemical pattern, rather its location and radius gradually changes simultaneously as its
size decreases.
5.4 Droplet evaporation
In this section, we present numerical simulations of the CH-NS system of equations for a
droplet evaporating on non-planar surfaces with chemical patterns. As we have done in
Chapters 3 and 4, we assume a quasi-static evaporation that is driven by mass diffusion
in the gas phase, as is discussed in Chapter 2.
We start by considering an evaporating droplet on a topographic surface ζ(x), with
ϵT = 0.05, following Gary et al [34]. We also consider a flat surface with well defined
wetting pattern F1(x) = cos(2πx) with strength ϵC = 0.05, in phase with the surface
ζ(x). Figures 5.6(a, b) show the droplet footprint R, and location ℓ as it evaporates on
a non-planar surface ζ(x), (blue solid line) and on a flat surface with wetting pattern
F1(x), (red solid line). It is seen that the droplet radius and location rapidly changes in a
snap event at the pitchfork points in both cases. The topographic and chemical patterns
can be combined by imposing the wetting pattern F1(x) on the non-planar surface ζ(x).
In this scenario, the droplet snaps at lower sizes than when the wetting pattern F1(x) is
imposed on the non-planar surface ζ(x) and the snap speed is amplified (see Fig. 5.6(c)).
This means that the snap dynamics can be amplified by adding a chemical pattern to a
non-planar surface as dictated by the bifurcation analysis in the previous section.
When a wetting pattern F2(x) = sin(2πx) which is out of phase with the non-planar
surface ζ(x) is imposed, the droplet footprint R and location ℓ gradually changes, with
the droplet moving to the right when ϵC > 0 and to the left when ϵC < 0, (see Fig. 5.7(a,
b)). This implies that the direction of droplet motion during evaporation on a non-planar
surface can be controlled by imposing an out-of-phase chemical pattern. Figure 5.7(c)
shows that on a such surfaces, the snap speed is annihilated as dictated by the bifurcation
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Fig. 5.6 Numerical simulations of the CH-NS system for droplets on non-planar sur-
face (5.2) with symmetric pattern F2(x) = cos(2πx), with homogeneous contact angle
θ0 = 70◦ for different wetting strengths on (a) (R,A) (b) (ℓ, A), and (c) (v(t), t) diagrams.
Fig. 5.7 Numerical simulations of the CH-NS system for droplets on non-planar sur-
face (5.2) with symmetric pattern F2(x) = sin(2πx), with homogeneous contact angle
θ0 = 70◦ for different wetting strengths on (a) (R,A) (b) (ℓ, A), and (c) (v(t), t) diagrams.
analysis in the previous section. This means that the snap effect can be removed, this
will be particularly useful in processes where the snapping of evaporating droplet is
undesirable.
These results are in agreement with the bifurcation analysis presented in the previous
section. For the case where the chemical and topographic patterns are in phase, the
resultant wetting strength of both the chemical and topographic patterns is increased
leading to the emergence of more equilibrium solutions. From the previous chapter, we
know that a droplet snap speed increases as the wetting strength increase. As a result the
snap speed of a droplet evaporating on a topography amplifies when an in-phase chemical
pattern is imposed on it. For the scenario where the chemical and topographic patterns
are out of phase, the resultant wetting strength becomes zero so that the apparent
contact angle θa is equivalent to the homogeneous value θ0, in this case the equilibrium
solution becomes one. Hence the snap speed of a droplet evaporating on a topography is
annihilated when an out-of-phase chemical pattern is imposed on it.
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5.5 Summary
We have seen that on topographies with chemical patterns, the combination of periodic
chemical and topographical patterns can either increase or decrease the resultant wetting
strength of the surface depending on whether the patterns are in phase or out of phase.
If the patterns are in phase, the resultant wetting strength is increased and as a result
the droplet snap speed is amplified. On the other hand if the patterns are out of phase
the resultant wetting strength becomes zero and as a result the droplet snap speed is
annihilated. In this scenario the direction of motion of the droplet as it snaps can be
effectively controlled through the sign of the wetting strength. These results imply that
evaporating droplets can be controlled on a non-planar surface by imposing a well defined
wetting pattern.
Chapter 6
Gravitational effects on sessile
droplets: Bifurcation analysis
As the size of a droplet becomes comparable or larger than the capillary length, the
effect of gravity becomes stronger and no longer negligible. Here we study how gravity
affects the shape of a sessile droplet. We first examine the limiting case of small gravity
and perform asymptotic analysis to obtain approximate solutions. However at some
droplet sizes, these asymptotic solutions become non-physical. To overcome this, we
derive exact solutions which lead to elliptic integrals which can only be solved numerically.
By examining the stability of the equilibrium solutions, we perform detailed bifurcation
analysis.
Fig. 6.1 Droplet on a smooth inclined chemically heterogeneous surface.
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We start by considering a droplet of size A on a surface with a periodic wetting
pattern Θ, inclined with the horizontal at an angle α, (see Fig. 6.1). The upper and
lower contact angle are denoted by θ− and θ+ respectively. The droplet interface height
is h and the mid point and contact radius of the droplet are represented by ℓ and R
respectively. The contact angle along the x direction is prescribed by Θ(x), which we
take to be:
Θ(x) = θ0 + ϵF(x;λ). (6.1)
Here, θ0 is the homogeneous contact angle, ϵ and λ are the amplitude and wavelength
of a generic periodic spatially-dependent function F(x) respectively. This enables us
to define our upper and lower contact angles as: θ− = Θ(ℓ − R) and θ+ = Θ(ℓ + R)
respectively. The gravitational force in this coordinate system can be expressed as
g = g(sinα, cosα), (6.2)
where g is the acceleration due to gravity.
6.1 Equilibrium shapes
For a stationary sessile droplet of density ρ, the gradient of the pressure P is balanced
by gravitational force:
∇P = ρg, (6.3)







Integrating this gives the pressure in the droplet as:
P = ρg(x sinα + h cosα) + P0, (6.4)
where P0 is a constant. The Young-Laplace equation is given as:
∆P = γκ, (6.5)
here ∆P = P − Patm, where P is defined by Eq. (6.4) and Patm is the atmospheric
pressure outside the droplet. The surface tension at the liquid-gas interface is denoted as
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γ and κ is the droplet’s curvature which is given as:





where hx denote the derivative of h(x) with respect to x. Equation (6.5) then becomes:
p+ ρg(x sinα + h cosα) = γκ, (6.7)




, z∗ = z
L
, κ∗ = κL, p∗ = p
P ′
, (6.8)
where L and P ′ are the length and pressure scales respectively. The length scale L is
taken to be the wave length λ of the pattern. Inserting Eq. (6.8) into Eq. (6.7) and
assuming P ′L ∼ γ gives:
p+B(x sinα + h cosα) = κ, (6.9)
where the asterisks have been dropped and B = ρgL2
γ
is the Bond number which defines
the ratio between the gravitational force and surface tension. Substituting κ in Eq. (6.9)
gives:





Our aim is to solve Eq. (6.10) subject to the following boundary conditions:
h(ℓ−R) = h(ℓ+R) = 0, (6.11a)
hx(ℓ−R) = tan θ−, (6.11b)
hx(ℓ+R) = − tan θ+. (6.11c)
It is possible to obtain the droplet size A, by integrating Eq. (6.9) from ℓ−R to ℓ+R
subject to the boundary conditions, Eqs. (6.11):
B(2ℓR sinα + A cosα) + 2Rp = sin θ− + sin θ+. (6.12)
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Equation (6.10) and (6.12) can be solved together with Eqs. (6.11) to obtain the droplet







The curvature κ in this definition then becomes:
dϕ
ds
= p+B(x sinα + h cosα). (6.14)








p+B(x sinα + h cosα) . (6.15b)
Given a droplet of size A on a surface with wetting pattern of strength ϵ inclined at an
angle α to the horizontal and Bond number B, we aim to solve for x, h, p, ℓ and R,
subject to the boundary conditions:
x(ϕ = −θ−) = ℓ−R, h(ϕ = −θ−) = 0, (6.16a)
x(ϕ = θ+) = ℓ+R, h(ϕ = θ+) = 0. (6.16b)
The solutions to this system may not exist physically, we shall be interested in how
the droplet’s position and radius are related to the cross-sectional area (equivalent to
the volume) of the droplet. For an inclined surface it is important to note that there
is a maximum droplet size Amax which can be supported on a surface with chemical
pattern, below which the droplet is stationary. When this maximum value is exceeded
the droplet begins to move since the chemical pattern can no longer balance the droplet
size. This maximum droplet size can be obtained by balancing forces acting along a
surface. By considering the pattern F(x) = cos(2πx), we derive the following relation
for the maximum size of a droplet,
Amax =
2 sin Θ0 sin ϵ
B sinα . (6.17)
A droplet of size A < Amax however, may not have equilibrium solution. This is because
the derivation of the condition (6.17) is premised on the assumption that the maximum
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and minimum contact angles are achieved simultaneously (by the lower and upper contact
angle, respectively), which may not be feasible.
6.2 Microgravity
To understand the effect of gravity on a drop on an inclined plane in the limit of small
Bond numbers, we pose perturbation expansions as:
x = x0 +Bx1 + O(B2), (6.18a)
h = h0 +Bh1 + O(B2), (6.18b)
p = p0 +Bp1 + O(B2), (6.18c)
ℓ = ℓ0 +Bℓ1 + O(B2), (6.18d)
R = R0 +BR1 + O(B2). (6.18e)
Consequently, the upper and lower contact angles can also be written as:
θ− = θ−0 +Bθ−1 + O(B2), (6.19a)
θ+ = θ+0 +Bθ+1 + O(B2), (6.19b)
so that the contact angles are related to the contact radius and mid-point as follows:
θ−0 = Θ(ℓ0 −R0), (6.20a)
θ+0 = Θ(ℓ0 +R0), (6.20b)
θ−1 = Θ′(ℓ0 −R0)(ℓ1 −R1), (6.20c)
θ+1 = Θ′(ℓ0 +R0)(ℓ1 +R1). (6.20d)
Now, we have 5 unknowns (x, h, p, ℓ, R) with 4 conditions Eqs. (6.16), hence the system
is under-determined. To solve the system completely, we need an extra condition, which
















































In our formulation, we fix the droplet’s size and investigative how the introduction of
gravity changes the droplet’s contact radius and midpoint, as a result, the droplet size


































6.2.1 Leading order solution
Inserting the perturbation expansions into Eqs. (6.15) and the boundary conditions
(6.16), we obtain the leading systems as follows:
dx0
dϕ
p0 = cosϕ, (6.24a)
dh0
dϕ
p0 = sinϕ, (6.24b)
x0(ϕ = −θ−0 ) = ℓ0 −R0, h0(ϕ = −θ−0 ) = 0, (6.24c)








We first solve for x0, h0, θ+0 , in terms of ℓ0, and R0 and θ−0 as:












θ+0 = θ−0 . (6.25d)
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Equation (6.25d) gives the equilibrium condition from which ℓ0 and R0 can be obtained













(2θ−0 − sin 2θ−0 ), (6.26)
which is the expression for the droplet size in the absence of gravity derived in Chapter 1.
To see how these shapes are affected by gravity, we find the first-order corrections.
6.2.2 First order solution
The first order system is obtained as:
dx0
dϕ
(p1 + x0 sinα + h0 cosα) +
dx1
dϕ
p0 = 0, (6.27a)
dh0
dϕ
(p1 + x0 sinα + h0 cosα) +
dh1
dϕ
p0 = 0, (6.27b)
x1(ϕ = −θ−0 ) = x′0(−θ−0 )θ−1 + ℓ1 −R1, h1(ϕ = −θ−0 ) = h′0(ϕ = −θ−0 )θ−1 , (6.27c)



























Also, we solve for x1, h1, θ+1 , in terms of ℓ1, and R1 and θ−1 as:
x1 = ℓ1 −R1 +R0θ−1 cot θ−0 +
R20
2 sin3 θ−0
(Xs sinα +Xc cosα +Xpp1) , (6.28a)
h1 = −R0θ−1 +
R20
2 sin3 θ−0










(Ps sinα + Pc cosα), (6.28c)
θ+1 = θ−1 +
R20
2 sin3 θ−0
(2θ−0 − sin 2θ−0 ) sinα, (6.28d)
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where
Xs = −(sin θ−0 + sinϕ)(2ℓ0 sin θ−0 −R0 sin θ−0 +R0 sinϕ), (6.29a)
Xc = R0(ϕ+ θ−0 − sin θ−0 cos θ−0 + sinϕ cosϕ− 2 cos θ−0 sinϕ), (6.29b)
Xp = −2(sin2 θ−0 + sin θ−0 sinϕ), (6.29c)
Zs = R0(sin θ−0 cos θ−0 + sinϕ cosϕ− θ−0 − ϕ) + 2ℓ0 sin θ−0 (cosϕ− cos θ−0 ), (6.29d)
Zc = −R0(cos θ−0 − cosϕ)2, (6.29e)
Zp = −2 sin θ−0 (cos θ−0 − cosϕ), (6.29f)
Ps = R0(θ−0 cot θ−0 − cos2 θ−0 ) − 2ℓ0 sin2 θ−0 , (6.29g)
Pc = R0(θ−0 − cos θ−0 sin θ−0 ). (6.29h)
Equation (6.28d) can be re-written in terms of the droplet size as:




It is seen that when the inclination is zero, α = 0, θ+1 = θ−1 , the upper and lower contact
angle are the same. Meaning that for an horizontal surface, α = 0, gravity only affects















(Qs sinα +Qc cosα), (6.32b)
Qs = cos θ−0 sin2 θ−0 − θ−0 sin θ−0 (1 + cos2 θ−0 ) + (θ−0 )2 cos θ−0 , (6.32c)
Qc = −2 sin3 θ−0 + θ−0 cos θ−0 sin2 θ−0 + (θ−0 )2 sin θ−0 . (6.32d)
Hence ℓ1 and R1 are obtained by solving Eqs. (6.30) and (6.31) and noting that θ−1 =























where a0 = ℓ0 −R0, b0 = ℓ0 +R0, and ∆ = 2 (A(Θ′(a0) − Θ′(b0)) +R0Θ′(a0)Θ′(b0)η).
By considering a periodic chemical pattern F(x) = cos 2πx with a wetting strength
of ϵ = 0.2 and using Eqs. (6.25), (6.26), (6.28), (6.29), (6.32), and (6.33), droplet shapes
for a fixed droplet size A for different Bond numbers and inclinations can be plotted to
see how gravity affects droplets’ equilibrium shapes. Figure 6.2 shows the plot of the
shape of a droplet of size A = 2 for Bond number B = 0.1 for different inclinations. The
blue line denote the leading order solution while the red line represent the solution up to
the first order of the Bond number. It is seen that for α = 0, gravity decreases droplet
height while its radius increases to conserve the droplet size A. For inclination α ≠ 0,
we first note that for a droplet of size A = 2, the maximum inclination angle given by
Eq. (6.17) required to obtain physical solution is α = 59◦. Hence for inclinations ranging
from 10◦ to 30◦, the droplet tilts to the right as expected.
Apart from the drawback that our asymptotic solution is only valid for small Bond
numbers, it also leads to singularities at some droplet sizes. To see this, we note that
since Θ′(ℓ0 ±R0) = −2πϵ sin 2π(ℓ0 ±R0), equations (6.33a) and (6.33b) can be simplified
for ℓ0 = 0 as follows:
Θ′(a0) = 2πϵ sin 2πR0,
Θ′(b0) = −2πϵ sin 2πR0,
Fig. 6.2 Asymptotic solutions for droplet shapes for different inclinations for (ϵ, θ0, A,B) =
(0.2, 120◦, 2, 0.1). The solid blue line denote the leading order solution while the dashed
red line represent the solution up to the first order.
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so that
Θ′(a0) + Θ′(b0) = 0,
Θ′(a0) − Θ′(b0) = 4πϵ sin 2πR0,
∆ = 8πϵ sin 2πR0(A−R0ηϵπ sin 2πR0).
Inserting this into Eqs. (6.33a) and (6.33b) yields:
ℓ1 =
−A(A− ηπϵR0 sin 2πR0) sinα
4πϵ sin θ−0 sin 2πR0(A− ηϵπR0 sin 2πR0)
,
R1 =
ϵπ sin 2πR0(Aη sinα− 2Q sin θ−0 )





4 sin θ−0 ϵπ sin 2πR0
, (6.34a)
R1 =
−R0(2Q sin θ−0 − Aη sinα)
4 sin θ−0 (A−R0ϵπη sin(2πR0))
. (6.34b)
From Eq. (6.34a), for ϵ ̸= 0 when α ̸= 0, singularities exist for ℓ1 when sin(2πR0) = 0,
this occurs particularly when R0 = n2 , where n ∈ Z
+. This implies that varying the
volume of a droplet would lead to no solutions at some droplet sizes for α ̸= 0. However
when α = 0, as previously noted, solution exists for the droplet mid-point, ℓ1 = 0, but
there are still some singularities in R1, (see Eq. 6.34b), when A = R0ϵπη sin(2πR0).
Hence we see that the asymptotic solution fails at some droplet sizes, as a result we will
aim to obtain exact solutions that yields physical results for any droplet size.
6.3 Exact solutions
The singularities that arise from our asymptotic solutions at some droplet sizes can be








p+B(x sinα + h cosα) . (6.35b)
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In this formulation the boundary conditions become
h[ϕ = ±Θ(ℓ±R)] = 0, (6.36a)
x[ϕ = ±Θ(ℓ±R)] = ℓ±R, (6.36b)







We proceed by transforming the coordinates (x, h) by rotating it through −α radians to

















Bξ + p , (6.39b)
with boundary conditions
ξ[ϕ = ±Θ(ℓ±R)] = (ℓ±R) sinα, (6.40a)
η[ϕ = ±Θ(ℓ±R)] = (ℓ±R) cosα, (6.40b)




(ξ cosα− η sinα) cosϕ
Bξ + p dϕ. (6.41)






C −B cos(ϕ+ α) − p
B
, (6.42a)
η = (ℓ−R) cosα + I(ϕ;α,C,B), (6.42b)










which maybe written as the sum of four elliptic integrals. Our goal now is to find the








C −B cos[α− Θ(ℓ−R)] = B(ℓ−R) sinα + p, (6.44b)
BA cosα = 2pR − [sin Θ(ℓ+R) + sin Θ(ℓ−R)] + 2BℓR sinα. (6.44c)
2R cosα = I (Θ(ℓ+R);α,C,B) , (6.44d)
Eliminating p from this system we obtain
I = 2R cosα, (6.45a)
J = 2R sinα, (6.45b)
KR = BA cosα + [sin Θ(ℓ+R) + sin Θ(ℓ−R)] , (6.45c)
where













C −B cos(α + Θ(ℓ+R)) −
√







C −B cos(α + Θ(ℓ+R)) +
√
C −B cos(α− Θ(ℓ−R))
]
. (6.46c)
Since Eq. (6.46a) is an elliptic integral which can only be treated numerically, Eqs. (6.45)
will have to be solved numerically to find all the equilibrium solutions for the droplet’s
position and radius. Unlike the asymptotic solution, this solution is valid for any Bond
number B, inclination α, and droplet size A.
Figure 6.3 shows droplet shapes for hydrophilic and hydrophobic contact angles on
an horizontal surface and Bond number B = 1. Here unlike the microgravity regime,
we can consider higher values of the Bond number. For Bond number B = 1, it is seen
that gravity decreases the droplets height in both cases. To balance this height decrease,
the droplet increases its radius. This increase in the droplet radius becomes larger as
the Bond number B increases, (see Fig. 6.4). To understand this we consider a surface
with no wetting pattern ϵ = 0 and compute the change in droplet radius as a function of
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Fig. 6.3 Full solutions for droplet shapes for (ϵ, A,B, α) = (0.2, 2, 1, 0). (a) θ0 = 60◦,
(b) θ0 = 120◦. The solid blue line denote solution for B = 0, while the dashed red line
represent the solution for B = 1.
Fig. 6.4 Full solutions for droplet shapes for different Bond numbers for (θ0, ϵ, A, α) =
(60◦, 0.2, 2, 0). The solid blue line denote solution for B = 0, while the dashed red line
represent the solution for B = 1.
the Bond number as shown in Fig. 6.5(a). Since increasing the Bond number increases
the droplet radius, we can find a droplet of size A0 with no gravity that is equivalent
to a droplet size AB with gravity. To this end we first find the equilibrium solution of
a droplet under the influence of gravity, RB = f(AB), we then find the droplet size,
A0(RB) corresponding to this solution in the absence of gravity (see Fig. 6.5(b)). What
we see is that on an horizontal surface increasing the influence of gravity is equivalent to
increasing the droplet size.
When the surface inclination is non-zero, the location of the droplet is changed. For
a Bond number B = 1 and droplet size A = 2, the maximum inclination possible for
physical solutions is, α = 10◦. Figure (6.6) shows that the droplet position is changed for
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Fig. 6.5 Panel (a) shows that change in radius ∆R caused by gravity versus Bond number
B. Panel (b) shows the equivalent droplet size in the absence of gravity A0.
Fig. 6.6 Full solutions for droplet shapes for different inclinations for (θ0, ϵ, A,B) =
(60◦, 0.2, 2, 1). The solid blue line denote solution for B = 0, while the dashed red line
represent the solution for B = 1.
non zero inclinations. This change in the droplet position increases as the inclination α
increases.
6.4 Stability
Droplet equilibrium solutions on a solid with well defined wetting patterns may be stable,
saddle node, or unstable when subjected to gravity’s effect. Here we examine the energy
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E, of the droplet, which is the sum of the gravitational potential energy Eg, solid surface
energy Es, and interfacial energy Ei, that is, E = Eg + Es + Ei. To understand how the
stability of a droplet is affected by gravity we will study these energies separately. In
all cases, we assume that the droplet’s interface is defined by z = h(x) and that this
function is single-valued. The left and right contact points are labelled as x = a and
x = b respectively.




ρg · x dΩ, (6.47)
where ρ is the density of the liquid, which we assume to be constant, and Ω is the liquid
region, defined as






















where γ is the liquid/gas surface tension and Θ, is the spatially dependent contact angle.
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This can be non-dimensionalized by choosing the following scalings
E = γLE∗, (x, h) = L(x∗, h∗), (6.50)
where the starred terms are dimensionless. Here the characteristic length scale L, is
taken to be the wavelength λ of the function Θ, i.e. Θ(x+ λ) = Θ(x). Applying these
















where B = ρgL2/γ is the Bond number which relates the body forces (gravity) to the
surface forces (interfacial tension). Since the energy (6.51) is a functional of the interfacial
surface’s shape z = h(x), it can be written in arc-length formulation by applying (6.13a)
and (6.13b) to (6.51). This yields:
E = s∗ −
∫ s∗
0










where s∗ is the total arc-length of the interface, i.e., s∗ satisfies x(s∗) = b and h(s∗) = 0.
We calculate the energy (for a given surface patterning, volume, slope and Bond number),
as a function of the droplet’s centre ℓ, and radius R, using (6.52) where x(s), h(s), ϕ(s), s∗
are solutions to the system
dh
ds = sinϕ, (6.53a)
dx
ds = cosϕ, (6.53b)
dϕ
ds = B(x sinα + h cosα) + p, (6.53c)
with boundary conditions
h = 0, x = ℓ−R, at s = 0, (6.54a)
h = 0, x = ℓ+R, at s = s∗, (6.54b)




h cosϕ ds. (6.55)
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We can use this calculation to produce an energy profile. The stability of a droplet’s
equilibrium solution can then be determined by examining the eigenvalues of the Hessian





where the derivatives are found using a central difference method.
6.5 Bifurcation analysis
The equilibrium solution of a droplet of size A under the influence of gravity on a solid
surface with periodic wetting pattern can be obtained from Eqs. (6.45). The stability of
these solutions can then be obtained form the energy of the system (6.51). With these,
bifurcation diagrams can be constructed for different droplet sizes so that we can predict
a droplet’s behaviour as it evaporates on an inclined plane under the influence of gravity.
6.5.1 Periodic and symmetric chemical patterns
We start by considering a periodic and symmetric chemical pattern F(x) = cos 2πx and
droplet of fixed size A on an horizontal surface, where α = 0 and examine how gravity
affects the equilibrium solution of a droplet by varying the Bond number. Figure 6.7
shows the energy landscape of a droplet of size A = 2 on a flat surface with contact angle
θ0 = 60◦ and wetting strength ϵ = 0.2. It is seen that as the Bond number increases, the
behaviour of the the droplet’s equilibrium solution changes. At droplet radius R = 1.5,
when the Bond number B = 0, there is a stable point aligned with the minimum of the
chemical pattern alongside two adjacent saddle nodes. As the Bond number increases to
B = 0.6, the two saddle nodes collide with the stable node to become a saddle node. At
B = 0.7, there are two saddle nodes at R = 1.5 and R = 2 respectively and an unstable
point in between them. As the Bond number becomes B = 0.8, the saddle node at R = 2
becomes a stable point which multiplies to produce two extra adjacent saddle nodes as
the Bond number becomes slightly higher, B = 0.85. Hence we see that gravity does not
only changes the shape of a droplet, it also changes its stability.
Changing the Bond number changes the droplet equilibrium solutions and their
stabilities the same way varying the size of a droplet does. As a result, the Bond number
can be a bifurcation parameter that causes a change in the droplet behaviour when varied.
Hence we construct a bifurcation diagram of the droplet radius with the Bond number
6.5 Bifurcation analysis 101
Fig. 6.7 Energy contour plots for (A, θ0, ϵ) = (2, 60◦, 0.2), where energy levels increase
from blue to yellow. Blue and green circles correspond to stable equilibrium solutions,
crosses to saddle nodes that are stable to axisymmetric perturbations but unstable against
lateral displacements, and empty squares correspond to unstable solutions. Panels (a-f)
correspond to Bond numbers ranging from 0 to 0.85.
Fig. 6.8 Bifurcation diagram with the (a) Bond number B as the bifurcation parameter
for (A, θ0, ϵ) = (2, 60◦, 0.2), and (b) droplet size A as the bifurcation parameter for
(B, θ0, ϵ) = (0, 60◦, 0.2). Blue and green lines correspond to stable equilibrium solutions,
red lines to saddle nodes that are stable to axisymmetric perturbations but unstable
against lateral displacements, and black lines correspond to unstable solutions.
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being the bifurcation parameter, (see Fig. 6.8(a)) similar to the bifurcation diagram
where the droplet size is the bifurcation parameter and the Bond number is zero, (see
Fig. 6.8(b)).
Figure 6.9 shows the relation between the droplet’s radius and size for droplets aligned
with the minimum and maximum of the chemical patterns. The blue, cyan and green
lines correspond to stable equilibrium solutions for Bond numbers B = 0, B = 0.5, and
B = 1 respectively, red lines to saddle nodes and black lines correspond to unstable
solutions. We can see that as the Bond number increases, the qualitative relation between
the radius R and droplet size A is unchanged, indeed, the pitchfork points, R = n/2,
where n ∈ Z is the same in all cases. However, the critical droplet size Ap corresponding
to the pitchfork radius becomes lower as the Bond number decreases because gravity
becoming stronger causes the droplet radius to increase. Also, as the droplet size becomes
small the effect of gravity is negligible so that the (R,A) curves becomes identical at
lower droplet sizes.
A droplet evaporating on a smooth flat surface with a periodic wetting pattern under
the influence of gravity would have similar behaviour as though gravity were absent. The
only difference is that it will snap at a lower droplet size than it would in the absence
of gravity. In essence gravity decreases the critical droplet size where a droplet snaps
and hence delays the snap events. Due to symmetry, there is no bias for the change in
position of the droplet, hence ruling out the possibility to induce droplet motion towards
Fig. 6.9 Bifurcation diagrams for different Bond numbers with the droplet size being the
bifurcation parameter for a droplet aligned with (a) the minimum and (b) maximum of
the chemical pattern where (θ0, ϵ) = (60◦, 0.2). Blue, cyan and green lines correspond to
stable equilibrium solutions for Bond numbers B = 0, B = 0.5, and B = 1 respectively,
red lines to saddle nodes that are stable to axisymmetric perturbations but unstable
against lateral displacements, and black lines correspond to unstable solutions.
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Fig. 6.10 Bifurcation diagrams for Bond number B = 0.1 and different inclination angles
in the (a) (R,A) space for α = 0 and (b) α = 5◦, (c) (ℓ, A) space for for α = 5◦, where
(θ0, ϵ) = (60◦, 0.2). Green, and blue lines correspond to stable equilibrium solutions
aligned with or close to the minimum and maximum of the chemical pattern respectively,
red lines to saddle nodes that are stable to axisymmetric perturbations but unstable
against lateral displacements, and black lines correspond to unstable solutions.
a preferred direction. As a result the droplet could either move to the left of to the right.
Hence the direction of motion of an evaporating droplet can not be controlled, however
by tilting the surface via the inclination angle, the droplet can be made to move in a
specific direction.
Figure 6.10 shows how the position and radius are related to the droplet size for
Bond number B = 0.1, and different inclination angles α = 0, and α = 5◦. It is seen that
for non-zero inclination angle, there is a topological change in the bifurcation diagram
with the solutions becoming disconnected at the pitchfork points. Hence the bifurcation
diagram becomes a combination of different cycles of closed curves spanning form R = n/2
to (n + 1)/2, where, n ∈ Z. Hence we see that the pitchfork bifurcations which occur
when B = 0 become imperfect bifurcations under gravity. Importantly, however, the
qualitative nature of the bifurcations appears unchanged.
Figure 6.11 shows the equilibrium solutions for droplets on a flat surface that has
been tilted to the right and to the left with the inclination angles α = 5◦ and α = −5◦
respectively for Bond number B = 0.1. It is seen that for α > 0, the stable branch of the
closed curves near the minimum of the chemical pattern (blue line) has an upward cup
shape. This makes the pitchfork point where the droplet’s stability changes from stable
to saddle node becomes slightly nearer to the stable branch to its right near ℓ = 1 than
the branch to its left located near ℓ = 0. To predict which direction the droplet would
move at the pitchfork point, we compute the quantity, G(ℓ) = |∆E/∆ℓ| which defines the
ratio of the energy difference to location difference between the pitchfork point (ℓp, Ap)
and the point to its right (ℓr, Ap) or to its left (ℓl, Ap). For α > 0, G(ℓr) > G(ℓl), and
as a result a droplet evaporating on the stable branch located near ℓ = 0.5 starting at
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Fig. 6.11 Bifurcation diagrams for a droplet for B = 0.1 for (a) α = 5◦, and (b) α = −5◦.
Green and blue represent stable equilibrium solutions close to the minimum and maximum
of the chemical pattern respectively, red lines denote saddle nodes that are stable to
axisymmetric perturbations but unstable against lateral displacements, and black lines
correspond to unstable solutions.
say size A = 3 would snap to the right in the direction of gravity when its size reaches
the critical pitchfork value Ap. When the surface is tilted to the left, that is, α < 0, the
bifurcation diagram is inverted and the stable branch is now curved downward and has
a cap shape. As a result the pitchfork point is closer to the stable branch located near
ℓ = 0 than to the stable branch near ℓ = 1. In this scenario G(ℓl) > G(ℓr) so that the
droplet would prefer to snap to the left in the direction of gravity. Hence the introduction
of a non-zero inclination induces a bias that breaks the droplet plane of symmetry and
causes the droplet to move in a preferred direction, moving to the right when α > 0
and to the left when α < 0. This implies that the direction of motion of an evaporating
droplet can be controlled by the inclination of the solid.
6.5.2 Patterns with an amplitude gradient
The results shown in the previous section indicate that on an horizontal surface with
α = 0 and symmetric chemical patterns under the influence of gravity, a droplet will adopt
equilibrium configurations which are aligned with either a maximum or a minimum of
the pattern. As the droplet’s size changes, the stability of such configurations alternates
between stable and saddle nodes through a sequence of pitchfork bifurcations that can
promote droplet lateral motion: any perturbation that breaks the plane symmetry will
make the droplet change from a saddle node to a stable location. This means that the
direction of motion of the droplet as it snap can’t be controlled unless the surface is
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inclined, in which case the droplet snaps to the right when α > 0 and to the left when
α < 0.
To control the direction of motion of an evaporating droplet when α = 0, we explore
a non-symmetrical chemical pattern with the aim to determine whether it is possible
to achieve directed displacement in the droplet’s location as the droplet size is changed.
For cases where α ̸= 0, we would also see if it is possible to move a droplet against
gravity, for example we know that imposing α < 0 moves the droplet to the left, the
question now is that can a droplet be made to move to the right instead by prescribing
a non-symmetrical contact angle pattern. To this end, we consider a pattern with an









where L is the length over which the gradient varies, (we note that the change of sign
of the gradient can be imposed by replacing x by L− x in the argument of the arctan).
We solve Eqs. (6.45) alongside Eq. (6.57) to find the equilibrium solutions for a given
droplet size. Following the same procedure as in the previous section, we construct the
bifurcation diagrams as the droplet size is changed.
Figure 6.12 shows the bifurcation diagrams for droplets on asymmetric pattern (6.57)
with a strong bias L = 6 and wetting strength ϵ = 0.1 for α = 0 on the (ℓ, A) plane.
Blue, black and green lines represent stable equilibrium solutions corresponding to Bond
numbers B = 0.1, 0.5 and B = 1 respectively, red lines denote saddle nodes that are stable





















Fig. 6.12 Bifurcation diagrams for droplets on asymmetric pattern (6.57) with bias L = 6
and wetting strength ϵ = 0.1 for α = 0 on the (ℓ, A) plane for (a) B = 0.1, (b) B = 1,
and (c) different Bond numbers. Blue, black and green lines represent stable equilibrium
solutions corresponding to Bond numbers, B = 0.1, 0.5 and B = 1 respectively, red lines
denote saddle nodes that are stable to axisymmetric perturbations but unstable against
lateral displacements.
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to axisymmetric perturbations but unstable against lateral displacements. Panels (a) and
(b) show the bifurcation diagrams for Bond numbers B = 0.1 and B = 1 respectively. It
is seen that, similar to the case with no gravity discussed in Section 3.1.4 of Chapter 3,
disconnected branches of stable and saddle nodes emerges in both cases. Hence a droplet
evaporating under the influence of gravity on a flat surface with an asymmetric pattern
with gradient, will move in a preferred direction. In this case the droplet will move to
the right, but if the direction of the gradient is reversed it will move to the left. Panel
(c) shows a stable branch for different Bond numbers. It is observed that gravity shifts
this branch to left. This shift however becomes insignificant as the size of the droplet
decreases so that the curves are identical at small droplet sizes.
On an inclined plane, these bifurcation diagrams change. Figure 6.13 shows the
bifurcation diagrams for droplets on asymmetric pattern (6.57) with bias L = 6 and
wetting strength ϵ = 0.1 for Bond numbers B = 0.1, 0.2 and B = 0.3 on the (ℓ, A) plane.
Green lines represent stable equilibrium solutions, red lines denote saddle nodes that are
stable to axisymmetric perturbations but unstable against lateral displacements. Panel
(a) shows solutions for B = 0.1 and α = 5◦. It is seen that the stable and saddle node
branches moves closer to each other but the direction of motion is still dictated by the










































Fig. 6.13 Bifurcation diagrams for droplets on asymmetric pattern (6.57) with bias L = 6
and wetting strength ϵ = 0.1 for Bond numbers B = 0.1, 0.2 and B = 0.3 on the (ℓ, A)
plane for α = 5◦ (a-c) and α = −5◦ (d-f). Green lines correspond to stable equilibrium
solutions, red lines to saddle nodes that are stable to axisymmetric perturbations but
unstable against lateral displacements.
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wetting pattern which dictates that an evaporating droplet on a stable branch would
move to the right. As the Bond number increases slightly, (see panels (b) and (c)) there
is a competition between the wetting pattern and gravity. For solutions at lower locations
and droplet size where the effect of gravity is weak, the wetting pattern dictates the
direction of motion of the droplet. At higher location where the pattern with gradient is
weak, the gravitational forces dominates creating closed curves that makes the droplet
snap to the right in the direction of gravity. Panel (d) shows the case where the surface
inclination is reversed, α = −5◦. In this scenario, even though gravity dictates that the
droplet would move to the left, it will actually move to the right due to the asymmetric
pattern. However as gravity increases, there is a competition between the wetting pattern
and gravity effects in determining the direction of motion of an evaporating droplet, (see
panels (e) and (f)).
The bias on the asymmetric pattern (6.57) can be weakened by reducing L. Figure 6.14
shows the bifurcation diagrams for droplets on asymmetric pattern (6.57) with a weak
bias L = 0.6 and wetting strength ϵ = 0.1 for α = 0 on the (ℓ, A) plane. Blue, black
and green lines represent stable equilibrium solutions corresponding to Bond numbers
B = 0.1, 0.5 and B = 1 respectively, red lines denote saddle nodes that are stable to
axisymmetric perturbations but unstable against lateral displacements. Panels (a) and
(b) show the bifurcation diagrams for Bond numbers B = 0.1 and B = 1 respectively.
It is seen that, similar to the case with no gravity, disconnected branches of solutions
emerges in both cases so that a droplet moves in a preferred direction as the stability of
the equilibrium solution changes from stable to saddle node. Panel (c) shows a branch of
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Fig. 6.14 Bifurcation diagrams for droplets on asymmetric pattern (6.57) with bias
L = 0.6 and wetting strength ϵ = 0.1 for α = 0 on the (ℓ, A) plane for (a) B = 0.1
(b) B = 1, (c) different Bond numbers. Blue, black and green lines represent stable
equilibrium solutions corresponding to Bond numbers B = 0.1, 0.5 and B = 1 respectively,
red lines denote saddle nodes that are stable to axisymmetric perturbations but unstable
against lateral displacements.
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solutions for different Bond numbers. It is observed that gravity shifts this branch to left
and as a result the critical droplet size where the stability of the droplet changes from
stable to saddle node decrease. This means that a droplet will snap at a lower volume in
the presence of gravity. This delay in the snap event however becomes insignificant as
the size of the droplet decreases so that the curves are identical at small droplet sizes.
On an inclined plane interesting changes occur in the topology of the bifurcation
diagram. Figure 6.15 shows the bifurcation diagrams for droplets on asymmetric pattern
(6.57) with bias L = 0.6 and wetting strength ϵ = 0.1 for Bond numbers B = 0.1, 0.2
and B = 0.3 on the (ℓ, A) plane. Panels (a) show solutions for B = 0.1 and α = 5◦ for
different Bond numbers. Green lines represent stable equilibrium solutions, red lines
denote saddle nodes that are stable to axisymmetric perturbations but unstable against
lateral displacements. A combination of continuous and closed curves arises depending
on the location. For solutions at lower locations and droplet size where the effect of
gravity is weak, continuous solution curves emerges that makes an evaporating droplet on
such branches move to the right following the direction of the wetting pattern. At higher
location where the pattern’s gradient is weak and at higher droplet sizes, the gravitational
forces dominates creating closed curves that makes the droplet snap to the right in the
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Fig. 6.15 Bifurcation diagrams for droplets on asymmetric pattern (6.57) with bias
L = 0.6 and wetting strength ϵ = 0.1 for Bond numbers B = 0.1, 0.2 and B = 0.3
on the (ℓ, A) plane for α = 5◦ (a-c) and α = −5◦ (d-f). Green lines correspond to
stable equilibrium solutions, red lines to saddle nodes that are stable to axisymmetric
perturbations but unstable against lateral displacements.
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direction of gravity. As the Bond number becomes larger, gravity dominates more, (see
panels (b) and (c)) and entirely dictates the direction of motion of an evaporating droplet.
Panel (d) shows the solution for B = 0.1 and α = −5◦. In this scenario when the
gravitational force is weak the wetting pattern drives the droplet to the right, but as
gravity increases, the droplet direction is dictated by gravity which moves it to the left,
(see panels (e) and (f)).
6.6 Summary
In this chapter, we have analysed the equilibrium properties of droplets under the
influence of gravity on a flat surface with periodic wetting patterns. By performing
asymptotic analysis in the limit of small Bond numbers, we see that gravity changes a
droplet’s shape by increasing its radius and decreasing its height while keeping its size
constant. The asymptotic analysis however fails at some droplet sizes and as a result we
derive exact equations which leads to elliptic integrals which we treat numerically.
Essentially on an horizontal surface where the inclination α = 0, it is observed that
gravity increases a droplet’s radius relative to its height so that its radius matches
the radius of a droplet of higher volume with gravity absent. By imposing a non-zero
inclination it is seen that the droplet shape become asymmetric tilting to the right if
α > 0 and to the left if α < 0, noting that droplet solution in this scenario only exist if
the inclination is less that a critical value.
By considering the energy of the system, we determine that stability of the equilibrium
solutions of a droplet and observe that on a symmetric pattern, gravity changes the
stability of a droplet the same way a droplet size would in the absence of gravity. It is
also discovered that gravity decreases the critical droplet size where a droplet snaps as
its evaporates. Meaning that a droplet snap is delayed due to the presence of gravity.
On an inclined plane the topology of the bifurcation diagram changes. Instead of curves
aligned with either the minimum or maximum of the chemical pattern. Closed isolated
solution curves emerges.
On an inclined plane, the ratio of the energy difference to location difference of the
pitchfork point and the nearest stable point to its left or right suggests that a droplet
would prefer to move to the right if α > 0 as it approaches the pitchfork point where its
stability changes from stable to saddle node. When α < 0, the droplet would prefer the
opposite direction. Implying that the direction of motion of an evaporating droplet can
be dictated by the inclination of the surface on which it is evaporating.
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We also observe that on an asymmetric pattern with amplitude gradient a droplet
can be made to move in the opposite direction dictated by gravity when the effect of
gravity is weak.
Chapter 7
Gravitational effects on droplet
evaporation: Numerical simulations
In the previous chapter, we considered the theory behind droplets under the influence of
gravity by solving the Young-Laplace equation which is a balance between the surface
tension, capillary and gravity forces. We saw that gravity is able to change the equilibrium
configurations of a droplet and can influence the direction of motion upon evaporation.
In this chapter we explore this from a computational viewpoint to quantify the dynamics
of droplets evaporating under the effects of gravity. We first consider a droplet on an
horizontal surface with zero inclination to observe that gravity changes the shape of a
droplet by decreasing its height and increasing its radius. For a non-zero inclination,
the droplet slides down the surface. Evaporation is then switch on so that as the size of
the droplet decreases quasi-statically, it follows the trajectory dictated by bifurcation
analysis.
We consider small density contrast and make use of the Boussinesq approximation
where the effect of the density difference in the liquid and gas phases is only important
in the body force term of the Navier-Stokes equations and is neglected in the inertia
terms [68, 69]. Hence the system of Navier-Stokes and Cahn-Hilliard (NS-CH) equations
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that was introduced in Chapter 2 is modified as follows:
∂ϕ
∂t




F ′m(ϕ) − χ2∇2ϕ
)
, (7.1b)





+ (u · ∇) u
)
= − ∇ p+ µ∇2 u −ϕ∇ η + ρ(ϕ)g, (7.1d)
where ρL is the liquid density, g = g(sinα,− cosα) is the gravitational field, where g
is the acceleration due to gravity and α is the surface inclination. We define the total





















= 2(ϕe + ϕ) + (ϕe − ϕ)/λρ
, (7.3)
where λρ is the density ratio defined as ρGρL , so that the dimensionless density ranges
from λρ to 1. This harmonic interpolation of the dimensionless density is preferred to








Fig. 7.1 Harmonic (solid blue line) and linear (red dashed line) interpolation of the
dimensionless density for density ratio λρ = 0.05.
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a linear interpolation ρ(ϕ) = (ϕe + ϕ) + (ϕe − ϕ)λρ, which leads to unphysical negative
density (when the density ratio is large) [71]. Figure 7.1 shows the harmonic and linear
interpolation of the dimensionless density profile with density ratio λρ = 0.05. The blue
solid line and the red dashed line denote the harmonic and linear averages respectively.
It is seen that for values of the phase-field ϕ < −ϕe, negative density emerges for the
linear interpolation. As a result, we use the harmonic average to ensure positive values
of the density.
By making use of the dimensionless density defined in Eq. 7.3, it is convenient to
non-dimensionalise Eqs. (7.1) with the dimensionless variables:
r∗ = r
L
, u∗ = u
U
, t∗ = Ut
L
, p∗ = p
ρLU2
, η∗ = η
η0
, ϕ∗ = ϕ
ϕe
, (7.4)
where η0 = σ/L. With these new variables the system of governing equations become:
∂ϕ
∂t






−ϕ+ ϕ3 − Cn2∇2ϕ
)
, (7.5b)
∇ · u = 0, (7.5c)
∂ u
∂t
+ (u · ∇) u = − ∇ p+ 1
Re
∇2 u − 1
We
ϕ∇ η + B
We
ρ(ϕ)g, (7.5d)
where we have defined the dimensionless parameters:
Re = ρLUL
µ
, Pe = UL
2
σM
, We = ρLLU
2
σ
, Cn = χ
L




corresponding to the Reynolds, Peclet, Weber, Cahn and Bond numbers respectively.
The Reynolds, Peclet, Weber, Cahn and Bond numbers define the ratios between inertia
and viscous forces, advective and diffusive transport, inertia and surface tension, diffuse
interface width and the characteristic length scale, and gravity and surface tension
respectively. The values of the dimensionless parameters used in this chapter are Re = 1,
We = 0.2. As discussed in Chapter 2, the Cahn number is taken be Cn = 0.01 to
ensure that the Cahn–Hilliard model approaches a sharp-interface limit [46]. For the
same reason, the Peclet number is set to Pe = 1/(3Cn2) [72, 48]. We will consider
different values of the Bond number to study the effect of gravity on droplet shape and
evaporation.
As we have done in previous chapters, we consider a periodic variation of the surface
chemical properties along the lateral coordinate x, which we model using a spatially-
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dependent function Θ(x), given by:
Θ(x) = θ0 + ϵF(x, λ), (7.6)
where θ0 is the reference homogeneous contact angle, ϵ controls the strength of the
chemical pattern and F(x, λ) is a generic periodic function with a wavelength λ. To
facilitate direct comparison between theoretical and simulation results, we note that the





, B = B′λ2,
where A′ and B′ are the values of the droplet area and Bond number that would be
imposed in our simulations. The value of the wavelength λ, will be taken to be 1/6.
The system of equations (7.5) is discretized in time using finite difference and in space
using the finite element method described in Section 2.3 of Chapter 2. The domain of
integration is taken to be 1 × 0.5.
We note that the formulation introduced in Eqs. (7.5) depends on the numerical
parameter λρ, which represents the density ratio. This parameter is not known a priori
and needs to be determined. To this end we will perform a data analysis to estimate the
optimal value of λρ that gives the best agreement between the numerical computations
and analytical solutions of the equilibrium shapes of droplets.
Consider hS(xi) for i = 1, . . . , N to be a set of N data points obtained from solving
numerically Eqs. (7.5). Here, hS represents the profile of the droplet at different spatial
points xi. On the other hand, consider hT to be the theoretical solution of the droplet’s








hS(xi) − hT (xi)
)2
. (7.7)
The value of the density ratio that gives the least error will be our optimum value.
Figure 7.2 shows comparisons between numerical simulations of the CH-NS system of
equations and theoretical solution of the Young-Laplace equation on a flat homogeneous
surface with contact angle θ0 = 90◦ and Bond number B = 1. Panel (a) shows the errors
E for different values of the density ratio denoted by the red circles fitted with a cubic
curve in blue solid line. It is seen that the minimum error is attained when the density
ratio λ = 0.18. With this value an agreement between simulation and theoretical results
can be achieved. Panel (b) shows droplet equilibrium shape h(x) for theoretical hT and
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simulation hS results represented by the blue and red lines respectively. It is observed
that there is an excellent agreement between the two results.
7.1 Numerical challenges
Once the optimal value for λρ has been found we then use it to perform numerical
computations of droplets evaporating under the influence of gravity. We note, however,
that there are some numerical challenges that arise when solving the CH-NS equations
under the Boussinesq approximation. In this section we summarise them and discuss ways
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Fig. 7.2 Comparison between numerical simulations of the CH-NS system of equations
and theoretical solution of the Young-Laplace equation on a flat homogeneous surface.
Panel (a) shows errors E for different values of the density ratio denoted by the red
circles fitted with a cubic curve in blue solid line. Panel (b) shows droplet equilibrium
shape h(x) for theoretical and simulation results represented by the blue and red lines
respectively for (θ0, ϵ, B, α) = (90◦, 0, 1, 0).
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of overcoming them. First, we find that the equilibrium shape in Fig. 7.2(b) is sensitive
to changes in model parameter values such as the Reynolds and Weber number. This is
non-physical and is a result of a numerical error that comes with simulating gravitational
effects on droplets. Figure 7.3 shows the numerical simulations of the CH-NS system of
equations on a flat homogeneous surface. Panel (a) shows the evolution of the maximum
magnitude of the velocity in the domain of integration for Bond numbers B = 0 and
B = 1. It is seen that for Bond number B = 0, the velocity of the droplet goes to zero at
equilibrium. Under these conditions, the Navier-Stokes equation (7.5d) becomes:
∇ p = − 1
We
ϕ∇ η,
which gives the balance between the capillary and surface tension forces equivalent to the
Young-Laplace equation. However, in the presence of gravity, Fig. 7.3(a) shows that the
droplet’s velocity is constant with respect to time at equilibrium but not equal to zero
which is non-physical since the droplet is stationary but has a non-zero velocity. This
non-zero velocity ū adds an additional term, say Q, in the steady-state Navier-Stokes
equation:
We∇ p = −ϕ∇ η +Bρ(ϕ)g +Q, (7.8)
where Q = W e
Re
∇2ū − We(ū · ∇)ū. This term depends on the Weber and Reynolds
numbers and as a result the equilibrium shape of a droplet would be sensitive to
changes in the dimensionless parameters. This implies that our simulation only solves an
approximation of the Young-Laplace equation.
This non-zero equilibrium velocity also induces mass loss to the droplet, (Fig. 7.3(b)).
The rate of the mass loss is however of the order 10−4 and can be negligible. This
mass loss can be corrected if the phase-field is advected by the bulk velocity. This can
be achieved by replacing u · ∇ϕ with ∇ ·(uϕ) in Eq. (7.1a) [73, 74] in which case the




+ ∇(ρ · u) = 0. (7.9)
In this scenario, the Boussenesq approximation is not valid any more since density
contrast is now important in terms not involving gravity. However, this only corrects
the mass loss and the non-zero velocity which introduces an additional term Q to the
Young-Laplace equation is still present.
The occurrence of non-zero velocity ū is common in numerical simulations and can
be corrected by redefining the velocity u of the system as û = u −ū, so that û becomes
zero. However, since the non-zero velocity, which depends on the model parameters such
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Fig. 7.3 Numerical simulations of the CH-NS system of equations on a flat homogeneous
surface. Panel (a) shows the evolution of the maximum magnitude of the velocity in the
domain of integration for Bond numbers B = 0 and B = 1. Panel (b) shows the evolution
of droplet size or Bond numbers B = 0 and B = 1. Panel (c) shows the evolution of
the maximum magnitude of the velocity in the domain of integration for different Bond
numbers. Panel (d) shows the evolution of the maximum magnitude of the velocity in
the domain of integration for different mesh cell sizes ∆x, for (θ0, ϵ, α) = (90◦, 0, 0).
as the Weber and Reynolds numbers, will first have to be computed, the computational
task increases, and the velocity will have to be redefined every time these parameters
change. Also, the velocity becoming zero at the start of the simulation means that the
Cahn-Hilliard equation will be decoupled from the Navier-Stokes equation. As a result,
a better approach will be to eradicate this non-zero velocity or find ways to reduce
it. Panel (c) of Fig. 7.3 shows that by decreasing the value of the Bond number, the
velocity of the droplet can be reduced thereby decreasing the non-zero velocity in the
model. The velocity also decreases by increasing the mesh cell size ∆x in our simulation,
(see Fig. 7.3(d)). This implies that it can be reduced or even eradicated by considering
large mesh sizes. The disadvantage of doing this is that the liquid-gas interface in our
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simulation will not be well captured with large mesh sizes. However by using mesh
adaptivity [73, 75, 76], mesh sizes can be small close to the interface and large else
where. This is beyond the scope of this thesis and as a result we proceed with our
current model and consider small Bond numbers to reduce the term Q introduced by the
non-zero velocity. In this regime, we can obtain good agreements between simulation
and theoretical results since Q is small.
7.2 Model verification
In this section, we will verify our model by running a series of experiments for different
inclinations on homogeneous and heterogeneous surfaces with Bond number B = 0.1.
Figure 7.4 shows the numerical simulations of the CH-NS system of equations for a
droplet of size A = 2.4 initially located at ℓ = 3 on a flat surface. Panel (a) shows the
evolution of the droplet location for different inclinations on an homogeneous surface
with contact angle 60◦. It is seen that the droplet always move to the right for α > 0,
with the droplet speed v(t) = ∆ℓ/∆t increasing with inclination, (see Panel (b)). When
the inclination is negative, α < 0, the droplet moves in the opposite direction as expected,
(see panel (c)).
Figure 7.5 shows the numerical simulations of the CH-NS system of equations for
droplet size A = 2.4 on a flat surface with a symmetric wetting pattern given by Eq. (7.6)
with F(x) = cos 2πx and wetting strength ϵ = 0.1 and homogeneous contact angle
θ0 = 60◦ for Bond number B = 0.1 and inclination α ranging from 47◦ to 60◦ for different














Fig. 7.4 Numerical simulations of the CH-NS system of equations for Bond number B = 0.1
and droplet size A = 2.4 on a flat homogeneous surface with different inclinations. Panel
(a) shows the evolution of the location ℓ of the mid point of the droplet on an homogeneous
surface with contact angle, θ0 = 60◦ for inclinations α ranging from 10◦ to 40◦. Panel (b)
shows the dependence of the droplet speed v on the inclination angle. Panel (c) shows
the evolution of the location of the mid point of the droplet for positive and negative
inclinations.
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Fig. 7.5 Numerical simulations of the CH-NS system of equations for Bond number
B = 0.1 and droplet size A = 2.4 on a flat surface with a symmetric wetting pattern
F(x) = cos 2πx with wetting strength ϵ = 0.1 and homogeneous contact angle θ0 = 60◦
for different inclinations α ranging from 47◦ to 60◦. Panel (a) shows the evolution of the
location ℓ of the mid point of the droplet. Panel (b) shows the evolution of the droplet
radius R. Panel (c) shows the evolution of speed of the droplet v(t).
inclinations. In agreement with Eq. (6.17) of Chapter 6, it is seen that the droplet moves
downhill in the direction of gravity when the inclination exceeds a critical value α = 47◦,
similar to what Savva et al. [77] observed, where a droplet attains its equilibrium shape
when the surface inclination is below a critical value. Panel (a) shows the evolution
of the droplet mid-point which initially is at ℓ = 3. It is seen that the droplet attains
an equilibrium configuration when the inclination is below a critical value α = 47◦ and
moves to the right otherwise in the direction of gravity. In this scenario the droplet moves
slowly and jumps rapidly covering a wavelength of the chemical pattern when it reaches
the minimum of the chemical pattern. Also, it is observed that the distance the droplet
covers increases as the inclination increases. The evolution of the droplet radius is also
shown in panel (b) of Fig. 7.5. It is seen that there is a sudden change in the droplet
radius as its location changes. The number of such rapid change in the droplet radius
increases as the surface inclination increases. The evolution of the droplet speed is shown
in panel (c). It is observed that the speed of the droplet is close to zero except when
the droplet approaches the minimum of the chemical pattern where its speed rapidly
increases and decreases in a snap event.
7.3 Droplet evaporation
The evaporation of a 2D droplet on a solid surface is examined in this section. We assume
that the evaporation is quasi-static and driven by mass diffusion in the gaseous phase.
We use a diffuse interface formulation to model such a system, which includes both a
wetting boundary condition of the solid substrate n · ∇ϕ ≈
√
2
3Cn cos θe, where θe is the
7.3 Droplet evaporation 120
equilibrium contact angle given by Eq. (7.6) and an open top boundary ∇ η · n = −ηw,
where ηw controls the evaporation rate, (see Chapter 2).
We first consider a droplet evaporating on a symmetric chemical pattern given by
Eq. (7.6) with F(x) = cos(2πx) and ϵ = 0.1. The droplet is initially aligned with a
maximum of the chemical pattern. We set the evaporation rate to ηw = 2. Figure 7.6
shows the comparison between theoretical results and numerical simulations of the CH-
NS system of for droplets on symmetric pattern F(x) = cos 2πx with wetting strength
ϵ = 0.1 and homogeneous contact angle θ0 = 60◦ for Bond number B = 0.1 and different
inclination angles. The green lines represent stable equilibrium solutions, red lines denote
saddle nodes that are stable to axisymmetric perturbations but unstable against lateral
displacements. Numerical simulations of the CH-NS system of equations are denoted by
the blue lines.
Panel (a) shows the results for α = 0 and it is seen that there is an excellent agreement
between theoretical and simulation results. Initially the droplet is on a stable branch at
(ℓ, A) = (3, 2.4) and as its size decreases via evaporation it remains in the same location
until it reaches the pitchfork point where its stability changes from stable to saddle node
that is stable to axisymmetric perturbations but unstable against lateral displacement.
As a result the droplet moves rapidly in a snap event to the nearest stable branch. The
droplet could either move to the left or to the right due to the symmetry of the chemical
pattern. In this scenario, the droplet moves to the right and remains at the stable branch
























Fig. 7.6 Comparison between theoretical results and numerical simulations of the CH-NS
system of for droplets on symmetric pattern F(x) = cos 2πx with wetting strength
ϵ = 0.1 and homogeneous contact angle θ0 = 60◦ for Bond number B = 0.1 and different
inclination angles (a) α = 0 (b) α = 5◦ (c) α = −5◦ on the (ℓ, A) planes. Green lines
correspond to stable equilibrium solutions, red lines to saddle nodes that are stable
to axisymmetric perturbations but unstable against lateral displacements. Numerical
simulations of the CH-NS system of equations are denoted by the blue lines.
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until its size reaches the pitchfork value where it changes location rapidly again in a snap
event. This cycle continues until the droplet vanishes.
Panel (b) of Fig. 7.6 shows the result for α = 5◦. In this case the bifurcation diagram
has become disconnected by gravity forming a series of close cycles of solution branches
with stable branches tilting in the direction of gravity. As a result a bias is introduced
by gravity that breaks the droplet symmetry as it approaches the pitchfork point. In
this scenario, the droplet moves to the right in the direction of gravity as it snaps. When
the direction of gravity reversed by imposing α = −5◦ the droplet moves in the opposite
direction snapping to the left as it reaches the pitchfork point where its stability changes,
(see panel (c)). This shows that the direction of motion of an evaporating droplet can be
controlled by surface inclination α.
A droplet on an horizontal surface with α = 0 and symmetric chemical patterns under
the influence of gravity can either move to the left or right as it approaches the pitchfork
points. The direction of movement of the droplet as it snaps cannot be controlled without
the inclination of the surface, in which case the droplet snaps to the right when α > 0
and to the left when α < 0. As a result, we explore non symmetrical chemical pattern
in order to control the course of movement of an evaporating droplet when α = 0 to
determine whether a change in droplet size allows directed movement as its location is
changed. Also we will investigate if it is possible to move a droplet against gravity. For
instance, we know that imposing α < 0 moves the droplet to the left. Now the question
is, can a droplet be moved to the right by prescribing an unsymmetrical contact angle
pattern. To this end, we consider the pattern with a gradient amplitude discussed in









where L is the length over which the gradient varies, (we note that the change of sign of
the gradient can be imposed by replacing x by L− x in the argument of the arctan).
Figure 7.7 shows the comparison between theoretical results and numerical simulations
of the CH-NS system of for droplets on asymmetric pattern (7.10) with strong bias L = 6,
wetting strength ϵ = 0.1 and homogeneous contact angle θ0 = 60◦ for Bond number
B = 0.1 and different inclination angles. Green lines correspond to stable equilibrium
solutions, red lines to saddle nodes that are stable to axisymmetric perturbations but
unstable against lateral displacements. Numerical simulations of the CH-NS system of
equations are denoted by the blue lines. It is seen that there is a topological change in the
bifurcation diagram and the branches now becomes disconnected stable and saddle node
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Fig. 7.7 Comparison between theoretical results and numerical simulations of the CH-NS
system of for droplets on asymmetric pattern (7.10) with strong bias L = 6, wetting
strength ϵ = 0.1 and homogeneous contact angle θ0 = 60◦ for Bond number B = 0.1 and
different inclination angles (a) α = 0 (b) α = 5◦ (c) α = −5◦ on the (ℓ, A) planes. Green
lines correspond to stable equilibrium solutions, red lines to saddle nodes that are stable
to axisymmetric perturbations but unstable against lateral displacements. Numerical
simulations of the CH-NS system of equations are denoted by the blue lines.
branches. As a result a droplet on a stable branch continues to move to the right when
α = 0, (see panel (a)), when α = 5◦, (see panel (b)) and when (c) α = −5◦, (see panel
(c)). The case where α = −5◦ is particularly interesting because gravity suggests that
the droplet should move to the left but it moves to the right following the stable branch
of the bifurcation diagram induced by the asymmetric pattern (7.10). Hence we see that
an asymmetric pattern controls the direction of an evaporating droplet regardless of the
direction of gravity.
Increasing the Bond number to B = 0.2 further changes the bifurcation diagram and
creates a strong competition between the wetting pattern and gravity in determining
the direction of motion of an evaporating droplet. Figure 7.8 shows the comparison
between theoretical results and numerical simulations of the CH-NS system of for droplets
on asymmetric pattern (7.10) with strong bias L = 6, wetting strength ϵ = 0.1 and
homogeneous contact angle θ0 = 60◦ for Bond number B = 0.2 and different inclination
angles. Green lines correspond to stable equilibrium solutions, red lines to saddle nodes
that are stable to axisymmetric perturbations but unstable against lateral displacements.
Numerical simulations of the CH-NS system of equations are denoted by the blue lines.
Panel (a) shows the result for α = 5◦. It is seen that the bifurcation diagram changes
into closed curves with stable branches tilting upwards. As a result gravity dictates that
the droplet will move to the right. The asymmetric chemical pattern also shows that the
droplet will move to the right. Hence the droplet moves to the right to a stable branch
at a lower droplet size as it evaporates. Panel (b) shows the result for α = −5◦. In this
scenario, gravity suggests that the droplet will move to the left and the wetting pattern
7.3 Droplet evaporation 123














Fig. 7.8 Comparison between theoretical results and numerical simulations of the CH-NS
system of for droplets on asymmetric pattern (7.10) with strong bias L = 6, wetting
strength ϵ = 0.1 and homogeneous contact angle θ0 = 60◦ for Bond number B = 0.2
and different inclination angles (a) α = 5◦ (b) α = −5◦ on the (ℓ, A) planes. Green
lines correspond to stable equilibrium solutions, red lines to saddle nodes that are stable
to axisymmetric perturbations but unstable against lateral displacements. Numerical
simulations of the CH-NS system of equations are denoted by the blue lines.
dictates that it will move to the right. Since gravity dominates at location ℓ = 2.8, the
droplet moves to the left to the point ℓ = 2.4 as it snaps. At this location the wetting
pattern is strong and the droplet moves to the right. Hence we see that the competition
between the asymmetric wetting pattern and gravity determines the direction of motion
of an evaporating droplet.
By considering a weak bias in the asymmetric pattern (7.10), there is also a strong
competition between gravity and the asymmetric wetting pattern to determine the
direction of motion of evaporating droplets. Figure 7.9 shows the comparison between
theoretical results and numerical simulations of the CH-NS system of for droplets on
asymmetric pattern (7.10) with weak bias L = 0.6, wetting strength ϵ = 0.1 and
homogeneous contact angle θ0 = 60◦ for Bond number B = 0.1 and different inclination
angles. Green lines correspond to stable equilibrium solutions, red lines to saddle nodes
that are stable to axisymmetric perturbations but unstable against lateral displacements.
Numerical simulations of the CH-NS system of equations are denoted by black, magenta
and blue lines. Panel (a) shows results for α = 0. It is seen that there are disconnected
branches and that there is an excellent agreement between theoretical and simulation
results with the droplet snapping to the right at the pitchfork point where its stability
changes as dictated by the asymmetric pattern. Panel (b) of Fig. 7.9 shows results for
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α = 5◦. The bifurcation diagram shows that there are disconnected branches at lower
locations where the wetting pattern is strong and closed curves at higher locations where
the effect of gravity is strong. As a result, starting evaporation at different locations
results in the droplet moving to the right in all cases since both gravity and wetting
pattern dictates a rightward movement. Panel (c) shows results for α = −5◦, where
the asymmetric pattern dictates a rightward movement and gravity dictates a leftward
movement. Hence the direction of motion of an evaporating droplet depends on the
initial location of the droplet. With an initial location of ℓ = 2.1 where the wetting
pattern is strong, the droplet, (black line) moves to the right at the pitchfork points as
dictated by the chemical pattern. Also, at location ℓ = 3, although the solution branches
have been closed by gravity, the effect of the wetting pattern is still present. This makes
the droplet, (magenta line) move to the right as it snaps. At initial location ℓ = 4, the
effect of gravity is now very strong and the droplet, (blue line) moves to the left ℓ = 3
as dictated by gravity at the pitchfork point. Since the effect of the wetting pattern is
present at this location, the droplet snaps back to the right at it reaches the pitchfork
point.


















Fig. 7.9 Comparison between theoretical results and numerical simulations of the CH-NS
system of for droplets on asymmetric pattern (7.10) with weak bias L = 0.6, wetting
strength ϵ = 0.1 and homogeneous contact angle θ0 = 60◦ for Bond number B = 0.1 and
different inclination angles (a) α = 0 (b) α = 5◦ (c) α = −5◦ on the (ℓ, A) planes. Green
lines correspond to stable equilibrium solutions, red lines to saddle nodes that are stable
to axisymmetric perturbations but unstable against lateral displacements. Numerical




In this chapter, we compared the theoretical results derived in Chapter 6 with simulations
of the Cahn-Hilliard and Navier-Stokes system of equations that models droplets under
the influence of gravity. We observed that on an horizontal surface with symmetric
pattern. The direction of motion of an evaporating droplet cannot be controlled except
the surface in inclined, in which case the droplet moves to the right when the inclination
α > 0 and to the left when α < 0.
With asymmetric pattern, the direction of motion of an evaporating droplet can be
effectively controlled. In the scenario where gravity is weak the asymmetric pattern
moves an evaporating droplet against gravity. As gravity increases slightly there is a
competition between gravity and the wetting pattern in determining a droplet’s direction
of motion upon evaporation.
The non-zero velocity that emerges when gravity is introduced into the CH-NS system
of equations means that numerically we have only solved an approximation of the Young-
Laplace equation. However, it is interesting to see that these preliminary numerical
results are in good agreement with the theoretical findings obtained in Chapter 6.
Chapter 8
Concluding remarks and future
research
8.1 General conclusions
The control of droplet evaporation on smooth surfaces have been achieved in this thesis
using chemical patterns. First we considered regimes where the droplet sizes are less
than the capillary length scale so that the effect of gravity is negligible. In this limit,
symmetric patterns were examined using bifurcation analysis. The equilibrium solutions
of droplets on such surfaces were obtained by solving the Young-Laplace equation, which
is a balance between capillary and surface tension forces. The stability of the equilibrium
solutions were then studied. As the stability of a droplet changes from stable to saddle
node, the droplet moves suddenly to a stable branch in a snap event. This is promoted
by an hierarchy of bifurcations triggered by the underlying patterns. In this scenario,
the droplet can move to the left or to the right since the pattern is symmetric. However,
by imposing an asymmetric pattern, the droplet can be made to move in a specific
direction. In the regime where the droplet size becomes larger than the capillary length
scale where gravity effects becomes important, this asymmetric pattern can also move a
droplet against gravity. Also, on topographic surfaces, imposing a chemical pattern can
either amplify or annihilate the snap process and also control the direction of motion of
evaporating droplets. Dynamic simulations of Cahn-Hilliard and Navier-Stokes (CH-NS)
system of equations were performed to verify these results with excellent agreements.
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8.1.1 Diffuse interface formulation
We introduced the Cahn-Hilliard and Navier-Stokes system of equations in Chapter 2,
which were used throughout this thesis to study droplet dynamics on solid surfaces. We
described a numerical algorithm for solving the CH-NS system using the finite element
method. The method’s validity was tested through a series of numerical experiments
that included droplet equilibrium shapes as well as the dynamics of a droplet spreading
and relaxing to equilibrium. We discovered that droplets spread faster as they become
less viscous and have a higher surface tension. A gradient in the chemical potential was
used to simulate droplet evaporation on solid surfaces. It was observed that footprint
R(t) of a droplet evaporating on an homogeneous surface follows the R(t) ∼ (te − t)1/2
law, where t is time and te is the evaporation time.
8.1.2 Droplet evaporation on smooth chemical patterns
In Chapter 3, we discussed analytical and computational findings for quasi-static evapo-
ration of a 2D droplet on a smooth, chemically patterned surface. Pinning-free patterns
with a smooth and periodic variation of the local equilibrium contact angle were consid-
ered. Pitchfork bifurcations occur at well described locations of the chemical pattern,
regardless of the homogeneous contact angle and magnitude of the chemical variation,
according to a detailed bifurcation analysis. We also discovered that the amplitude
critical value ϵc scales with the size of the droplet Ac as ϵc ∼ A−1/2c , implying that
cusp bifurcations are preferred in the microscopic limit. When a bias is introduced into
the chemical pattern, the bifurcation diagrams undergo a topological transition, with
equilibrium solutions being represented by disconnected branches in the parameter space.
The droplet’s midpoint, i.e. ℓ(A), continuously parametrizes those branches, which can
be either stable or saddle points, meaning that increasing the droplet’s size can result in
a continuous lateral displacement.
Using the Cahn-Hilliard and Navier-Stokes systems of equations, we also investigated
droplet dynamics during evaporation. On a symmetric pattern, an evaporating droplet
can either snap to the left or to the right when it reaches the pitchfork point where
its stability changes. Our results show that the snap evaporation reported on non-
planar symmetric substrates [34] is also observed on planar surfaces with symmetric
chemical patterns, and in both cases, this is a consequence of a hierarchy of pitchfork and
saddle-node bifurcations. However, with asymmetrical chemical patterns, the presence of
disconnected branches leads to a smooth droplet’s motion where its location continuously
changes towards one direction, hence showing that droplet’s motion can be controlled
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upon evaporation. The ideas presented here can be used in applications of droplet control
and mass transport.
8.1.3 Snap dynamics
The snap dynamics of evaporating droplets on a smooth asymmetric pattern were
investigated in Chapter 4. As the footprint reaches the pitchfork points where the
droplet’s stability varies from stable to saddle node, a droplet evaporating on smooth
periodic asymmetric patterns exhibits rapid changes in its location and footprint. We
calculated these critical pitchfork points numerically and demonstrated that the critical
droplet size at which snaps occur is related to wetting strength and decreases as wetting
strength increases. This was confirmed by performing a series of simulations with various
wetting strengths, indicating that the critical droplet size can be regulated by adjusting
the wetting strength. It was also observed that the snap time τ decreases as the wetting
strength ϵ increases, while the quantity q related to the snap speed increases with the
wetting strength. By considering different values of the Ohnesorge number Oh, we saw
that the snap time increase with the Ohnesorge number, and the quantity q related to
the snap speed decreases as the Ohnesorge number increases. Meaning that the viscosity,
inertia and surface tension of a droplet affects its snap time and speed.
We concluded that the maximum snap speed is linked to the droplet size according
to vmax ∼ A−1/2 by considering energy conversion during snap events under certain
assumptions. The quantity q that quantifies droplet snap speeds obeys the following
scaling law q ∼ Oh−1, which we deduced from the dissipation energy law. As a result,
by specifying variables in terms of wetting strength ϵ and Ohnesorge number Oh, the
speed v(t) can be rescaled to obtain a single universal curve for all wetting strengths and
Ohnesorge numbers.
These results indicates that the snap time and speed can be effectively controlled by
varying the wetting strength ϵ, droplet size A, its viscosity, surface tension and inertia.
8.1.4 Droplet evaporation on smooth topographies
In Chapter 5, the effect of imposing chemical patterns on a topography was discussed.
We saw that on such surfaces, the combination of periodic chemical and topographical
patterns can either amplify or annihilate snap effects. When both patterns are in phase
the snap event is amplified with the droplet snapping at an increased speed. However,
when the chemical and topographic patterns are out of phase, the snap process is
annihilated and the droplet size decreases continuously without a sudden change in its
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radius or location. In this scenario, the direction of evaporating droplets can be effectively
controlled through the sign of the wetting strength of the chemical pattern.
8.1.5 Influence of gravity on droplets
We looked at droplets evaporating under the influence of gravity on a flat surface with
periodic wetting patterns in Chapter 6. We discovered that gravity changes the shape of
a droplet by increasing its radius and decreasing its height while holding its size constant
by conducting asymptotic analysis in the limit of small Bond numbers. However, the
asymptotic analysis fails at certain droplet sizes, so we devised exact equations that lead
to elliptic integrals, which we solve numerically. For non-zero inclination, it was observed
that the droplet shape become asymmetric tilting to the right if α > 0 and to the left if
α < 0
We determined the stability of the equilibrium solutions of a droplet by considering
the energy of the system and observed that on a symmetric pattern, gravity changes the
stability of a droplet in the same way that droplet size would in the absence of gravity.
Gravity also reduces the critical droplet size at which a droplet snaps as it evaporates.
That is, the presence of gravity causes a droplet snap to be delayed. The topology of
the bifurcation diagram changes on an inclined plane. Instead of curves aligned with the
chemical pattern’s minimum or maximum. Isolated closed solution curves emerge.
A droplet would tend to travel downhill to the right if α > 0 as it reaches the pitchfork
point where its stability changes from stable to saddle node. When α < 0, the droplet will
prefer to move in the opposite direction. Indicating that the inclination of the surface can
determine the direction of motion of an evaporating droplet. However, when the influence
of gravity is weaker than the intensity of the wetting pattern, a droplet can be made to
move in the opposite direction determined by gravity on an asymmetric pattern with
amplitude gradient. These results were confirmed by simulations of the Cahn-Hilliard
and Navier-Stokes system of equation in Chapter 7 with excellent agreements. These
results show that with asymmetric pattern, the direction of motion of an evaporating
droplet can be effectively controlled.
8.2 Future research
Several interesting extensions can be made to the work considered in this thesis. This
include studying droplets evaporation on asymmetric topographies, investigating the
influence of gravity on droplets evaporation on smooth topographies. Other droplet
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dynamics can also be considered, for example mass transfer problems, where liquid
can be pumped in/out of the droplet through a pore. Also, since we have studied
two-dimensional droplets in this thesis, extensions can be made to three-dimensional
droplets.
8.2.1 Droplets evaporation on asymmetric topographies
Having quantified a physical mechanism by which is possible to control the motion of an
evaporating droplet on a planar surface with asymmetric wetting patterns. The direction
of motion of a droplet evaporating on a non-planar surface can also be controlled by
exploiting asymmetric topographies, such as those shown in Fig. 8.1. One of the key
advantage of considering these surfaces (as opposed to flat surfaces with wetting patterns)
is that they are much easier to implement experimentally.
The bifurcation analysis discussed in Chapters 3 and 5 can be used to study how
the the direction of motion of evaporating droplets can be controlled. Computationally
this problem can be investigated by solving the Cahn-Hilliard and Navier-Stokes system
of equations discussed in Chapter 2. The analytical treatment for this problem will be
based on finding equilibrium solutions of the droplet, denoted by h(x), for a given surface
topography design, which is described in terms of a generic function F(x). In the absence
of gravity such solutions satisfy the Young-Laplace equation:
∆p
γ
= yxx(1 + y2x)3/2
, (8.1)
where y(x) = h(x) + F(x), ∆p is the pressure across the liquid/gas interface and γ is the
surface tension. For a fixed droplet area A, the solutions of the above equation can be
described in terms of the droplet’s midpoint and contact radius, (ℓ, R), and the apparent
contact angle θa, which is given by
tan(θ0 − θa) = ±Fx(ℓ±R), (8.2)
where θ0 is the constant local contact angle of the surface. The stability of these solutions
can then be determined by analysing the interfacial energy of the system:
E(ℓ, R) = 2γRθasin θa




1 + (Fx(x))2 dx. (8.3)
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This formulation can be used to construct bifurcation diagrams as the volume A of the
droplet is varied, hence establishing the path of stable equilibrium solutions that the
droplet may follow as its volume slowly changes in time due to evaporation.
8.2.2 Influence of gravity on droplets evaporation on smooth
topographies
The influence of gravity on droplet shape and evaporation on a planar surfaces with
well defined chemical patterns was considered theoretically in Chapter 6 and confirmed
by simulations of the Cahn-Hilliard and Navier-Stokes equations in Chapter 7. This
can be extended to include gravity effects on droplets on a non-planar surface F(x) by
considering the Young-Laplace equation:





with y(x) = h(x)+F(x), where h, ∆p, B, and α are the droplet shape, the pressure across
the liquid/gas interface, Bond number and surface inclination respectively. Equation 8.4
can then be solved to obtain the droplet shape h, radius R and location ℓ subject to the
boundary conditions:
θ+a = θ0 − tan−1 Fx(ℓ+R), (8.5a)
θ−a = θ0 − tan−1 Fx(ℓ−R), (8.5b)
where θ0, θ−a , and θ+a are the homogeneous, left and right contact angles respectively. The
dynamics of the problem can be investigated through simulations of the Cahn-Hilliard
and Navier-Stokes system of equations used in this thesis.
Fig. 8.1 Droplet on an asymmetric topography with positive gradient.
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8.2.3 Other droplet dynamics
This analysis can also be extended to a wider class of physical problems that are
characterised by volume variations of the droplet. For example, droplet condensation,
where the volume would be increasing in time, and mass transfer problems, where liquid
can be pumped in/out of the droplet through a pore [52] on a non-planar surface with
or without gravity. The equilibrium solutions and their stability can be studied via
bifurcation analysis discussed in Chapter 3 and the dynamics studied through simulations
of the Cahn-Hilliard and Navier-Stokes system of equations used in this thesis.
8.2.4 Three dimensional droplets
This thesis only discusses two-dimensional droplets. However, extensions can be made to
three dimensions. Computationally, this will involve extending the variational formulation





In this Appendix we derive Eq. (2.13) of the main text, which is a relationship between
the contact angle of the droplet θe, and the parameter a imposed in the wetting boundary
condition of the diffuse interface formulation. To find the relation between a and the
equilibrium contact angle θe, we first compute the surface tensions as follows. By
considering a flat interface y in a one-dimensional system where the solid is located at
y = 0, and noting that the chemical potential η (2.2) vanishes at equilibrium, we have
that










































±(1 − ϕ2) dϕ+ Fw(ϕ), (A.2)
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where we have used Fm(ϕ) = 14(1 − ϕ
















where Fw(ϕsg) = −aϕsg, ϕsg is the value of the phasefield at the solid-gas interface and




a. Similarly, the surface















Since the phasefield at the liquid-gas interface is zero, the wetting function at the liquid-










To simplify Eqs. (A.3) and (A.4), we need to find expressions for ϕsg and ϕsl in terms of





this with Eq. (A.1) we have that
1 − ϕ2 = ±ω,
where ϕsg can now be obtained by noting that ϕsg < 0, so that :
ϕsg = −(1 + ω)
1
2 . (A.6)
Similarly, ϕsl is obtained by taking ϕsl > 0 :
ϕsl = (1 − ω)
1
2 . (A.7)










FEniCS [61], is an open-source computing platform for solving partial differential equa-
tions. Variational forms expressed in the unified form language [62] allows the translation
of finite element equations into a format which FEniCS recognises. In this thesis, the vari-
ational forms of the Cahn-Hilliard and Navier-Stokes (CH-NS) system of equations (2.5)
are written in Python programming language as follows:
1 # =============================================================
2 # Diffuse - interface hydrodynamic model for droplet evaporation
3 # =============================================================
4 #
5 # Begin program
6 from __future__ import print_function
7 import random
8 import numpy as np
9 import math
10 from mshr import *
11 from dolfin import *
12 from array import *
13 import scipy as sp
14 import scipy. optimize
15
16 # Print log messages only from the root process in parallel
17 parameters [" std_out_all_processes "] = False;
18
19 # Load Initial condition (read from file if True)
20 load = False
21 #load = True




25 # Initial Droplet parameters
26 # #######################################
27 Th00 = 70* pi /180 # Initial angle
28 epsc = 0.1 # Chemical amplitude of variation
29 # (set this to zero if there is no chemical pattern )
30 epsT = 0.05 # Topographic of variation
31 # (set this to zero if surface is flat)
32 lamd = 1/6 # Wave length of variation
33 # Rescaled Initial Volume (add 0.1 to account for initial relaxation )
34 V = (2.4 + 0.1)*lamd **2
35
36 # Find droplet radius given its volume
37 def Radius (Th00 , epsc , lamd , V):
38 arr= np. linspace (0 ,10 ,1000)
39 FF = np.zeros (( arr.size))
40 c=0
41 def F(x):
42 Th= Th00 + epsc*cos (2* pi*x)
43 return V-(x **2/2) *(2* Th - sin (2* Th))/( sin(Th))**2
44 for y in arr:
45 FF[c]=F(y)
46 c=c+1
47 # Locate the points wwhere the function F equals zero
48 F1=FF [0: -1]* FF [1:]
49 filter =F1 <0
50 F2=F1[ filter ]
51 N=F2.size
52 rd = np.zeros(N)
53 R00 = arr [1:][ filter ] # droplet radius inital conditions
54 #Find droplet radius
55 for i in range(N):
56 rd[i] = sp. optimize . newton (F, R00[i])
57 return rd [0]
58
59 d = Radius (Th00 , epsc , lamd , V)
60
61 # Droplet shape and location
62 x0 = 3.0* lamd # Droplet midpoint
63 Th = Th00 + epsc*cos (2* pi*d)
64 R0 = d/sin(Th) # Droplet radius





69 # Model parameters
70 # #######################################
71 Ch = 1.0e -02 # Cahn number
72 dt = 1.0e -02 # time step
73 mob = 3*Ch **2 # mobility parameter
74 # time stepping family , e.g. theta =1 -> backward Euler ,
75 #theta =0.5 -> Crank - Nicolson
76 theta = 0.5
77 Rey = 1 # Reynolds number
78 Web = 0.2 # Weber number
79
80 Cn = Constant (1/ Ch) # 1/ Cahn number
81 k = Constant (dt) # time step
82 We = Constant (1/ Web) # 1/ Weber number
83 Re = Constant (1/ Rey) # 1/ Reynolds number
84 Pe = Constant (mob) # 1/ Peclet number
85
86 print("Re =", Rey)
87 print("We =", Web)
88 print("Pe =", 1/ mob)
89
90 # #######################################################
91 # Form compiler options , mesh , and test/trial functions
92 # #######################################################
93 parameters [" form_compiler "][" optimize "] = True
94 parameters [" form_compiler "][" cpp_optimize "] = True
95
96 # Create mesh and build function space
97 TT = 0.5 # Top mesh bound
98 RR = 1 # Left mesh bound
99
100 domain_n_points = 80
101 domain_points = list ()
102 for n in range( domain_n_points + 1):
103 x = n*1./ domain_n_points
104 domain_points . append ( Point(x, epsT*lamd*cos (2* pi/lamd *(x-RR /2)))
)
105 domain_points . append ( Point(RR , abs(epsT*lamd)))
106 domain_points . append ( Point(RR , TT))
107 domain_points . append ( Point (0., TT))
108 domain_points . append ( Point (0., abs(epsT*lamd)))
109 domain1 = Polygon ( domain_points )




113 mesh_file = File("mesh.xml")
114 mesh_file << mesh
115
116 # Sub domain for Periodic boundary condition
117 class PeriodicBoundary ( SubDomain ):
118 # Left boundary is " target domain " G
119 def inside (self , x, on_boundary ):
120 return bool(x[0] < DOLFIN_EPS and x[0] > -DOLFIN_EPS and
on_boundary )
121 # Map right boundary (H) to left boundary (G)
122 def map(self , x, y):
123 y[0] = x[0] - RR
124 y[1] = x[1]
125
126 # Create periodic boundary condition
127 pbc = PeriodicBoundary ()
128 P1 = FiniteElement (" Lagrange ", mesh. ufl_cell (), 1)
129 # Velocity space
130 W = VectorFunctionSpace (mesh , " Lagrange ", 2, constrained_domain =pbc)
131 # Pressure space
132 P = FunctionSpace (mesh , " Lagrange ", 1, constrained_domain =pbc)
133 # Phasefield and chemical potential space
134 ME = FunctionSpace (mesh ,P1*P1 , constrained_domain =pbc)
135
136 # Trial and test functions of the space ‘‘ME ‘‘ are now defined ::
137 # Define trial and test functions
138 du = TrialFunction (ME)
139 q, v = TestFunctions (ME)
140 y = TrialFunction (W)
141 p = TrialFunction (P)
142 w = TestFunction (W)
143 r = TestFunction (P)
144
145 # Define functions
146 u = Function (ME) # current solution
147 u1 = Function (W)
148 p1 = Function (P)
149
150 u0 = Function (ME) # solution from previous converged step
151 y0 = Function (W)
152
153 # Split mixed functions
154 dc , dmu = split(du)
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155 c, mu = split(u)
156 c0 , mu0 = split(u0)
157
158 # #######################################################
159 # Initial and boundary conditions
160 # #######################################################
161 # A class which will be used to represent the initial conditions is
created ::
162 class InitialConditions ( UserExpression ):
163 def __init__ (self , ** kwargs ):
164 random .seed (2 + MPI.rank(MPI. comm_world ))
165 super (). __init__ (** kwargs )
166 def eval(self , values , x):
167 if sqrt ((x[0]-x0)**2+(x[1]+ Y0)**2) <=R0:
168 values [0] = 1
169 else:
170 values [0] = -1
171 values [1] = 0.0
172 def value_shape (self):
173 return (2,)
174
175 # Load or create intial conditions and interpolate
176 if (load == False):
177 # Create intial conditions
178 u_init = InitialConditions ( degree =1)
179 else:
180 # Load intial conditions
181 u_init = Function (ME , init_file )
182
183 u. interpolate ( u_init )
184 u0. interpolate ( u_init )
185
186 # Create boundaries
187 class LowerBoundary ( SubDomain ):
188 def inside (self , x, on_boundary ):
189 tol = 1E -14 # tolerance for coordinate comparisons
190 return on_boundary and x[1] >= -abs(epsT*lamd) and x[1] <= abs(
epsT*lamd)
191
192 class TopBoundary ( SubDomain ):
193 def inside (self , x, on_boundary ):
194 tol = 1E -14 # tolerance for coordinate comparisons
195 return on_boundary and near(x[1], TT , tol)
196
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197 class LeftBoundary ( SubDomain ):
198 def inside (self , x, on_boundary ):
199 tol = 1E -14 # tolerance for coordinate comparisons
200 return on_boundary and near(x[0], 0.0, tol)
201
202 class RightBoundary ( SubDomain ):
203 def inside (self , x, on_boundary ):
204 tol = 1E -14 # tolerance for coordinate comparisons
205 return on_boundary and near(x[0], RR , tol)
206
207 #Mark boundaries
208 mesh_function = MeshFunction (" size_t ", mesh , mesh. topology ().dim () -1)
209
210 Gamma_1 = LowerBoundary ()
211 Gamma_1 .mark( mesh_function , 1)
212
213 Gamma_2 = TopBoundary ()
214 Gamma_2 .mark( mesh_function , 2)
215
216 Gamma_3 = LeftBoundary ()
217 Gamma_3 .mark( mesh_function , 3)
218
219 Gamma_4 = RightBoundary ()
220 Gamma_4 .mark( mesh_function , 4)
221
222 # Define no -slip conditions at the lower and top boundaries
223 noslip1 = DirichletBC (W, (0, 0), mesh_function , 1)
224 noslip2 = DirichletBC (W, (0, 0), mesh_function , 2)
225 bcu = [noslip1 , noslip2 ]
226
227 # define ds
228 ds = Measure (’ds’, domain =mesh , subdomain_data = mesh_function )
229 n = FacetNormal (mesh)
230
231 # #######################################################
232 # Governing equations formulation
233 # #######################################################
234 # Wetting condition
235 zeta = sqrt (2) /3 # wetting Constant
236 Wetting = Expression (’zeta*cos(Th00 + epsc*cos (2* pi/lamd *(x[0] -0.5))
)’,zeta = zeta , Th00=Th00 , epsc=epsc , lamd=lamd , degree =1)
237
238 # Compute the chemical potential df/dc
239 c = variable (c)
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240 f1 = 1/4*(1 -c**2) **2
241 dfdc = diff(f1 , c)
242
243 f = -c*grad(mu) # Capillary force
244
245 # Define strain -rate tensor
246 def epsilon (u):




251 mu_mid = (1.0 - theta)*mu0 + theta*mu
252 c_mid = (1.0 - theta)*c0 + theta*c
253
254 # Weak statement of the equations
255 # Cahn - Hilliard equation
256 def L(vm):
257 L0 = inner(c - c0 ,q)*dx + dt*inner(dot(y0 ,grad(c_mid)),q)*dx + \
258 Pe*dt*inner(grad( mu_mid ),grad(q))*dx - Pe*dt*vm*q*ds (2)
259 LL1 = mu*v*dx - dfdc*Cn*v*dx - Ch*dot(grad(v),grad(c))*dx + Wetting *v
*ds (1)
260 out = L0 + LL1
261 return out
262
263 # Navier Stokes equation
264 # Tentative velocity step
265 F1 =(1/k)*inner(y - y0 ,w)*dx + inner(grad(y0)*y0 ,w)*dx + \
266 Re*inner (2* epsilon (y),epsilon (w))*dx - We*inner(f,w)*dx
267
268 a1 = lhs(F1)
269 L1 = rhs(F1)
270
271 # Pressure update
272 a2 = inner(grad(p), grad(r))*dx
273 L2 = -(1/k)*div(u1)*r*dx
274
275 # Velocity update
276 a3 = inner(y, w)*dx
277 L3 = inner(u1 , w)*dx - k*inner(grad(p1), w)*dx
278
279 # Class for interfacing with the Newton solver
280 class CahnHilliardEquation1 ( NonlinearProblem ):
281 def __init__ (self , a, L):
282 NonlinearProblem . __init__ (self)
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283 self.L = L
284 self.a = a
285 def F(self , b, x):
286 assemble (self.L, tensor =b)
287 def J(self , A, x):
288 assemble (self.a, tensor =A)
289
290 # Compute directional derivative about u in the direction of du (
Jacobian )
291 a = lambda vm: return derivative (L(vm), u, du)
292
293 # Create nonlinear problem and Newton solver
294 # sd is the evaporation rate
295 def Evaporate (sdI):
296 vm = Constant (sdI)
297 return CahnHilliardEquation1 (a(vm), L(vm))
298
299 # Define Newton Solver
300 solver = NewtonSolver ()
301 solver . parameters [" linear_solver "] = "lu"
302 solver . parameters [" convergence_criterion "] = " incremental "
303 solver . parameters [" relative_tolerance "] = 1e-6
304
305 # Use amg preconditioner if available




310 def droplet_solution (sd , Tfinal , Nt , file_name ):
311 # Create files for saving results
312 mfile = File( file_name .strip ()+"/ Potential / result .pvd"," compressed ")
313 cfile = File( file_name .strip ()+"/ Phasefield / result .pvd"," compressed ")
314 yfile = File( file_name .strip ()+"/ Velocity / result .pvd"," compressed ")
315 pfile = File( file_name .strip ()+"/ Pressure / result .pvd"," compressed ")
316 file = File( file_name .strip ()+"/ final_u_ ".strip ()+".xml")
317
318 # Assemble matrices
319 A1 = assemble (a1)
320 A2 = assemble (a2)
321 A3 = assemble (a3)
322
323 # Step in time
324 it = 0.0 # iteration counter
325 t = 0.0 # time
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326
327 ts = np. linspace (0, Tfinal ,Nt)
328 itc = 0
329
330 while (t < Tfinal ):
331 u0. vector () [:] = u. vector ()
332 #Allow droplet to relax before starting evaporation
333 if (t < 4):
334 sdI = 0
335 print(’evaporation OFF ’)
336 else:
337 sdI = sd
338 print(’evaporation ON’)
339 ( no_of_iterations , converged ) = solver .solve( Evaporate (sdI), u.
vector ())
340
341 #begin (" Computing tentative velocity ")
342 b1 = assemble (L1)
343 [bc.apply(A1 , b1) for bc in bcu]
344 solve(A1 , u1. vector (), b1 , "gmres", prec)
345 #end ()
346
347 # Pressure correction
348 #begin (" Computing pressure correction ")
349 b2 = assemble (L2)
350 solve(A2 , p1. vector (), b2 , "gmres", prec)
351 #end ()
352
353 # Velocity correction
354 #begin (" Computing velocity correction ")
355 b3 = assemble (L3)
356 [bc.apply(A3 , b3) for bc in bcu]
357 solve(A3 , u1. vector (), b3 , "gmres", prec)
358 #end ()
359
360 # Move to next time step
361 y0. assign (u1)
362 it += 1
363 t += dt
364 #Save files
365 if (t>=ts[itc ]):
366 cfile << (u.split ()[0], t)
367 mfile << (u.split ()[1], t)
368 yfile << u1
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369 pfile << p1
370 print(" ********************************** ")
371 print(" ****// SAVED //***", it , t, ts[itc ])
372 print(" ********************************** ")
373 itc += 1
374
375 print("iteration , dt =", it , dt)
376 print("Time (% total)=", t, (100*t/ Tfinal ))
377 #Save final configuration
378 file << u
379
380 def main ():
381 sd = -2 # Dirichlet condition on chemical potential that drives
evaporation
382 Tfinal = 100 # Total time
383 Nsaved = 200 # Number of saved files
384 file_name = " Output " # Output file names
385 droplet_solution (sd , Tfinal , Nsaved , file_name )
386




391 ###### END PROGRAM ##########
392 # ##########################
Listing B.1 Python code that solves the CH-NS stokes system of equations for droplet
evaporating on smooth surfaces.
Appendix C
Bifurcation theory
The theory of bifurcation deals with mathematically analysing changes in the qualitative
or topological structure of a particular family, such as the integral curves in a family of
vectors and the solutions to a differential equation or a dynamical system. A bifurcation
occurs if a smooth change in system parameter (bifurcation parameter) leads to sudden
changes of quality or topology.
For a droplet that evaporates, the bifurcation parameter is the size of a droplet that
changes the stability of the equilibrium solutions of the droplet. To understand the
concept of dynamical systems, we consider a one-dimensional differential equation:
dx
dt
= f(x), x ∈ R, (C.1)
where we take t as time, x as the position of an imaginary particle moving along the real
line, and dx
dt
as the velocity of that particle. The equilibrium solution of this dynamical
system (C.1) is obtained when the imaginary particle is stationary, f(x) = 0. For a
droplet on a solid surface, the relation between the size A of a droplet, its contact radius





sin2 θ . (C.2)
For a given area A, this can be viewed as a nonlinear function for the droplet radius




sin2 θ = 0. (C.3)
The equilibrium solutions can be obtained by solving for R. The stability of the
equilibrium solutions of a dynamical system can be understood by examining the flow
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described by Eq. (C.1). As shown in Fig. C.1, the flow is to the right when f(x) > 0 and
to the left when f(x) < 0. At the points when f(x) = 0, there is no flow; such points
are called fixed points or equilibrium points. As Fig. C.1 depicts, there are two types of
fixed points; the black circle denote the stable fixed points where the flow is approaching
in both directions, and the white circle represent unstable fixed points, where the flow
moves away in both directions. In terms of the differential equation (C.1), fixed points
represent equilibrium solutions, x∗ (since if x = x∗ initially, then x(t) = x∗ for all time).
Hence, an equilibrium is defined to be stable if all sufficiently small disturbances away
from it damp out in time.
The equilibrium solution Re of a droplet of size A can be obtained from Eq. (C.3).
The stability of the equilibrium solution can then be examined by considering the energy
equation of the system defined in Section 1.2.2 of Chapter 1 as:
E(R) = 2θRsin θ − 2R cos θe, (C.4)
where R and θ are related through Eq. (C.2) and θe is the droplet’s equilibrium contact
angle. The equilibrium solution Re of the system corresponds to the extrema of the energy
function E. The stability of Re can be determined by computing the second derivative
of E with respect to R at Re, E ′′(Re). If E ′′(Re) > 0, the solution Re is a minimum and
hence stable. If E ′′(Re) < 0, then Re is a maximum and unstable consequently.
Fig. C.1 Equilibrium points of a one-dimensional dynamical system. Black circle denote
stable point while white circle denote unstable point.
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For a scenario where the equilibrium contact angle becomes dependent on the droplets
location ℓ, the energy of the system is a function of both the droplet’s location ℓ and
radius R, E(ℓ, R). In this case the stability of the equilibrium solutions can be obtained





Let λ1 and λ2 be the eigenvalues of the Hessian matrix HE(ℓe, Re) at the equilibrium
point (ℓe, Re). If λ1 > 0 and λ2 > 0, then (ℓe, Re) is a minimum and hence stable. If
λ1 < 0 and λ2 < 0, then (ℓe, Re) is a maximum and unstable as a result. If λ1λ2 < 0,
then (ℓe, Re) is a saddle point or saddle node.
The qualitative structure of a flow will vary with different parameters. Fixed points, in
particular, may be produced or destroyed or have their stability altered. These qualitative
changes are referred to as bifurcations, and the parameter values at which they occur are
called bifurcation points. There are different types of bifurcations that can be observed.
We will only restrict ourselves to the types that emerge in our results. The most common
is the saddle-node bifurcation which is a local bifurcation in which two fixed points (or
equilibria) of a dynamical system collide and annihilate each other, (see Fig. C.2(a)), its
normal form is ẋ = r + x2. It is the basic mechanism by which fixed points are created
and destroyed. This bifurcation is seen in Section 3.1.3 of Chapter 3 where the stability
of an evaporating droplet changes from saddle-node to unstable node as the droplet
evaporates.
Fig. C.2 (a) Saddle node bifurcation. Two fixed points collide and annihilate each other
(b) Supercritical pitchfork bifurcation. One stable fixed point becomes two stable and
one unstable point. (c) Subcritical pitchfork bifurcation. One stable fixed collide with
two unstable points to become unstable. Solid lines denote stable points while dashed
lines denote unstable points.
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The pitchfork bifurcation is another important type of bifurcation common in physical
problem with symmetry. In such cases, fixed points tend to appear and disappear in
symmetrical pairs. In pitchfork bifurcation, the system transitions from one fixed point
to three fixed points, (see Fig. C.2(b, c)). It is of two types, supercritical with the normal
form ẋ = rx− x3, where a three stable points collide to become unstable and subcritical
with normal form ẋ = rx + x3 where a stable point collide with two unstable points
into an unstable point. For an evaporating droplet, Section 3.1.2 of Chapter 3 discusses
the stability transitions corresponding to pitchfork bifurcations where a stable point
collides with two saddle nodes to become a saddle node (subcritical pitchfork bifurcation),
and a saddle node collides with two saddle nodes to become a stable solution (inverted
subcritical pitchfork bifurcation). It is this point where the stability of a droplet changes
that it moves abruptly in a snap event.
Both saddle-node and pitchfork bifurcations have just one bifurcation parameter r. If
we have two parameters, other types of bifurcation can emerge, e.g., a cusp bifurcation.
The cusp bifurcation is a bifurcation of equilibria in a two-parameter dynamical system
at which the critical equilibrium has one zero eigenvalue and the quadratic coefficient for
the saddle-node bifurcation vanishes. Its normal form is a hybrid of both saddle node
and pitchfork bifurcations:
ẋ = r1 + r2x− x3 (C.6)
If r1 = 0, we have the normal form for a supercritical pitchfork bifurcation, and there’s
a perfect symmetry between x and −x. But this symmetry is broken when r1 ≠ 0; as a
result, r1 is an imperfection parameter, (see Fig. C.3(a, b)). This property of imperfect
bifurcation is exploited in Section 3.1.4 of Chapter 3 to control the direction of motion of
evaporating droplets. By varying r1 two branches of saddle-node bifurcation curve B1,2,
emerge which meet tangentially at the cusp point and are given by [78], (see Fig. C.3(d)):







2 , r2 > 0}. (C.7)
These branches are derived by considering the critical case when the horizontal line −r1
is just tangent to either the local minimum or maximum of the curve r2x − x3, (see
Fig. C.3(c)). To find the values of r1 at which this bifurcation occurs, we note that the
cubic has a local maximum when d
dx




and the value of the cubic at the local maximum and minimum give the bifurcation
curves (C.7).







Fig. C.3 (a) Pitchfork bifurcation when r1 = 0. (b) Pitchfork branches become discon-
nected when r1 ̸= 0. (c) Plot of the cubic r2x−x3 curve and line −r2. The line intersects
the curve at the turning point of the cubic curve at the cusp point. (d) Two branches of
the saddle-node bifurcation that meets tangentially at the cusp point. Solid lines denote
stable points while dashed lines denote unstable points.
For an evaporating droplet, the emergence of the cusp bifurcation is presented in Sec-
tion 3.1.3 of Chapter 3 where the size of the droplet A and the amplitude of the contact
angle variation serves as two bifurcation parameters.
Appendix D
Cusp bifurcation on a topography
On a non-planar surface ζ(x), a droplet exhibits cusp bifurcation as its size and the
amplitude of the surface is varied and reach a critical value (Ac, ϵT c) similar to what is
observed on a flat surface with chemical pattern discussed in Section 3.1.3 of Chapter 3.
Considering a surface ζ given as:
ζ(x) = ϵT cos(2πx), (D.1)
where ϵT is the amplitude of the variation. We will show that cusp bifurcation emerges
as the droplet size and surface amplitude reach critical values Ac and ϵT c respectively.
To this end, we first start by noting that on such surfaces, the apparent contact angle of
a droplet is obtained as:
θa = θe + tan−1[ϵT 2π cos(2πℓ) sin(2πR)], (D.2)
where θe is the equilibrium contact angle. The cross sectional area of a droplet on the












To understand the scaling relation between ϵT c and Ac, we consider the regime where ϵT
is small. In this limit, ϵT ≪ 1 and at a fixed location ℓ = 0, the contact angle Eq. (D.2)
can be written as:
θa = θe + θ1(R)ϵT + O(ϵ2T ), (D.4)
where θ1(R) = 2π sin(2πR). With this expansion of the contact angle, we can now also
find an expansion for the droplet area. We begin by noting that the droplet area A, (D.3)
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can be rewritten as:










2πR − cos 2πR
)
. (D.6b)




2(θe − ϵT θ1) − sin 2θe + 2θ1ϵT cos 2θe
sin2 θe − 2ϵT θ1 sin θe cos θe
+ O(ϵ2T ).
This can be simplified as:
A0 = A0(θe) − 2θ1ϵT (1 − cot θeA0(θe)),
where A(θe) is as defined in equations (D.6a). Inserting A0 into equation (D.5) so that
in the limit of ϵ → 0, it becomes:
A = R2A0(θe) + ϵTA2,
where
A2 = −2θ1R2(1 − cot θeA0(θe)) + A1. (D.7)
To find the radii Rs at which the saddle-node bifurcations occur, we find the stationary
points for A, these are the points where: dA/dR = 0.
dA
dR
= A0 − ϵT (α1 sin 2πR + α22πR cos 2πR) = 0, (D.8)
where
α1 = 2π(2A0 cot θe − 1)
α2 = 2π(1 − A0 cot θe).
Equation (D.8) then becomes:




where X = 2πR, α = α2
α1
, and β = A0
α1
. Hence,
α = 4(θe cos θe − sin θe)sin 3θe + 5 sin θe − 8θe cos θe
, (D.10a)
β = sin θe(θe − cos θe sin θe)2π(sin3 θe − 2 sin θe + 2θe cos θe)
. (D.10b)
Let g(X) = sinX + αX cosX, this corresponds to the onset of cusp bifurcation. We
are interested in the stationary points Xs of g. These are points where dg/dX = 0:
(1 + α) cosXs − αXs sinXs = 0 (D.11)
Expanding the function g(X) around the cusp point Xc gives:
g(X) = g(Xc) + g′(Xc)(X −Xc) +
1
2g
′′(Xc)(X −Xc)2 + O(X3).
Since g′(Xc) = 0, we have that:




(g(X) − g(Xc)). (D.12)






we then find that the solutions near the cusp bifurcation are given by:









2β(θe)/g′′(Xc) is a constant that depends on θe only. The critical value





∼ β(θ0)A−1/2c , (D.15)
where we have approximated g(Xc) ∼ Xc, transformed back to the radius variable R,
and made use of the fact that at the onset of the cusp bifurcation A ∼ R2. For values of
the equilibrium contact angle θe for which the constants given in Eq. (D.10) are defined,
β is finite. Hence, an important conclusion is that cusp, and, consequently saddle node
bifurcations are observed for any surface, as long as ϵT ≠ 0 and α1 ̸= 0. The emergence
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Fig. D.1 Emergence of a cusp bifurcation as the strength of the surface pattern, ϵT , is
increased for the case with θ0 = 70◦. Plots on the (a) (ϵ, R), and (b) (ϵ, A) planes. Red
asterisk mark the critical values at which a cusp bifurcation occurs.
of a cusp bifurcation as the strength of the surface pattern ϵT , is increased for the case
with θ0 = 70◦ is shown in Fig. D.1. Panel (a) shows the evolution of the droplet radius
as the wetting strength changes given by Eq. (D.14). Panel (b) shows the evolution of
the droplet size and the wetting strength. It is seen that the two solution branches meet
tangentially at the cusp point denoted by the red asterisk which mark the critical values
at which a cusp bifurcation occurs.
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