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1. INTRODUCTION
Let X be a locally compact separable metric space and m a positive
Radon measure on X with full support. Let M=(W, Xt, Px, z) be an
m-symmetric Hunt process on X, where z is the lifetime of M. Assume that
M is transient; that is,M has the Green function G(x, y). We denote by Pyx
the probability of Doob’s G( · , y)-transformed process starting from x. Let
m be a positive smooth measure and Amt a positive continuous additive
functional (PCAF) corresponding to m. In this paper we shall give a neces-
sary and sufficient condition for m being gaugeable (resp. conditional
gaugeable):
sup
x ¥X
Ex(exp(A
m
z )) <. (resp. sup
(x, y) ¥X×X0d
Eyx(exp(A
m
z )) <.).(1.1)
In the case of the Brownian motion, Zhao [18] introduced a subclass K.
of positive Radon measures in the Kato class and obtained several equiva-
lent conditions for m ¥K. being conditionally gaugeable; in particular, he
defined shuttle operator and showed that m ¥K. is conditionally gaugeable
if and only if the spectral radius of the shuttle operator is less than one.
The shuttle operator is defined on a space of continuous functions with the
uniform norm.
We use a time change operator on an L2-space instead of the shuttle
operator and obtain a necessary and sufficient condition in terms of the
L2-spectral radius of the time change operator, that is, the principal eigen-
value of the time changed operator. Indeed, since the functional Amz in (1.1) is
nothing but the lifetime of the time changed process of Px (resp. P
y
x) by the
additive functional Amt , the conditional gaugeability can be regarded as the
exponential integrability of the lifetime. And the exponential integrability
of the lifetime of a Markov processes is closely related to the L.-spectral
radius of its Markov semigroup (cf. [13]). On the other hand, we obtained
in [16] a sufficient condition for a symmetric Markov semigroup having an
Lp-independent spectral radius. Thereby, when the time changed process
satisfies the sufficient condition for Lp-independence, it is possible to obtain
a criterion for the conditional gaugeability in terms of the L2-spectral
radius of the time changed process. This is a key idea of this paper.
Following [11, 12], Chen [4] introduced a class S. of measures for
general nearly symmetric Markov processes; for the Brownian motion, this
class is identified with K.. He also proved the conditional gauge theorem
for a measure in S. (really, a little bit wider class than S.). The class S.
plays a crucial role in our argument; if a measure m belongs to S., then the
semigroup of the time changed process of Pyx with respect to the associated
PCAF Am has an Lp-independent spectral radius. As a result, we shall show
that for m ¥S., Eq. (1.1) is equivalent with
inf 3E(u, u): u ¥F, F
X
u˜2 dm=14 > 1.(1.2)
Here (E,F) is the Dirichlet form generated by the symmetric Markov
processM and u˜ is a quasi-continuous version of u (Theorems 2.4 and 3.1).
In Section 2 we shall review some results on the gaugeability obtained in
[16] and add a new example; let us consider the Brownian motion on the
hyperbolic space and the surface measure sr of a sphere with radius r. Then
if the dimension of the hyperbolic space is greater than or equal to three,
then the measure sr is gaugeable for all r > 0; on the other hand, if the
dimension is two, sr becomes gaugeable only for small r (Example 2.6).
The conditional gaugeability is closely related to the notion of subcriti-
cality of the Schrödinger type operator L−m, that is, the existence of the
Green function of L−m. Here L is the generator of the Markov process
M. In Section 3, we shall give equivalent conditions with the conditional
gaugeability. In particular, under some conditions on M, we shall show
that for a signed measure m=m+−m− ¥S.−S. the conditional gaugea-
bility is equivalent with the subcriticality (Theorem 3.9). As a result,
Eq. (1.2) is also regarded as a necessary and sufficient condition for the
subcriticality of L−m. We shall apply (1.2) to show the subcriticality of
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concrete Schrödinger type operators; for example, consider the Brownian
motion on Rd, d \ 3 and the measure m=asr−bsR (a \ 0, b \ 0, r < R),
where sr is the surface measure of a sphere with radius r. Then the corre-
sponding PCAF Amt is aar(t)−baR(t), where ar(t) is the local time of the
sphere with radius r. We shall show that asr−bsR is conditionally gaugeable
(equivalently, the Schrödinger operator 1/2D−asr+bsR is subcritical) if
and only if
b <
1
R2n+1
1 ar2n+1n
n+r2n+1a(r−2n−R−2n)
2+ n
R
, n=d/2−1(1.3)
(Example 3.10).
In [15], we extended the full large deviation principle of Donsker–
Varadhan type to symmetric Markov processes with finite lifetime. As an
application, we obtained in [16] a sufficient condition for the Lp-inde-
pendence of the spectral radius of symmetric Markov semigroups. In [14],
we assumed that symmetric Markov processes explode so first that the
1-resolvent of the identity function belongs to C.(X), the space of contin-
uous functions vanishing at infinity; however, the absorbing Brownian
motion on a irregular domain does not satisfy the condition. In Section 4,
we shall improve the conditions for the full large deviation principle so we
can easily check them for time changed processes.
2. A NECESSARY AND SUFFICIENT CONDITION FOR
GAUGEABILITY
Let X be a locally compact separable metric space and m a positive
Radon measure on X with full support. Let M=(W, Xt, Px,Ft, ht, z) be an
m-symmetric Hunt process on X. Here W is the space of all right continuous
maps of [0,.] into X 2 {D} (D is an extra point) and Xt(w)=w(t) for
w ¥ W (X.(w)=D). z is the lifetime of M, z=inf{t > 0 : Xt=D}. Let us
denote by {pt}t \ 0 and {Ga}a > 0 the semigroup and the resolvent of M; i.e.,
ptf(x)=Ex(f(Xt)) and Gaf(x)=Ex(>.0 e−atf(Xt) dt). Throughout this
paper, we make the following assumption:
Assumption M. (i) (Absolutely continuous condition) The transition
probability pt(x, dy) is absolutely continuous with respect to m, ptf(x)=
>X pt(x, y) dm(y) for each t > 0 and x ¥X.
(ii) (Transience) The Green function G(x, y)(=>.0 pt(x, y) dt) is
finite for x ] y.
A real valued process At(w), t \ 0 is called a PCAF ofM if the following
conditions are satisfied:
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(A.1) At(w) isFt-measurable.
(A.2) There exists a set L ¥F. such that Px(L)=1, -x ¥X, htL … L,
and, moreover, for each w ¥ L, A.(w) is positive continuous, A0(w)=0,
At(w)=Az(w), -t \ z(w).
(A.3) At+s(w)=As(w)+At(hsw), -s, t \ 0.
We denote by A+c the family of all PCAF’s.
Let (E,F) be the Dirichlet form generated byM:
E(u, u)=lim
tQ 0
1
t
(u, u−ptu)m, u ¥F
F=3u ¥ L2(X; m) : lim
tQ 0
1
t
(u, u−ptu)m <.4 .
We define the capacity Cap associated with (E,F) as follows: for an open
set G …X
Cap(G)=inf{E(u, u): u ¥F, u \ 1 m-a.e. on G},
and for any set A
Cap(A)=inf{Cap(G): G is open, G ‡ A}.
We call a function u on X quasi-continuous if there exists for any e > 0 an
open set G …X such that Cap(G) < e and the restriction of u to X0G is
continuous. It is known that each u ¥F admits a quasi-continuous version
(see [8, Theorem 2.1.3]). From now on, every function u inF is considered
to be quasi-continuous already.
A positive Radon measure m on X is said to be of finite energy integral if
F
X
|v(x)| dm [ C`E(v, v), v ¥F.
We denote by S0 the family of all positive Radon measures of finite energy
integrals. Let us introduce a subsetS00 ofS0 defined by
S00=3m ¥S0 : m(X) <., sup
x ¥X
F
X
G(x, y) dm(y) <.4 .
A positive measure is called a smooth measure (m ¥S in notation) if there
exists a sequence {Fn} of Borel sets Fn increasing to X such that IFnm ¥S00
for each n and
Px( lim
nQ.
sX−Fn < z)=0, for any x.
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Theorem 2.1 ([8, Theorem 5.1.7]). There exists a one to one corre-
spondence between the families A+c andS by the relation that for any f ¥B+
and c-excessive function h,
Ohm, fP=lim
tQ 0
1
t
Ehm 1F t
0
f(Xs) dAs 2 .(2.1)
If m is absolutely continuous with respect to the measure m, say dm=
V(x) dm, then the corresponding PCAF is nothing but > t0 V(Xs) ds. Let us
denote by Amt the PCAF corresponding to m ¥ S. Let {yt}t \ 0 be the right
continuous inverse of Amt ,
yt=inf{s > 0 : A
m
s > t},
and by Fm the fine support of m, Fm={x ¥X: Px(y0=0)=1}. The time
changed process Ymt of Xt with respect to A
m
t is defined by
Ymt=Xyt .
The process Ymt is then a m-symmetric Markov process on F
m with lifetime
Amz [8, Theorem 6.2.1]. We assume that F
m equals the topological support
of m :
Fm=supp[m].(2.2)
Set
HFu(x)=Ex(u(XsF )),
where sF=inf{t > 0; Xt ¥ F}. Let (Eˇ, Fˇ) be the Dirichlet form on L2(F; m)
generated by the time changed process Ymt . Then (Eˇ, Fˇ) is written as
Fˇ={j ¥ L2(F; m) : j=u m-a.e. on F for some u ¥Fe}
Eˇ(j, j)=E(HFu, HFu), j ¥ Fˇ, j=u m-a.e. on F u ¥Fe.
(2.3)
HereFe stands for the extended Dirichlet space of (E,F) [8, Theorem 6.2.1].
We impose conditions on the Green function G:
Assumption G. (i) G(x, y) is continuous on X×X0d.
(ii) G(x, y) > 0 for any (x, y) ¥X×X.
Let Ga(x, y) (a \ 0) be the a-resolvent density: Ga(x, y)=>.0 e−atpt(x, y) dt.
The functionG0(x, y) is the Green function ofM.
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Definition 2.2. (i) A positive Radon measure m ¥S is in the Kato
class, K(G), if for any compact sets F and K limnQ. supx ¥ F m(K 5
{y: G(x, y) > n})=0 and
lim
aQ.
sup
x ¥X
F
X
Ga(x, y) dm(y)=0.
(ii) A positive Radon measure m ¥K(G) is in the classK.(G), if for
any e > 0, there exist a compact set K and a constant d > 0 such that
sup
x ¥X
F
Kc
G(x, y) dm(y) < e,
and for all measurable sets B …K with m(B) < d,
sup
x ¥X
F
B
G(x, y) dm(y) < e.
(iii) A positive Radon measure m ¥K(G) is in the class S.(G), if for
any e > 0, there exist a compact set K and a constant d > 0 such that
sup
x, z ¥X
F
Kc
G(x, y) G(y, z)
G(x, z)
dm(y) < e,
and for all measurable sets B …K with m(B) < d,
sup
x, z ¥X
F
B
G(x, y) G(y, z)
G(x, z)
dm(y) < e.
Lemma 2.3. Let m ¥K.(G). Then the time changed process Ymt satisfies
Assumptions I–III in Section 4.
Proof. Let {Gma (x, dy)}a \ 0 be the resolvent kernel of Y
m
t . Then
Gm0 (x, dy)=G(x, y) m(dy)(2.4)
by the definition of the time changed process. By Assumption G(ii)
Gm0IA(x)=F
F
G(x, y) IA(y) dm(y) > 0
for any A ¥B(F) with m(A) > 0, which implies the irreducibility of Ymt .
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For m ¥K.(G),
F
X
G(x, y) dm(y) ¥ Cb(X).(2.5)
Indeed, letG(n)(x, y)=G(x, y)Nn.Bythesameargumentas in[5,Theorem3.2],
we have for any compact setsF,K
sup
x ¥ F
:F
X
G(x, y) IK(y) dm(y)−F
X
G (n)(x, y) IK(y) dm(y) :
[ 2 sup
x ¥ F
F
{y: G(x, y) > n}
G(x, y) IK(y) dm(y)Q 0 nQ.
by the definition of K.(G). As a result, >X G(x, y) IK(y) dm(y) ¥ C(X)
because >X G (n)(x, y) IK(y) dm(y) ¥ Cb(X) by Assumption G(i). Since
sup
x ¥X
F
X
G(x, y) IK(y) dm(y)=sup
x ¥K
F
X
G(x, y) IK(y) dm(y) <.
by the maximum principle, we have >X G(x, y) IK(y) dm(y) ¥ Cb(X).
Equation (2.5) follows from the definition ofK.(G).
For f ¥Bb(F) and a > 0
Gma f(x)=G
m
0 f(x)−aG
m
0 (G
m
a f)(x)=F
F
G(x, y)(f−aGma f)(y) m(dy).
(2.6)
Since (f−aGma f)(y) m(dy) ¥K.(G), the right hand side of (2.6) belongs
to Cb(X).
Assumption III follows from the definition ofK.(G). L
Theorem 2.4. Let m ¥K.(G). Then
sup
x ¥X
Ex(exp(A
m
z )) <.(2.7)
if and only if
inf 3E(u, u): u ¥F, F
X
u2 dm=14 > 1.(2.8)
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Proof. As mentioned above, the time changed process Ymt satisfies
Assumptions I–III in Section 4. Since Amz is the lifetime of Y
m
t ((65.2) in
[14]), Corollary 4.9 tells us that Eq. (2.7) holds if and only if
inf 3 Eˇ(u, u): u ¥ Fˇ, F
F
u2 dm=14 > 1.
By Lemma 3.1 in [16], the left hand side above is equal to the left hand
side of (2.8). L
Let D be the classical Dirichlet form:
D(u, v)=F
Rd
Nu ·Nv dx, for u, v ¥H1(Rd),(2.9)
where H1(Rd) is the Sobolev space of order 1. Let us denote by (Bt, P
W
x )
the d-dimensional Brownian motion on Rd. Given a domain D of Rd, set
H10(D)={u ¥H1(Rd) : u=0, a.e. on Rd0D}.
By identifyingL2D(R
d)(={u ¥ L2(Rd) : u=0 a.e. onRd0D})withL2(D), (12 D,
H10(D)) becomes a regular Dirichlet form on L
2(D) [8, Theorem 4.4.3]. We
call it the part of the Dirichlet form 1/2D on the domain D. The Dirichlet
form generated by the absorbing Brownian motion BDt is (
1
2 D, H
1
0(D))
[8, Theorem 4.4.3].
It is known in Theorem 2.1 in [4] that a positive Radon measure m on
Rd (d \ 3) belongs to K.(G), G(x, y)=C(d/2−1)/2pd/2 |x−y|d−2 if and
only if
lim
a a 0
sup
x ¥ Rd
F
|x−y| < a
m(dy)
|x−y|d−2
=0,
and
lim
AQ.
sup
x ¥ Rd
F
|y| > A
m(dy)
|x−y|d−2
=0.
Example 2.5 [16, Example 3.6]. Let m ¥K.(G). For any compact set
K … D, define
p(K, D)=˛ m(K)Cap(K, D) for Cap(K, D) > 0,
0 for Cap(K, D)=0,
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where the capacity Cap(K, D) is defined by
Cap(K, D)=inf{1/2D(u, u); u \ 1 on K, u ¥ C.0 (D)}.
It is known in Theorem 2.5.2(1) in [10] that if
sup
K … D
p(K, D) < 14 ,
then
inf 3 12 D(u, u): u ¥ C.0 (D), F
D
u2 dm=14 > 1.
In particular, for a closed set F
sup
x ¥ Rd
EWx 1exp 1F.
0
IF(Bt) dt22 <.
if
sup
K … Rd
|F 5K|
Cap(K)
<
1
4
.(2.10)
Here | · | means the Lebesgue measure and Cap(K)=Cap(K, Rd). For a
closed set F denote by BF the ball with the same volume as F :
BF=B(0, rF), rF=
1 |F| C 1d
2
+1221/d
`p
.
Since by 2.2.3 and 2.2.4 in [10]
F 5K
Cap(K)
[
|F 5K|
Cap(F 5K) [
|F 5K|
Cap(BF 5K)
=
|BF 5K |
Cap(BF 5K)
[
|BF |
Cap(BF)
=
2r2F
d(d−2)
,
Eq. (2.10) holds if
|F| <
(d(d−2) p)d/2
8d/2C 1d
2
+12 .
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Example 2.6. Let M be a spherically symmetric Riemannian manifold
with a pole o and consider the Brownian motion (Px, Xt) on M. The
Dirichlet form (E,F) generated by the Brownian motion is
E(u, u)=12 F
M
(Nu, Nv) dV, u, v ¥F
F=the closure of C.0 with respect to E+( , )V,
where V is the Riemannian volume.
Let Br={x ¥M: r(o, x) < r} and “Br be its boundary. Let sr be the
surface measure of “Br and S(r) the area of “Br: S(r)=sr(“Br). The
measure sr belongs toK.(G) [2]. Suppose thatM is hyperbolic; i.e.,
F. dr
S(r)
<.
(see [9]). On account of the Dirichlet principle, we see that
inf 3 12 F
M
(Nv, Nv) dV: v ¥F, F
“BR
v2 ds=14
=inf 3 12 F
M
(Nv, Nv) dV: v=H“BR f(x), F“BR f
2 ds=14 .
Here H“BR f(x)=Ex(f(Xs“BR ); s“BR <.), s“BR=inf{t > 0 : Xt ¥ “BR}. By
the spherical symmetry, the infimum is attained by the function v(x):
v(x)=cPx(s“BR <.),
where c=1/`S(R). Since the Green function G(o, x) is written as
G(o, x)=2 F.
d(o, x)
dr
S(r)
[9, Example 4.1], we see that
v(x)=˛ 1`S(R) F.R drS(r) F.d(o, x) drS(r) d(o, x) > R
1
`S(R)
d(o, x) [ R,
(2.11)
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and thus
1
2
F
M
(Nv, Nv) dV=
1
2S(R)F.
R
dr
S(r)
.(2.12)
Therefore, we can conclude that
2S(R) F.
R
1
S(r)
dr < 1Z sup
x ¥M
Ex(eaR(.)) <.,(2.13)
where aR(t) is the PCAF corresponding to sR. For M=Rd (d \ 3),
S(r)=wdrd−1 (wd is the area of the unit sphere in Rd ). Hence we see that
the measure sR is gaugeable if and only if
d−2
2 > R.
IfM is 2-dimensional hyperbolic space H2, then S(r)=wd sinh r and
2S(R) F.
R
1
S(r)
dr=(eR−e−R) log 1eR+1
eR−1
2 .
Put
G(r)=(er−e−r) log 1e r+1
e r−1
2 , r > 0.
Then G(r) is strictly increasing, limrQ 0 G(r)=0, and limrQ. G(r)=2.
Hence the equation G(r)=1 has a unique root r0 (% 0.22767), and if
R < r0, then sR is gaugeable.
Let us consider 3-dimensional hyperbolic space H3. Then S(r)=
wd sinh2 r and
2S(R) F.
R
1
S(r)
dr=
e2R−1
e2R
< 1.(2.14)
Hence, sR is gaugeable for any R > 0 and from which sR is expected to be
gaugeable for any R > 0 in case d \ 4. In fact,
2S(R) F.
R
1
S(r)
dr=2(eR−e−R)d−1 F.
R
1
(e r−e−r)d−1
dr
[ 2(eR−e−R)d−1 F.
R
1
(e r−e−R)d−1
dr
<
2
d−1
< 1.
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The right hand side of (2.12) equals Cap(“BR)/S(R) [8, Theorem 4.3.3].
Hence we can also say that the measure sR is gaugeable if and only if R
satisfies
Cap(“BR) > S(R).
3. EQUIVALENT CONDITIONS WITH CONDITIONAL
GAUGEABILITY
For any excessive function h, let
pht (x, y)=
1
h(x)
pt(x, y) h(y), t > 0, x, y ¥X.
Then ph becomes a transition density, and the Markov process Mh gene-
rated by ph is called Doob’s h-transformed process of M. The process Mh
is h2m-symmetric and has Xh={x ¥X: 0 < h(x) <.} as a state space.
If a function f is c-excessive with respect to pht , then the function hf is
c-excessive with respect to pt. Moreover,
lim
tQ 0
1
t
Ehfh2m 1F t
0
g(Xs) dA
m
s
2=lim
tQ 0
1
t
Efhm 1F t
0
h(Xs) g(Xs) dA
m
s
2
=Ofh, ghmP=Of, g(h2m)P.
Hence, as a PCAF ofMh, Amt corresponds to h
2m.
When h(x)=G(x, z) for z ¥X, we denote by Pzx the probability of the
h-transformed process starting from x. Let Xz={x ¥X: G(x, z) <.}.
Note that Xz=X0{z} (resp. Xz=X) if Cap({z})=0 (resp. Cap({z}) > 0).
We mainly deal with the case when Cap({z})=0 for any z ¥X. The
Dirichlet form Ez on L2(Xz ; G( · , z)2 m) generated by Pzx is written as
Ez(u, u)=E(G( · , z) u, G( · , z) u) u ¥Fz,
whereFz={u ¥ L2(G( · , z)2 dm) : G( · , z) u ¥F}.
Let
Gz(x, y)=
G(x, y) G(y, z)
G(x, z)
.(3.1)
Then Gz(x, y) is nothing but the Green function of Pzx.
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Theorem 3.1. Let m ¥S.(G). Then
sup
(x, z) ¥X×X0d
Ezx(exp(A
m
z )) <.(3.2)
if and only if
inf 3E(u, u): u ¥F, F
X
u2 dm=14 > 1.(3.3)
Proof. Let F be a compact subset of X0{z} and a=min{G(x, z):
x ¥ F} > 0. Then for x ¥ F
{y: Gz(x, y) > n} … {y: G(x, y) G(y, z) > an}
… {y: G(x, y) >`an} 2 {y: G(y, z) >`an},
and thus for any compact set K …X0{Z}
sup
x ¥ F
m(K 5 {y: Gz(x, y) > n})
[ sup
x ¥ F
m(K 5 {y: G(x, y) >`an})
+m(K 5 {y: G(y, z) >`an})Q 0 as nQ..
Noting thatS.(G) …K.(Gz), we see by the same argument as in Lemma 2.3
that the time changed process of Pzx by A
m
t , m ¥S.(G), satisfies Assump-
tions I–III in Section 4. Hence, by the same reason as in Theorem 2.4
sup
x ¥Xz
Ezx(exp(A
m
z )) <.(3.4)
is equivalent with
inf 3Ez(u, u): u ¥FZ, F
X
u2G( · , z)2 dm=14
=inf 3E(u, u): u ¥F, F
X
u2 dm=14 > 1.
Theorem 3.3 in [4] tells us the equivalence between (3.2) and (3.4). L
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Corollary 3.2. For m ¥S.(G) the gaugeability and the conditional
gaugeability are equivalent.
Proof. It is shown in [4] thatK.(G) ‡S.(G). Then Theorems 2.4 and
3.1 lead us to the corollary. L
Let Gm(x, y) (m ¥S) be the Green function of the subprocess generated
by the decreasing multiplicative functional exp(−Amt ):
F
X
Gm(x, y) f(y) dm(y)=Ex 1F.
0
exp(−Amt ) f(Xt) dt2 .
Lemma 3.3. Let m ¥S.(G). Then there exists a positive constant k [ 1
such that
kG(x, y) [ Gm(x, y) [ G(x, y).
Proof. It is known in Proposition 3.2 in [4] that for m ¥S.(G)
sup
(x, y) ¥X×X0d
Eyx(A
m
z ) <..
Hence, by Jensen’s inequality
inf
(x, y) ¥X×X0d
Eyx(exp(−A
m
z )) \ exp(−( sup
(x, y) ¥X×X0d
Eyx(A
m
z ))) > 0.
Noting
Gm(x, y)=G(x, y) Eyx(exp(−A
m
z )),(3.5)
we have the lemma. L
Corollary 3.4. For m ¥S.(G)
S.(Gm)=S.(G).
From now on, we make the next assumption on the transition function
ofM by following [1]:
Assumption P. (i) ptf ¥ Cb(X) for any f ¥Bb, t > 0.
(ii) pt is a bounded operator from L1(X; m) to L.(X; m) for each
t > 0.
(iii) pt admits an integral kernel pt(x, y) which is jointly continuous
(0,.)×X×X. pt1(x) is jointly continuous on (0,.)×X.
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(iv) For any compact set K …X×X0d,
F.
0
sup
(x, y) ¥K
pt(x, y) dt <..
Let D be a relatively compact open set and GD(x, y) the Green function
of the absorbing process XD : set
XDt =˛Xt on t < yD
D on t \ yD
(XD.=D).
Here yD is the exit time from D, yD=inf{t > 0 : Xt ¥X0D}, and D is an
extra point. The process XDt is called the part process of X on D. Its transi-
tion density function pDt (x, y) and the Green function G
D(x, y) are defined
by
pDt (x, y) m(dy)=Px(Xt ¥ dy, t < yD), GD(x, y)=F
.
0
pDt (x, y) dt,
respectively.
Lemma 3.5. Let m=m+−m− ¥K(G)−K(G). If
inf 3E(u, u)+F
X
u2 dm : u ¥F, F
X
u2 dm=14 > 0
then
inf 3E(u, u)+F
X
u2 dm+: u ¥F, F
X
u2 dm−=14 > 1.
Proof. Suppose that there exists a positive constant d such that
d F
X
u2 dm [ E(u, u)+F
X
u2 dm, u ¥F.
Since m+ ¥K(G), for any e > 0 there exists a constant C(e) such that
F
X
x2 dm− [ eE(u, u)+C(e) F
X
u2 dm
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(cf. [17]). Hence
F
X
u2 dm− [ eE(u, u)+
C(e)
d
1E(u, u)+F
X
u2 dm2 ,
and thus
11+C(e)/d
e+C(e)/d
2 F
X
u2 dm− [ E(u, u)+1 C(e)/d
e+C(e)/d
2 F
X
u2 dm+
[ E(u, u)+F
X
u2 dm+.
Taking e < 1, we attain the lemma. L
Remark 3.6. If
inf 3E(u, u)+F
X
u2 dm+ : u ¥F, F
X
u2 dm=14 > 0,
then two statements in the lemma above are equivalent. In fact, let a > 0 be
a constant such that a >X u2 dm [ E(u, u)+>X u2 dm+ for any u ¥F, and
suppose that there exists a constant l > 1 such that l >X u2 dm− [ E(u, u)+
>X u2 dm+ for any u ¥F. Then
F
X
u2 dm− [ E(u, u)+F
X
u2 dm+−1l−1
l
2 1E(u, u)+F
X
u2 dm+2
[ E(u, u)+F
X
u2 dm+−
(l−1) a
l
F
X
u2 dm,
and thus
(l−1) a
l
F
X
u2 dm [ E(u, u)+F
X
u2 dm.
For an open set O …X and m ¥K(G), denote by l(O) the bottom of the
spectrum:
l(O)=inf 3E(u, u)+F
X
u2 dm : u ¥FO, F
X
u2 dm=14 .
Here FO={u ¥F : u ¥ 0, a.e. on X0O}. It follows from Assumption P(ii)
and P(iii) that for any relatively compact open set O, l(O) is an eigenvalue.
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Lemma 3.7. Let m=m+−m− ¥K(G)−K(G). Suppose that
inf 3E(u, u)+F
X
u2 dm : u ¥F, F
X
u2 dm=14 \ 0.
Then, for any relatively compact open set D,
l(D)=inf 3E(u, u)+F
X
u2 dm : u ¥FD, F
X
u2 dm=14 > 0.
Proof. Let G be a relatively compact domain such that G ‡ D and
m(G0D) > 0. Because of the irreducibility of the absorbing process on G,
the argument in [5, Proposition 8.12] leads us to
l(D) > l(G). L
Let m=m+−m− ¥S.(G)−S.(G). Let Pˆx be the subprocess generated by
exp(−Am
+
t ) and let Pˆ
D
x be the part process of Pˆx on D. Denote by Gˆ(x, y)
(resp. GˆD(x, y)) the Green function of Pˆx (resp. Pˆ
D
x ). Let Pˆ
y
x (resp. Pˆ
y, D
x ) be
the Gˆ( · , y) (resp. GˆD( · , y))-transformed process of Pˆx (resp. Pˆ
D
x ).
Let pmt be a Feynmann–Kac semigroup defined by
pmt f(x)=Ex(exp(−A
m
t ) f(Xt))
and let Gm(x, y) be the Green function defined by
F
X
Gm(x, y) f(y) dm(y)=F.
0
pmt (x, y) f(y) dm(y).
From now on, we make the following further assumptions:
Assumption D. (i) For any relatively compact open set D and any
y ¥ D,
lim
eQ 0
inf
{x ¥ D : |x−y| [ e}
GD(x, y)
G(x, y)
=k(y) > 0.
(ii) There exists a sequence of relatively compact domain {Dn}
.
n=1
increasing to X, D1 … D2 … · · · ‘X, such that for each n, GDn satisfies
Assumption G andS.(GDn) ‡S.(G).
The Brownian motion and the symmetric a-stable process fulfill
Assumption D(ii). For other examples, see [4].
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Lemma 3.8. Let D be a relatively compact open set. Suppose that GD
satisfies Assumption G and S.(GD) ‡S.(G). Let m=m+−m− ¥S.(G)−
S.(G). If Gm(x, y) exists, then for any x, y ¥ D
Eˆyx(exp(A
m
−
z ); z < yD) [
Gm(x, y)
kˆ(y) Gˆ(x, y)
.
Here kˆ(y) is a positive constant depending on y.
Proof. For the proof of this lemma, I follow the argument in [18,
Lemma 20]. For fixed y ¥X let
pˆtf(x)=
1
Gm(x, y)
pmt (G( · , y) f)(x).
Noting that
pmt (G
m( · , y))(x)=F.
t
pms (x, y) ds [ Gm(x, y),
we see that pˆt becomes a Gm( · , y)2 m-symmetric Markov semigroup. Hence,
E(u, u)+F
X
u2 dm=lim
tQ 0
1
t
(u−pmt u, u)m
=lim
tQ 0
1
t
(u/Gm−pˆt(u/Gm), u/Gm)(Gm)2 m \ 0
and so
inf 3E(u, u)+F
X
u2 dm : u ¥F, F
X
u2 dm=14 \ 0.
Hence
inf 3E(u, u)+F
X
u2 dm : u ¥FD, F
X
u2 dm=14 > 0
by Lemma 3.7 and thus
inf 3E(u, u)+F
X
u2 dm+ : u ¥FD, F
X
u2 dm−=14 > 1
by Lemma 3.5.
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Since m− ¥S.(GD) (=S.(GˆD)) by the assumption in this lemma,
Theorem 3.1 says that
sup
x, y ¥ D×D0d
Eˆy, Dx (exp(A
m
−
z )) <..
Hence by Lemma 3.5 in [4]
Eˆy, Dx (exp(A
m
−
z ))=
GˆD, m
−
(x, y)
GˆD(x, y)
,(3.6)
where GˆD, m
−
is the Green function associated with the semigroup
Eˆx(exp(A
m
−
t ) f(Xt); t < yD)=Ex(exp(A
m
t ) f(Xt); t < yD), f ¥Bb(D).
Let sr=inf{t > 0 : Xt ¥ B(y, r)}. It follows from Assumption D(i) and
Lemma 3.3 that for some r0 > 0
kˆ(y) := inf
{x: |x−y| [ r0}
GˆD(x, y)
Gˆ(x, y)
> 0.
Hence for r [ r0
Eˆy, Dx (exp(A
m
−
sr
))=
1
GˆD(x, y)
EˆDx (exp(A
m
−
sr
) GˆD(Xsr, y))
=
1
GˆD(x, y)
Eˆx(exp(A
m
−
sr
) GˆD(Xsr , y); sr < yD)
\
kˆ(y)
GˆD(x, y)
Eˆx(exp(A
m
−
sr
) Gˆ(Xsr , y); sr < yD)
=
kˆ(y) Gˆ(x, y)
GˆD(x, y)
Eˆyx(exp(A
m
−
sr
); sr < yD).
Therefore
Eˆyx(exp(A
m
−
z ); z < yD) [ lim inf
rQ 0
Eˆyx(exp(A
m
−
sr
); sr < yD)
[ lim inf
rQ 0
Eˆy, Dx (exp(A
m
−
sr
)) 1 GˆD(x, y)
kˆ(y) Gˆ(x, y)
2 .
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The right hand side above is equal to
GˆD, m
−
(x, y)
GˆD(x, y)
GˆD(x, y)
kˆ(y) Gˆ(x, y)
=
GˆD, m
−
(x, y)
kˆ(y) Gˆ(x, y)
[
Gm(x, y)
kˆ(y) Gˆ(x, y)
,
because the left hand side of (3.6) is equal to limrQ 0 Eˆ
y, D
x (exp(A
m
−
sr
)). L
Theorem 3.9. Let m=m+−m− ¥S.(G)−S.(G). Then the following
statements are equivalent.
(i) sup(x, y) ¥X×X0d E
y
x(exp(−A
m
z )) <..
(ii) Gm(x, y) <. for x ] y.
(iii) inf{E(u, u)+>X u2 dm+: u ¥F, >X u2 dm−=1} > 1.
Proof. Assume (i). Then
Gm(x, y)=G(x, y) Eyx(exp(−A
m
z )),
which implies (ii).
Assume (ii). By Assumption D(ii) and Lemma 3.8,
Eˆyx(exp(A
m
−
z )) [
Gm(x, y)
kˆ(y) Gˆ(x, y)
<..
Hence, by Theorem 3.3 in [4], we see that
sup
(x, y) ¥X×X0d
Eˆyx(exp(A
m
−
z )) <.,
which is equivalent with (iii) by Theorem 3.1. Hence (ii) implies (iii).
Let 5Pyx be the subprocess of P
y
x by exp(−A
m
+
t ) and sr=inf{t > 0 :
Xt ¥ B(y, r)}. Then
Eyx(exp(−A
m
sr
))=5Eyx(exp(A
m
−
sr
); sr < z) [ 5Eyx(exp(Am
−
z )),
and thus
Eyx(exp(−A
m
z )) [ 5Eyx(exp(Am
−
z )).(3.7)
Note that the Green function 5Gy(x, z) of 5Pyx is G
m
+
(x, z) G(z, y)/G(x, y).
Since S.(G) …K.(Gy)=K.(5Gy) by Lemma 3.3, m− ¥K.(5Gy). By
Assumption P(iv) and Theorem 7.1 in [1], Gm
+
(x, y) is continuous on
X×X0d, and thus 5Gy(x, z) satisfies Assumption G. Moreover, the process
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5Pyx is G
2m-symmetric and its generating Dirichlet form on L2(X; G2 dm) is
identified with
E(G( · , y) u, G( · , y) u)+F
X
G(x, y)2 u(x)2 dm+(x).
Then Theorem 2.4 tells us that
sup
x ¥Xy
5Eyx(exp(A
m
−
z )) <.
is equivalent with
inf 3E(Gu, Gu)+F
X
G2u2 dm+ : Gu ¥F, F
X
G2u2 dm−=14 > 1,
which is equivalent with (iii). Hence, we see from (3.7) and Theorem 3.3 in
[4] that (iii) implies (i). L
Example 3.10. Let d=1 and m=ada−bdb, a > 0, b > 0, and a < b.
Here dx is the Dirac measure at a point x. Then the existence of the Green
function of 1/2 D−ada+bdb is equivalent with
inf{12 D(u, u)+au(a)
2 : u ¥H1e(R1), bu(b)2=1} > 1.
In fact, let a(t, a) be the local time at a and consider the subprocess 5Px of the
Brownian motion generated by the multiplicative functional exp(−a(t, a)).
Then its Green function of 5Px satisfies Assumption G. We see by the
Dirichlet principle that the minimum above is attained by the function
u0(x)=(1/`b) 5Px(sb < z)=(1/`b) EWx (exp(−a(sb, a))),
where sb is the first hitting time of the point b. The function u0(x) is known
(see [3, 2.3.1, p. 164]):
u0(x)=˛ 1`b x \ b1`b 1 2a1+2(a−b) a (x−a)+ 11+2(b−a) a2 a [ x [ b
1
1+2(b−a) a
x [ a,
(3.8)
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and thus the minimum is equal to a/b(1+2a(b−a)). Hence we can
conclude that the operator 1/2 D−ada+bdb is subcritical if and only if
b < a/(1+2a(b−a)). In particular, if b \ 1/2(b−a), the Green function
does not exist for any a > 0.
Let d \ 2. Let sr be the surface measure of a sphere with radius r,
Sr={x ¥ Rd : |x|=r}. Then sr ¥S.(G) and the corresponding PCAF is
also the local time of the sphere. The Schrödinger operator 1/2D−asr+
bsR (R > r) is subcritical if and only if for d=2,
b <
ra
R(1+2ra(log R− log r))
and for d \ 3,
b <
1
R2n+1
1 ar2n+1n
n+r2n+1a(r−2n−R−2n)
2+ n
R
, n=d/2−1.
By using formula 2.3.1 in [3], we obtain the results above in the same
manner as in the one dimensional case.
Example 3.11. Let us consider the Brownian motion with drift l > 0
whose generator is 1/2 d2/dx2+ld/dx. Then using the formula 2.3.1 in
[3, p. 224] we see that the operator 1/2 d2/dx2+ld/dx−ada+bdb (a < b)
is subcritical if and only if
b < l+
al exp(2−2l(b−a))
l+a(1− exp(−2l(b−a)))
.
The right hand side tends to a/(1+2a(b−a)) by letting lQ 0.
4. DONSKER–VARADHAN TYPE LARGE DEVIATION
PRINCIPLE
In [15], we proved the Donsker–Varadhan large deviation principle for
symmetric Markov processes with finite lifetime under some assumptions.
In this section, we modify the assumptions in order that we can easily
check them for time changed processes.
Let X be a locally compact separable metric space and m a positive
Radon measure on X with full support. Let M=(W, Xt, Px, z) be an
m-symmetric Borel right process on X. Here W is the space of all right
continuous maps of [0,.] into X 2 {D} (D is an extra point) and Xt(w)=
w(t) for w ¥ W (X.(w)=D). z is the lifetime of M, z=inf{t > 0 : Xt=D}.
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Let us denote by {pt}t \ 0 and {Ga}a > 0 the semigroup and the resolvent of
M; i.e., ptf(x)=Ex(f(Xt)) and Gaf(x)=Ex(>.0 e−atf(Xt) dt). Throughout
this section, we make following assumptions:
I. (Irreducibility) If a Borel set A is pt-invariant, i.e., pt(IAf)(x)=
IA ptf(x) m-a.e. for any f ¥ L2(X; m) 5Bb(X) and t > 0, then A satisfies
either m(A)=0 or m(X0A)=0. Here Bb(X) is the space of bounded Borel
functions on X.
II. (Strong Feller property) G1(Bb(X)) … Cb(X), where Cb(X) is the
space of bounded continuous functions.
III. For any e > 0, there exists a compact set K such that
supx ¥X G1IKc(x) [ e. Here IKc is the indicator function of the complement
of the compact set K.
Remark 4.1. It follows from assumption II that the resolvent kernel
G1(x, dy) is absolutely continuous with respect to m and so is the
transitions probability pt(x, dy) by Theorem 4.2.4 in [8].
Define the generator A by
Au=au−f for u=Gaf, f ¥Bb(X).
For f(x)=Gaf(x) > 0, f ¥Bb(X), define the martingale additive
functionalMft by
Mft=f(Xt)−f(X0)−F
t
0
Af(Xs) ds,
and let
Mt=F
t
0
1
f(Xs− )+e
dMfs .
It is known that the unique solution of the so-called Doléans–Dade equation,
Xt=1+F
t
0
Xs− dMs,
is given by
exp(Mt−
1
2 OM
cPt) D
0 < s [ t
(1+DMs) exp(−DMs),(4.1)
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where OMcPt is the quadratic variation of the continuous martingale part
ofMt and DMs=Ms−Ms− . Denoting by N
f, e
t the solution, we see
Ex(N
f, e
t ) [ 1.(4.2)
On the other hand, by applying Itoˆ’s formula to log(x+e) (e > 0), we have
log(f(Xt)+e)=log(f(X0)+e)+Mt+F
t
0
Af(Xs)
f(Xs− )+e
ds−
1
2
OMcPt
+ C
0 < s [ t
1 log(f(Xs)+e)− log(f(Xs− )+e)
−
1
f(Xs− )+e
(f(Xs)−f(Xs− ))2 .
Since
DMs=
f(Xs)−f(Xs− )
f(Xs− )+e
,
Nf, et is expressed as
Nf, et =
f(Xt)+e
f(X0)+e
exp 1−F t
0
Af
f+e
(Xs) ds2 .(4.3)
Set
D+(A)={Gaf: a > 0, f ¥ L2(X; m) 5 C+b (X) and f – 0}(…F).
Here C+b (X) denotes the set of nonnegative bounded continuous functions.
Note that any function in D+(A) is strictly positive. Indeed, given f=Rma f
¥D+(A), putO={x ¥X: f(x) > 0}. Then, it is known in [8, Theorem 4.6.6]
that Px(sO <.) > 0 for a.e. x, so that Px(sO < s) > 0 for any x because of
II. Here sO=inf{t > 0 : Xt ¥ O}.
Denote by (E,F) the Dirichlet space on L2(X; m) of M [8, p. 141]. Let
P be the set of probability measures on X equipped with the weak topology
and define the function IE on P by
IE(m)=˛E(`f,`f) if m=f·m, `f ¥F. otherwise.
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For w ¥ W with z(w) > t, we define the normalized occupation time
distribution Lt(w) ¥P by
Lt(w)(A)=
1
t
F t
0
IA(Xs(w)) ds, A ¥B(X).
We then have
Theorem 4.2. (i) For any open set G of P
lim inf
tQ.
1
t
log Px(Lt ¥ G, t < z) \ − inf
m ¥ G
IE(m) for all x ¥X.
(ii) For any closed set K of P
lim sup
tQ.
1
t
log sup
x ¥X
Px(Lt ¥K, t < z) [ − inf
m ¥K
IE(m).
Proof. (i) See Theorem 3.1 in [15].
(ii) Denote
Qx, t(C)=Px(Lt ¥ C; t < z) for C ¥B(P).
For any u ¥D+(A) and any e > 0
Ex 1exp 1−F t
0
Au
u+e
(Xs) ds2 ; t < z2 [ u(x)+e
e
,
by virtue of (4.2) and (4.3), and thus, for any Borel subset C of P
lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(C) [ inf
u ¥D+(A)
e > 0
sup
m ¥ C
F
X
Au
u+e
dm.(4.4)
Let K be a compact set of P and set
a=sup
m ¥K
inf
u ¥D+(A)
e > 0
F
X
Au
u+e
dm.
Then, for any d > 0 and m ¥K, there exist um ¥D+(A) and em > 0 such that
F
X
Aum
um+em
dm [ a+d.
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Since the function Aum/(um+em) belongs to Cb(X), there exists a neigh-
borhood N(m) of m such that
F
X
Aum
um+em
dn [ a+2d for any n ¥N(m).
Since 1m ¥K N(m) is an open covering of K, there exist m1, ..., mk in K such
that K …1kj=1 N(mj). Put Kj=N(mj). We then have for 1 [ j [ k
sup
m ¥Kj
F
X
Aumj
umj+emj
dm [ a+2d,
and thus
max
1 [ j [ k
inf
u ¥D+(A)
e > 0
sup
m ¥Kj
F
X
Au
u+e
dm [ a+2d.
Therefore, by (4.4)
lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(K) [ max
1 [ j [ k
lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(Kj)(4.5)
[ max
1 [ j [ k
inf
u ¥D+(A)
e > 0
sup
m ¥Kj
F
X
Au
u+e
dm
[ a+2d.
Since
− inf
u ¥D+(A)
e > 0
F
X
Au
u+e
dm=IE(m)(4.6)
by Proposition 4.5 below, the proof is completed for any compact set K.
For 0 < e < 1/3, let Ke be a compact set such that supx ¥X G1IKce (x) [ e.
Let
Ve(x)=−
AG1IKce (x)
G1IKce (x)+e
=
IKce (x)−G1IKce (x)
G1IKce (x)+e
.
Then, on account of (4.2)
F
P
exp 1 t F
X
Ve(x) m(dx)2 dQx, t [ G1IKce+e
e
[
1+e
e
.(4.7)
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Since Ve(x) > −1 and Ke={x ¥X: Ve(x) [ 1/3e},
F
P
exp 1 t F
X
Ve(x) m(dx)2 dQx, t \ F
P
exp 1 t F
Kce
Ve(x) m(dx)−t2 dQx, t
\ e−t F
P
exp 1 t
3e
m(Kce)2 dQx, t,
and by (4.7)
Qx, t(M
d
e ) [
1+e
e
exp 1 t− td
3e
2 ,
where Mde={m ¥P : m(Kce) > d}. For any d > 0 let Jl=1.n=1 M3/n1/(ln2).
Then
Qx, t(Jl) [ e t 3l 1e−2lt+e−lt(1−e−lt)3 2+ e
−lt
1−e−lt
4 ,
and
lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(Jl) [ 1−l.
Noting that Jcl is compact by the definition, we have for any closed subset
K of P
lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(K)
[ 1 lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(K 5 Jcl)2
K1 lim sup
tQ.
1
t
log sup
x ¥X
Qx, t(K 5 Jl)2
[ (− inf
m ¥K 5 Jcl
IE(m))K (1−l) [ (− inf
m ¥K
IE(m))K (1−l).
By letting lQ., the proof is completed. L
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Denote by B+b (X) the set of nonnegative bounded Borel functions on X
Let us define a function on P by
Ia(m)=− inf
u ¥B+b (X)
e > 0
F
X
log 1aGau+e
u+e
2 dm.(4.8)
Lemma 4.3. It holds that
Ia(m) [
I(m)
a
for m ¥P.
Proof. For u=Gaf ¥D+(A) and e > 0, set
f(a)=−F
X
log 1aGau+e
u+e
2 dm.
Then,
df(a)
da
=−F
X
Gau−aG
2
au
aGau+e
dm=F
X
AG2au
aGau+e
dm.
Since aG2au [ Gau and AG2au [ 0,
F
X
AG2au
aGau+e
dm \ F
X
AG2au
a2G2au+e
dm=−
1
a2 R−FX AG2au
G2au+
e
a2
dmS
\−
1
a2
I(m).
Hence,
f(.)−f(a)=F
X
log 1aGau+e
u+e
2 dm \ −I(m)
a
,
and thus
− inf
u ¥D+(A)
e > 0
F
X
log 1aGau+e
u+e
2 dm [ I(m)
a
.
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Since for any f ¥ C+b (X), ||aGaf||. [ ||f||. and 0 [ aGaf(x)Q f(x) as
aQ.,
F
X
log 1aGa(aGaf)+e
aGaf+e
2 dm |`aQ. F
X
log 1aGaf+e
f+e
2 dm.(4.9)
Define the measure ma by
ma(A)=F
X
aGa(x, A) dm(x) A ¥B(X).
Given v ¥B+b (X), take a sequence {gn}.n=1 … C+b (X) 5 L2(X; m) such that
F
X
|v−gn | d(ma+m)Q 0 as nQ..
We then have
F
X
|aGav−aGa gn | dm [ F
X
aGa(|v−gn |) dm
=F
X
|v−gn | dma Q 0 as nQ.,
so
F
X
log 1aGa gn+e
gn+e
2 dm |`nQ. F
X
log 1aGav+e
v+e
2 dm.(4.10)
Hence, combining (4.9) and (4.10)
inf
u ¥D+(A)
F
X
log 1aGau+e
u+e
2 dm= inf
u ¥B+b
F
B
log 1aGau+e
u+e
2 dm,
which implies the lemma. L
Lemma 4.4. If I(m) <., then m is absolutely continuous with respect tom.
Proof. By an argument similar to that in the proof of [6, Lemma 4.1],
we obtain this lemma. Indeed, for a > 0 andA ¥B(X), set u(x)=aIA(x)+1 ¥
B+b (X), where IA is the indicator function of the set A. Then
F
X
log 1aGau+e
u+e
2 dm=F
X
log 1aaGa(x, A)+aGa(x, X)+e
aIA(x)+1+e
2 dm.
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Define the measure ma as in the proof of Lemma 4.3. Set ca(x)=aGa(x, X)
and ca=>X ca(x) dm(x) (=ma(X)). By Lemma 4.3 and Jensen’s inequality
log(ama(A)+ca+e)
\ m(A) log(a+1+e)+m(Ac) log(1+e)−I(m)/a -e > 0,
and by letting eQ 0
log(ama(A)+ca) \ m(A) log(a+1)−I(m)/a.
Since log x [ x−1 for x > 0,
ama(A)+ca−1 \ m(A) log(a+1)−I(m)/a,
so
ma(A)−m(A) \
−I(m)/a+m(A)(log(a+1)−a)+1−ca
a
Noting that log(a+1)−a < 0, we get
ma(A)−m(A) \
−I(m)/a+(log(a+1)−a)+1−ca
a
-A ¥B(X),
and thus
m(A)−ma(A)=1−ca+(ma(Ac)−m(Ac))
\
−I(m)/a+(log(a+1)−a)+(1−ca)(a+1)
a
-A ¥B(X).
Therefore, we can conclude that
sup
A ¥B(X)
|m(A)−ma(A)| [
a− log(a+1)+I(m)/a+(1−ca)(a+1)
a
Since ca Q 1 as aQ.,
lim sup
aQ.
sup
A ¥B(X)
|m(A)−ma(A)| [
a− log(a+1)
a
The right hand side converges to 0 as aQ 0, so the lemma follows from
Remark 4.1. L
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Proposition 4.5. It holds that for m ¥M1
I(m)=IE(m).
Proof. We follow the argument of the proof of Theorem 5 in [7].
Suppose that I(m)=a <.. By Lemma 4.4, m is absolutely continuous with
respect to m. Let us denote by f its density and let fn=`fNn. Since
log(1−x) [ −x for −. < x < 1 and
−. < f
n−aGafn
fn+e
< 1,
F
X
log 1aGafn+e
fn+e
2 f dm=F
X
log 11−fn−aGafn
fn+e
2 f dm
[−F
X
fn−aGafn
fn+e
f dm,
so
F
X
fn−aGafn
fn+e
f dm [ Ia(f ·m).
By letting nQ. and eQ 0,
F
X
`f (`f−aGa `f) dm [ Ia(f ·m) [
I(f ·m)
a
,
which implies that`f ¥D(E) andE(`f,`f) [ I(f ·m) [8, Lemma1.3.4].
Let f ¥D+(A) and define the semigroup Pft by
Pft f(x)=Ex 11 f(Xt)+e
f(X0)+e
2 exp 1−F t
0
Af
f+e
(Xs) ds2 f(Xt)2 .
Then, Pft is (f+e)
2 m-symmetric and satisfies Pft 1 [ 1 by virtue of (4.2).
Given m=f·m ¥M1 with`f ¥D(E), set
Sft `f (x)=Ex 1exp 1−F t
0
Af
f+e
(Xs) ds2 `f (Xt)2 .
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Then
F
X
(Sft `f)2 dm=F
X
(f+e)2 1Pft 1 `f
f+e
222 dm
[ F
X
(f+e)2 Pft 11 `f
f+e
222 dm
[ F
X
(f+e)2 1 `f
f+e
22 dm=F
X
f dm.
Hence
0 [ lim
tQ 0
1
t
(`f−Sft `f,`f)m=E(`f,`f)+F
X
Af
f+e
f dm,
so E(`f,`f) \ I(f ·m). L
Setting G=K=P in Theorem 4.2, we have
Corollary 4.6.
lim
tQ.
1
t
log sup
x ¥X
Px(t < z)=−inf 3E(u, u): u ¥F, F
X
u2 dm=14 .
(4.11)
Let us denote by ||pt ||p, p the operator norm of pt from Lp(X; m) to
Lp(X; m) and put
lp=− lim
tQ.
1
t
log ||pt ||p, p, 1 [ p [..
Note that supx ¥X Px(t < z)=||pt ||.,. and the right hand side of (4.11) is
equal to −l2 by the spectral theorem. We then see from Corollary 4.6 that
l.=l2.(4.12)
Since ||pt ||2, 2 [ ||pt ||p, p [ ||pt ||.,., 1 < p <. by the symmetry of pt and the
Riesz–Thorin interpolation theorem, we can obtain
Theorem 4.7. UnderAssumptions I–III, the spectral radius lp (1 [ p [.)
is independent of p.
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As for l., the next probabilistic interpretation is known:
Theorem 4.8 [13].
sup
x ¥X
Ex(exp(lz)) <. if and only if l < l..
Therefore, we obtain
Corollary 4.9. Assume I–III. Then
sup
x ¥X
Ex(exp(z)) <. if and only if l2 > 1.
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