Machine learning techniques based on neural networks are achieving remarkable results in a wide variety of domains. Often, the training of models requires large, representative datasets, which may be crowdsourced and contain sensitive information. The models should not expose private information in these datasets. Addressing this goal, we develop new algorithmic techniques for learning and a refined analysis of privacy costs within the framework of differential privacy. Our implementation and experiments demonstrate that we can train deep neural networks with non-convex objectives, under a modest privacy budget, and at a manageable cost in software complexity, training efficiency, and model quality.
INTRODUCTION
Recent progress in neural networks has led to impressive successes in a wide range of applications, including image classification, language representation, move selection for Go, and many more (e.g., [49, 27, 52, 37, 46] ). These advances are enabled, in part, by the availability of large and representative datasets for training neural networks. These datasets are often crowdsourced, and may contain sensitive information. Their use requires techniques that meet the demands of the applications while offering principled and rigorous privacy guarantees.
In this paper, we present the first study that combines state-of-the-art machine learning methods with state-of-the-art privacy-preserving mechanisms, training neural networks within a modest ("single-digit") privacy budget. We treat models with non-convex objectives, several layers, and tens of thousands to millions of parameters. (In contrast, previous work obtains strong results on convex models with smaller numbers of parameters, or treats complex neural networks but with a large privacy loss.) For this purpose, we develop new algorithmic techniques, a refined analysis of privacy costs * Google. † OpenAI. Work done while at Google.
within the framework of differential privacy, and careful implementation strategies:
1. We demonstrate that, by tracking detailed information (higher moments) of the privacy loss, we can obtain much tighter estimates on the overall privacy loss, both asymptotically and empirically.
2. We improve the computational efficiency of differentially private training by introducing new techniques. These techniques include efficient algorithms for computing gradients for individual training examples, subdividing tasks into smaller batches to reduce memory footprint, and applying differentially private principal projection at the input layer.
3. We build on the machine learning framework Ten-sorFlow [3] for training models with differential privacy. We evaluate our approach on two standard image-classification tasks, MNIST and CIFAR-10. Our experience indicates that privacy protection for deep neural networks can be achieved at a modest cost in software complexity, training efficiency, and model quality.
Machine learning systems often comprise elements that contribute to protecting their training data. In particular, regularization techniques, which aim to avoid overfitting to the examples used for training, may hide details of those examples. On the other hand, explaining the internal representations in deep neural networks is notoriously difficult, and their large capacity entails that these representations may potentially encode fine details of at least some of the training data. In some cases, a determined adversary may be able to extract parts of the training data. For example, Fredrikson et al. demonstrated a model-inversion attack that recovers images from a facial recognition system [23] .
While the model-inversion attack requires only"blackbox" access to a trained model (that is, interaction with the model via inputs and outputs), we consider adversaries with additional capabilities, much like Shokri and Shmatikov [45] . Our approach offers protection against a strong adversary with full knowledge of the training mechanism and access to the model's parameters. This protection is attractive, in particular, for applications of machine learning on mobile phones, tablets, and other devices. Storing models on-device enables powerefficient, low-latency inference, and may contribute to privacy since inference does not require communicating user data to a central server; on the other hand, we must assume that the model parameters themselves may be exposed to hostile inspection. Furthermore, when we are concerned with preserving the privacy of one record in the training data, we allow for the possibility that the adversary controls some or even all of the rest of the training data. In practice, this possibility cannot always be excluded, for example when the data is crowdsourced.
The next section reviews background on deep learning and on differential privacy. Sections 3 and 4 explain our approach and implementation. Section 5 describes our experimental results. Section 6 discusses related work, and Section 7 concludes. Deferred proofs appear in the Appendix.
BACKGROUND
In this section we briefly recall the definition of differential privacy, introduce the Gaussian mechanism and composition theorems, and overview basic principles of deep learning.
Differential Privacy
Differential privacy [18, 15, 19] constitutes a strong standard for privacy guarantees for algorithms on aggregate databases. Differential privacy is defined in terms of the application-specific concept of adjacent databases. In our experiments, for instance, each training dataset is a set of image-label pairs; we say that two of these sets are adjacent if they differ in a single entry, that is, if one image-label pair is present in one set and absent in the other. Definition 1. A randomized mechanism M : D → R with domain D and range R satisfies (ε, δ)-differential privacy if for any two adjacent inputs d, d ∈ D and for any subset of outputs S ⊆ R it holds that
The original definition of ε-differential privacy does not include the additive term δ. We use the variant introduced by Dwork et al. [16] , which allows for the possibility that plain ε-differential privacy is broken with probability δ (which is preferably smaller than 1/|d|).
Differential privacy has several properties that make it particularly useful in applications such as ours: composability, group privacy, and robustness to auxiliary information. Composability enables modular design of mechanisms: if all the components of a mechanism are differentially private, then so is their composition. Group privacy implies graceful degradation of privacy guarantees if datasets contain correlated inputs, such as the ones contributed by the same individual. Robustness to auxiliary information means that privacy guarantees are not affected by any side information available to the adversary.
A common paradigm for approximating a deterministic real-valued function f : D → R with a differentially private mechanism is via additive noise calibrated to f 's sensitivity S f , which is defined as the maximum of the absolute distance |f (d) − f (d )| where d and d are adjacent inputs. (The restriction to a real-valued function is intended to simplify this review, but is not essential.) For instance, the Gaussian noise mechanism is defined by
is the normal (Gaussian) distribution with mean 0 and standard deviation S f σ. A single application of the Gaussian mechanism to function f of sensitivity S f satisfies (ε, δ)-differential privacy if δ ≥ exp(−(σε) 2 /2)/1.25 and ε < 1 [19, Theorem 3.22] . Note that this analysis of the mechanism can be applied post hoc, and, in particular, that there are infinitely many (ε, δ) pairs that satisfy this condition.
Differential privacy for repeated applications of additivenoise mechanisms follows from the basic composition theorem [16, 17] , or from advanced composition theorems and their refinements [21, 30, 20, 10] . The task of keeping track of the accumulated privacy loss in the course of execution of a composite mechanism, and enforcing the applicable privacy policy, can be performed by the privacy accountant, introduced by McSherry [39] .
The basic blueprint for designing a differentially private additive-noise mechanism that implements a given functionality consists of the following steps: approximating the functionality by a sequential composition of bounded-sensitivity functions; choosing parameters of additive noise; and performing privacy analysis of the resulting mechanism. We follow this approach in Section 3.
Deep Learning
Deep neural networks, which are remarkably effective for many machine learning tasks, define parameterized functions from inputs to outputs as compositions of many layers of basic building blocks, such as affine transformations and simple nonlinear functions.
Commonly used examples of the latter are sigmoids and rectified linear units (ReLUs). By varying parameters of these blocks, we can "train" such a parameterized function with the goal of fitting any given finite set of input/output examples.
More precisely, we define a loss function L that represents the penalty for mismatching the training data. The loss L(θ) on parameters θ is the average of the loss over the training examples {x 1 , . . . , x N }, so L(θ) = 1 N i L(θ, x i ). Training consists in finding θ that yields an acceptably small loss, hopefully the smallest loss (though in practice we seldom expect to reach an exact global minimum).
For complex networks, the loss function L is usually non-convex and difficult to minimize. In practice, the minimization is often done by the mini-batch stochastic gradient descent (SGD) algorithm. In this algorithm, at each step, one forms a batch B of random examples and computes g B = 1/|B| x∈B ∇ θ L(θ, x) as an estimation to the gradient ∇ θ L(θ). Then θ is updated following the gradient direction −g B towards a local minimum.
Several systems have been built to support the definition of neural networks, to enable efficient training, and then to perform efficient inference (execution for fixed parameters) [28, 12, 3] . We base our work on TensorFlow, an open-source dataflow engine released by Google [3] . TensorFlow allows the programmer to define large computation graphs from basic operators, and to distribute their execution across a heterogeneous distributed system. TensorFlow automates the creation of the computation graphs for gradients; it also makes it easy to batch computation.
OUR APPROACH
This section describes the main components of our approach toward differentially private training of neural networks: a differentially private stochastic gradient descent (SGD) algorithm, the moments accountant, and hyperparameter tuning.
Differentially Private SGD Algorithm
One might attempt to protect the privacy of training data by working only on the final parameters that result from the training process, treating this process as a black box. Unfortunately, in general, one may not have a useful, tight characterization of the dependence of these parameters on the training data; adding overly conservative noise to the parameters, where the noise is selected according to the worst-case analysis, would destroy the utility of the learned model. Therefore, we prefer a more sophisticated approach in which we aim to control the influence of the training data during the training process, specifically in the SGD computation. This approach has been followed in previous works (e.g., [47, 7] ); we make several modifications and extensions, in particular in our privacy accounting.
Algorithm 1 outlines our basic method for training a model with parameters θ by minimizing the empirical loss function L(θ). At each step of the SGD, we compute the gradient ∇ θ L(θ, x i ) for a random subset of examples, clip the 2 norm of each gradient, compute the average, add noise in order to protect privacy, and take a step in the opposite direction of this average noisy gradient. At the end, in addition to outputting the model, we will also need to compute the privacy loss of the mechanism based on the information maintained by the privacy accountant. Next we describe in more detail each component of this algorithm and our refinements.
Algorithm 1 Differentially private SGD (Outline) Input: Examples {x 1 , . . . , x N }, loss function L(θ) = 1 N i L(θ, x i ). Parameters: learning rate η t , noise scale σ, group size L, gradient norm bound C.
Take a random sample L t with sampling probability L/N Compute gradient
Output θ T and compute the overall privacy cost (ε, δ) using a privacy accounting method.
Norm clipping: Proving the differential privacy guarantee of Algorithm 1 requires bounding the influence of each individual example ong t . Since there is no a priori bound on the size of the gradients, we clip each gradient in 2 norm; i.e., the gradient vector g is replaced by g/ max 1, g 2 C , for a clipping threshold C. This clipping ensures that if g 2 ≤ C, then g is preserved, whereas if g 2 > C, it gets scaled down to be of norm C. We remark that gradient clipping of this form is a popular ingredient of SGD for deep networks for non-privacy reasons, though in that setting it usually suffices to clip after averaging.
Per-layer and time-dependent parameters: Algorithm 1 groups all the parameters into a single input θ of the loss function L(·). For multi-layer neural networks, we consider each layer separately, which allows setting different clipping thresholds C and noise scales σ for different layers. Additionally, the clipping and noise parameters may vary with the number of training steps t. In results presented in Section 5 we use constant settings for C and σ.
Lots: Like the ordinary SGD algorithm, Algorithm 1 estimates the gradient of L by computing the gradient of the loss on a group of examples and taking the average. This average provides an unbiased estimator, the variance of which decreases quickly with the size of the group. We call such a group a lot, to distinguish it from the computational grouping that is commonly called a batch. In order to limit memory consumption, we may set the batch size much smaller than the lot size L, which is a parameter of the algorithm. We perform the computation in batches, then group several batches into a lot for adding noise. In practice, for efficiency, the construction of batches and lots is done by randomly permuting the examples and then partitioning them into groups of the appropriate sizes. For ease of analysis, however, we assume that each lot is formed by independently picking each example with probability q = L/N , where N is the size of the input dataset.
As is common in the literature, we normalize the running time of a training algorithm by expressing it as the number of epochs, where each epoch is the (expected) number of batches required to process N examples. In our notation, an epoch consists of N/L lots.
Privacy accounting: For differentially private SGD, an important issue is computing the overall privacy cost of the training. The composability of differential privacy allows us to implement an "accountant" procedure that computes the privacy cost at each access to the training data, and accumulates this cost as the training progresses. Each step of training typically requires gradients at multiple layers, and the accountant accumulates the cost that corresponds to all of them.
Moments accountant: Much research has been devoted to studying the privacy loss for a particular noise distribution as well as the composition of privacy losses. For the Gaussian noise that we use, if we choose σ in Algorithm 1 to be 2 log 1. 25 δ /ε, then by standard arguments [19] each step is (ε, δ)-differentially private with respect to the lot. Since the lot itself is a random sample from the database, the privacy amplification theorem [31, 8] implies that each step is (qε, qδ)-differentially private with respect to the full database where q = L/N is the sampling ratio per lot. The result in the literature that yields the best overall bound is the strong composition theorem [21] .
However, the strong composition theorem can be loose, and does not take into account the particular noise distribution under consideration. In our work, we invent a stronger accounting method, which we call the moments accountant. It allows us to prove that Algorithm 1 is (O(qε √ T ), δ)-differentially private for appropriately chosen settings of the noise scale and the clipping threshold. Compared to what one would obtain by the strong composition theorem, our bound is tighter in two ways: it saves a log(1/δ) factor in the ε part and a T q factor in the δ part. Since we expect δ to be small and T 1/q (i.e., each example is examined multiple times), the saving provided by our bound is quite significant. This result is one of our main contributions.
Theorem 1. There exist constants c 1 and c 2 so that given the sampling probability q = L/N and the number of steps T , for any ε < c 1 q 2 T , Algorithm 1 is (ε, δ)differentially private for any δ > 0 if we choose
If we use the strong composition theorem, we will then need to choose σ = Ω(q T log(1/δ) log(T /δ)/ε).
Note that we save a factor of log(T /δ) in our asymptotic bound. The moments accountant is beneficial in theory, as this result indicates, and also in practice, as can be seen from Figure 2 in Section 4. For example, with L = 0.01N , σ = 4, δ = 10 −5 , and T = 10000, we have ε ≈ 1.26 using the moments accountant. As a comparison, we would get a much larger ε ≈ 9.34 using the strong composition theorem.
The Moments Accountant: Details
The moments accountant keeps track of a bound on the moments of the privacy loss random variable (defined below in Eq. (1)). It generalizes the standard approach of tracking (ε, δ) and using the strong composition theorem. While such an improvement was known previously for composing Gaussian mechanisms, we show that it applies also for composing Gaussian mechanisms with random sampling and can provide much tighter estimate of the privacy loss of Algorithm 1.
Privacy loss is a random variable dependent on the random noise added to the algorithm. That a mechanism M is (ε, δ)-differentially private is equivalent to a certain tail bound on M's privacy loss random variable. While the tail bound is very useful information on a distribution, composing directly from it can result in quite loose bounds. We instead compute the log moments of the privacy loss random variable, which compose linearly. We then use the moments bound, together with the standard Markov inequality, to obtain the tail bound, that is the privacy loss in the sense of differential privacy.
More specifically, for neighboring databases d, d ∈ D n , a mechanism M, auxiliary input aux, and an outcome o ∈ R, define the privacy loss at o as
A common design pattern, which we use extensively throughout the paper, is to update the state by sequentially applying differentially private mechanisms. This is an instance of adaptive composition, which we model by letting the auxiliary input of the k th mechanism M k be the output of all the previous mechanisms.
For a given mechanism M, we define the λ th moment α M (λ; aux, d, d ) as the log of the moment generating function evaluated at the value λ:
In order to prove privacy guarantees of a mechanism, it is useful to bound all possible α M (λ; aux, d, d ). We define
where the maximum is taken over all possible aux and all the neighboring databases d, d .
We state the properties of α that we use for the moments accountant.
Theorem 2. 1.
[Composability] Suppose that a mechanism M consists of a sequence of adaptive mechanisms M 1 , . . . , M k where M i :
Then, for any output sequence o 1 , . . . , o k−1 and any λ
In particular, Theorem 2.1 holds when the mechanisms themselves are chosen based on the (public) output of the previous mechanisms.
One immediate corollary to Theorem 2.1 is the (weaker but more operable) non-adaptive version
That is, if we can obtain a uniform upper bound on each α Mi (λ; ·), then the sum of these bounds is an upper bound of α M (λ).
By Theorem 2 and its corollary, it suffices to compute, or bound, α Mi (λ) at each step and sum them to bound the moments of the mechanism overall. We can then use the tail bound to convert the moments bound to the (ε, δ)-differential privacy guarantee.
The main challenge that remains is to bound the value α Mt (λ) for each step. In the case of a Gaussian mechanism with random sampling, it suffices to estimate the following moments. Let µ 0 denote the probability density function (pdf) of N (0, σ 2 ), and µ 1 denote the pdf of N (1, σ 2 ). Let µ be the mixture of two Gaussians µ = (1 − q)µ 0 + qµ 1 . Then we need to compute
In the implementation of the moments accountant, we carry out numerical integration to compute α(λ). In addition, we can show the asymptotic bound
Together with Theorem 2, the above bound implies our main Theorem 1. The details can be found in the Appendix.
Hyperparameter Tuning
We identify characteristics of models relevant for privacy and, specifically, hyperparameters that we can tune in order to balance privacy, accuracy, and performance. In particular, through experiments, we observe that model accuracy is more sensitive to training parameters such as batch size and noise level than to the structure of a neural network.
If we try several settings for the hyperparameters, we can trivially add up the privacy costs of all the settings, possibly via the moments accountant. However, since we care only about the setting that gives us the most accurate model, we can hope to do better, such as applying a version of a result from Gupta et al. [26] restated as Theorem D.1 in the Appendix.
Two hyperparameter choices where we deviate from conventional practice are the batch size and the learning rate. While optimization of convex objective functions is best achieved using batch sizes as small as 1, nonconvex learning, which is inherently less stable, benefits from aggregation into larger batches. The learning rate in non-private training is commonly adjusted downwards as the model converges to a local optimum. In contrast, we keep the learning rate constant since, as differentially private training requires comparatively fewer epochs, it never reaches a regime where decreasing the learning rate would be justified.
IMPLEMENTATION
We have implemented the differentially private SGD algorithms in TensorFlow. For privacy protection, we need to "sanitize" the gradient before using it to update the parameters. In addition, we need to keep track of the "privacy spending" based on how the sanitization is done. Hence our implementation mainly consists of two components: sanitizer, which preprocesses the gradient to protect privacy, and privacy_accountant, which keeps track of the privacy spending over the course of training. Figure 1 contains the TensorFlow code snippet (in Python) of DPSGD_Optimizer, which minimizes a loss function using differentially private SGD, and DPTrain, which calls DPSGD_Optimizer for minimizing a loss function (or training a neural network) differentially privately.
In many cases, the neural network model may benefit from the processing of the input by projecting it on the principal directions (PCA) or by feeding it through a convolutional layer. We implement differentially private PCA and apply pre-trained convolutional layers (learned on public data).
Sanitizer. In order to achieve privacy protection, the sanitizer needs to perform two operations: (1) limit the sensitivity of each individual example by clipping the norm of the gradient for each example; and (2) add noise to the gradient of a batch before updating the network parameters.
In TensorFlow, the gradient computation is batched to achieve high efficiency. So we have access to g B = 1/|B| x∈B ∇ θ L(θ, x) for a batch B of training exam- ples. To limit the sensitivity of updates, we need to access each individual ∇ θ L(θ, x). To this end, we implemented per_example_gradient operator in Tensor-Flow, as described by Goodfellow [24] . This operator can compute a batch of individual ∇ θ L(θ, x). With this implementation there is only a modest slowdown in training, even for larger batch size. Our current implementation supports batched computation for the loss function L, where each x i is singly connected to L, allowing us to handle most hidden layers but not, for example, convolutional layers. Once we have the access to the per-example gradient, it is easy to use TensorFlow operators to clip its norm and to add noise.
Privacy accountant. The main component in our implementation is PrivacyAccountant which keeps track of privacy spending over the course of training. As discussed in Section 3, we implemented the moments accountant that additively accumulates the log of the moments of the privacy loss at each step. Dependent on the noise distribution, one can compute α(λ) by either applying an asymptotic bound, evaluating a closed-form expression, or applying numerical integration. The first option would recover the generic advanced composition theorem, and the latter two give a more accurate accounting of the privacy loss.
For the Gaussian mechanism we use, α(λ) is defined according to Eqs. (3) and (4). In our implementation, we carry out numerical integration to compute both E 1 and E 2 in those equations. Also we compute α(λ) for a range of λ's so we can compute the best possible (ε, δ) values using Theorem 2.2. We find that for the parameters of interest to us, it suffices to compute α(λ) for λ ≤ 32.
At any point during training, one can query the privacy loss in the more interpretable notion of (ε, δ) privacy using Theorem 2.2.
Differentially private PCA. Principal component analysis (PCA) is a useful method for capturing the main features of the input data. We implement the differentially private PCA algorithm as described in [22] . More specifically, we take a random sample of the training examples, treat them as vectors, and normalize each vector to unit 2 norm to form the matrix A, where each vector is a row in the matrix. We then add Gaussian noise to the covariance matrix A T A and compute the principal directions of the noisy covariance matrix. Then for each input example we apply the projection to these principal directions before feeding it into the neural network.
We incur a privacy cost due to running a PCA. However, we find it useful for both improving the model quality and for reducing the training time, as suggested by our experiments on the MNIST data. See Section 4 for details.
Convolutional layers. Convolutional layers are useful for deep neural networks. However, an efficient perexample gradient computation for convolutional layers remains a challenge within the TensorFlow framework, which motivates creating a separate workflow. For example, some recent work argues that even random convolutions often suffice [43, 13, 44, 51, 14] .
Alternatively, we explore the idea of learning convolutional layers on public data, following Jarrett et al. [29] . Such convolutional layers can be based on GoogLeNet or AlexNet features [50, 34] for image models or on pretrained word2vec or GloVe embeddings in language models [40, 42] .
EXPERIMENTAL RESULTS
This section reports on our evaluation of the moments accountant, and results on two popular image datasets: MNIST and CIFAR-10.
Applying Moments Accountant
As shown by Theorem 1, the moments accountant provides a tighter bound on the privacy loss compared to the generic strong composition theorem. Here we compare them using some concrete values. The overall privacy loss (ε, δ) can be computed from the noise level σ, the sampling ratio of each lot q = L/N (so each epoch consists of 1/q batches), and the number of epochs E (so the number of steps is T = E/q). We fix the target δ = 1e-5, the value used for our MNIST and CIFAR experiments.
In our experiment, we set q = 0.01, σ = 4, and δ = 1e-5, and compute the value of ε as a function of the training epoch E. Figure 2 shows two curves corresponding to, respectively, using the strong composition theorem and the moments accountant. We can see that we get a much tighter estimation of the privacy loss by using the moments accountant. For examples, when E = 100, the values are 9.34 and 1.26 respectively, and for E = 400, the values are 24.22 and 2.55 respectively. That is, using the moments bound, we achieve (2.55, 1e-5)-differential privacy, whereas previous techniques only obtain the significantly worse guarantee of (24.22, 1e-5). 
MNIST
We conduct experiments on the standard MNIST dataset for handwritten digit recognition consisting of 60,000 training examples and 10,000 testing examples [35] . Each example is a 28 × 28 size gray-level image. We use a simple feed-forward neural network with ReLU units and softmax of 10 classes (corresponding to the 10 digits) with cross-entropy loss and an optional PCA input layer.
Baseline model.
Our baseline model uses a 60-dimensional PCA projection layer and a single hidden layer with 1,000 hid-den units. Using the batch size of 600, we can reach accuracy of 98.30% in about 100 epochs. This result is consistent with what can be achieved with a vanilla neural network [35] .
Differentially private model.
For the differentially private version, we experiment with the same architecture with a 60-dimensional PCA projection layer, a single 1,000-unit ReLU hidden layer, and a batch size of 600. To limit sensitivity, we clip the gradient norm of each layer at 4. We report results for three choices of the noise scale, denoted small (σ = 2), medium (σ = 4), and large (σ = 10). We have also experimented with multi-hidden-layer networks. For MNIST, we found that one hidden layer combined with PCA works better than a two-layer network. Figure 3 shows the results for different noise levels. In each plot, we show the evolution of the training and testing accuracy as a function of the number of epochs as well as the corresponding δ value, keeping ε fixed. We achieve 90%, 95%, and 97% test set accuracy for (0.5, 1e-5), (2, 1e-5), and (8, 1e-5)-differential privacy respectively.
One attractive consequence of applying differentially private SGD is the small difference between the model's accuracy on the training and the test sets, which is consistent with the theoretical argument that differentially private training generalizes well [6] . In contrast, the gap between training and testing accuracy in non-private training, i.e., evidence of overfitting, increases with the number of epochs.
By using the moments accountant, we can obtain a δ value for any given ε. We record the accuracy for different (ε, δ) pairs in Figure 4 . In the figure, each curve corresponds to the best accuracy achieved for a fixed δ, as it varies between 1e-5 and 1e-2. For example, we can achieve 90% accuracy for ε = 0.25 and δ = 0.01. As can be observed from the figure, for a fixed δ, varying the value of ε can have large impact on accuracy, but for any fixed ε, there is less difference with different δ values.
Effect of the parameters.
Classification accuracy is determined by multiple factors that must be carefully tuned for optimal performance. These factors include the topology of the network, the number of PCA dimensions and the number of hidden units, as well as parameters of the training procedure such as the batch size and the learning rate. Some parameters are specific to privacy, such as the gradient norm clipping bound and the noise level.
To demonstrate the effects of these parameters, we manipulate them individually, keeping the rest constant. We set the reference at 60 PCA dimensions, 1,000 hidden units, 600 batch size, gradient norm bound set to 4, and the noise σ at 4 and 7 respectively for training the neural network parameters and for the PCA projection. The number of epochs is chosen to maximize accuracy while maintaining (2, 1e-5)-differential privacy. The results are presented in Figure 5 . As explained in Section 3.3, differentially private training is less sensitive to the adjustment of the learning rate. In our experiment we use a fixed learning rate so it is not included in the analysis.
PCA dimension.
In our experiments, the accuracy is fairly stable as a function of the PCA dimension, with the best results achieved for 60. (Not doing PCA reduces accuracy by about 2%.) Although in principle the PCA projection layer can be replaced by an additional hidden layer, we achieve better accuracy by training the PCA layer separately. By reducing the input size from 784 to 60, PCA leads to an almost 10× reduction in training time.
Number of hidden units. Including more hidden units makes it easier to fit the training set. For nonprivate training, it is often preferable to use more units, as long as we employ techniques to avoid overfitting.
However, for differentially private training, it is not a priori clear if more hidden units improve accuracy, as more hidden units increase the sensitivity of the gradient, which leads to more noise added at each update. Somewhat counterintuitively, increasing the number of hidden units does not decrease accuracy of the trained model. One possible explanation that calls for further analysis is that larger networks are more tolerant to noise. This property is quite encouraging as it is common in practice to use very large networks.
Lot size. According to Theorem 1, we can run N/L epochs while staying within a constant privacy budget. Choosing the lot size must balance two conflicting objectives. On the one hand, smaller lots allow running more epochs, i.e., passes over data, improving accuracy. On the other hand, for a larger lot, the added noise has a smaller relative effect.
Our experiments show that the lot size has a relatively large impact on accuracy. Empirically, the best lot size is roughly √ N where N is the number of training examples.
Clipping bound. Limiting the gradient norm has two opposing effects: clipping destroys the unbiasedness of the gradient estimate, and if the clipping parameter is too small, the average clipped gradient may point in a very different direction from the true gradient. On the other hand, increasing the norm bound C forces us to add more noise to the gradients (and hence the parameters), since we add noise based on σC. In practice, a good way to choose a value for C is by taking the median of the norms of the unclipped gradients over the course of training.
Noise level. By adding more noise, the per-step privacy loss is proportionally smaller, so we can run more epochs within a given cumulative privacy budget. In Figure 5(5) , the x-axis is the noise level σ. The choice of this value has a large impact on accuracy.
PCA noise level. The PCA noise level determines how much of our privacy budget we are willing to invest For each combination of values, we continue training until the point (2, 1e-5)-differential privacy would be violated (so, e.g., a larger σ allows more epochs of training).
on the PCA stage. The results are fairly stable over a large range of noise levels (and consistently better than random projection, shown as the horizontal line in the plot).
From the experiments, we observe the following.
1. The PCA projection improves both model accuracy and training performance. Accuracy is quite stable over a large range of choices for the projection dimensions and the noise level used in the PCA stage.
2. The accuracy is fairly stable over the network size. When we can only run smaller number of epochs, it is more beneficial to use a larger network.
3. The training parameters, especially the batch size and the noise scale σ, have a large impact on the model accuracy. They both determine the "noiseto-signal" ratio of the sanitized gradients as well as the number of epochs we are able to go through the data before reaching the privacy limit.
Our framework allows for adaptive control of the training parameters, e.g., lot size, the gradient norm bound C, and noise level σ. Our initial experiments with decreasing noise as training progresses did not show a significant improvement, but it is interesting to consider more sophisticated schemes for adaptively choosing these parameters.
CIFAR
We also conduct experiments on the CIFAR-10 dataset, which consists of color images classified into 10 classes such as ships, cats, and dogs, and partitioned into 50,000 training examples and 10,000 test examples [1, 33] . Each example is a 32 × 32 image with three channels (RGB). For this learning task, nearly all successful networks use convolutional layers. The CIFAR-100 dataset has similar parameters, except that images are classified into 100 classes; the examples and the image classes are different from those of CIFAR-10.
We use the network architecture from the TensorFlow convolutional neural networks tutorial [2] . Each 32 × 32 image is first cropped to a 24 × 24 one by taking the center patch. The network architecture consists of two convolutional layers followed by two fully connected layers. The convolutional layers use 5×5 convolutions with stride 1, followed by a ReLU and 2 × 2 max pools, with 64 channels each. Thus the first convolution outputs a 12 × 12 × 64 tensor for each image, and the second outputs a 6 × 6 × 64 tensor. The latter is flattened to a vector that gets fed into a fully connected layer with 384 units, and another one of the same size.
This architecture, non-privately, can get to about 86% accuracy in 500 epochs. Its simplicity makes it an appealing choice for our work. We should note however that by using deeper networks with different non-linearities and other advanced techniques, one can obtain significantly better accuracy, with the state-of-the-art being about 96.5% [25] .
As is standard for such image datasets, we use data augmentation during training. For each training image, we generate a new distorted image by randomly picking a 24 × 24 patch from the image, randomly flipping the image along the left-right direction, and randomly distorting the brightness and the contrast of the image. In each epoch, these distortions are done independently. We refer the reader to the TensorFlow tutorial [2] for additional details.
As the convolutional layers have shared parameters, computing per-example gradients has a larger computational overhead. Previous work has shown that convolutional layers are often transferable: parameters learned from one dataset can be used on another one without retraining [29] . We treat the CIFAR-100 dataset as a public dataset and use it to train a network with the same architecture. We use the convolutions learned from training this dataset. Retraining only the fully connected layers with this architecture for about 250 epochs with a batch size of 120 gives us approximately 80% accuracy, which is our non-private baseline.
Differentially private version.
For the differentially private version, we use the same architecture. As discussed above, we use pre-trained convolutional layers. The fully connected layers are initialized from the pre-trained network as well. We train the softmax layer, and either the top or both fully connected layers. Based on looking at gradient norms, the softmax layer gradients are roughly twice as large as the other two layers, and we keep this ratio when we try clipping at a few different values between 3 and 10. The lot size is an additional knob that we tune: we tried 600, 2,000, and 4,000. With these settings, the per-epoch training time increases from approximately 40 seconds to 180 seconds.
In Figure 6 , we show the evolution of the accuracy and the privacy cost, as a function of the number of epochs, for a few different parameter settings.
The various parameters influence the accuracy one gets, in ways not too different from that in the MNIST experiments. A lot size of 600 leads to poor results on this dataset and we need to increase it to 2,000 or so to get reasonable results.
RELATED WORK
The problem of privacy-preserving data mining, or machine learning, has been a focus of active work in several research communities since the late 90s [5, 36] . The existing literature can be broadly classified along several axes: the class of models, the learning algorithm, and the privacy guarantees.
Privacy guarantees. Early works on privacy-preserving learning were done in the framework of secure function evaluation (SFE) and secure multi-party computations (MPC), where the input is split between two or more parties, and the focus is on minimizing information leaked during the joint computation of some agreed-to functionality. In contrast, we assume that data is held centrally, and we are concerned with leakage from the functionality's output (i.e., the model).
Another approach, k-anonymity and closely related notions [48] , seeks to offer a degree of protection to underlying data by generalizing and suppressing certain identifying attributes. The approach has strong theoretical and empirical limitations [4, 9] that make it all but inapplicable to de-anonymization of high-dimensional, diverse input datasets. Rather than pursue input sanitization, we keep the underlying raw records intact and perturb derived data instead.
The theory of differential privacy, which provides the analytical framework for our work, has been applied to a large collection of machine learning tasks that differed from ours either in the training mechanism or in the target model.
The moments accountant is closely related to the notion of Rényi differential privacy [41] , which proposes (scaled) α(λ) as a means of quantifying privacy guarantees. In a concurrent and independent work Bun and Steinke [10] introduce a relaxation of differential privacy (generalizing the work of Dwork and Rothblum [19] ) defined via a linear upper bound on α(λ). Taken together, these works demonstrate that the moments accountant is a useful technique for theoretical and empirical analyses of complex privacy-preserving algorithms.
Learning algorithm. A common target for privacypreserving learning is a class of convex optimization problems amenable to a wide variety of techniques [17, 11, 32] . Training multi-layer neural networks is nonconvex, and typically solved by an application of SGD, whose theoretical guarantees are poorly understood.
For the CIFAR neural network we incorporate differentially private training of the PCA projection matrix [22] , which is used to reduce dimensionality of inputs.
Model class. The first end-to-end differentially private system was evaluated on the Netflix Prize dataset [38] , a version of a collaborative filtering problem. Although the problem shared many similarities with ours-highdimensional inputs, non-convex objective function-the approach taken by McSherry and Mironov differed significantly. They identified the core of the learning task, effectively sufficient statistics, that can be computed in a differentially private manner via a Gaussian mechanism. In our approach no such sufficient statistics exist.
In a recent work Shokri and Shmatikov [45] designed and evaluated a system for distributed training of a (1) ε = 2
(2) ε = 4
(3) ε = 8 Figure 6 : Results on accuracy for different noise levels on CIFAR-10. With δ set to 1e-5, we achieve accuracy 67%, 70%, and 73%, with ε being 2, 4, and 8, respectively. The first graph uses a lot size of 2,000, (2) and (3) use a lot size of 4,000. In all cases, σ is set to 6, and clipping is set to 3.
deep neural network. Participants, who hold their data closely, communicate sanitized updates to a central authority. The sanitization relies on an additive-noise mechanism, based on a sensitivity estimate, which could be improved to a hard sensitivity guarantee. They compute privacy loss per parameter (not for an entire model). By our preferred measure, the total privacy loss per participant exceeds several thousand.
CONCLUSIONS
We demonstrate, for the first time, the training of deep neural networks with differential privacy, incurring a modest total privacy loss, computed over entire models with many parameters. In our experiments for MNIST, we achieve 97% training accuracy and for CIFAR-10 we achieve 73% accuracy, both with (8, 10 −5 )differential privacy. Our algorithms are based on a differentially private version of stochastic gradient descent; they run on the TensorFlow software library for machine learning.
For this purpose, we develop a new mechanism for tracking privacy loss, the moments accountant. It permits tight automated analysis of the privacy loss of complex composite mechanisms which are currently beyond the reach of advanced composition theorems.
A number of avenues for further work are attractive. In particular, we would like to consider other classes of deep networks. Our experience with MNIST and CIFAR-10 should be helpful, but we see many opportunities for new research, for example in applying our techniques to LSTMs used for language modeling tasks. In addition, we would like to obtain additional improvements in accuracy. Many training datasets are much larger than those of MNIST and CIFAR-10; accuracy should benefit from their size.
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APPENDIX A. PROOF OF THEOREM 2
Here we restate and prove Theorem 2.
where α M is conditioned on M i 's output being o i for i < k.
2.
[Tail bound] For any ε > 0, the mechanism M is (ε, δ)-differentially private for δ = min The claim follows.
Tail bound by moments. The proof is based on the standard Markov's inequality argument used in proofs of measure concentration. We have The second part follows by an easy calculation.
The proof demonstrates a tail bound on the privacy loss, making it stronger than differential privacy for a fixed value of ε, δ.
B. PROOF OF LEMMA 3
The proof of the main theorem relies on the following moments bound on Gaussian mechanism with random sampling.
Lemma 3. Suppose that f : D → R p with f (·) 2 ≤ 1. Let σ ≥ 1 and let J be a sample from [n] where each i ∈ [n] is chosen independently with probability q < 1 16σ . Then for any positive integer λ ≤ σ 2 ln 1 qσ , the mechanism M(d) = i∈J f (d i ) + N (0, σ 2 I) satisfies α M (λ) ≤ q 2 λ(λ + 1) (1 − q)σ 2 + O(q 3 λ 3 /σ 3 ).
Proof. Fix d and let d = d ∪ {d n }. Without loss of generality, f (d n ) = e 1 and i∈J\[n] f (d i ) = 0. Thus M(d) and M(d ) are distributed identically except for the first coordinate and hence we have a one-dimensional problem. Let µ 0 denote the pdf of N (0, σ 2 ) and let µ 1 denote the pdf of N (1, σ 2 ). Thus:
To prove the lemma it suffices to show show that for both ν 0 = µ, ν 1 = µ 0 and ν 0 = µ 0 , ν 1 = µ, the third term is bounded by q 2 λ(λ + 1)/(1 − q)σ 2 and that this bound dominates the sum of the remaining terms. We will prove the more difficult second case (ν 0 = µ 0 , ν 1 = µ); the proof of the other case is similar.
To upper bound the third term in (5), we note that µ(z) ≥ (1 − q)µ 0 (z), and write
An easy fact is that for any a ∈ R, E z∼µ0 exp(2az/2σ 2 ) = exp(a 2 /2σ 2 ). Thus,
Thus the third term in the binomial expansion (5)
To bound the remaining terms, we first note that by standard calculus, we get: ∀z ≤ 0 : |µ 0 (z) − µ 1 (z)| ≤ −(z − 1)µ 0 (z)/σ 2 , ∀z ≥ 1 : |µ 0 (z) − µ 1 (z)| ≤ zµ 1 (z)/σ 2 , ∀0 ≤ z ≤ 1 : |µ 0 (z) − µ 1 (z)| ≤ µ 0 (z)(exp(1/2σ 2 ) − 1) ≤ µ 0 (z)/σ 2 .
We can then write
We consider these terms individually. We repeatedly make use of three observations: (1) µ 0 − µ = q(µ 0 − µ 1 ), (2) µ ≥ (1 − q)µ 0 , and (3) E µ0 [|z| t ] ≤ σ t (t − 1)!!. The first term can then be bounded by
