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1. INTRODUCTION 
Many attribute the development and first use of multigrid techniques in their 
present form to Achi Brandt of the Weizmann Institute in the early 70 's with the 
"Multi-Level Adaptive Technique (MLATr' . Brandt [l ] claims that the earliest ap-
plication he knows o{ is a. two-level scheme known as Southwell's acceleration of 
relaxation by 'group relaxation'' [2] and that the first to describe a recursive scheme 
with more than two levels was Fedorenko [3J. Apparently, the earliest works did not 
exhibi t a complete understanding of the multigrid method and were rather crude and 
inefficient compared with Brandt's techniques of the present . Since the early work 
of Brandt, many researchers have made contributions through the application and 
further development of multigrid methods to a wide variety of problems including not 
only the field of fluid dynamics but also in the areas of semiconductor device simu-
lation , image reconstruction, statistics, general relativity and linear programming to 
name a few. 
In this thesis, the author will present some of his work toward the applica-
tion of mult igrid to a two-dimensional Na.vier-Stokes solver for chemical ly reacting 
flows. The work began with application of multigrid to the two-dimensional Laplace's 
equation with as many as four grids presented in Chapter 3 which is preceded by an 
introduction to the mult igrid method in Chapter 2. Laplace's equation was solved 
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using both Gauss-Seidel iteration and the strongly implicit procedure. 
The main purpose of the research on Laplace's equation was to learn some of 
the properties of the multigrid procedure under various condi t ions so as to guide 
the development of an efficient multigrid procedure for the Navier-Stokes equations. 
More recent work involves a coupled, strongly implicit Navier-Stokes solver with two 
levels presented in Chapter 4. Results were obtained ma inly for the flow in a driven 
cavity, but m ore limited resuJts are also reported for tbe developing channel. The 
author believes this work is unique in that few results have been reported on the 
use of multigrid with either the coupled strongly implicit procedure or an all-Mach 
number formula tion. 
3 
2. THE MULTIGRID METHOD 
There are two major ideas behind mult.igrid methods. The first concept can 
be seen within the name itself. The word rnultigrid implies that multiple grids are 
being used, as is the cai:;e. A successive series of coarser grids are used based upon 
the grid desired to model a problem. This assumes for the purposes of this study 
that the finest grid is a fixed, two-dimensional, st ructured grid and that a coarser 
grid can be formed by removing every second grid line wh.ile leaving the grid lines 
along the boundary intact. Any number of multiple grids can be used as long as this 
rule for generat ing the next coarser grid can be followed. For purposes of simplifying 
the discussion of multigrid methods, a multigrid system of only two grids will be 
assumed throughout the rest of this chapter but extension to further levels is rather 
straightforward. 
The second main concept. utilized by t.he multigricl strategy is embodied in how 
the equations are represented on the coarse grid. The equations solved on the coarse 
grid are not in the same form as the equations being solved on the fine grid. Instead, 
they are rewritten such that they take into account the amount by which the fine 
grid equations are not satisfied. T his is known as the residual form of the equations. 
The equations in residual form are not solved for the variables of in terest on the fine 
grid, but for the amount by which the solution variables need to change by in order 
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to satisfy the fine grid equations. 
Multigrid uses a series of coarser grids to temporarily approximate the solut ion 
to a set of equations. T he reason for using coarser grjds is more than the obvious 
reason: fewer points implies fewer equat ions to solve, but there is also an additional 
reason which requires some explanation. In general, problems being solved with fewer 
grid points also require fewer iterations. 
There are two viewpoints on why coarse grids solve problems in fewer iterations. 
Both can be seen by examining how a solution converges. Denote the difference be-
tween a candidate solution to a problem and the exact solution as the 'error" or 
"error function". This error function can be represented using a Fourier series: a 
collection of sine waves of different frequencies and ampli t udes whose superposition 
approx imates the error function. The higher frequency components are quickly re-
moved by a given iterative process because the waves extend for on ly a few nodes 
and most discretizations are particularly well suited for local "smoothing" . However, 
t he lower frequency waves ex tend over many more grid poin ts and require more iter-
ations to be dissipated. This trend can be noticed in several problems by examining 
the convergence history. Many problems converge rapidly in the first few iterations 
and t hen slow down. This is due to the higher frequency sine waves being removed 
rap idly while Lhe lower frequency waves remain behind. 
A second point of view is Lo examine the rate at which information propagates. 
As an example, th ink of a thin rod insulated along the sides approximated as a one-
djmensional problem . The rod is 100 C everywhere except at the end points where 
the temperature is fixed at 0 C. The steady-state temperature d istribution is desired. 
Obviously, the ent ire rod wi ll eventual ly become 0 Cat steady state, and the problem 
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does not require a. numerical solution, but it wi ll serve as a good example. 
The difference expression for Laplace's equation for this one-dimensiooa] problem 
can be written as Ti = 1/2 (Ti+ l + Ti- l). At first, the initial distribution saLis fies 
th is equation except near the boundaries. If Gauss-Seidel is used to smooth the error 
fun ction, changes wiJl only occur near t be boundaries and work their way toward 
the center approximately one grid point per iteration. Thus, the temperature at the 
edges changes rapidly after the first few iterations leaving an error fun ction untouched 
at the center of the rod until information propagates there. After several iterations, 
an intermediate error function wi ll be rather smooth , nearly satisfying the equations 
being solved, and thus slowing the iteration process. Information needs to travel 
from the endpoints to the center, and the more points from the ends to the center, 
the more iterat ions needed for this information to tra.vcl. On the other hand, if the 
rod is modeled with only one in ter ior point, the problem can be solved in a single 
iteration. 
T herefore if every other grid point were dropped from the grid as shown in 
Figure 2. 1, the error function would be easier to smooth since information would 
travel about twice as far per iteration requiring fewer iterations to solve t he problem. 
cu~~o-+---t(j)T+---tQ-+---t(j)T+---tQ-+--<G) or]ginal grid 
I I I I 
I I 
I I I 
I I I I ~-----x*"""----~xlf-----~x coarser grid 
Figure 2. 1: One-dimensional rod example 
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After Looking at t his simple example, a coarser grid (even a single interior point) 
could have been used in the first place, bypassing the need for multigrid. However, 
many problems can not be resolved adequately by a single point. They require that 
some higher degree of resolution be maintained depending upon the problem and the 
desired accuracy in order to be modeled properly. This brings back t he second main 
concept: retaining the fine grid resolu tion on a coarser grid . 
Let 
Au = f {2.1 ) 
be a system of linear equations with u denoting the exact solution to the system. 
The exact solution is not known but an approximation to u is and will be Labeled ii. 
The difference between u and ii is the algebraic error, e: 
e = u - u 
Unfortunately, neither u nor e are known and therefore e is limited in its usefulness. 
However a computable rating of how well ii satisfies the system of equations can be 
formed by what will be known as the residiwl or resid'Ualfimction defined as: 
r = f - Au {2.2) 
The residual is a measure of I.he extent to which the current approximation ii satisfies 
t,he origina l equation. Notice that t• = 0, if and only if, u = ii and thus e = 0. 
Equation (2.2) can be rewritten as 
Au = f - r (2.3) 
If equation (2.3) is subtracted from equat ion (2.1), then an express10n is formed 
relating the residual to the error: 
Ae = r (2.4) 
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This equation is known as the residual equation and plays an important part in 
multigrid methods. The equation shows that e satisfies the same equation that u 
satisfies when f is replaced with r. 
The residual equation (2.4) can be used to calculate e and thus improve the 
approximation ii. This is accomplished by calculating the residual using the current 
fine grid solut ion, transferring the residual to the coarse grid in a process termed 
restriction (discussed in a later section), and solving the residual equat ion on the 
coarse grid. Thus, the residual equation acts as a fine grid version of the coarse 
grid equation. If equation (2.1) were being solved on the coarse grid instead, the 
coarse grid problem would merely be t he fine grid problem with a poorer resolution. 
The residual helps to link the coarse grid to the fin e grid by acting as a source term 
representing the amount by which the fine grid solu tion needs to be adjusted to satisfy 
the fine grid equations. 
When t he time comes to apply the correction computed on the coarse grid to 
the fine grid, the correction e is added to ii on the fine grid in a process termed 
prolongation (also discussed in a later section). After the fine grid solution is updated , 
the procedure is not yet finished. The fine grid equation is usually iterated upon a 
few times to smooth any errors introduced by the multigrid process, and the process 
repeats itself in a cyclic fashion until the fine grid equat ion has converged. 
In summary, multigrid methods are desirable because fewer equations need to 
be solved per iteration on the coarse grid, t he coarse grid representation of the error 
function is easier to smooth, and the residual equation on the coarse grid provides a 
connection to t he fine grid problem. Two multigrid strategies, the correction scheme 
and the full approximation scheme, will be illusLrated. After that , explanation will 
be provided as to how the prob! m is transferred from the fine grid to the coarse 
grid {restriction), and then how the problem is later transferred back to the fine grid 
{prolongation). 
2.1 Correction Scheme 
There are two common multigrid strategies: the correction scheme and the full 
approximation scheme. The correction scheme (CS) is eas ier to apply but is not ap-
propriate for nonlinear equations. On the other hand , the full approximation scheme 
(FAS) is well suited for nonlinear equations, but requires additional programming 
effort. According to Brandt [4] th two schemes provide equivalent results within 
roundoff error when applied to linear equations. Therefore in this study, the CS 
method was applied to linear equations and the FAS method was applied to non lin· 
ear equations. In this section, on ly the CS method wi ll be described. 
Consider a linear problem t hu h = rh where the superscript h denotes the fine 
grid upon which the problem is represented. Let uh be the exact solution on h. 
While u h is not known its approximation, labeled u.h is . Likewise L h and rh are 
L and f defined on h. A representation of this problem on a coarser grid denoted by 
H is desired in order to quickly smooth errors and provide a better approximation to 
the solution. The variable being sought on the fine grid by using the coarse grid is 
the correction vh which is related Lo u h and u.h by vh = uh - uh. The corredion 
is found by solvjng the res idua l equation oo the coarse grid which is 
(2.5) 
where LH is L computed on the coarse grid . The residual r h is calculated on the 
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fine grid by 
and transferred to the coarse grid by the restri ction operator I{l 
After t he iteration process has finished with equat ion (2.5), its approximate 
solution vH is prolongated to the fine grid and serves as a correction to the fine-grid 
solution: 
- h - h 1h - H Unew = u old + Hv (2.6) 
where I'J.J represents a prolongation operator acting upon -vH. After the corrections 
have been prolongated , the fine grid solution is iterated upon for a few iterations to 
smooth any errors introduced by restriction and prolongation. This cycle is repeated 
until the fine grid problem has converged. 
2.2 Full Approximation Scheme 
The full approximation scheme (FAS) presented here is suitable for nonlinear, 
unsteady problems such as the Navier-S tokes equations and can be found in such 
papers as Jameson [5] and Smith [6]. The procedure starts with a system of nonlinear 
equations 
(2.7) 
where Nh is a nonlinear operator acting upon the solution. As with t he previous 
section, h indicates a quantity represented on the fine grid. 
The first step is to linearize the equation with respect to u . This can be accom-
plished with the result 
(2.8) 
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where the solution is updated by 
- h ~ h A h 
Un ew = u old + u u 
The term 8N/8u is nothing more than a Jacobian matri x while uh represents a 
provisional solution on the fine grid. Equa tion (2.8) is Lhe linearized version of equa-
tion (2.7) and will be solved on Lhe fine grid. As this system converges (6 u h ~ 0), 
the nonlinear equation (2.7) is satisfied . NoLc that the right-hand side of the above 
equat ion is the definition of Lhe residual for 'S which will also be used here for FAS. 
IL is important to point out that this residual has the same properties a"8 the residual 
fo r S did in that it approaches zero as the original problem is satisfied . 
T he coarse grid equat ion is written as 
(2.9) 
where the terms from left to righL on Llw right-hand side are as follows: 
• The first term is the coarse grid residual funct ion evaluated using solution 
variables defined on t he coarse grid . 
• The second term is t he coarse grid residual function evaluated using solu tion 
variables rest ricted from the fine grid to the coarse grid and t herefore remains 
fixed on the coarse grid. Note that lhe resLricLion operator shown has a caret 
above it. This denotes that the rest riction operator for the residual and the 
rest riction operator for t he solution variables need not be t he same. 
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• The third term is the restrict.ed fin grid residual funct ion and therefore also 
remains fi xed on the coarse grid. 
H should be noted that the first and second terms cancel each other out at the first 
coarse grid iteration leaving the restricted fine grid residual as the initial driving 
force. If t he fine grid residual is zero then both th fine and coarse grid equations 
are sati sfied. Upon convergence the right.-hand side of the equation (2.9) is zero. 
Therefore terms one and two (absorb 1 the restricted fine grid residual. In otber 
words , t he restri cted fine grid residual becom s the difference between the coarse 
grid residual evaluated with the restri cted solution (which remains fixed) and the 
coarse grid residual evaluated with the final solut.ion. Thus on the coarse grid tbe 
fine grid solu tion is corrected by the fine grid residual. 
The coarse grid equation is iterated upon unti l some criteri a is met and the 
problem is then transferred back to the fine grid. It should be pointed out that as 
the coarse grid equation is being solved, it is necessary to update u.H every iterat ion 
in order to evaluate new Jacobians on the left -hand side. The t:luH for I.he FA 
scheme is the set of changes computed and applied after each coarse grid iteration , 
whereas for the CS scheme, vH was t he cumulative change computed on the coarse 
grid which was finally applied to correct the fine grid solution at the complet ion of a 
s t of coarse grid iterations. 
Having obtained an approximat.e sol11 t. ion to u H , the corrected fine grid solu tion 
becomes 
~ h - h 1h ( ~ H 111 - h ) Unew = uold + ff u - h u o/d (2.10) 
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Equation 2.10 is the parallel of Equation 2.6. To use directly 
- h 1h - H Un ew = Hu 
is inadvisable since it would introduce the interpolation errors of the full solution uH 
instead of the smaller magnitude correction. 
2.3 Restriction 
In order to solve the coarse grid problem with either scheme, the residual com-
puted on the fine grid needs to be represented on the coarse grid. In addi tion , the 
solution variables themselves also need to be transferred to the coarse grid when us-
ing the FAS method. This transfer is called restriction and is commonly done in one 
of two ways: dfrect injection or weighting. Since the coarse grid was generated by 
removing every other line from the fine grid , each point on the coarse grid shares a 
position in common with a fine grid point. Since all of the coarse grid points share 
their positions with points on the fine grid, one might conclude that a residual (or 
solut ion variable) at a point on the coarse grid might as well be equal to the residual 
calculated at the point on the fine grid with the same location. This is known as 
direct injection (Figure 2.2) . The value of the residual at a coarse grid point is the 
value of the residual at the corresponding fine grid point. 
A few comments on Figure 2.2 should be made. The circles in the figure represent 
coarse grid points while the crosses represent fine grid points. The arrows indica te 
the path by which the residuals are transferred from one grid to another. Note that 
some poin ts have both circles and crosses on them. This is to emphasize that for each 
of these points 011 a given grid , there is a corresponding point on the other grid with 
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nne grid 
coarse grid 
Figure 2.2: Restriction by direct injection 
the same location in the domain being modeled. This same labeling methodology 
will be used in figures throughout the thesis. 
An alternative to direct injection (i llustrated in Figure 2.3) is to weight t.he value 
of the residual calculated at the shared point with the values of the residual calculated 
at the neighboring fine grid points before transferr ing the residual directly to the 
coarse grid. Weighting operators suggested for this type of transfer vary omewhat 
from investigator to investigator, but all seem to share a common objective: to 
average or smooth the representation of t he residual func tion on the coarse grid. 
lf direct injection is used, and the value of the residual at the shared grid point is 
significantly higher or lower than the residuals at the immediately surrounding grid 
point.s, then the shared grid point will not represent the other points very well on 
I.he coarse grid. The weighting assures that the residual information at the fine grid 
points which are dropped in I.he transfer will be represented on the coarse grid along 
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Figure 2.3: Restri ct ion by weighting 
with the residuals calculated at the shared grid points . 
Two weighting strategies using a full 9-point stencil will be used in th is thesis. 
The first is an area weighting scheme based on a uniform Cartesian grid. Figure 
2.4 shows a sample computat ional cell surrounding a shared grid point subdi vided 
into sev ral compartments. Each compartment is associated with a point. In order 
to compute an average for the entire cell , the residuals at the points a re averaged 
by weighting each of them wi t h the relative area of its associated compartment as 
labeled oo t he figure. 
Alternatively in the li tera t ure, this is often rep resented by the matrix shown 
below where each array element is the weight ing of a poin t with a location in Figure 
2.4 corresponding to the location of the a rray element. 
rH - __!__ 
h - 16 
2 1 
2 4 2 
l 2 l 
Tbe optional fraction in front of the matrix denotes that the number 16 is the weight 
of Lhe en tire averaging. This rest riction wi ll be referred to t hroughout the rest of t he 
l 
2 
l 
15 
2 
4 
@ 
2 
1 
2 
1 
Figure 2.4: The 1/ 16 restricLion 
t hes is as' 1/ 16 averaging" or ' l /16 restric tion" . This rest riction operator works very 
well even for grids which aren' t. uniform or a rtesian as will be shown in the next 
chapter. 
The second strategy is a weighting method which is based upon a similar idea, 
though it is applicable to a generalized grid. Instead of assuming the relative area 
of each compartment they are computed directly. This weight ing has an accuracy 
similar to that of the 1/16 operator when a relatively uniform mesh is used , yet. 
adapts to areas where t he mesh spacing varies. This weighting will be known as 
"area weighted" restriction and is shown below. 
a . 1 . J i - . ,;+ ai ,j+l ai+ l ,j +l 
1{! = a · 1 . '/, - ,) a· . i ,J ai+ l ,j 
a . I . l /,- ,;- ai ,j - l ai+ l j - 1 
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T he a's denote area while the indices are used to emphasize that each area. is 
evaluated at the associated subdiv ision . Note that. for a mesh with uniform cell areas, 
the operator becomes the 1/ 16 operator. 
2.4 Prolongation 
After the coarse grid problem has converged or some other decision has been 
made to move the problem back to t he fine grid, the solution on t he fi ne grid needs 
to be updated with the information calculated on the coarse grid. This is known as 
prolongation. The prolongation met.hod can be categori zed in terms of three different 
types of transfers depending upon the relationship bf>tween a fine grid point and the 
point.s with locations in common between the fine and coarse grids. These three 
categories are illustrated in Figure 2.5 and wi ll be ex plained one by one. 
T he fi rst type of restrict. i.on is the most straightforward of the three: it is re-
strict ion by d irect injection in the opposite direction. T he correction solved for at. 
a coarse grid point is the correction appl ied to the fine grid point which shares t he 
same location (Figure 2.6). 
The second type of restriction involves t he fine grid poin ts that lie along a grid 
line directly between two points which are sha red with the coarse grid as illustrated 
in Figure 2.7. These points are prolongated by either averaging the corrections at. 
t he two points or by interpolat ing between them. 
The process of generat ing the coarse grid dropped every other grid line. In-
tersect ions of grid lines which were dropped represent poin ts which lie inside boxes 
whose corners were selected to be coarse grid points (Figure 2.8) . These points inside 
of the boxes are the points wh_i ch the first. two prolongation categories missed. The 
x 
0 
X fi.ue grid point 
0 coarse grid point 
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2 
l 
2 
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Figure 2.5: The set. of points for t,he th ree types 
of prolongation 
fine grid 181 
1 
coarse grid 181 
Figure 2.6: Direct prolongation 
1 
2 
1 
s x s fine grid 
fine gi- id poinL /\ coarse grid point. 
coarse gr id 
Figure 2.7: Prolongat.ion by linear interpolation 
0 coarse grid point 
X fine grid point 
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Figure 2. P rolongation by bilinear interpolation 
corredions to the solution variables at these points are found either by averaging 
the corrections at the four corners or by bilinear interpolation. When bi linear in-
terpolation is used , the correction for the points are interpolated linearly from the 
corrections that were already calculated by linear interpolation for the cente rs of two 
opposite sides (Figure 2.8) . 
For consistency, t be second and third categories wi ll both use either simple av-
eraging or interpolation. Using interpolation should be more accurate, producing 
quicker convergence except when applied on a grid with uniform spacing. In this 
case, the inter polation becomes simple averaging. However simple averaging does 
work very well over a wide range of stretched grids as will be seen in the next chapter. 
This author believes that this is because any errors in prolongation are well suited 
for being smoothed qu ickly due to the local nat ure of each error. Thus, except, for 
rapidly varying solutions or highly stret.clt cl grids, it may not matter which method 
of prolongation is used. 
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2.5 Cycling Strategy 
Everything needed has been introduced about the implementation of multigrid 
except wben it is appropriate to move from one grid to another. Such a wide variety 
of strategies are possible , that discussing all o[ them could not be accomplished in 
a few pages . However , some thoughts on the subject will be mentioned. The fine 
grid should be iterated upon as li tLle as possible in comparison to the coarse grid . 
After upda ting the solution on t he fine grid, i t is generally desirable to spend a small 
number of iterat ions (10 or less) to remove any new high frequency components of the 
error function which may have been produced through the multigrid cycling process. 
In general, the more efficient the equatiou solver, the fewer the number of iterations 
needed on the fine grid each cycle. 
Se veral cycling strategies were tr ied with va,rying degrees of success. One, which 
was simple, performed very well compared Lo all of the others. This thesis wi ll deal 
only with that particular strategy which is known as the V-cycle. 
This description of t he V-cycle comes Crom Brandt [4]. The V-cycle, usually 
denoted as V(111, 112), starts on the fin est grid wi th v1 iterations and t hen t ransfe rs 
t he problem to the next coarser grid. This repeats unt il the coarsest grid is reached. 
On the coarsest grid , t he equations are usually either solved completely or 111 + 112 
iterations are performed. The problem then transfe rs back through progressively 
fin er grids with 12 iterations being made on each grid .including the finest grid giving 
a total of 11 + 112 iterations on t he fines t grid for each cycle . T his process repeats 
itself until the fin e grid problem is solved. The V-cycle receives its name from its 
zig-zag motion of switching from grid Lo grid (Figure 2.9). Solving the coa rsest grid 
equation completely was used in Chapter 2 since it was found to produce solutions 
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finest grid 
coarsest grid 
Figure 2.9: The V-cycle 
in fewer equivalent fine grid iterations for the sample problem solved with Laplace's 
equation . 
This concludes the introduct ion to multigrid methods. The next chapter will 
focus on applying multigrid methods to the two-dimensional Laplace's equation. 
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3. LAPLACE'S EQUATION 
3.1 Formulation 
Laplace's equation, also known as the potential equation , can be used to describe 
steady-state heat diffusion in a solid assumed to have constant thermal conductivity 
and no heat generation and will be used as a model equation to demonstrate the basic 
behavior of a multigrid algorithm before moving on to the more complicated Navier-
Stokes equations in the next chapter. In this sect ion, a mathematical formulat ion of 
Laplace's equation convenient for obtaining a solu tion in a general physical domain 
will be derived. 
3.1.1 Physical Coordinates 
The heat diffusion equation for a two-dimensional, isotropic solid in Cartesian 
coordinates is shown below: 
& ( ar) a ( &T) . aT - k- + - k- + q = pcv-
ox &x oy [)y &t 
(3.1) 
It is to be solved for the temperature field T(x, y, t ). The physical properties p1 
density; cv, specific heat at constant volume; and k, thermal conductivity may all be 
functions of temperature. The heat generation q can be a function of space, time, 
22 
and even temperature. For constant k, equation (3.1) takes the following form 
where a= k/ pcv is t he thermal diffusivity. If no heat generation exists and only the 
steady-state condi tion is of interest then the equation becomes Laplace's equation: 
(3.2) 
This equation is an elliptic partial differential equation whose solution has been 
determined analytically for some geometries and boundary condi t ions using Fourier 
series. (A discussion of these can be found in advanced heat transfer texts .) Due to 
its simplicity and applicability to a wide variety of problems, Laplace's equation was 
chosen for developing and debugging a simple multigrid algorithm. 
3.1.2 'n.·ansformed Coordinates 
In this study, a generalized coordinate transformat ion will be employed. If the 
grid is stationary, then the following generalized coordinate transformation can be 
used: 
~=~(x,y), ry=ry(x,y) , (=z 
The conservative form of the transformed Laplacian operator is given by 
(3.3) 
where 
n = 1, 2,3 
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gmn -- '7 tm . '7 tn ·, 1 2 3 1 2 3 v1, v1, m= , , , n= , , 
Some explanation of the terms in the above equation may be needed. The term r 
is a position vector of a node using the original Cartesian coordinate system while 
r~n is the derivative of r with respect to the transformed coordinates (~1 = ~ , 
e = ry, and e3 = ( :for the problem at hand). The term ./§ represents J , the 
J acobian of the transformat ion . Finally, \l~l is the divergence of the position vector 
in the transformed coordinates with respect to the original coord inates and can be 
calculated from the fo llowing formula: 
'7 l am x an v~ = ../9 j l = 1, 2, 3, L, m, n cyclic 
Evaluating the transformation equation (3.3) with temperature T, produces the fol-
lowing: 
[ ( xij ~ y~ T() + cY~Yt; x~x( T~) t + 
[ CY~Y(;x~xer() + ( xl;ylr~)L =o (3.4) 
Tbe application of the coordinate transformat ion described above has resulted in an 
equation in conservative form which will be discretized in a later section. 
3.2 Numerical Solution Algorithm 
In this sect ion, the numerical solut ion algorithm will be described. The discus-
sion will cover the discretization method, the grid generation scheme, metric term 
evaluation, the use of Gauss-Seidel iteration and the modified strongly implicit proce-
<l ure, boundary condi tions, convergence criterion, and the solution procedure. These 
topics will be discussed one by one. 
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3.2.1 Discretization Method 
The governing equation written in a generalized coordinate system for two-
dimensional heat conduction, equation (3.4), contains two types of terms: spatial 
second derivative terms and mixed spatial second derivative t.erms. The djscretiza-
tion method for each type of the derivative terms is described below except for the 
metric terms which will be discussed in a later sedion. Note that these have been 
simplified by 6.e = 6.TJ = l. 
• Spatial second derivative term,s 
These terms were differenced similar to the foJlowing second-order central dif-
ference formulas: 
a2r 
- = T·+1 - 2T +T· l 8~2 i z-
a2r 
aT/2 = Tj+l - 2T + Tj - l 
However, the difference method incorporated information at "half" nodes due 
to the a 's which represent combina tions of metric terms: 
8 ( 8T) ae a ae (a~~tl/2 -(a':Ll/2 
"i+1/ 2 (~~) i+l/2 -·i-l/2 (~Di-1/2 
The first derivative terms a t the half nodal points were evaluated in the follow-
ing fashion: 
oT = T· - T· a~ i+1;2 t+1 i 
8T 
ae i- 112 = ri - ri-1 
Expressions for the terms in the 1J direction were evaluated in a similar fashion. 
25 
• Mixed spatial second derivative terms 
These terms were differenced in a manner similar to t he following second-order 
central difference formula: 
First , the outside derivative was discreti zed: 
:~ (·~~·) = H (·~:ti -(·~:LJ 
Then the inside derivative was discretized: 
= ~ [ai+l (Ti+l ,j+l - Ti+l,j-1) - ai-l (Ti-1,j+l - Ti-l,j-1)) 
= ~ [ai+lTi+l j+l - ai+l Ti+l ,j - 1 - ai-1 Ti-1,j+l + ai - 1 Ti-l,j-1] 
Note the s imilarity between the final expression and the first expression. If the 
physical and computational domains are the same, then the final expression 
becomes the first expression. The d ifference expression for the other derivative 
where e and T/ are reversed was evaluated in a similar way. 
3.2.2 Grid Generation Scheme 
T he only geometry examined with Laplace's equation in this thesis is a one radian 
wide "wedge" cross-sect ion of a hollow pipe. Alternatively, this can be thought of 
as an area in polar coordinates (r, 0) bounded by r = r1 , r2 and 0 = 01 , 02 where 
02 = 01 + 1 radian. T he fi rst method whereby the mesh was generated was with 
grid lines that were equally spaced with constant radius or constant angle and were 
therefore simple to produce as can be seen by the sample grid in Figure 3.1. 
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Figure 3.1: A sample l 7xl 7 uniform grid 
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Addi tiona11y, many other grids were used with cell areas t hat varied with radius. 
T he ra te at which the cell areas vary will be referred to as the "cell area ratio" . A 
cell area ratio of 1.0 refers to a grid composed entirely of cells with equal areas as 
shown in Figure 3.2. On the other hand , a cell area ratio of any other value, say 
1.15, refers to a grid where each row of cells along the same radius has an area that is 
1.15 times the area of the previous row of cells as one moves with increasing radius. 
In this way, multigrid performance can be examined on a variety of stretched grids. 
Several figures showing grids generated wit h the range of cell area ratios used in the 
results can be found in Appendix B . 
3. 2 .3 Metric Term Evaluation 
The transformed coordinates for the discret ization were chosen conveniently as 
the polar coordinates, ~ = r and T) = 0. Therefore: 
r = r1 =} ~= 0 
r = r2 =} ~=~max 
() = ()l =} 17 = 0 
() = 02 =} 17 = fJmax 
Laplace's equation could have been transformed directly to cylindrical coordinates 
producing analytical expressions for the metric terms. However a generalized devel-
opment allows for easier changes to a lternate geometries, if so desired. 
All metric t erms were evaluated by a second-order central difference formula 
m accordance with the discretizat ion scheme described in a previous section. For 
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Figure 3.2: A sample 17xl 7 grid with equal cell areas 
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example xe at node i,j was evaluated with the expressjon 
ax xi+l/2 - xi-1/2 
a( ei+1;2-(i-1/2 
(3.5) 
Note that t he expression above requires informatjon at "half" node Locations. 
The evaluation of these terms was simplified by the grid generation scheme. A grjd 
was generated which was adually twice as "dense" as the grjd used to model the 
physical domain in order to evaluate these terms. However, metric terms evaluated 
at half node points did not require information at the half nodes. For example, x( 
at node i + 1/2, j was evaluated wjth the expression 
8x _ Xi+ l - Xi 
aei+1;2 ei+1 - ei 
(3.6) 
For t he symmetric boundaries (discussed in a later secbon), the interior equations 
were solved on the boundaries and thus requi.red the evaluat ion of metric terms on 
these boundaries. Also due to the simplicity of the grid generation scheme, it was 
quite convenient to generate a grid with additional points outside the actual physical 
domain and calculate the metric terms on the boundaries of t he physical domain in 
the same fashion as the interior metric terms. 
3.2.4 Gauss-Seidel Iteration 
This section wi ll describe how the Gauss-Seidel (GS) iteration scheme was ap-
plied to the system of algebraic equations. Although Gauss-Seidel iteration was not 
used to solve the Navier-Stokes equations in this study, using t he procedure with 
Laplace's equat ion provided an additional check that the multigrid solver was oper-
ating properly. 
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The well-known concept behind Gauss-Seidel iteration is to solve each equation 
one at a time for a single unknown where newly computed values are used as soon 
as they are determined during an iteration. Thus, what was needed was to rearrange 
each equa tion in terms of a single unknown variable with no two equat ions being 
solved for the same variable. Each equation was discreti zed about a single point 
which will commonly be referred to as i, j . The unknown temperature at t his point 
was solved for in each equation which provided t he best arrangement for diagonal 
dominance. 
After the governing equat ion had been discretized , coefficients existed for the 
temperature at nine nodes in a stencil including and surrounding the i,j node. These 
coeffi cien ts will be la beled here and throughout the thesis as Al , A2, A3 , .. . , Ag as 
shown in Figure 3.3. Expressions for t hese coeffi cients can be found in Appendix A. 
AS Al A2 
.I 'I.I \..J j+l 
, A7 A9 A3 
.., Li \.Li J 
A6 , A5 A4 
·~ ' .I ' .I j -1 
i-1 i+ l 
F igure 3.3: omputational cell 
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The governing equation can be written at node i,j as 
AlTj+l + A2Ti+l ,j+l + A3Ti+l + A4Ti+l ,j-1 + A5Tj - 1 
+A6Ti - l ,j - l + A
7
Ti- l + A
8
Ti- l ,j+l + A
9
Ti,j = 0 (3.7) 
The terms with coefficients A 1 through A8 were moved to the right-hand side and 
the equation divided by Ag to produce 
Ti,j = - { AlTj+l + A2Ti+l,j+l + A3Ti+l + A4Ti+l,j - l 
+A5Tj- l + A6Ti - l ,j-1 + A7Ti-l + A8Ti- l ,j+1} /Ag (3.8) 
which is in the desired solution form . 
3.2.5 Modified Strongly Implicit Procedure 
T his section will describe the applicat ion of a five-poin t version of the modified 
strongly implicit procedure (which will be referred to as just t he strongly implicit 
procedure or SIP in this thesis tbough it has been referred to as MSIP in the li tera-
ture) to the governing equation. The SIP solver is an incomplete LU method which 
will not be explained in detail here, bu t a description of the original strongly implicit 
procedure can be found by Stone [7], which .la ter became the modified strongly im-
plicit procedure by Schneider and Zedan [8], and can also be found in Anderson et 
al. [9] 
T he discretized equat ion was rewritten in to delta form. T he previously dis-
cretized equation (3.7) can be summarized in the following form: 
AT = O 
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where Tis a column vector of the temperatures at the grid points and A is a matrix of 
the coefficients of T . For each node there are nine, generally nonzero, coefficients on 
the left-hand side of the equation. Since a five-point version of the strongly implicit 
procedure was used, only five of the nine unknowns (those with coefficients A1, A3, 
A5 , A 7, and Ag) were treated implicitly in each scalar equation. The rest were lagged 
to the right-hand side. In order to write t he equa tion in delta form, Tn + 6.Tn+l 
was substituted for T at the five points treated implicitly while T n was substituted 
for T at the four points treated explicitly where n refers to the iteration level. This 
which can be rearranged to form: 
where 
A = Ae+ Ai 
The solution was then updated by computing T n+l = 6.Tn+l + T n after each 
iteration. In this fashion the four lagged points were treated explicitly, while the 
other fi ve were treated implicitly at each node. 
Of course, the four lagged points are treated implicitly for scalar equations writ-
ten at some of the other nodes. Also, the coefficients for the explicit points a.re those 
of the cross derivatives which disappear for an orthogonal grid which is the case 
for the results to be presented. Since these cross-derivat ive terms were still being 
computed numerically, they may have had some nonzero magnitude, but they would 
have been very small in comparison to the other coefficients. Therefore, despite the 
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treatment of these four points at each node, the solution procedure was still strongly 
implicit . 
3 .2.6 Boundary Conditions 
This section describes the boundary conditions which were used when Laplace's 
equation was being solved. For this study, only Dirichlet and symmetric boundaries 
were considered. The boundary conditions are described as follows: 
• Dirichlet 
When Gauss-Seidel iteration was used as the solver, T was simply fixed at the 
boundary. However, SIP solved equal.ions written in delta form. Therefore, 
when SIP was used, T was fixed at the boundary and the boundary equat ion 
was written as ~T = 0. 
• Symmetric 
The example problem to be discussed in this chapter involves a one-radian 
wide cross-section of a hollow cylinder with constant temperature on each of 
the inside and outside radii. This problem serves as a model problem, and 
an analytical form of the solution can be found in several heat transfer texts. 
Before solving the problem, a boundary condition needed to be selected for I.he 
constan t angle boundaries of the domain. An important thing to note about the 
analytical solution to this problem is that it varies only with radius. This fits 
the description of symmetry for a constant-angle boundary in that the solution 
can be reflected about any line of constant angle and correctly reproduce the 
solution. Thus, this type of boundary was selected for implementation on the 
constant-angle boundaries of the domain. The interior equation was solved on 
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the boundary, but the equation was rewritten such that the temperatures a(, 
the row of points outside the domain were set equal to the temperatures of the 
first interior row of points, thus, retaining the implicit character of the scheme. 
3.2.7 Convergence Criterion 
For the calculations in this chapter , the convergence criterion was based upon a 
maximum nondimensional change in temperature. This criterion is as follows: 
max (~T) o- 10 
---- <<:= l 
Tmax -
where max (~T) is the maximum change in temperature computed at a n iteration, 
and Tmax is the maximum temperature along the boundary (which is also the max-
imum temperature at any node). 
3.2.8 Solution Procedure 
The solution procedure for solving Laplace's equation without multigrid can be 
summarized as follows: 
1. Set the initial guess. 
2. Generate the mesh and metri c terms. 
3. Construct the left-hand coeffi cient matrix A. 
4. Construct the right-ha nd side vector. (SIP only) 
5. Call the Gauss-Seidel or the SIP solver and update the solu t ion , T (x, y ). 
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6. Go to step 3 and repeat un til either the steady-state solution or the specified 
maximum number of iterations is reached. 
After adding multigrid, the solution procedure becomes the following: 
l. Set the ini t ial guess on the finest grid. 
2. Generate the meshes and metrjc terms for all of the grids . 
3. Start on the finest grid . 
4. Perform v1 iterations. If this is the finest grid and the solution has converged, 
then stop. 
5. Transfer the problem to the next coarser grid: Restrict the residual, and set an 
initial guess of 6T = 0 for the correction. 
6. If thjs is the coarsest grid , solve completely. Ot herwise go to step 4. 
7. Prolongate the corrections to the next finer grid. 
8. Perform v2 iterations. Tf thjs is the finest grid and the solut ion has converged, 
then stop. If this is the finest. grid and the solu tion has not converged then go 
to step 4. Otherwise, return to step 7. 
It should be noLed that each iteration in the multigrid solu t.ion procedure is composed 
of sLeps 3 through 5 of the single grid solut ion procedure. 
3.3 Multigrid 
When multigrid was used, Laplace's equation was solved using the correct ion 
scheme io conjunction with the V-cycle st rategy which were both presented in the 
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previous chapter. Unless otherwise stated in the results, this section outlines the 
bas.ic details of the application of the multigrid scheme. 
When restricting, residuals at interior points were calculated using the 1/16 re-
stri ction operator described in the previous chapter while the residuals on the bound-
a ries were computed using direct injection. This was done to maintain the boundary 
conditions . For example, at a Dirichlet boundary, the residual is always zero, because 
the boundary condition is always satisfied since the temperature is known there. Us-
ing a weighted average for the residual at these boundaries wi ll produce a nonzero 
residual for these points on the coarse grid. If this happens, the solution to the coarse 
problem will produce nonzero corrections to these boundary points; thus, destroy-
ing the boundary. The prolongat ion operator used direct prolongation and simple 
averaging which was also discussed in the previous chapter. 
3.4 Results 
An application using mult igrid methods with Laplace's equation is presented 
and discussed in this section. The problem solved is a one-radian wide cross-section 
of a hollow cylinder presented earlier. The rad ius varies from one to two units. The 
temperature on the inside radius was fixed at 50 while the temperature on the outside 
radius was 100. T he initia l temperature for all other points was 75. 
The cycl ing strategy used was the V-cycle with, perhaps unusual , settings of 
v1 = 0, v2 = 3 when Gauss-Seidel iteration was used as the smoother and v1 = 0 
v2 = 1 when S CP was used as the smoother. This means that the problem was 
transferred to the coarsest grid immediately at the very beginning of t he cycle. The 
coarsest grid problem was solved completely, and v2 iterabons were made on each of 
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the successively finer grids including the finest grid. These settings for the parameters 
were found to be nearly optimal when four levels were used. When fewer levels were 
used, parameters with higher values produced better resul ts. However, the purpose 
of these results is to illustrate the general characteristics of multigrid performance 
rather than what mult igrid can do with a high degree of optimization. 
The first calculations made were those comparing the effects of varying the num-
ber of grids (1 to 4) and the sizes of a uruform gr id (l 7xl 7) 33x33, 65x65, and 
129xl29). Since each grid was composed of approximately one-fourth as many points 
as the previously finer grid ) an iteration on each grid was considered to be worth 
one-fourth of the computational effort of an iteration on the previously finer grid. In 
that way, the computational effort of an iteration on each coarser grid was considered 
to be worth 1/4, 1/16/ , and 1/64 of the computational effort of an iteration on the 
finest grid respectively. In the same fashion, a term will be defined for expressing 
computational effort called a "work unit" ( wu) or an "equivalent fine grid iteration". 
An iteration on the finest grid is worth one work unit of computational effort while 
iterations on each coarser grid is 1/4, 1/16) and 1/64 of a work uni t in computational 
effor t respectively. Tables 3.1 and 3.2 with accompanying figures show the total num-
ber of work units needed to reach convergence using SIP and Gauss-Seidel iterat ion 
respectively. Tables 3.3 and 3.4 look at the ratio of total work units used without 
using rnultigrid compared to those using multigrid. These were calculated directly 
from the data used to created the two previous tab les. 
Three trends can be seen from Tables 3.3 and 3.4. First of all , the factor that 
multigrid improves convergence by improves with increasing number of levels. This 
is to be expected since each time a level is added, informat ion can propagate roughly 
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Table 3.1 : SIP equivalen~ fine grid iterations 
using uniform grids 
#levels 17 x 17 33 x 33 65 x 65 129 x 129 
1 92.00 324.00 1168.00 4220.00 
2 40.75 97.75 276.50 834.25 
3 15.81 20.38 34.75 80.25 
4 13.41 13.95 15. 19 18.98 
Legend 
El 1 level 
"' 2 levels 
3 levels 
I'> 4 levels 
number of grid points 
Figure 3.4: SIP equivalent fine grid iterations using uniform grids 
105 
104 
$ ·c: 
10 3 ;'.) 
~ 
0 ;: 
10 2 
39 
Table 3.2: Gauss-Seidel iteration equivalen t fine 
grid it,erations using uniform grids 
#levels 17 x 17 33 x 33 65 x 65 129 x 129 
1 646.00 2327.00 8343.00 29690.00 
2 175.50 532.50 1635.25 50:30.00 
3 46.50 80.00 178.81 495.06 
4 35.42 41.02 49.38 77.53 
Legend 
a 1 level 
o 2 levels 
3 levels 
4 levels 
number of grid points 
F igure 3.5: Gauss-Seidel iterat.ion equi valen t fine gr id iterat ions using uniform grids 
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Table 3.3: SIP work unit improvement 
using uniform grids 
# levels 17 x 17 33 x 33 65 x 65 129 x 129 
2 2.26 3.31 4.22 5.06 
3 5.82 15.90 33.61 52.59 
4 6.86 23.22 76.91 222.29 
Table 3.4: Gauss-Seidel iteration work unit 
improvement using uniform grids 
# levels 17 x 17 33 x 33 65 x 65 129 x 129 
2 3.68 4.37 5.10 5.90 
3 13.89 29.09 46.66 59.97 
4 18.24 56.73 168.97 382.94 
a factor of 2 faster on the coarsest grid. 
Secondly, the factor of improvement increases with increasing grid size. This is 
due to the total number of points which information needs to travel through to reach 
the center of the domain. The fewer the number of points from the boundaries to 
the center , the less that the rate of convergence can be improved. Combining these 
first two observations, as the number of levels increases, the number of equivalent 
fine grid iterations becomes less dependent upon the number of grid points. 
Finally, Gauss-Seidel is improved more by multigrid than the strongly implicit 
procedure is. This is because SIP is a more efficient solver in that all equations are 
solved simultaneously over the entire domain rather t han one at a time with each 
being influenced by a few local points. Similar results when comparing multigrid 
performance with different equation solvers were fo und by Miller and Schmidt [10]. 
Examining the number of work units provides only an estimate of t he amount 
by which a code is improved. A more desirable rating of improvement may be t he 
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cpu time expended to solve the cases presented. Tables 3.5 and 3.6 along with 
their accompanying plots list the number of cpu seconds used to solve the same cases 
presented in Tables 3.1 and 3.2 whi le 'fables 3.7 and 3.8 show the ratio of improvement 
in cpu time of the mult igrid solution procedure over the single grid case. The code 
which performed these cases is written in FORTRAN and was compiled with the 
flags +es -R8 -K + OP3 on an HP9000/730 worksta tion running HP-UX 8.07. In 
all cases, the program was compiled with array dimensions of the maximum case 
solved (129x129) and required some minor corrections and recompiling in order to 
change the number of levels. A handful of cases were run more than once and the 
cpu time for these cases showed a variation of about. +/- 5% of t heir average value. 
Some variation is to be expected since workstations are capable of multitasking which 
affects cache memory, and t his particular machine wa.s often shared simultaneously 
by other researchers and other tasks performed by the author. 
Interestingly, as the number of levels increased, the advantage of using SIP over 
Gauss-Seidel iteration in terms of cpu time expended drast ically decreased and nearly 
disappeared. T his would seem to ind icate that. using Gauss-Seidel iteration may be 
more or just as attractive to use as a smoother compared to SIP when four or more 
levels a re used when solving Laplace's equation. This especially true when taking into 
account the simplicity and the low amount of memory requi red of by Gauss-Seidel 
iteration compared t.o SIP. 
Additional cases were performed to examine the effects of grid st retching along 
with restriction and prolongation operators. Tables 3.9 through 3.12 (each wit h an 
accompanying p lot) show the number of work unit.s required lo converge on a l 7xl 7 
gt:id when the prolongation operator, restriction operator, and grid are varied. All 
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Table 3.5: SIP cpu seconds using uniform grids 
# levels 17 x 17 33 x 33 65 x 65 129 x 129 
l 0.26 1.97 26.25 399.76 
2 0.27 1.37 9.62 94.40 
3 0.20 0.85 4.48 22.00 
4 0.22 0.82 4.07 17.28 
10 3 
Legend 
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Figure 3.6: SIP cpu time using uniform grids 
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Table 3.6: Gauss-Seidel iteration cpu seconds 
using uniform grids 
# levels 17 x 17 33 x 33 65 x 65 129 x 129 
1 0.80 9.61 176.44 2499.29 
2 0.47 3.14 35.87 445.60 
3 0.26 1.23 7.28 55.58 
4 0.27 0.92 4.79 21.21 
Legend 
El 1 level 
o 2 levels 
3 levels 
I> 4 levels 
number of grid points 
F igure 3.7: Gauss-Seidel iteration cpu t ime using uniform grids 
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Table 3.7: SIP cpu time improvement 
using uniform grids 
#levels 17 x 17 33 x 33 65 x 65 129 x 129 
2 0.96 1.44 2.73 4.23 
3 1.30 2.32 5.86 18.17 
4 1.18 2.40 6.45 23.13 
Table 3.8: Gauss-Seidel iteration cpu time 
improvement using uniform grids 
#levels 17 x 17 33 x 33 65 x 65 129 x 129 
2 1.70 3.06 4.92 5.61 
3 3.08 7.81 24.24 44.97 
4 2.96 10.45 36.84 117.84 
other details of problem are the same as for the first set of results . The results shown 
in Tables 3.9 and 3.10 were genera ted with two levels while the results in Tables 3.11 
and 3.12 were generated with four levels. For comparison purposes, Table 3.13 shows 
how the single grid problem performed as the mesh was stretched. The operators 
compared are 1/ 16 weighting restriction, area weighted restriction, simple averaging 
prolongation, and interpolation prolongation. All o{ which were discussed in the 
previous chapter. 
The term "cell area ra tio,, in the tables refers to how the grid was generated. 
Each row of cells, moving away from the inside radius, were generated with an area 
which was the cell area ratio times the area of the previous row. In that way, a cell 
area ratio of 1.0 refers to a grid where every cell in the mesh has the same area. 
Also, a cell raLio of say 1.1 specifies that the cells in each row moving away from the 
inside radius each have an area 1.1 times the area of the cell s in the previous row. 
Each grid shares the same inside boundary radius of one unit and the same outside 
45 
Table 3.9: Transfer operator comparjson usjng SIP and 2 levels 
1/16 restriction area restrjction 
cell simple averaging interpolation simple averaging interpolation 
area prolongation prolongation prolongation prolongation 
ratio (work uni ts) (work units) (work units) (work units) 
0.80 36.00 34.75 33.25 32.25 
0.85 40.75 38.75 37.25 36.75 
0.90 45.00 45.75 44.25 42.50 
0.95 48.50 48.25 48.75 48.50 
0.96 49.50 49.50 49.00 49.25 
0.97 48.25 48.50 48.00 48.50 
0.98 48.25 48.25 48.00 48.25 
0.99 47.75 47.75 47.75 47.75 
1.00 45.50 45.25 45.50 45.25 
1.01 44.25 44.25 45.25 45.00 
1.02 41.75 41.75 43.50 43.25 
l.03 36.50 37.00 41.50 41.50 
1.04 39.50 39.50 39.00 39.00 
1.05 40.00 40.00 34.25 34.00 
1.10 35.75 35.00 34.50 34.50 
1.15 30.00 29.50 29.00 29.00 
1.20 26.50 26.00 25.50 25.00 
1.25 22.00 23.00 22.25 22.25 
boundary radi us of two units while the cell area ratio was varied from 0.80 to 1.25 
(see Appendix B to examine several of the actual grids used). 
The figures accompanying the four tables are plotted as the ratio of work un its 
to t he work units needed to solve the 1/ 16 restrict ion used with simple averaging 
prolongation case. Tberefore, the 1/ 16 res triction used with simple averaging prolon-
gation case is p lot ted as a st raight line at y = 1.00. Those cases performing better 
plotted below this line and vice versa. 
The interpolat ion prolongat ion with the area weighted rest rict ion generally per-
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Figure 3.8: Transfer operator comparison using SIP and 2 levels 
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Table 3.10: Transfer operator comparison using GS iteration and 2 levels 
1/16 restriction area restriction 
cell simple averaging interpolation simple averaging interpolation 
area prolongation prolongation prolongation prolongation 
ratio (work units) (work un i ts) (work units) (work uni ts) 
0.80 477.50 434.25 436.50 402.25 
0.85 526.50 485.50 486.00 448.50 
0.90 508.75 477.00 479.75 452.75 
0.95 l!Ql.25 387.50 387.50 375.50 
0.96 372.00 361.00 360.25 350.75 
0.97 341.25 332.00 332.50 325.00 
0.98 310.25 304.75 303.50 298.25 
0.99 280.00 276.00 277.50 273.50 
1.00 251.75 249.75 251. 75 249.75 
1.01 225.00 223.25 228.75 228.00 
1.02 195.75 195.75 209.50 209.50 
1.03 177.00 177.00 194.00 193.75 
1.04 190.75 ] 90.75 179.00 177.00 
1.05 194.00 193.50 156.75 156.75 
1.10 214.00 209.75 181.00 182.75 
l.15 260.75 254.50 222.25 221.00 
1.20 303.25 292.75 264.75 260.25 
1.25 343.25 327.00 302.50 293.25 
-0 
0 
:p 
~ 
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Fjgure 3.9: Transfer opera tor comparison using GS iteration and 2 levels 
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Table 3.11: Transfer operator comparison using SIP and 4 levels 
1/16 restriction area restriction 
cell simple averaging interpolation simple averaging interpolation 
area prolongation prolongation prolongation prolongation 
ratio (work units) (work units) (work units) (work units) 
0.80 17.4375 17.4219 14.7344 14.7500 
0.85 18.7813 17.4375 16.0938 16.0938 
0.90 18.7656 17.4375 17.4219 16.0938 
0.95 16.0938 16.0938 16.0938 16.0938 
0.96 16.0938 16.0938 16.0938 16.0938 
0.97 14.7656 14.7656 14.7656 14.7656 
0.98 14.7656 14.7500 14.7656 14.7500 
0.99 14.7656 14.7500 14.7656 14.7500 
1.00 13.4219 13.4219 13.4219 13.4219 
1.01 13.4219 13.4219 13.4219 13.4219 
1.02 13.4219 13.4219 13.4219 13.4219 
1.03 13.4063 13.4063 13.4219 13.4219 
1.04 13.4063 13.4063 13.4063 13.4063 
1.05 13.4063 13.4063 13.4063 13.4063 
L.10 13.4219 13.4063 13.4063 13.4063 
1.15 13.4063 13.4063 13.4063 13.4063 
1.20 13.4063 13.4063 13.4063 13.4063 
1.25 12.0781 13.4063 13.4063 13.4063 
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Figure 3.10: Transfer operator comparison using SIP and 4 levels 
51 
Table 3.12: Transfer operator comparison using GS iteration and 4 levels 
1/ 16 restri ction area restriction 
cell simple averaging interpolation simple averaging interpolation 
area prolongation prolongation prolongation prolongation 
ratio (work uni ts) (work units) (work units) (work units) 
0.80 198.1094 167.2813 167.0781 142.2500 
0.85 167.5156 147.5781 151.4375 135.5313 
0.90 127.9375 1 L5.9844 121.8438 110.9219 
0.95 83.3125 78.2969 80.3125 75.2969 
0.96 74.3906 70.3594 72.3594 68.3594 
0.97 66.'1063 63.4219 64.4063 62.3594 
0.98 59.4375 56.4531 58.4063 55.4219 
0.99 52.4531 50.4531 51.4375 50.4375 
1.00 46.4531 44.4688 46.4531 44.4688 
1.01 40.4375 40.4063 40.4844 40.4844 
1.02 35.4063 35.4063 38.3906 38.3906 
1.03 35.5156 35.5000 35.3906 35.3594 
1.04 35.5313 35.5313 34.48411 34.4531 
1.05 35.5938 35.5625 35.5156 35.5156 
1.10 42.5625 42.5938 42.5156 40.5313 
1.15 64.5781 66.2969 58.3281 59.2031 
1.20 88.5781 90.2813 75.1094 78.0000 
1.25 120.5938 106.4063 87.8750 86.8750 
1.15 
1.10 
1.05 
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Figure 3.11: Transfer operator comparison using GS iteration a11d 4 levels 
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Table 3.13: Total iterations on a single 
stretched grid 
cell area ratio GS iterations SIP iterations 
0.80 342 35 
0.85 424 46 
0.90 529 64 
0.95 628 85 
0.96 643 88 
0.97 655 92 
0.98 663 94 
0.99 668 96 
1.00 669 96 
1.01 665 96 
1.02 656 94 
1.03 643 90 
1.04 623 84 
1.05 593 79 
1.10 558 73 
1.15 498 55 
1.20 433 41 
1.25 383 32 
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formed best in most cases, especially in the more extreme cases of stretching. The 
case of 1/16 restriction and interpolation proJongation and the case of area. restri ction 
an<l simple averaging prolongation varied about equally for second best . 
Only near a cell area ratio of abo ut l.01 to 1.03 did ] /16 rest riction with simple 
averaging prolongation perform much beLter than the others which was somewhat 
of a surprise. Note that on a grid with a cell rat io of 1.0, area restriction becomes 
1/16 res triction and on a uniform grid, interpolation prolongation becomes simple 
averaging prolongation. Therefore, tbis case was expected to give its best perfo rmance 
in this range of cell area ratios, but was not expected to perfo rm better than the other 
cases. In order to veri fy that t he transfer operators were coded correctly the two 
restriction operators were checked to see if they used the same number of work units 
when the celJ area. ratio was 1.0 and the two prolongation operators were checked to 
S<"e if they used the same number of work uni ts when a un iform grid was used. In a ll 
cases, bot h checks m atched exact ly, though data fo r t he uni form grid a re not shown 
in t he tab les . 
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4. NAVIER-STOKES EQUATIONS 
The application of multigrid to a Navier-Stokes code will be discussed in this 
chapter. The code to be presented is a modified prerelease version of ALLSPD, a code 
being developed by the Aerothermocbemistry Branch of the NASA Lewis Research 
Center for chemically reacting flows in aeropropulsion systems. However, the version 
of the code employed in this study did not contain the terms necessary for chemically 
reacting flow nor turbulence. It should be noted that the focus of this study is to 
examine the mult igrid method in conjunction with this Navier-Stokes solver and not 
the Navier-Stokes solver itself. Therefore, the presentation of the solver may seem 
rather condensed. Addi tional discuss ion of the solver can be found in J. S. Shuen et 
al. [11]. 
4.1 Formulation 
In this section , the mathematical equat ions which model fl uid flow, the Navier-
Stokes equations, are presented. They state the conservat ion of mass, momentum, 
and energy. The usual form of these equations for a Newtonian fluid can be expressed 
as fol1ows: 
Dp ... -+ p\1·v=0 
Dt 
(4.1) 
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p- =g - '\lp+- J.L - 2 +- --8"-D v a [ ( au . fJu j) 2 OU kl 
flt ox j ox j OXi 3 '/, ) OX k (4.2) 
De _, [)Q _, 
p- + p'\l . v = - - '\l . q + cp 
Dt fJt 
( 4.3) 
where pis the density, V is the velocity vector, p is the hydrostat ic pressure, e is the 
internal energy per unit mass, § is the body force, and 8ij is the Kronecker delta 
function: 
{ 
1 if i = j 
8·. -
'/, J - 0 if i =I= j 
The quantity ~9 represents beat energy production by external agencies, q is the 
heat conduction, and <P is the dissipation function. Fourier's law of heat conduction 
will be assumed to apply so 
q = -k'\lT 
The dissipation function for a Newtonian fluid in a Cartesian coordinate system is 
[ 2 2 2 2 2 2 2 ( )2] <P = µ2(ux+vy+wz)+(vx+uy) +(wy +vz) +(ttz +wx ) -3 ux+vy+wz 
The ideal gas equation of state and an equation fo r viscosity are used to close the 
system. Equations ( 4.1)-(4.3) are the general form of the governing equations written 
in Cartesia n coordinates. 
In the following sect ion, t he appropriate form of the governing equations for 
two-dimensional compressi ble flows will be derived followed by a section on applying 
an all-Mach-number formulation to the system of equations. 
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4.1.1 Governing Equation 
The two-dimensional Navier-Stokes equations are obtained from equations (4 .1 )-
( 4.3) by dropping terms in the third dimension. T hey are recas t in a strong conser-
vation law form as follows: 
8Q o(E-Ev) 8(F-Fv) 
f)t + ox + f)y = 0 ( 4.4) 
where 
p 
Q= 
pit 
pv 
pu 0 
E = 
pu2 +p 
Ev= 
Txx 
puv Txy 
(pEt + p) u urxx + vrxy - qx 
pv 0 
F = 
p·uv 
Fv = 
Txy 
pv2 + p ryy 
(PEt + p) v UTxy + vryy - qy 
where qx and qy a re t he x and y components of the heat conduction vector q respec-
tively, Et is t he total energy per uni t volume which is defined as: 
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and the rxx, Tyy, and rxy are the shear stresses which are defined as follows: 
Txx = ~µ ( 2au _av) 3 ax 8y 
ryy ~µ (2 av - atL) 
3 fJy fJx 
rx y = µ (fJu + ov) ay ax 
whereµ for air is determined by the Sutherland formula shown below: 
c r3/2 
µ = i+ c 2 (4.5) 
The Sutherland constants C1 and C2 are: 
C1 = 1.45 x 10- 6 kg/(ms JK), C2 = 110.4 ]( 
The body force term g has been neglected in equation ( 4.4) since body forces 
were not considered in this study. 
4.1.2 All-Mach-Number Formulation 
The computation of low speed flows is difficult for Lbe mosL widely used compress-
ibJe fl.ow algorithms. The fluid velocity for flows of interest in combustion applicat ions 
is much smalle r than the acoustic speed , yet the density varia tion is too significant to 
permit the usf' of incompressible solvers. In aeropropulsion system s, com pressibility 
effects are significant due to heat release. Numerical a lgor ithms developed for com-
pressible flows encounter difficulties when app lied to low Mach number flows due to 
two well-recognized reasons. 
First, the two-dimensional Euler equations have the eigenvalues u, u, u + c, and 
·u - c (in the x-direction). As the Mach number becomes small, these eigenvalues 
differ by orders of magnitude, making the syst rn very st iff. 
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The second problem of the compressi ble equations aL low Mach numbers can be 
examined by nondimensionalizing the inv iscid momentum equation. The four bas ic 
reference quanl,it,ies chosen for tbjs nondimensionabzation will be uref velocity, Pref 
density, Pref pressure, and Lref length. A reference t ime and speed of sound can 
be defined as tref = Lre f fvr ef and cref = /rPreff Pref respectively. After 
nondimensionaJization , the two-dimensional inviscid x-moment um equation can be 
written in the following form : 
where Nlref is the reference Mach number and the> superscript * denotes a nondi-
mensional quantity. The magni tude or the var iables in the time and convect ive terms 
in I.he equation remain in the orde r of unity as the Mach number approaches zero; 
however, Lhe expression being differenced in t he numerator of the pressure gradient, 
term becom es very large. When differenced, this results in large roundoff error wh ich 
can prevent the calculation of low Mach number flows from converging. 
In order to avoid the roundoff problem due in the pressure gradient. the pressure 
was decomposed into a reference pressure and a gauge pressure 
p (x,y,t) =Po+ Pg (x,y, l ) 
Since Po is constant its contri but ion to the pressure gradient terms in the momentum 
equat ions is zero leaving only the derivative wilh resped to the gauge pressure. To 
max imize t he benefit of this decomposit,ion, p0 shou ld consist of the majority of p. 
If Po is chosen properly, the magnit ude of t he expression in the numeraLor of the 
pressure gradient term in the nondimensional momentum equation becomes of order 
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unity as the Mach number approaches zero, therefore removing the large roundoff 
due to this term. 
Even though the pressure decomposition procedure removes the roundoff prob-
!ems associated with the pressure gradient term at low Mach numbers, it also creates 
further problems in that Pg does not appear in the dependent variable Q (equation 
4.4), and thus it is impossible to express the vectors E, F , Ev, and Fv as functions of 
Q alone. Pressure is not one of t he dependent variables of conven tional compressible 
flow algorithms but is calculated from the dependent variab les and the equal. ion of 
state. To avoid contamination of the pressure field by roundoff error it is necessary 
to let Pg be one of the dependent, variables. 
The other major difficu lty to be overcome at low Mach numbers is the stiffness 
o[ the system of equations mentioned earlier. The st.iffness is due to the fact that tbe 
solution scheme at tern pts to honor two characteristic speeds (or times), one associated 
wi t h the convective velocities and the other associated with the acoustic speed. This 
clifficu1ty is overcome by preconditioning which int,roduces pseudo-time terms and 
clusters the characterist,ic speeds for the new problem in pseudo time very close to 
the convective speed. 
The equations are transformed into a curvilinear coordinate system and returned 
to conservative form in order to have better conservative properties and the ability 
to capture shock waves. The result ing equations are 
(4.6) 
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where the preconditioning matrix rand the primiti ve variable vector Q are given as 
l 0 0 0 7J 
u p 0 0 A ] 
f = 7J Q=-
v 0 0 J 7J p 
H 0 0 p 7f 
where H is the total enthalpy of the gas: 
H = h + ~ (u2 + v2) 
The vectors Q, E, F, Ev, and Fv are defined as 
Q=Q 
J 
E = ~(exE+eyF) 
F = ~ (11xE+17yF) 
Ev= ~ (faEv + ~yFv) 
Fv = ~ (11xEv + 11yFv) 
Pg 
u 
v 
H 
In the above expressions ~ and 17 are the generalized spatial coordinates. The ~x, ey , 
T/x , and T/y are the met ric terms and the J is the transformat ion J acobian. ote t hat 
the t ransformations above do not transform time because the grids in t his study will 
be stationary. T he vectors Q, E, F, Ev, and Fv are closely related to those presented 
in equation ( 4.4) with the exception that the pressure in the momentum equations 
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has been replaced by the gauge pressure as shown below: 
Q= 
pu 
E = 
pu2 + Pg 
puv 
(pEt + p) u 
pv 
F = 
puv 
pv2 + Pg 
(pEt + p)v 
p 
pu 
pv 
pEt 
Ev= 
Fv = 
0 
Txx 
Tx y 
uTxx + VTxy - qx 
0 
Txy 
Tyy 
lLTxy + VTyy - qy 
One of the advantages of the duaJ time-stepping method is that the convergence 
of the iterative process is determined by the eigenvalue characteristics of the pseudo-
time space and not by the eigenvalues of the original stiff sys tem. The eigenva lues 
(in the e-direct ion) in the pseudo-time space can be obtained from the matrix r - l A, 
where A is the Jacobian 8EjfJQ. The eigenvalues (in the e-dircction) for a real gas 
are 
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where a1 = ~x, a2 = ~y, U is the contravariant velocity component. defined as 
U = a1 u + a2v, and c is the speed of sound. To obtain well-conditioned eigenvalues, 
the scaling factor /3 is taken to be 
( 
2 2 2 ) (3 = max u + v , vrr f 
where vre f is the reference velocity used t.o calculate t he Reynolds number making 
all t he eigenvalues of the same orde r of magnitude. 
A local t ime-stepping method is used for the pseudo-time steps. The local t ime 
steps are determined by: 
dtral 
t1 Ti ,j = - 1-;::=2==2 
V )..~ + .A11 
where .X~ and >..77 are the first eigenvalue li sted in eq uation (4.7) in the ~-dir<'ction 
and 77-direction respectively evaluated with information at the local node i,j . The 
term dlrat is simply a user selected const.ant. used as a means of scaling the local 
pseudo-time steps and was manually optimized to the nearest 0.5 to produce t be 
fewest number of work units. Optimized values typically ranged from 4 to 12. 
4.2 N umerical Solution Algorithm 
In this section , t he numerical solution algorithm will be described. The dis-
cussion will cover the dual time-stepping integration procedure, the lincarizat ion 
method , explicit smoot hing, t he discretizat ion method, the grid generation scheme, 
met ri c term evaluation , boundary condit ions and implementation convergence cri-
terion, and the solution procedlll'e. These topics will be described one by one. This 
section will not cover however, the multigrid algori thm. 
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4.2.1 Dual Time-Stepping Integration Procedure 
T he ALLSPD code uses a dual t ime-sLcpping integration method to obtain time-
accuraLe solutions for time-evolving problems. An implicit iLerabve procedure is used 
fo r asymptotic time-marching in pseudo Lime. The solution converged in pseudo time 
corresponds Lo a t ime-accurate solution in physical time. One advantage of t he dual 
t ime-stepping method is that the convergence of Lbe iterat ive process is determined 
by the igenvalue characteristics on the pseudo-time space and not by the original 
stiff eige nvalues. 
A general dual-Lime marching procedure is used for equation ( 4.6) by using a 
three-level backward differencing for physical time, an Euler implicit differencing for 
pseudo time, and a cent ral differencing for space. 
4.2.2 Lineat·ization Method 
T he system of equations can be written in the following form: 
rr only steady-state flows are of interest then this can be accomplished by setting 
6.t = oo and marching only in pseudo Lime or by performing a single iteration at 
each time step. 
T he terms at the k + 1 time lev I need to be lineari zed for the construction o( 
an implicit time marching scheme. The inviscid J acobians used in the linearization 
a rc defined as 
a(J 
T=-. 
fJQ' 
at 
A=-. 
oQ 
B = fJ~ 
aQ 
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where 
1 c;r c;J' -c%T RT 
u P (i + c~~) 5 -c;r RT T= p 
v 5 P (1 + c;~) -c~r RT p 
H ?Jf ?Jf p (1- ~) RT-1 Cp p 
u pal P0 '2 -!;~· 1IT 
01+1lf p(U + uo1) puo2 -¥ff A= Cp 
02+1l!r pv0:1 p (U + va2) -s Cp 
UH 
pH (a1 + ~~·) 7lT pH (a2 + vU) cp1' pU<P 
and 
H 
U = a1u+a2v, 0: 1 =ex , a2 = ey, <l>= l --cpT 
The Jacobian matrix B is obtained by letting O] = 7Jx, 02 = 1Jy· 
If the definition of the differential operator for the viscous terms is 
L (QA) = fJEv 8Fv 
v ae + a11 
then the viscous terms can be linearized in the following manner 
( A) k+ i ( A) k ( a a a 8 ) A Lv Q = Lv Q + ae Ree ae + a,,, R1111 811 6.Q 
After linearization, the equation becomes 
{ 
6.r (aA a 8) (aB a a ) }k A r + 6.t T + 6.r 7if - ae Ree ae + 6.r 817 - 817 R177J 07J 6.Q 
= -6.r (R)k ( 4..9) 
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where 
When the equation converges in pseudo time at the n + 1 physical time level, the 
r ight-hand side goes to zero and Qn+ 1 = Q ( Qk+ 1) provides the time accurate 
solution. 
The discretization of the derivative terms will be described in a later section. The 
final equat ion ( 4.9) is solved by a :five-point coupled version of the modified strongly 
implicit procedure. The strongly implicit procedure was first presented by Stone [7], 
la ter modified by Schneider and Zedan [8], a nd extended to a coupled system by 
Chen and Pletcher [12]. 
4.2.3 Explicit Smoother 
A second-order explicit term of the form shown below was added to the right-
hand side of the equations in order to smoot h the variables: 
where ax and ay are parameters to control the amount of smoothing desired and r 
is the preconditioning ma trix. In all cases, a small amount of smoothing (ax= ay = 
0.01) was used for consistency. 
4.2.4 Discretization Method 
The governing equations wri tten in a generalized nonorthogonal coordinate sys-
tern for two-d imensional compressibJe flows, equation (4 .9) contain four types of 
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terms: time derivative terms, spatial first derivative terms spatial second deriva-
tive terms, and spatial cross derivative terms. T he di scretization method for each 
type of deri vative term is described below. It shoul<l be noted that the following dis-
cretization method, in general, was applied to the interior points only. The boundary 
equations were discretized in their own unique way and will be described in the section 
entitled «the boundary conditions and imple mentat ion,, . 
l. Time derivative terms 
Letting ¢ be a general dependent vari abl a first-order accurate forward differ-
ence was used such as: 
Note: Unless otherwise noted no subscript for the dependent variable,</>, means 
that .it is evaluated at the center point , i.e., (i , j) . Furthermore, only those 
subscripts that are incremented fo r the (i,j) level will be shown. For example, 
..J.n+ l ·11 b •t ..J.n+l 'f'i+l,j w1 e wn ten as 'f'i+ l 
2. Spatial first derivative terms 
A second-order cen tral difference formu la was used for these terms such as: 
(
fJ<P ) n+l _ I ( n + l n+l) 
fJ( - 2 <Pi+l - <Pi- 1 
( fJ</> ) n+l = ~ (¢7!-+1 - ¢7!-+ l) 07] 2 J + l J - 1 
where 6( = 677 = 1 is assumed. 
3. Spatial second derivative terms 
These terms were evaluated in a fashion similar to the second-order central 
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difference formula: 
8 <I> = (<1>7:t+ l _ 2<1>n+ 1 + <1>7:+ l) ( 
2 ) n+l 
ae2 i+1 i-1 
However, these derivatives in t he equations often appeared as and were evalu-
ated in the fo llowjng form : 
a ( 8¢>) n+ 1 ( 8¢> ) n+ 1 ( 8</>) n+ 1 
ae a a~ = a()~ i+ l/2 - a a~ i-1/2 
where i + 1/2 indicates a location ha lfway between i and i + l ; and i - 1/2 
denotes a locat ion halfway between i - l and i; and a represents a combination 
of metric terms and viscosi ty in the viscous terms in the momentum equations 
and the coefficient to the conduction terms in the energy equation. The values 
of ai+l/2 a nd ai - l/2 were determined as follows: 
ai+l /2 = ~ (ai + ai+l) 
ai-1/2 = ~ (ai + ai-1) 
The first derivative terms at the ha.If nodal points were evaluated as follows: 
(
8</>) n+ 1 = q)7:+ 1 - ¢7:+ l 
ae i+1/2 i+1 i 
( 
8</>) n+ l = </>~+ 1 - </>~+ 1 
ae i-112 i 1.- 1 
The expressions for the terms in t he 17 direction were evaluated 111 a simjla.r 
man ner. 
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4. Spatial cross derivative terms 
These terms were evaluated in a fashion simila r to the second-order central 
difference formula: 
8 ( fJ<P )n+l _ 1 ( n+l n+l n+l ..J.n+l ) a~ 817 - 4 <Pi+1,j+1 - <Pi+1 j - 1 - </>i - 1 )+1 + 'i-'i - 1,j - 1 
As with the previous set of derivative t erms, t hese often appeared in a different 
form in Lhe equations which was accommodated for: 
~ (a fJ </> )n+l = ~ [a· (8</> ) n+l _a· ( 8 </> ) n+ ll 8t 817 2 i+l 817 . i - 1 8n . .. i+ l ., i-1 
where t he first derivaLi ve terms were evaluated as: 
( fJ</> )n+ l = ~ ( ¢7:2+ 1 . - ¢7.l+ l . ) 071 i+l 2 i+l ,; + 1 z+ l ,; - 1 
(
8</> ) n+ l _ l ( n+l n+ l ) 
817 i- l - 2 cfoi - 1,j+ l - </>i-1,j - l 
4.2.5 Grid Generation Scheme 
For a ll geometries considered in this study the grids were generated by algebraic 
means. Grid clustering was achieved near boundaries when needed by using the 
following Roberts transformation : 
1 (!3+ y 2a+ l h - 2a ) * _ ( 1 ) n [3- y 2o+ 1 h + 2a 
y - a + - a ln [%! n ( 4..10) 
where y* is a coordinate in the Lra nsformed domain , y is a coordinate in the physical 
domain and h is the maximum values in the y direction. 
For this Lransforma tion , if a = 0 t he mesh will be refin ed near y = h only, 
whereas, if a = 0.5 the m esh wi ll be refined equally near y = 0 and y = h. In the 
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actual computation the inverse transformation of equation (4.10) is more useful. The 
inverse transformat ion is: 
(P + 2a) [~] [ (y* -a )/(l-a) j _ P + 2a 
Y = h { [iill] [(y*-a)/(1-a)]} 
(2a+ i ) i + R 
(4.11) 
In equations ( 4.10) and ( 4.11), f3 is a stretching parameter for controlling the grid 
clustering. I ts value should be greater than one. As f3 increases, the grid distribution 
becomes uniform. 
Sometimes a row of points outside of the domain were needed. These were 
formed by extrapola tion as shown in the examples below: 
xo,j 2x1 · - x2 · ,J ,] 
Ximax,j 2ximax - l ,j - Ximax-2,j 
!F 0 i, 2y· 1 - y · 2 i, i, 
Yi,jmax 2yi jmax-1 - Yi jmax- 2 
These are equivalent to either specifying that the second deri vative of x with respect 
to ~ for lines of constant ~; or the second derivative of y with respect to T/ for lines of 
constant T/ is zero on the boundaries of the domain. 
4.2.6 Metric Term Evaluation 
All metric terms were evaluated by a second-order central difference formu la in 
accordance wi th the discretization scheme descri bed earlier and shown below: 
71 
XT/ - ~ (xj+l - Xj - l) 
Y~ - ~ (Yi+l - Yi- 1) 
Y17 ~ ( Y j + J - Y j - 1) 
where 6. ~ = 1 and 6.11 = 1 have been assumed. From these, the t ransformation 
J acobian was calculated: 
J = -----
X(Y11 - X17Y~ 
4.2. 7 Boundary Conditions and Implementation 
J\11 bou ndary condi tions were t reated impliciLly. For the two-dimensional com-
pressib le flow results presented in this study several different types of boundaries were 
invo lved. T hey include inflow, outflow, symm Lry, wall , and moving wall boundaries. 
l"or the two-dimensional compressible flow calcu lations considered in thi s study, 
the boundary conditions are clescri bed as follows: 
l. Inflow boundary 
The variables u, v, and T were specified aL Lhis boundary. However, pressure 
was ext rapo lated from interior points. 
2. Outflow boundary 
ALmospheric pressure was specified. Ext ra polat ions were used to obtain values 
for other variab les. 
3. Symmetry boundary 
ff a line of symmetry exists in a flow , it is common practice to solve the problem 
for only one-half of the domain using a symmetry boundary condi t ion. The 
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governing equations were written on the line of symmetry. ALI variables at the 
points outside the domain were obtained by the symmetry condi tion for u, p, 
a nd T and t he antisymmeLry condition for v. 
4. Wall boundary 
Instead of writing the governing equations at this boundary, noslip conditions 
were used for the velocity components. For pressure and temperature, zero 
gradients normal to the wall were spec ified. 
5. Nloving wall boundary 
The moving wall bounda ry was Lreated the same as the wall boundary with one 
except ion: the fluid was imparted t he veloci ty of the wall in order to sat isfy t he 
noslip condition for the velocity components. 
As mentioned previous ly, ext rapolation was used to obtain variables at t he ext ra 
points outside the computational domain. At the inlet, the second-order Lagrangian 
ext rapolation formula was used: 
ln the above extrapolation </>i represents a dependent variable and xi indicates Lhe 
spatial location of the variable <f>i· At the ouLlet however the flow is expected to be 
fully developed and thus does not change as rapidly with the streamwise direct ion o [ 
the fiow compared to the inlet. Therefore, only a one point extrapolation was used 
aL the out let . 
Often for internal steady ·flow calculatious, the treatment of the pressure bound-
ary condition at inflow and outflow deserves special attention. T he pressure level cal-
culated at the inflow boundary musL be adjusted as the calculation process proceeds 
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if the specified inflow Reynolds number is to be maintained. The same adjustment 
must be applied t o the pressure everywhere. This pressure adjustment procedure 
maintains a constant and predetermined mass :A.ow rate. Wi thout this adjustment, 
t he Reynolds number of the final converged solution may drift from the desired value. 
Although a subroutine in ALLSPD is available to adjust this, it was not used, because 
the drift was found to be insigni ficant. 
4.2.8 Convergence Criterion and Solution Procedure 
For the calculations in this study, the convergence cri terion was based upon the 
norm of all variables. This cri terion is as follows: 
2 
4. x imax x imax 
(4.12) 
where k is t he iterat ion level, n the variable index, nq the number of equations, imax 
the number of grid points in the e direction, i max the number of grid points in 17 
direction, and qre.f is a reference value. 
T he solution procedure for solving the Navier-Stokes equations on a single grid 
can be summarized as follows: 
1. Set the init ial condi tions, generate the grid and associated metric terms. 
2. Construct the coefficient matrix and the right- hand side vector. 
3. Call the SIP solver to update the solution (p9,u,v, H). 
4. Go to step 2 and repeat un til steady-state solution or the specified maximum 
number of iterat ions is reached. 
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4.3 Mult igrid 
Since this part of the study involves only two levels and it was the wish of 
the author to devise a scheme that worked adequately without adjusting any more 
"knobs" for each individual case than those found in the original program, the multi-
grid scheme which was applied to the Navier-Stokes equations is rather simplistic. 
Nonetheless, several candidate cycles were evaluated before selecting the scheme 
which was adopted. The scheme starts by performing ten iterations on the fine 
grid before transferring to the coarse grid. On the coarse grid, a single iteration is 
performed an cl the convergence criterion evaluated. Iterations then continue on the 
coarse grid until the convergence criterion has decreased a factor of ten from the 
first iteration. The problem is then transferred back to the fine grid where the cycle 
repeats itself. 
4.4 Results 
The results to be shown (or the most part will consist of the model case of a 
driven cavity. The Reynolds number, grid size, and grid generation scheme were all 
varied in order to compare the computational effort o{ multigrid to that of the single 
grid. These are then be followed by the single example of the model case of developing 
flow between two parallel flat plates in order to show that the driven cavity multigrid 
results are not unique to that problem alone. The working fluid in both problems 
was air at a reference temperature of 298.15 K. 
In all cases, the code was compiled on a Cray YMP / 128 with FORTRAN 
compiler flags -Wf "-a static" -Zv which took advantage of vectorization. A coupled 
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SIP solver was used to solve the system of equations which was written with special 
care towards vectorization. The original code vectorized very well as did the new 
code when working with a single grid. However, when the new code was used wi t h 
multigrid , it was found not to vectorize as well. Since no attention was given to 
vectorization io th is study, the author was not surprised by this result. More details 
will be given t.o this matt.er at. the end of the driven cavity results. 
4.4.1 Driven Cavity 
Resul ts of multigrid s ability to accelerate t he driven cavity problem are pre-
sented here. The driven cavity consists of a square box wi th a moving lid which is 
suddenly started (Fig ure 4.1 ). The ini tial condition is a stationary fluid (air) . T he 
Reynolds number is based upon a reference length which is the width of the box and 
a reference velocity which is the velocity of the lid. The Reynolds number was varied 
across 100 400, 1000, and 3200. The grid sizes examined were 65x65 and 129xl 29. 
Bot h a uniform and a stretched grid were used . The parameters used for generating 
Lhe stretched grid (di scussed in a previous sect ion ) were a= 0.5 and (3 = 1.03. The 
stretched 65x65 grid used is shown in Figure '1.2. 
Figure 4.3 shows the u velocity a long t he vert ical centerline of the driven cavi ty 
for the computations on t he single 129xl 29 uniform grid . The symbols represent the 
rcsuHs from Ghia et al. [13] on a uniform 129x129 grid wh.ile the lines are tha t. of 
the present study. The correlation between the two is very good across all Reynolds 
numbers examined (100, 400, 1000). 
Likewise, Figure 4.4 shows the v velocity along the horizonta l centerline of the 
dri ven cavity on the same grid also compared to results of Ghia et al. Again, agree-
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F igure 4..1: GeomeLry of the dri ven cavity 
ment is very good for a ll the Reynolds numbers examined . 
Table 4.1 shows the number of work un its and cpu seconds necessary to solve I.he 
driven cavity problem at. Reynolds numbers of 100, 4.00, and 1000 on a single 129x l 29 
uniform grid. Table 4.2 shows the same results when multigrid was used. The column 
la_beled dtrat refers to t he vari able (discussed in a previous section) which scaled the 
magnitude of t he local pseudo-t.i me steps. In a ll cases, cltrat was optimized to the 
nearest 0.5 for the least number of work unit.sand was the same on both grids. 
Table 4.3 shows the ra t.io of improvement in both the number of work units 
a nd cpu time of t he multigrid case compared to I. he single grid case. The ratio of 
work unit a nd cpu time improvement decreased from 4.7 to 2.6 and from 4.2 to 2.3 
respectively as the Reynolds number increased. These improvements are similar in 
77 
II ~ • 
I 
-
Figure 4.2: A sample 65x65 st retched gri<l used for t he driven cavi ty 
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Figure 4.3: The nondimensional u velocity component along the ver-
tical centerline of t he dri ven cavity computed on a single 
129x129 uniform grid 
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Present results Re= 1000 
Ghia et al. 
0.2 0.3 0.4 0.5 0.6 
x/L, nondimensional length 
0.7 0.8 0.9 
Figure 4.4: T he nondimensional v velocity component along the hori-
zontal centerli ne of t he driven cavity computed on a single 
129xl29 uniform grid 
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Table 4.1: Sjngle 129x129 uniform 
grid comparison 
Re dtrat work units cpu seconds 
100 4.5 1937 1001.1 
400 9.5 1108 571.7 
1000 7.0 2312 1203.1 
Table 4.2: Multigrjd 129xl29 uniform 
grid comparison 
Re di.rat work units cpu seconds 
100 5.5 408.50 236.9 
400 11.5 350.25 198.7 
1000 7.0 898.25 533.3 
size to those found when Laplace's equation was solved using two levels. 
Next, the results using the same size, but stretched, grid are examined. Figure 
(4.5) shows the u velocity along the the vertical centerline while Figure (4.6) shows 
the v velocity along the horizontal centerline for t.he driven cavity cases which were 
calcu.lated for Reynolds numbers of 100, 400, 1000, and 3200 using this grid. The 
correlation of the profiles to others is very good at Reynolds numbers of 100, 400, 
and 100; and good at 3200. 
Table 4.4 shows the number of work units and cpu seconds required to solve the 
single grid ca.5e for the range of Reynolds numbers examined while Table 4.5 shows 
Table 4.3: Driven cavity improvement 
on 129x129 uniform grids 
Reynolds number work units cpu time 
100 4.74 4.24 
400 3.16 2.88 
1000 2.57 2.26 
Z:-
"<3 
0 
a; 
> 
ro 
c 
0 
.ii) 
c 
Q) 
E 
'6 
c 
0 
c 
::i 
1.0 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0.0 
-0.1 
-0.2 
-0.3 
-0.4 
-0.5 
0.0 
Legend 
Present results Ro = 100 
Present results Ro = 400 
Present results Ro = 1000 
Present results Re ,. 3200 
l 
a Ghia et al. 
0.1 0.2 0.3 0.4 0.5 0.6 
y/L, nondimensional length 
0.7 0.8 0.9 
F igure 4.5: The nondirnensional u velocity component along the ver-
t ical c nterline of t he dri ven cavity com puted on a single 
129xl29 st rctchC'd grid 
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Legend 
Present results Re = 100 
Present results Re = 400 
Present results Re = 1000 
Present results Re = 3200 
Ghia et al. 
0.2 0.3 0.4 0.5 0.6 
x/L, nondimensional length 
0.7 0 .8 0.9 
Figure 4.6: The nondimensional v velocity componen t along the hori-
zonta l centerl ine of t he dri ven cavity computed on a single 
129xl29 st retched grid 
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Table 4.4: Single 129x129 stretched 
grid comparison 
Re dt rat work uniLs ·pu seconds 
100 6.5 725 375.8 
400 8.5 885 460.9 
1000 7.5 1243 646.7 
3200 5.5 1576 2382.7 
Table 4.5: Mult ig rid 129x129 s t re lched 
grid comparison 
Re dtra t work units cpu seconds 
100 6.0 302.50 172.9 
400 8.0 325.25 191.8 
1000 6.0 521.75 316.0 
3200 4.5 1202.50 726.1 
the same when m ult ig rid was used. 
Table 4.6 shows t he ratio of improvement in both the number of work units and 
cpu t ime of the multigrid case compared to t he single grid case. The improvemen t in 
the number of work units varied from 2.4 to 3. while the improvement in cpu t ime 
varied from a bout 2.2 to 3.3. These improvements a.re no t as large as they were with 
the uniform grid. However the single stretched grid case took far fewer work uni ts 
to converge when compared to the uniform grid case aL each Reynolds number. 
T'a blc 4.6: Dri v<"n cavity improvement 
on l29x129 s tretched grids 
Reynolds number work uni ts cpu t ime 
100 2.40 2.17 
400 2.72 2.40 
1000 2.38 2.05 
3200 3.81 3.28 
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Legend 
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Figure 4.7: The nondimensional u velocity component along the ver-
t ical centerline of the <lriven cavity computed on a single 
65x65 uniform grid 
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Continuing the trend, the results using the 65x65 uniform grid are examined. 
Figure (4.7) shows the u velocity along the vertical centerline while Figure (4.8) 
shows t he v velocity along the horizontal centerline for Lbe driven cavity cases which 
were calculated for Reynolds numbers of 100, 400, and 1000. Even though a smaller 
grid was used , t he results still correlate quite well , except perhaps at R e = 1000. 
Table 4.7 shows the number of work units and cpu seconds required to solve the 
single grid case for the range of Reynolds numbers examined while Table 4.8 shows 
the same when multigrid was used . 
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Table 4.7: Single 65x65 uniform 
grid comparison 
Re dtrat work units cpu seconds 
100 5.5 638 94.6 
400 8.0 566 84.3 
1000 6.5 1265 189.8 
Table 4.8: Multigrid 65x65 uniform 
grid comparison 
Re dtrat work units cpu seconds 
100 6.5 168.75 29.2 
400 7.0 268.00 48.8 
1000 5.5 760.50 140.4 
Table 4.9 shows the ratio of improvement in both t he number of work units and 
cpu time of the multigrid case compared to t he single grid case. The improvement 
in the number of work units varied from 1.7 to 3.8 while the improvement in cpu 
time varied from about 1.4 to 3.2. These improvements are not as large as they were 
wi th the larger grid. However, this is expected since the same trend was found when 
Laplace's equation was solved: the improvement tends to decrease with a decreasing 
number of grid points. 
Finally, the results using the 65x65 stretched grid are examined. Figure (4.9) 
shows the u velocity along the vertical centerline while Figure (4.10) shows the v 
Table 4.9: Dri ven cavity improvement 
on 65x65 uniform grids 
Reynolds number iterations cpu time 
100 3.78 3.24-
400 2.11 1.73 
1000 1.66 1.35 
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F igure 4 .9: The nondimensional u velocity component along the ver-
tical centerline of Lhe dri ven cavity computed on a single 
65x65 sLretched grid 
1.0 
velocity along the horizontal centerline for the driven cavity cases which were calcu-
lated for Reynolds numbers of 100, 400, and 1000. The results correlate qu ite well, 
except at perhaps Re = 400. 
Table 4.10 shows the number of work units and cpu seconds required to solve the 
single grid case for Lhe range of Reynolds numbers examined (100, 400, 1000) whi le 
Table 4.11 shows the same when multigrid was used. 
Table 4.12 shows the ratio of improvement in both the number of work units and 
cpu t ime of the multigrid case compa red to t he single grid case. The improvement in 
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Table 4.10: Single 65x65 stretched 
grid comparison 
Re dtrat work uni ts cpu seconds 
100 8.5 263 38.6 
400 9.5 365 53.4 
1000 6.5 815 121.7 
Table 4.11: M ultigrid 65x65 stretched 
grid comparison 
Re dtrat work units cpu seconds 
100 7.5 150.25 25.3 
400 6.5 205.25 38.l 
1000 5.0 413.75 77.3 
the number of work units varied from 1.8 to 2.0 while the improvement in cpu time 
varied from about 1.4 to 1.6. Again , t hese improvements a re not as large as they 
were with tbe larger grid , but are expected since Lhe sa.me trend was found when 
Laplace's equation was solved: the improvement tends to decrease with a decreasing 
number of grid poinLs. 
As had been mentioned previously the multigrid cases did not vectorize as well 
as the single grid cases. Tb is should not be thought of as a negative aspect of multi-
grid since much careful work was taken by others to vectorize the original code and 
virtually none, as of yet, to vectorize the new additions to the code. At this time, the 
Table 4.12: Driven cavity improvemenL 
on 65x65 stretched grids 
Reynolds number work units cpu time 
100 1.75 1.53 
400 l. 78 1.40 
1000 1.97 1.57 
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affect of t houghtful vectorization on the multigrid procedure can not be determined. 
On the one band, careful attention to vectorization could signHicaotly increase the 
improvement over the single grid problem. On the other hand, vectorizat ion on the 
coarsest of grids may be rather impractical due to small array sizes. 
In order to check the effects of vectorization on the multigrid procedure, two 
tests were employed. The first was to perform some calculations with a version of the 
code compiled on the Cray YMP in a manner which forced the compiler to not take 
advantage of vectorization. T his comparison showed that ratio of improvement in 
cpu time was lower when vedorization was taken advantage of. 'Th is means that the 
multigrid case did not vectorize as well as the single grid case. Therefore, examining 
the ratio of improvement in cpu time between the single grid and the multigrid cases 
whi le taking advantage of vectorization was not a completely fair measurement since 
the multigrid aspect of the code was not written for vectorization. 
The second check involved determining what the cpu improvement would have 
been if the driven cavity had been solved without vectorization. Since using a vector 
machine for this would be a waste of resources, a scalar workstation was employed . 
All of the 65x65 comparisons between the single and rnultigrid cases were repeated 
on an HP 9000/730 workstation using +es -RS -K +03 as FORTRAN compiler op-
tions. It was found that the improvement in cpu time correlated extremely well with 
the improvement in work units. At worst, the difference between the two numbers 
was +/- 0.03. T his is an improvement over what the Cray bad computed and is 
encouraging news in that the improvement in. cpu time for use on workstations may 
be incLlcative of the potent ial of careful vectorization of the multigrid procedure. 
Surprisi ngly, t he improvements found compare quite well to those found when 
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Laplace's equation was solved using two grids. There had been some worry before 
the study began that multigrid performance might severely degrade when applied 
to equations which were not elliptic. This may yet happen when t he number of 
levels is increased, but current results are encouraging. Next, a very common test 
case, flow between two parallel plates, wi ll be considered in order to check that these 
observations about multigrid are not unique to the driven cavity alone. 
4.4.2 Developing Flow in a Channel 
Jn order to show that the multigrid characteri stics observed with the driven cav-
ity were not completely problem dependent, a calculation was m ade for the model 
problem of a constant area, two-dimensional channel inlet without heat transfer (Fig-
ure 4.11 ). A uniform flow enters the channel. It is well known that an incompressible 
flow will eventually become fully developed with a parabolic velocity distribution. 
The centerline velocity will reach a value 1.5 times t he inlet velocity. A very low 
Mach number flow will be examined which adequately approx.i mates the incompress-
ible flow even though a compressible formulat ion is used. 
Due to the symmetric nature of this channel flow, the solution was only computed 
in the upper half of the channel. Only a Reynolds number of 75 at a Mach number of 
0.0025 was examined. The Reynolds number was based upon the inlet velocity, and 
the half-height of the channel. The calculation was performed on a 6lx21 grid, 30 
half-heights in length. Figure 4.12 compares the centerline velocity to that of TenPas 
and Pletcher [14]. Correlation between the two is very good. 
Table 4.13 shows the number of work units and cpu seconds (on the previously 
mentioned scalar workstat ion) required to solve the problem. The improvements 
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symmetry line 
F igure 4.11: Developing channel 
is about 1.74 in works units and 1.67 in cpu time. Even though the improvement 
does not seem as high as the improvement seen with t he driven cavity, the channel 
calculation did not require as much computational effort or as many points to model 
as did the dri ven cavity. From the results of the previous chapter, a decrease in 
improvement fo r this problem would seem likely. 
Table 4.13: Developing channel improvement 
dtrat work units cpu seconds 
single grid 9.5 566 289.06 
multigrid 9.0 325 172.76 
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5. CONCLUSIONS AND FUTURE WORK 
An efficient two-level multigrid acceleration scheme has been developed and ap-
plied to an all-Mach-number, coupled, strongly implicit procedure for the Navier-
Stokes equations. When applied to driven cavity flows from a Reynold's number of 
100 to 3200, acceleration was found to be on the order of 1.4 to 4. 7 which is similar 
to that found when Laplace's equat ion was solved with two levels. 
From Laplace's equation, it was found that multigrid greatly reduced the advan-
tage of the strongly implicit procedure over Gauss-Seidel iteration in terms of cpu 
t ime as the number of levels increased. This suggests t hat a solver not as efficient as 
the strongly implicit procedure could perform with an acceptable trade-off in com-
putational effort when using multigrid to solve the Navier-Stokes equations. This is 
good news in that SIP, despite it's superb performance, requires more memory than 
many other solvers making it unat t radive for solving la rger problems. 
Of the possibilit ies fo r future work, increasing the number of grids has the great-
est potential and priority. The experiences solving Laplace's equation with multigrid 
indicate that an increase in the number of levels greatly reduces the required com-
putational effort. As the number of levels increases, however, the level-switching 
strategy may have to be modified. Even though the strategy employed in this study 
is rather effective, i t is rather simplistic and may not perform as well with more 
95 
levels. For example, the same value for the pseudo-time scaling parameter dtrat was 
employed on both levels in t his study. It may be desirab le to vary this pa rameter for 
each grid in some sort of way which is not problem dependent io order to increase 
the improvements in computational effort without having Lo "tweak another knob,, . 
The eventual goal of t his ongoing project is lo develop a multigrid solver ap-
plication for reacLing flows. To investigate thi s topic , the current solver needs to 
be expanded to handl chemically reacting flows or abandoned in favo r of adding 
multigrid to another ALLSPD code which al ready contains chemistry. Recently, Liu 
Liu , and McCorm ick [15] reported an improvement of over two orders of magnitude 
using multigrid in the compula t.ion of two-dimensional laminar diffusion .flames in-
volving five species using a 130xl30 grid. Solving the system of equations with a 
line-distribu t ive relaxation , five decimal-place accuracy was achieved in about 200 
work units. The author oft.hi s thesis believes that it is possible for ALLSPD to solve 
a similar problem with several levels in t he same number or fewer work uni ts. 
As noted in the previous chapter, the multigrid algorithm developed in t his study 
did not vedorize as well as the original code. This is a problem which may be fairly 
easy a nd desirable to overcome. 
The possibilities just mentioned for future work have the highest priority. The 
ALLSPD code, however, is cont inuously changing wiLh furLher developments and 
with Lbese developments the mult igrid method will have Lo evolve wiLh Lhem. These 
developments might include grid adaptation, use with solvers other t.han t he modified 
slrongly implicit procedure, t hree dimensional problems1 Lbe use of parallel comput-
ers, and unstructured grids. 
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APPENDIX A. THE COEFFICIENT TERMS A1 THROUGH Ag FOR 
LAPLACE'S EQUATION 
The coefficient terms fo r the vector of unknowns, A1 through Ag , which were 
developed for solving Laplace's equation are presented here. These terms were gen-
erated from Equation 3.4 and Lhe discretization method introduced in Chapter 3. 
1 l (-x~xT/ - Y~Y'f/) li+ l/2 
2 
1i+1;2 (7Ji+1;2,j+1 -"li+1;2,1-1) (ei+1;2 - ~i- 1;2) 
(-xex~ - YCYq) L 1;2 1 
- 1i-1/2 ( 7Ji-1/2,j+1 - 11i- 1/2,j - 1) ( ei+1;2 - ei - 1/2) 
( x~ + yl) lj+l/2 
+~~~~~~~-c-'~-'-~~~~ 
Jj+l/2 (77j+l - TJj) (11j+l/2-T/j- L/2) 
100 
l[ (-x~x17 - Y~Y11)lj+1/2 
A
3 
- "2 Jj+ l/2 ( (i+l,j+l/2 - ~i- 1,j+l/2) ( 77j+l/2 - 71j-1/2) 
(-xe~ - ycv~) lj - 1/2 l 
- Jj-1/2 (~i+ l ,j- 1/2 - ~i- l ,j- 1/2) (11j+l/2 - 77j - 1/2) 
(x~ + Y~)i+l/2 
+~~~~~~~~~~~ 
Ji+ l /2 (~i+ l - ~i) (~i+l/2 - ~i- 1/2) 
l [ (-xex11 - Y~Y'7) 1-i+ r /2 
A .J. - -"2 Ji+ l/2 ('7i+l/2,j+ l - 77i+L/2,j - 1) (~i+l/2 -(i-1/2) 
(-xcx~ - y~y~)lj- 1 /2 ] 
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1 [ (-x~x17 - Y<Y11) li - 1/2 
A
6 
- 2: Ji-1/2 ( 11i - 1/2 j+l - 71i-1/2,j-1) (~i+l/2 - ~i-1/2) 
(-xeq-Y(Yq)l1- 112 l 
= 1 l (-xex11-Y~Y11)lj+ 1/2 
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-
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1i-1/2 (11i-1/2j+1 - 11i - 1/2,j-1) (ei+1;2-~i-1;2) 
(-x(xq - Y(Yq)lj+l/2 l 
102 
+ 1i- 1/2 (ei - ei- 1) («i+1;2 - ei - 1;2) 
( x~ + Yt) lj+l/2 
+ Jj+l/2 (11j +l - 11j) (11j+1;2 - T1j-1/2) 
H+ynlj- 1/2 ] 
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APPENDIX B . THE COLLECTION OF STRETCHED MESHES 
GENERATED FOR SOLVING LAPLACE'S EQUATION 
As described in Chapter 3, a seri es of stretched meshes were generated for ex-
amining the performance of different restriction and prolongation operators when 
solving Laplace's equation. This appendix contains figures of several of the meshes 
used in the comparison. from a cell area ra tio of 0.80 through 1.25. 
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Figure B .l: A 17xl7 grid wiLh a cell area ratio of 0. 0 
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Figure B.2: A l 7xl 7 grid with a cell area ratio of 0. 5 
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F igure B. 3: A l 7x l 7 grid wit h a cell area rat io of 0.90 
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P'igure B.4: A l 7x17 grid with a cell area ratio of 0.95 
10 
Figure B.5: A l 7xl 7 grid wiLh a, cel l area ratio of 1.00 
109 
Figure B.6: A l 7x 17 grid wiLh a cell area ratio of 1.05 
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Figure B. 7: J\ 17 
17 
" grid With a eel/ •rca ratio of J.Jo 
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Figure B.8: A 17 
7 
x I gr; d Wit}, a eel/ area ratio of 1.15 
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Figure B.9: A 17x 17 gr'd 'Lh . 
1 
•vi • <el/ area ratio of 1.20 
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Pigure B.10: A 17x/7grid .th // . 
"' a co •roa ratio of 1.25 
