We study in this paper the exponential time differencing (ETD) schemes and their modifications via complex contour integrations for the numerical solutions of parabolic type equations. We illustrate that the contour integration shares an added advantage of improving the stability of the time integration. In addition, we demonstrate the effectiveness of the ETD type schemes through the numerical solution of a typical problem in phase field modeling and through the comparisons with other existing methods.
Introduction.
In an earlier work [7] , we have studied some stability properties of the exponential time differencing schemes for some, mostly linear, parabolic equations. Our study was motivated by the increasing interests in recent years in using the phase field models in the computational material science [4, 11] . For many such models, for example, the time-dependent Ginzburg-Landau (TDGL) equations (or Allen-Cahn equations), Cahn-Hilliard equations, spectral and pseudo-spectral methods have been shown to provide remarkably effective spatial discretizations [5] . High order time integration schemes can be naturally combined with high resolution spectral schemes to provide efficient approximations of the phase field models. The ETD method, first studied by [6] , is one of the many methods developed for solving stiff differential equations, see [12] for an comprehensive treatment. Of particular interests to us are the ETD and the modified ETD schemes for the diffusive type problems [6, 13] . It is hopeful that such techniques may also be very useful in phase field computations that involve more complex physics.
In [7] , we have illustrated various features of the ETD schemes (mostly limited to the first order ETD scheme) such as their stability and monotonicity. Naturally, in practice, the more interesting cases would be related to the higher order ETD schemes as well as their contour integral modifications proposed in [13] . In this continuing work, we make additional theoretical analysis including the derivation of a maximum principle for linear equations with shifts and for the nonlinear Allen-Cahn equation. Moreover, we investigate the effect of complex integration when these schemes are applied to solve some model parabolic equations. Until now, besides the results of [7] , the stability of ETD schemes is only studied in [6] for ODEs, while the stability of the modified ETD scheme has not been touched upon in [13] .
In our present work, we also make a direct numerical comparison of the modified ETD schemes of [13] with other methods that are popular in the solution of phase field models, for example, the semi-implicit method used by [5] . The comparison is based on the simulation of the two and three-dimensional TDGL equations which is often the first step towards a more realistic simulation of the phase field model in a binary alloy system [4] .
The rest of the paper is organized as follows. In Section 2, we introduce the original and modified ETD schemes. We then turn to discuss the stability properties of those schemes for some model problems in Section 3. We also examine the effect of the contour complex integration and illustrate through a simple example that it improves the stability of the marching scheme. Some numerical experiments will be given in Section 4.
The exponential time differencing schemes.
We follow mostly the notation used in [7] . Given a linear elliptic operator L, we consider the partial differential equation (PDE) for a scalar function u defined in a spatial domain Ω = [0, 2π] d ⊂ R d and for time t > 0:
along with suitable initial and boundary conditions with N being a generic nonlinear term. Of particular interest to us is the dimensionless time-dependent Ginzburg-Landau (Allen-Cahn) equation: (2.2) with N (u) = u(1 − u 2 ), and ∆ being the Laplace operator. It is also convenient to introduce a related linear equation of the type
where λ can either be a constant or a function of time and the spatial variables. For most of our discussions, initial boundary value problems with either periodic or homogeneous Dirichlet boundary conditions are considered for Equations (2.2) and (2.3).
Discretizing the PDE (2.1) in the spatial variables, for instance, by spectral approximations or by finite element approximations, a system of ordinary differential equations (ODEs) is often obtained
The exponential time differencing (ETD) methods can be described in the context of solving (2.4). Integrating the equation over a single time step from t = t n to t = t n+1 = t n + h, we get
Various ETD schemes come from the approximations to the integral in (2.5) [6] .
If we denote the numerical approximation to u(t n ) by u n , then the first order scheme ETD1 is given by
A second-order Runge-Kutta ETD scheme (ETDRK2) is given by
A third-order ETD Runge-Kutta scheme (ETDRK3) can be also found in [6] , and the formulae for a fourth-order scheme (ETDRK4) are:
ETD schemes have also been used by other authors under different names [2, 16] .
To overcome the vulnerability of error cancellations in the higher-order ETD and Runge-Kutta ETD schemes, and to generalize the ETD schemes to nondiagonal problems, in [13] , modified ETD schemes are proposed by using the complex contour integrals
to evaluate the coefficients in the formulae for ETDRK4. More detailed derivations and applications of the ETD and the modified ETD schemes can be found in [6, 13] .
Analytical studies of the ETD and the modified ETD schemes.
Continuing the work in [7] , we examine the stability and accuracy issues related to the ETD and the modified ETD schemes.
Pointwise bounds and monotonicity of the first order ETD scheme.
In [7] , we studied the point-wise behavior of the first order ETD scheme for linear parabolic equations in one space dimension. Here, we extend the results to the case where a splitting technique is incorporated, and also to the case of the time-dependent Ginzburg-Landau (or Allen-Cahn) equation.
A simple semi-implicit splitting method for (2.1) over a single time step from t n to t n+1 = t n + h, can be described as follows:
where β > 0 is some positive constant and t n ≤ t ≤ t n+1 . Note, when β = 0, L = L and N = N , this corresponds to (2.6). Taking L to be the Laplacian operator ∆ and N (u, x, t) = λu, in the sequel we will use the following equation
Here we solve in the time interval 0 ≤ t ≤ h and allow λ to vary with respect to x but not to t. The equation is largely motivated by the use of semi-implicit splitting techniques for nonlinear equations where λu, to a certain degree, could be interpreted as a frozen coefficient approximation to possible nonlinearities. Note that in the case where N (u(t n ), x, t n ) = c is a constant in (2.1), the first order splitted ETD scheme applied to (2.4) with L = ∆ and N (u, t) = βu + c in fact gives the exact solution. Now considering the case λ being real, we have the following result:
Theorem 3.1. For the 1D initial value problem (3.1) with max x λ ≤ 0 and β > 0, then
where Φ(y, s) = e −|y| 2 /4s /(4πs) 1/2 . Using the following inequalities which was used in [7] :
note that e −βt ≥ 1 − βt, and hence
therefore from (3.4) and noticing that R Φ(y, t) dy = 1, we see that the theorem will follow if 1 + t(2λ + β) > 0. P 
We also have
Proof. Using the periodic extensions similarly in [7] , and then the assertion follows exactly as in the proof of 3.1. P Let u n be the numerical solution at the time step n, we recall that a marching scheme is called asymptotically B stable for some Banach space B if u n+1 B ≤ u n B for all n. If no restriction needs to be imposed on the time step τ = t n+1 − t n to achieve such stability bound, then the scheme is called unconditionally asymptotically B stable. For more discussion on the stability of numerical schemes, we refer to [12, 15] .
The above results imply that a suitable splitting of the first order ETD scheme can improve its asymptotic L ∞ -stability for one-dimensional linear parabolic equations. This is consistent with the similar observations made in [7] on the L 2 -stability.
Next, some analysis on a model nonlinear equation, namely the time dependent Ginzburg-Landau Equation (2.2), is considered. The application of the first order ETD scheme to (2.2) leads to:
In the one-dimensional case, we have
then using (3.3), we have
Therefore, if 1 − 4t ≥ 0, namely, t ≤ 1/4, from (3.8) and (3.9), we will have −1 ≤ w(x, t) ≤ 1. This can be summarized as follows:
Theorem 3.2. For the first order ETD scheme for the 1D TDGL equation (3.5) with periodic boundary condition, if
We note that Equation (3.5) is in a dimensionless form, thus, in practice, the stability condition t ≤ 1/4 may vary according to the scales involved in the problem. At the moment, the maximum principle type results have been limited to only the one-dimensional space case.
Modified ETD scheme: effect of complex integral on stability.
One of the essential features of the modified ETD schemes proposed by [13] is the introduction of complex integral for the evaluations of the various solution operators (the semi-groups) related to the linear part. We note that it has been pointed out in [13] that normally a 32-point integration rule would suffice in most applications due to the high spectral accuracy of the quadrature. The stability of such a high precision rule would naturally be essentially the same as that with an exact integration, which mathematically is equivalent to the original ETD schemes though the effect on the numerical computation due to rounding errors may be very different. The latter is in fact the motivation of the modification to the ETD schemes introduced in [13] . To carefully examine the role of numerical integration beyond its advantage of avoiding significant error cancellation in the actual implementation, we elect to consider the case of using just two points to perform the contour integrals. Though it may seem too simple-minded at first to examine such a case, it turns out that this modified scheme serves as a good example to reveal the effect of the complex integration on the numerical scheme, both in terms of stability and in terms of accuracy. It is then not hard for one to extrapolate and to understand the effect of higher order quadrature rules on higher order ETD schemes. Moreover, as shown later, although a two-point quadrature may not be highly accurate for the contour integral evaluation, the resulting time-marching scheme in fact enjoys improved stability and accuracy.
First of all, we recall that the two-point quadrature amounts to the approximation:
Theorem 3.3. Assume that λ is a real number, if λ < 0, then the first order modified ETD scheme applied to Equation (2.3) using a two-points approximation of complex contour integral is asymptotically
Proof. Noticing that the application of the Fourier transform to (2.3) turns L = ∆ into a diagonal operator, and e L is also diagonal if L is, we thus only need to carry out a mode-wise analysis here. Denote c k = −|k| 2 for k ∈ Z d , where Z denotes the set of integers, and k is a Fourier mode. For each contour which is taken as a circle centered at c k with radius r > 0, ri and −ri are chosen as the quadrature points for the approximation of the contour integral. As in the case of the original ETD schemes, we can write
and ξ = c k (t). For convenience, let x = −ξt, y = −λt, and ρ = rt, then (3.11) can be written as
and asymptotic L 2 -stability is equivalent to having |h(x, y, ρ)| ≤ 1, namely,
First, note that if x > 0, y > 0, and 0 ≤ ρ ≤ π, then
and hence (3.12) holds. Secondly, note that xe x + ρ sin ρ − x cos ρ ≥ 0 for x > 0 and 0 ≤ ρ ≤ π, and t ≤ −2/λ is equivalent to y < 2, so
Note that g(0) = 0, and
and ρ − sin ρ > 0 for ρ > 0, so ∂f /∂ρ > 0 for ρ > 0 and x > 0. This implies that for any x > 0 and 0
The theorem thus follows. P
We note that the conditions on t in the above theorem are the same as those needed for the asymptotic L 2 -stability of the original first order ETD scheme without the contour integration.
Next, we consider the effect of the operator splitting on the modified ETD scheme. With a splitting of the term λu in Equation (2.3), the modified ETD scheme gives: The stability conditions involved in Corollary 3.2 improve upon those obtained for the operator splitting of the original first order ETD scheme given in [7] . In comparison, we see that the complex contour integration generally not only helps reducing the error cancellation in the numerical implementation, but as our simple analysis indicates, it also has the added effect of improving the numerical stability of the marching scheme. This is already evident in the scheme based on a simple two point contour integration.
Modified ETD scheme: effect of complex integral on truncation error.
To study the local truncation errors of the first order ETD scheme with twopoint complex integration, we consider its application to (2.3). Note that for the modified ETD schemes discussed in [13] , the number of quadrature points is of the order of 32 and thus a larger contour radius is possible (and desirable for error cancellation reasons). For the two-point quadrature used an illustration here, the integration radius should not be too large, or we lose the accuracy of the scheme. Thus, we focus on the effect for contour radius, r, that is not too large.
The original first order ETD scheme without any complex integration has a corresponding symbol g which
and for the exact solution, we have
Therefore, in general, without complex integration, the local truncation error of the first order ETD scheme is second order in t, the time step size. Similarly, by using the Taylor series expansions in both t and r, we see that the modified ETD scheme shares the symbol:
We see that generally, the modified scheme is also second order in the time step size for not so large r. For a fixed ξ (or a fixed Fourier mode), by choosing a large r, say r = −3(λ + ξ)/t, one can have third order truncation error in t.
This improved accuracy has also been verified in our numerical implementation. However, for different Fourier modes, one would need to use different values of r. To conclude, we see that r does not greatly affect the order of local truncation error in general.
Analysis of higher order schemes.
We note that much of our discussions made in this sections have been primarily concerned with the first order ETD schemes or its modifications. Extensions to higher order schemes such as ETDRK3 and ETDRK4 are possible while the analytical derivations become much complex.
For instance, the application of ETDRK2 to (2.3) is equivalent to
Let y = −λh and ξ = |k| 2 h, with k being the Fourier modes, the corresponding amplification factor is
For a given ξ > 0, direct computation shows that
and we can obtain that the minimum of g 2 (ξ, y) with respect to y is given by
By the elementary inequality,
On the other hand, we have for ξ > 0,
Direct calculation shows that
which leads to g 2 (ξ, 2) ≤ 1. Since g 2 (ξ, 0) = e −ξ ≤ 1, we see that g 2 (ξ, y) ≤ 1 for y ∈ (0, 2). Thus, we have proved the following theorem: Theorem 3.4. For the second order ETD scheme (2.7) for Equation (2.3) with periodic boundary condition and constant coefficient
, the amplification factor g 3 (ξ, y) is defined as
In . Moreover, direct computation gives lim ξ→0g3 (ξ, y) = 1 − y + y 2 /2 − y 3 /6, which obtains maximum value 1 at y = 0 and a minimal value which is greater than −1 at y = 2. In addition to this, using the Taylor series expansions, we have lim ξ→0 ∂ ξg3 (ξ, y) = −1 + y − y 2 /2, which is equal to −1 if y = 0; and lim ξ→0 ∂ yg3 (ξ, y) = −1. Therefore the absolute value of the amplification factor g 3 (ξ, y) obtains the maximum value 1 for y ∈ [0, 2].
For ETDRK4, similarly as in the case of ETDRK3, we can define the amplification factorg 4 (ξ, y) for ξ > 0 (while if ξ = 0, the amplification factor is 1 − y + y 2 /2 − y 3 /6 + y 4 /24). It can also be shown that lim ξ→0g4 (ξ, y) = 1 − y + Remark 3.1. For the higher order ETD schemes ETDRK2, ETDRK3, and ETDRK4 applied to Equation (2.3) with the periodic boundary condition and a constant coefficient λ ≤ 0, if h ≤ −2/λ, then the arguments above strongly suggest that they are asymptotically L 2 -stable.
Stability regions.
We define the stability regions as the parameter regions such that the magnitude of the amplification factor being no larger than 1 when applied to the model linear equation, which comes from the linearization of Equation (2.4):
with Lu = ξu. In general, the parameters ξ and λ may both be complex-valued. We will first consider the case when λ is complex valued and ξ is a negative real number that corresponds to a Fourier mode of the operator L that is self-adjoint and elliptic.
Since in solving PDEs, the intersections of the stability regions corresponding to different modes are most relevant, so we first present a picture of the stability regions of modified ETDRK4 with different values of ξt, see Figure 3 .2. It can be seen that these regions share a nontrivial intersection which gives the region of stability for the original PDE. We then turn to investigate how numerical quadratures in the modified ETD schemes will affect the stability region for a single mode (a fixed value of ξ) since the complex integration can be done independently for different Fourier mode. Given −ξt = 0.2, the stability regions of the ETD1, ETDRK2, ETDRK3, and ETDRK4 are shown in Figure 3.3(a) , while the stability regions of the corresponding modified ETD schemes are shown in Figures 3.3(b)-(d) respectively. Let M be the number of integration nodes and r be the integration radius. In Figures 3.3(b)-(d) , we have M = 32, 2, 2 and r = 1, 1, 0.01 respectively. Notice that Figures 3.3(a) and 3.3(d) are almost identical. Thus, it is seen that modified scheme with a good enough quadrature will have essentially the same stability regions as that of the original scheme. For small radius r = 0.01, even the two point quadrature gives regions close to that for the original ETD schemes. But note that, however, in Figure 3 .3(c), with M = 2, r = 1, the stability regions are different from those of the other figures.
The stability regions in the complex plane of λ for the modified ETD schemes (ETD1, ETDRK2, ETDRK3, and ETDRK4) are shown in Figure 3 .4 for several given values of ξ with M = 32 and r = 1. Again, these regions are almost identical to those of the original ETD1, ETDRK2, ETDRK3 and ETDRK4 schemes. We observe that when −ξt > 0 is large, the stability regions of the higher order ETD schemes (ETDRK3, ETDRK4) contain those of lower order ETD schemes; however, when −ξt > 0 is small, they are contained by those of the lower order schemes instead. Such a fact has not been discussed in the literature [6] . Utilizing this observation in actual numerical implementation remains to be studied further.
Next, for λ and ξ both being real numbers, Figure 3 .5 shows that the stability regions in the λt, ξt plane for the four ETD schemes and their modifications with complex contour integrals, where M = 32 quadrature points on a unit circle are taken. We only display the domain where λt and ξt are in [−8, 8] . The similarity of the stability regions again shows that the modified ETD schemes with higher order quadrature for the complex integrals do not significantly affect the stability regions to their unmodified counterparts.
The stability regions of the modified ETDRK4 with different numbers (4, 8, 16 , and 32) of quadrature points on circles of various radii are shown in Figure 3 .6. These figures suggest that when the radius of the contour circle is not very large, more quadrature points will not improve the stability of the scheme; or, put it in another way, using less quadrature points (even just two points) will not significantly degrade the stability of the scheme. The plots in Figure 3 .7 also reveal the same fact, in which the stability regions of the modified ETDRK4 are shown for 2 and 16 quadrature points but with different contour radii. In general, the region increases when the radius becomes larger. It is also noticed that if the radius is no more than a quarter of the number of quadrature points, the stability region will not change significantly, and hence it hardly affects the stability of the scheme, although the different choices of the contour radii may affect the accuracy of the numerical contour integration. However, when the radius is greater than about a quarter of the number of quadrature points, dramatic change of the stability region tends to occur. The rigorous analysis of this computational observation remains to be carried out.
Numerical results.
We now turn our attention to the application of the ETD and modified ETD schemes to the solution of the TDGL equation (2.2), which often forms a core component of the phase field modeling of a binary alloy. The unknown function u represents an order parameter, and the nonlinear term N (u) = u−u 3 is obtained from the standard double-well free energy potential [14] .
In our simulations, periodic boundary condition is used as it often is the case in practice where the bulk properties are of central interests. This leads, conveniently, to the application of the Fourier pseudospectral approximation in space. In all of our computations, we choose to use the software package FFTW for the discrete fast Fourier transforms (FFT) and inverse fast Fourier transforms (IFFT). At t = 0, an initial condition is used which has a circular (spherical) interface boundary centered at the center of a square (cubic) domain. The order parameter values inside the circle (sphere) are assigned +1 and −1 outside. Such a circular (spherical) interface is unstable and will undergo the mean curvature motion. Therefore, the circle (sphere) will shrink and eventually disappear.
Consider the equation
If A(t) is the area (volume) of the circle (sphere) at time t with positive u values and A 0 is the initial area, then in the limit as ε → 0, that is, in the sharp interface limit, the mean curvature motion gives
Thus, we expect asymptotically that the area (volume) of the solution of (2.2) with positive values will decrease linearly in time until it reaches a terminal time, at which point, the circle (sphere) vanishes. Numerical experiments on the similar problems have been conducted in, for example, [3, 5] and the references cited therein.
For the remaining experiments, we let ε = 1 and take a fixed spatial domain size of 32 × 32 square and 32 × 32 × 32 cube in two and three-dimensional spaces respectively. We let N denote the number of the spatial grids, or the number of Fourier modes, and set N = 32, 64 and 128. We also take the interface boundaries at t = 0 to be two disjoint spheres of radii 6 and 4 respectively; and the order parameter values inside the spheres are assigned +1 and −1 outside. Similar snapshots are shown in Figure 4 .1. It is seen that the spheres shrink and eventually disappear, and the smaller sphere disappears first. In the computation, a 128 × 128 × 128 grid is used.
For the two-dimensional case with a 64 × 64 grid, we perform the simulation using semi-implicit method, the modified ETD1, ETDRK2, ETDRK3, and the ETDRK4 schemes (we take 32 quadrature points and the unit circle for the complex contour integration) to compare their accuracy and efficiency.
The terminal times are computed for these schemes with various step sizes. The results are shown in Figure 4 .2. It can be seen that for ETDRK4, the variation of the computed terminal time is the least when the step size increases, thus, it overall enjoys better stability and higher accuracy among all the schemes presented. In fact, the ETDRK4 yields the same level accuracy, say 0.1%, as the semi-implicit scheme with step size 50 times smaller. This results in significant increase in computational efficiency: the CPU time for ETDRK4 with the larger step size is about 7% of that for the semi-implicit scheme with the smaller step size.
The computation using ETDRK4 with a very small time step size gives the estimated terminal time at 76.04382. We then find out that to obtain values of the terminal time that fall within a range of 0.1%, 0.25%, 0.5%, 1%, 2.5%, 5%, 7.5%, and 10% to the value 76.04382, the largest step size each scheme can take, then using those step sizes to compute the time it takes for the circular interface to vanish. The results are shown in Figure 4 .3 for the 64 × 64 grid. From the right figure, we see that within the same level of accuracy, ETDRK4 can use the largest step size, ETDRK3 can use the second largest one, the next are ETDRK2 and ETD1 respectively, and the semi-implicit method has the most restricted (the smallest) step size. The smaller the accuracy tolerance level is, the greater the effect on the step size of the modified ETDRK4 is. Both the left and the right figures show better accuracy of modified ETDRK4 than the other schemes.
We also compare the performance and the computational cost of these schemes. In the main time forwarding processes of these schemes, the most intensive CPU work is the FFT and IFFT calls from FFTW. Although the higher order modified ETD schemes need more storage than that of the semi-implicit method, and cost more time in storage swapping; however, that amount of work is still much less cost effective since in our computations, the number of the grid points is not relatively very large. It is reasonable for us to use the number of FFTs and IFFTs as an approximate measure for the computational cost. Note that in one step, ETDRK4, ETDRK3, ETDRK2, ETD1, and the semi-implicit scheme needs to call FFTW 8, 6, 4, 2, and 2 times; therefore if using the same step size, the CPU time for the modified ETDRK4, ETDRK3, ETDRK2, ETD1 is about 4 times, 3 times, twice, and the same as that of the semi-implicit methods. The elapsed CPU times and the number of FFTW calls for these schemes are shown in Figure 4 .4. We find that if the desired error tolerance level (for the terminal time) is set to be under 2.5%, ETDRK4 has the advantage of using less CPU time and less FFTW calls than others since the using of larger time step size results in fewer number of iterations in the time forwarding, and which reduces the total number of FFTW calls. For example, at a 0.1% accuracy level, ETDRK4 can enlarge the time step about 60 times than the semi-implicit method, and reduce the CPU time by a factor of 17; ETDRK4 can enlarge the time step by a factor of 2.6 than that of the ETDRK2 and reduce the CPU time by a factor of 1.25. When the desired error tolerance is too great, ETDRK4 does not show significant effect on enlarging the time step size (or reducing the number of iterations), and hence shows less improvement on CPU time than other modified ETD scheme. However, all the ETD schemes perform better than the semi-implicit method. Also, a comparison of the left and right figure in Figure 4 .4 shows that the CPU times are found to be very consistent with the number of total FFTW calls.
Regarding time step sizes, CPU times and the number of FFTW calls in the solving process, the modified ETDRK4 is clearly favored in most general cases. It is found to be the most stable scheme and it also has the most efficiency if the error tolerance is set to be small; even at fairly large steps, it still maintains good stability and produces high accuracy. Though it requires more FFTs per step than the lower order modified ETD schemes and semi-implicit scheme, at error tolerance level smaller than 2.5%, its CPU time remains relatively low due to the gain in the large time step size that cuts down the number of FFTW calls.
Conclusion.
In this paper, we have established various stability properties of the exponential time differencing schemes and their modifications via complex contour integrations for the numerical solutions of parabolic type equations. Both linear and nonlinear model equations have been considered. The contour integration suggested in [13] has been shown to have the effect of improving the stability of integration in time, and when the parameters are properly chosen, it can also improve the accuracy. When applying to a typical nonlinear model used in phase transition, the ETD type schemes have been shown to be both accurate and efficient. In the future, these schemes will be applied to more complex equations that model phase transition problems in multicomponent materials.
