In the new wave of artificial intelligence, deep learning is impacting various industries. As a closely related area, optimization algorithms greatly contribute to the development of deep learning. But the reverse applications are still insufficient. Is there any efficient way to solve certain optimization problem through deep learning? The key is to convert the optimization to a representation suitable for deep learning. In this paper, a traveling salesman problem (TSP) is studied.
networks to fit, and insufficient training samples often lead to serious overfitting problems. Therefore, optimization algorithms use an iterative search strategy to solve optimization problems. Large numbers of iterations are needed to obtain the optimal solution, and once the parameters of problem are changed, the iterations need to be restarted.
However, in recent years, deep convolutional neural network (DCNN) structures such as AlexNet [8] , VGGNet [9] , and Resnet have been proposed, which greatly improve the fitting capability of neural networks. But there still exists an obstacle in applying these structures to optimization problems: the forms of input and output data that can be accepted by DCNN's are still limited, such as matrices and vectors. If the parameters of the optimization problem are forcibly converted to these forms, it is difficult to extract effective features through convolution operations.
It is well known that DCNN's are good at processing images. Thus, is it possible to characterize optimization problems as images and convert the parameters of the optimization problems into a form that can be easily extracted by convolution operations? In this paper, a positive answer is given by taking traveling salesman problem (TSP) as an application. An image representation is proposed for TSP. The parameters of the problem are characterized in the form of points and lines which can be easily processed by neural networks. Once the training process is completed, the neural network can generate solutions for a new TSP within milliseconds. Meanwhile, high solution accuracy is observed.
RELATED WORK on Travelling Salesman Problem
The TSP is a typical NP-hard integer programming optimization problem which has a wide range of applications in science and industry [11] . The problem can be described as a salesman who needs to visit a set of different cities and return to the departure city. One needs to determine the order of the cities such that each city is visited exactly once, and the goal is to minimize the total distance travelled [12] . The optimization formulation of a TSP is shown in equation (1) . The set of cities is denoted as V; Z is the total distance; dij is the distance of the path between the i th city and j th city; tij indicates whether the path belongs to the loop or not, and S is a subset of V. The first two constraints imply that each city can be passed only once, and the third constraint guarantees that no sub loop solutions exist.
At present, most algorithms for the TSP tend to search and iterate among all paths that meet the constraint conditions. The algorithms can be classified into deterministic algorithms and heuristic algorithms [13] . Common deterministic algorithms include exhaustive search, branch and bound, dynamic programming, etc. However, the number of feasible solutions and the number of customers grows exponentially. Heuristic algorithms, such as genetic algorithms, ant colony algorithms or simulated annealing etc., normally take many iterations to obtain an acceptable approximate solution.
Neural networks have also been applied to the TSP. The appropriate energy function was introduced in Hopfied neural network [14] to make it consistent with the objective function of a TSP. The energy continuously reduces with iteration, and finally reaches equilibrium, indicating a local optimal solution. Irwan Bello et al. used reinforcement learning combined with deep neural networks to solve the TSP [15] . Li et al. trained the Graph Convolutional Networks to improve the search speed of Guided Tree Search [16] . These methods adopt search strategy which cannot directly establish the mapping to the final solution. Thus, a new iterative process is needed when dealing with a new problem. In contrast to these methods, we establish the mapping F between the cities' coordinate set (X, Y) and the optimal city passing order, denoted as {C1, C2, ..., CN}, as shown in equation (2) .
To find out the mapping, a fully convolutional network [17] is adopted as shown in Fig. 1 . The coordinates of the cities, which are generated randomly, will be converted to images to be input to the FCN. The training labels are the solutions of the TSP as produced by dynamic programming. 
Representation
As mentioned before, the mapping established by the neural network is based on many training data. Thus, it is quite important to generate a batch of TSP samples with different parameters and represent these samples in a proper way. To this end, we represent the coordinate set of cities as a fully connected graph. If fully connected graph is adopted to be the input of FCN, the rectangular convolution kernel should be replaced with a kernel that is suitable for the graph. This may limit the range of using neural network since the kernels need to change to adapt different graph structures [18] . Therefore, the graph is projected to a fixed size image. Image is kind of a Euclidean structure. The advantage of using Euclidean structure is that the pixels are arranged neatly so that the convolution operations can easily be applied to extract features.
Before generating the fully connected graph, normalization is needed to adjust the coordinates of cities into the same scale. This is because the scale of distance among different TSP varies largely, it is quite difficult to accommodate all these graphs using images with fixed size. Through normalization, graphs can be projected to the center of an image and fill the 
In equation ( It should be noted that the image, as a kind of bitmap, should be in high resolution. If the resolution is lower than a certain threshold, image information will be lost in the conversion process, which will affect the judgment of the neural network. For example, the paths among cities will have serious jaggy distortion. When two cities are very close, most of the paths overlap and are unrecognizable. An image with high resolution can not only make the paths more uniform and clearer, but also can accommodate a TSP with more cities. Therefore, a 224×224 dimension, 3-channel RGB image is employed as input image.
After projection, each city only occupies one pixel on the image, which makes it difficult to figure out the position of cities. Moreover, after joining the paths, the information of cities is easily covered by the paths, which may cause FCN identify the positions of cities incorrectly. In view of this situation, the following adjustment of the image is conducted:
1. Pixels that are within 6 pixels horizontally and vertically of each city location are changed to the same color as the city.
Paths adopt a different color from cities.
For building the neural network, a FCN is adopted rather than a general DCNN. The goal of the neural network is to find the optimal path among all possible paths in images, but general DCNN's are good at giving image-wise judgment, such as if an image contains a cat. This kind of judgment provides too little information to find the solution of a TSP. The FCN approach can avoid this defect due to its pixel-wise classification capability: each path in image consists of pixels, and each pixel will be given a judgment on whether it belongs to the optimal path or belongs to the background. Paths are judged according to the results on pixels through a voting mechanism.
The dimensions of a FCN's output are consistent with its input. Considering this characteristic of FCN's, the label image should have the following characteristics:
1.The length and width of the label should be consistent with the input image.
2.The optimal path should be contained in the label image.
3.The label has a one-to-one mapping with each pixel of the input image so that the FCN can classify every pixel according to the label.
A set of TSP's are solved by a deterministic algorithm to obtain accurate labels. Then we draw the cities on a twodimensional plane and connect the cities according to the optimal cities' passing order to form the optimal path graph.
Similarly, equation (3) is used to transfer the graph into an image with the same length and width as the input image.
Subsequently, we binarize the image by setting the value at each pixel as 0 or 1, where 1 indicates that we want FCN to classify the pixel as the position of the optimal path and the cities, and 0 indicates that FCN is expected to put this pixel into another class. To facilitate pixel classification, One-hot encoding [19] is also required to transfer the label into a matrix of 224×224×2.
Fully convolutional network
FCN is adopted based on the VGGNet [9] . If a neural network with fewer layers is selected, insufficient fitting and overfitting problems may occur. A FCN retains the first five convolutions and pooling operations of the VGG structure. The size of the input image will be reduced by 2, 4, 8, and16 times in the five convolution and pooling operations; it eventually becomes a feature map with the size of 7×7×1024. In contrast to a VGG structure, the FCN structure uses a deconvolution layer to make the output image of the network the same size as the input image, thus the feature map is required to be up sampled by 32 times. Since the pixels in the 7×7×1024 feature map each have a large receptive field, deconvolution of the feature map alone will result in insufficient detail. In contrast, the feature maps of the previous pooling layers have more detailed information; but generalized features are rarely found in the feature maps. Therefore, these feature maps can complement each other. To this end, the feature maps output by the fourth and third pooling layers are deconvolved simultaneously with 16 times and 8 times up-sampling, respectively.
After up-sampling, the three feature maps are the same size. We concatenate them together and form a matrix of 224×224×3. For classification, the matrix needs to be converted to 224×224×2, which is accomplished by a convolution operation. Compared to adding all the feature maps after the up-sampling, concatenation and convolution operations can provide more abundant ways of combing the features [4] . After convolution and concatenation, a sigmoid function is used to map all values to probability values. After the conversion, there are two probability values at each pixel position in consistency with the label. One represents the probability that the pixel belongs to the optimal path, and another represents the probability of belonging to the background.
The loss function of a FCN is used to measure the difference between the probability values on the output of FCN and labels. The goal of the optimization is to minimize the loss function. Equation (4) shows the loss function of FCN where y is the probability distribution of the network's output and y´ is the probability distribution of the label.
To better illustrate the classification results of the FCN, it is necessary to convert the 224×224×2 matrix into an image.
We compare the two probability values on each pixel and classify the pixel into the class with the larger probability value. 9 Then we color the picture according to the result of the classification. Pixels that belong to the optimal path class are in black and the rest are in white.
Post processing
As shown in Fig. 1 , a post processing block is required to retrieve information obtained from the FCN output. In the output picture from the FCN, the density difference between different paths is distinguishable. Starting from any city and moving forward according to the path with the highest density of the black pixels, one can always return to the departure city that meets all the constraints of TSP. However, the solution cannot be extracted by computer yet. In addition, due to misclassification of pixels, there are little portions of the FCN's output image that have broken or redundant paths. When this problem occurs, one can hardly identify the solution according to the output image alone.
To automatically detect the solutions produced by FCN and generate acceptable solutions when problems mentioned above occur, a post processing algorithm is developed. The algorithm can calculate the density value of black pixels on different paths and output uniquely determined solutions in the form of total distance and the cities' passing order. The Optimal path image 2: Randomly select m cities from n cities 3: Take the m cities as departure cities in turns, denoted as C1
4:
Mark C1 as the current city 5: for i=1, ..., n-1
6:
Make paths between the current city and the remaining n-i cities and then compute ξ 7:
Choose the city that has biggest ξ to be the current city and mark it as Ci+1
proposed post processing algorithm is briefly summarized as algorithm 1.
The main strategy of the algorithm is to search the paths with the highest black pixel density city by city and finally form a loop. To calculate the density value, the algorithm samples the pixels on the path. Denote the path between the i th city and the j th city as Lij. The number of sampled pixels on the line Lij, denoted as pij, is the larger of the horizontal and vertical coordinates' absolute difference between the two cities. 
= ⁄
where x*i, x*j, y*i, y*j are the horizontal and vertical coordinate values of the i th city and the j th city, respectively. By taking the maximum value of the two, the algorithm can sample as many pixels as possible. Through this method, the calculated density value can be as close as possible to the true value. The coordinates of the points of the sampled pixels on the Lij are shown in equation (6) . x't and y't are the horizontal and vertical coordinate values of the t th sample pixels.
[x] obtains the integer part of x. If qij pixels of these pij pixels are black, then the density of black pixels can be calculated as shown in equation (7) .
Due to misclassification by the FCN in some cities, the order of cities processed by the algorithm will affect the accuracy.
For instance, when the misjudgment occurs in city Ci, the algorithm may make a mistake in choosing the next city. When dealing with the remaining n-i cities, the possibility of making incorrect choice still exists since the cities that have been passed before are no longer taken into consideration. Therefore, a deviation between the result of the algorithm and the FCN's output continues to accumulate. If Ci could be judged in the end, the deviation could be minimized. The departure city is often given by the problem statement of the TSP, which means that the order of cities processed by post processing algorithm is fixed. But which city to start from does not matter in deriving the optimal path loop. Thus, m cities are selected to be the departure city in turns in the post processing algorithm to obtain a suitable processing order.
TRAINING PROCESS
Since the TSP does not have a unified large scale sample set for training and testing, we first generate a sample data set. The 10 city TSP is first studied in this project. The coordinates of 10 cities are generated randomly and converted into fully connected images through the method described in section 2.1. To make sure optimal solutions are used to generate the labels, the deterministic dynamic programming is used to solve the TSPs. The hardware platform is NVIDIA RTX 2080ti GPU and Intel 9700K CPU.
Parameter settings
Before training, the weight and bias parameters w and b of the neural network are initialized and training parameters are given. w is initialized by Xavier, which has been proved [20] to make the variance of the output of each layer in the neural network to be approximately equal, thus making the information propagate through the network more smoothly. Bias b is assigned to be 0.1. To improve the capability of expressing nonlinearity, the network takes Relu as an activation function.
Adaptive moment estimation (Adam) is adopted to be the optimization function with a learning rate α=10 -4 .
Overfitting
Overfitting is a key issue during the training process. A variety of methods are used to prevent this problem.
Dropout [21] could reduce the complex co-adaptive relationship among neurons. The updating of weights no longer depends on the interaction of nodes with fixed relations. We set the ratio of dropout to 0.5 during the training.
Truncated Training can prevent further development of overfitting. 3480 TSP samples are generated, among which 3000 are used as training data and 480 as test data. As shown in Fig. 2a , after 3,000 iterations, the difference increases rapidly, indicating a worsening overfitting phenomenon. Thus, we truncate the training at 3,000 iterations.
Increasing Training Samples is also an important means to reduce overfitting. We expanded the training dataset to 21,000 samples and take 3,000 samples as a batch. After every 3,000 iterations, a new batch of training data is added. The effect of adding training samples is evaluated by observing the learning curve. As can be seen from Fig. 2b, the 
Training process visualization
The human brain constantly changes the connection between neurons during a learning process. Similarly, the artificial neural network can combine the information extracted from the input data and constantly change the patterns of information 
No. of iterations
Training Test comparison or selection, the TSP problem will find a more optimized result step by step.
Fig. 3. The output of FCN at various stages of training process.
A visualization method is adopted to observe the training process of the FCN. We find that the FCN shows considerable interpretability during training, in which the network continuously adjusts its mapping mode to approach the true mapping relationship between input and output.
The visualization method we used is to input a batch of samples to the FCN after every 50 iterations during the training process. We then record the output of the FCN. Based on observation and comparison of these samples, the FCN training process can be roughly divided into: an initial stage, a city positioning stage, a path identification stage, an edge outline stage, a path exploration stage, a path stabilization stage and a local enhancement stage. As shown in Fig. 3 , besides the input and label images, a series of snap results at different iteration stages are presented, where the number below each subplot denotes the iteration number of the snap results. In Fig. 3, a 2. e1: Proportion of samples that the output distance optimized by the proposed method doesn't exceed 1.01 times the label distance.
3. e2: Proportion of samples that the output distance optimized by the proposed method doesn't exceed 1.02 times the label distance.
e5:
Proportion of samples that the output distance optimized by the proposed method doesn't exceed 1.05 times the label distance.
e10:
Proportion of samples that the output distance optimized by the proposed method doesn't exceed 1.1 times the label distance.
6.
Raver: Average ratio of the overall distance output by the proposed method to their optimal path's overall distance
For 480 test samples, the calculated metrics are listed in Table 1 . The optimal result is obtained in 86.88% of the samples.
In addition, 95.42% of the samples can obtain a result that the total distance of the solution is less than 1.01 times the distance of the optimal solution. If the deviation tolerance is set to 5%, then all the solutions meet the requirement. The overall average ratio is 100.16%, that is, our proposed method only produces 160m of deviation for every 100km on average.
Moreover, as there is no need for iteration, our method is suitable for a variety of real-time solving requirements. Under most circumstances, the FCN can clearly give accurate results. But some extreme samples will cause challenges for the FCN. These samples are particular because of two characteristics: the path loop is in an obviously concave shape;
several cities are very close to each other. To illustrate the performance of the FCN, four samples are presented in Fig. 4 .
Among these samples, a and b are ordinary samples while c and d are extreme samples. To facilitate comparison, we converted the cities' passing order output by the post processing algorithm into an image: The blue dots represent the locations of the cities; the path colors denote the traveling order, which are red, orange, yellow, green, cyan, blue, purple, black and olive in a sequence. 
Image representation of input
The key to this project is to convert TSP to fully connected graphs. In the graph, the locations of the cities can be directly converted according to the cities' coordinate set, while the paths among the cities are added deliberately, which greatly contributed to the solving abilities of the FCN. Actually, there are other ways to represent a TSP with an image. For example, a scatter image denoting each city as a dot in a map also fully describes the original information. But without the path information, it is difficult for the neural network to generate the paths. We also tested the performance of FCN with scatter images as the input. FCN is trained using the same training samples. After the same number of training iterations, we use the same test samples to check the network's solution quality. The results are listed in Table 2 . The table shows that when paths are removed from the input, the network's ability to solve TSP worsens significantly. The portion of samples that can obtain the optimal solution is less than 50%. Even if the threshold is increased to 10%, only 90.83% results are within tolerance. A typical example is shown in Fig. 5 to compare the two image representation methods. The importance of the paths is mainly reflected in the fact that they constitute the superstructure of the TSP, which contains all the feasible solutions. When the paths are removed from the image, the relevant information of the optimal solution is also removed. It seems easier for the FCN to do "subtraction" than "addition". The superstructure in the fully connected graph directs the search space of the FCN, which just selects a best path loop among all feasible loops. With a scatter image as the input, the FCN needs to task. By using the scatter image, many solutions that do not meet TSP's constraints will be given by the FCN, indicating that expansion of the search scope will make it harder for the network to learn. In addition, due to the absence of "line" information in the input, the quality of the lines generated by the FCN significantly worsen, and some lines even bend. 
Post processing effect
In section 4.3, a post processing algorithm is developed to automatically retrieve solutions of the FCN. As shown in Algorithm 1, there is a key parameter m, denoting how many cities are repeatedly selected as the departure city in post processing. To accurately measure the improvement and time overhead of the post processing algorithm, we compare the performance with different departure city parameters m.
The same test samples of 10 cities are used in this experiment. We first determine the solution metrics and the average value of the processing time of the post processing algorithm with a fixed departure city. Subsequently, we randomly selected Label Fully connected graph Output Scatter Output do not meet constraints bending 20 2, 3, ...,10 cities from 10 cities with repetition to be the departure city in turn. Their corresponding metrics and time consumption are calculated. In Fig. 6 , the solution metrics are illustrated by histogram, and the average processing time is shown in the line chart. Fig. 6 indicates that the post processing algorithm can obviously enhance the solution metrics. As the number of departure cities increases, the effect of the improvement becomes prominent, but the rate of improvement slows down, indicating that when the number of departure cities reaches a certain value, samples that have not been processed in the correct order are negligible. Moreover, for an improved greedy algorithm that selects m cities as departure cities, it needs to connect paths mn(n-1)/2 times. Thus, the time consumption increases linearly with the increase of m, which is basically consistent with the experimental results. As the linear time overhead is still on the scale of milliseconds, it is worth spending the time to improve the accuracy. Thus, we set the parameter as 10 in the application. The results shown in Table 1 were obtained with this setting. 
Generalization capability
In the previous experiments, TSP samples in 10 cities were used as training dataset. A FCN has shown great solving ability in predicting other new samples with changing city locations. Here, we will show that the FCN also performs well when applied to TSP instances with different numbers of cities. By varying the city number between 4 and 12, we generate 480 samples to validate the prediction model. The e0 and Raver metrics on these samples are illustrated as in Fig. 7 . As can be seen from the figure, when the number of cities is less than 10, the network achieves higher e0 metric than the metric for 10 cities, and the Raver metric is lower than the metric of 10 cities, which all indicate that the FCN performs better on these samples than in the 10 city case, though no samples with such a city number have been training before. The reason may be that as the number of cities is reduced, the image features existing on the picture and the feasible space also reduce. It reveals that the FCN in some way understands the task of solving a TSP.
When the number of cities exceeds 10, though the e0 metric drops slightly and the Raver metric increases slightly, the performance of the FCN is still stable. In the samples of 12 solution, and Raver stays below 100.5%. This shows that the slight increase of city number does not bring too much hindrance to the performance of the FCN. Furthermore, the FCN's performance can be improved by adding a small number of samples of the corresponding city number for transfer learning [22] . As shown in Fig. 7 , by adding only 1500 samples, the performance of FCN can be further enhanced. The accuracy on 12 cities can be improved to 82.08%. These results prove that the derived FCN has good generalization capability Other typical deterministic algorithms and heuristic algorithms are also used to solve the TSP samples as comparisons. Table 3 lists all the results. We find that the deterministic algorithms solve fast for small city numbers; but as city number increases, the time consumption increases dramatically. In contrast, the heuristic algorithms take more time for small scale problem; but with the increase in city number, the time cost increases steadily.
Comparing with other algorithms
When using the FCN, no matter how many cities, the time consumption is around 6.5-7ms, because the FCN only needs to forward propagate to derive the answer after training. Though the post processing costs more time, the overall time costs 23 are in milliseconds, which can guarantee real-time application. Moreover, when dealing with a new TSP application, the other methods must run the optimization repeatedly. The proposed method, however, does not need re-application of an iterative method.
CONCLUSION
In this paper, a FCN is introduced to solve the TSP, a typical NP-hard optimization problem. Instead of adopting iterative searching, the FCN learns the mapping from all feasible solutions to optimal solution. The key to this project is adopting an image representation, which enables the FCN to extract useful information from the TSP parameters. After training, the FCN can be directly applied to predict solutions to new TSP samples without re-iteration. Experiments show that high solving accuracy can be obtained through the FCN. In addition, FCN also has great generalization capability. We finally show that the time consumption of the proposed method on new problems is much less than other optimization algorithms.
