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ABSTRACT
This monograph aims at providing an introduction to key
concepts, algorithms, and theoretical results in machine learn-
ing. The treatment concentrates on probabilistic models
for supervised and unsupervised learning problems. It in-
troduces fundamental concepts and algorithms by building
on first principles, while also exposing the reader to more
advanced topics with extensive pointers to the literature,
within a unified notation and mathematical framework. The
material is organized according to clearly defined categories,
such as discriminative and generative models, frequentist
and Bayesian approaches, exact and approximate inference,
as well as directed and undirected models. This monograph
is meant as an entry point for researchers with an engineer-
ing background in probability and linear algebra.
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Notation
• Random variables or random vectors – both abbreviated as rvs
– are represented using roman typeface, while their values and realiza-
tions are indicated by the corresponding standard font. For instance,
the equality x = x indicates that rv x takes value x.
• Matrices are indicated using uppercase fonts, with roman type-
face used for random matrices.
• Vectors will be taken to be in column form.
• XT and X† are the transpose and the pseudoinverse of matrix X,
respectively.
• The distribution of a rv x, either probability mass function (pmf)
for a discrete rv or probability density function (pdf) for continuous
rvs, is denoted as px, px(x), or p(x).
• The notation x ∼ px indicates that rv x is distributed according
to px.
• For jointly distributed rvs (x, y) ∼ pxy, the conditional distribu-
tion of x given the observation y = y is indicated as px|y=y, px|y(x|y)
or p(x|y).
• The notation x|y = y ∼ px|y=y indicates that rv x is drawn ac-
cording to the conditional distribution px|y=y.
• The notation Ex∼px[·] indicates the expectation of the argument
with respect to the distribution of the rv x ∼ px. Accordingly, we will
also write Ex∼px|y [·|y] for the conditional expectation with respect to
the distribution px|y=y. When clear from the context, the distribution
over which the expectation is computed may be omitted.
• The notation Prx∼px [·] indicates the probability of the argument
event with respect to the distribution of the rv x ∼ px. When clear
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2 Notation
from the context, the subscript is dropped.
• The notation log represents the logarithm in base two, while ln
represents the natural logarithm.
• x ∼ N (µ,Σ) indicates that random vector x is distributed accord-
ing to a multivariate Gaussian pdf with mean vector µ and covariance
matrix Σ. The multivariate Gaussian pdf is denoted as N (x|µ,Σ) as a
function of x.
• x ∼ U(a, b) indicates that rv x is distributed according to a uni-
form distribution in the interval [a, b]. The corresponding uniform pdf
is denoted as U(x|a, b).
• δ(x) denotes the Dirac delta function or the Kronecker delta func-
tion, as clear from the context.
• ||a||2 = ∑Ni=1 a2i is the quadratic, or l2, norm of a vector a =
[a1, ..., aN ]T . We similarly define the l1 norm as ||a||1 =∑Ni=1 |ai|, and
the l0 pseudo-norm ||a||0 as the number of non-zero entries of vector a.
• I denotes the identity matrix, whose dimensions will be clear from
the context. Similarly, 1 represents a vector of all ones.
• R is the set of real numbers; R+ the set of non-negative real num-
bers; R− the set of non-positive real numbers; and RN is the set of all
vectors of N real numbers.
• 1 (·) is the indicator function: 1 (x) = 1 if x is true, and 1 (x) = 0
otherwise.
• |S| represents the cardinality of a set S.
• xS represents a set of rvs xk indexed by the integers k ∈ S.
Acronyms
AI: Artificial Intelligence
AMP: Approximate Message Passing
BN: Bayesian Network
DAG: Directed Acyclic Graph
ELBO: Evidence Lower BOund
EM: Expectation Maximization
ERM: Empirical Risk Minimization
GAN: Generative Adversarial Network
GLM: Generalized Linear Model
HMM: Hidden Markov Model
i.i.d.: independent identically distributed
KL: Kullback-Leibler
LASSO: Least Absolute Shrinkage and Selection Operator
LBP: Loopy Belief Propagation
LL: Log-Likelihood
LLR: Log-Likelihood Ratio
LS: Least Squares
MC: Monte Carlo
MCMC: Markov Chain Monte Carlo
MDL: Minimum Description Length
MFVI: Mean Field Variational Inference
ML: Maximum Likelihood
MRF: Markov Random Field
NLL: Negative Log-Likelihood
PAC: Probably Approximately Correct
pdf: probability density function
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4 Acronyms
pmf: probability mass function
PCA: Principal Component Analysis
PPCA: Probabilistic Principal Component Analysis
QDA: Quadratic Discriminant Analysis
RBM: Restricted Boltzmann Machine
SGD: Stochastic Gradient Descent
SVM: Support Vector Machine
rv: random variable or random vector (depending on the context)
s.t.: subject to
VAE: Variational AutoEncoder
VC: Vapnik–Chervonenkis
VI: Variational Inference
Part I
Basics
1Introduction
Having taught courses on machine learning, I am often asked by col-
leagues and students with a background in engineering to suggest “the
best place to start” to get into this subject. I typically respond with a
list of books – for a general, but slightly outdated introduction, read
this book; for a detailed survey of methods based on probabilistic mod-
els, check this other reference; to learn about statistical learning, I
found this text useful; and so on. This answer strikes me, and most
likely also my interlocutors, as quite unsatisfactory. This is especially
so since the size of many of these books may be discouraging for busy
professionals and students working on other projects. This monograph
is an attempt to offer a basic and compact reference that describes key
ideas and principles in simple terms and within a unified treatment,
encompassing also more recent developments and pointers to the liter-
ature for further study.
1.1 What is Machine Learning?
A useful way to introduce the machine learning methodology is by
means of a comparison with the conventional engineering design flow.
6
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This starts with a in-depth analysis of the problem domain, which cul-
minates with the definition of a mathematical model. The mathemat-
ical model is meant to capture the key features of the problem under
study, and is typically the result of the work of a number of experts.
The mathematical model is finally leveraged to derive hand-crafted so-
lutions to the problem.
For instance, consider the problem of defining a chemical process
to produce a given molecule. The conventional flow requires chemists
to leverage their knowledge of models that predict the outcome of indi-
vidual chemical reactions, in order to craft a sequence of suitable steps
that synthesize the desired molecule. Another example is the design
of speech translation or image/ video compression algorithms. Both of
these tasks involve the definition of models and algorithms by teams
of experts, such as linguists, psychologists, and signal processing prac-
titioners, not infrequently during the course of long standardization
meetings.
The engineering design flow outlined above may be too costly and
inefficient for problems in which faster or less expensive solutions are
desirable. The machine learning alternative is to collect large data sets,
e.g., of labelled speech, images or videos, and to use this information
to train general-purpose learning machines to carry out the desired
task. While the standard engineering flow relies on domain knowledge
and on design optimized for the problem at hand, machine learning
lets large amounts of data dictate algorithms and solutions. To this
end, rather than requiring a precise model of the set-up under study,
machine learning requires the specification of an objective, of a model
to be trained, and of an optimization technique.
Returning to the first example above, a machine learning approach
would proceed by training a general-purpose machine to predict the
outcome of known chemical reactions based on a large data set, and
by then using the trained algorithm to explore ways to produce more
complex molecules. In a similar manner, large data sets of images or
videos would be used to train a general-purpose algorithm with the aim
of obtaining compressed representations from which the original input
can be recovered with some distortion.
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1.2 When to Use Machine Learning?
Based on the discussion above, machine learning can offer an efficient
alternative to the conventional engineering flow when development cost
and time are the main concerns, or when the problem appears to be
too complex to be studied in its full generality. On the flip side, the
approach has the key disadvantages of providing generally suboptimal
performance, or hindering interpretability of the solution, and to apply
only to a limited set of problems.
In order to identify tasks for which machine learning methods may
be useful, reference [31] suggests the following criteria:
1. the task involves a function that maps well-defined inputs to well-
defined outputs;
2. large data sets exist or can be created containing input-output
pairs;
3. the task provides clear feedback with clearly definable goals and
metrics;
4. the task does not involve long chains of logic or reasoning that
depend on diverse background knowledge or common sense;
5. the task does not require detailed explanations for how the deci-
sion was made;
6. the task has a tolerance for error and no need for provably correct
or optimal solutions;
7. the phenomenon or function being learned should not change
rapidly over time; and
8. no specialized dexterity, physical skills, or mobility is required.
These criteria are useful guidelines for the decision of whether machine
learning methods are suitable for a given task of interest. They also offer
a convenient demarcation line between machine learning as is intended
today, with its focus on training and computational statistics tools, and
more general notions of Artificial Intelligence (AI) based on knowledge
and common sense [87] (see [126] for an overview on AI research).
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1.2.1 Learning Tasks
We can distinguish among three different main types of machine learn-
ing problems, which are briefly introduced below. The discussion re-
flects the focus of this monograph on parametric probabilistic models,
as further elaborated on in the next section.
1. Supervised learning: We have N labelled training examples
D={(xn, tn)}Nn=1, where xn represents a covariate, or explanatory vari-
able, while tn is the corresponding label, or response. For instance,
variable xn may represent the text of an email, while the label tn may
be a binary variable indicating whether the email is spam or not. The
goal of supervised learning is to predict the value of the label t for
an input x that is not in the training set. In other words, supervised
learning aims at generalizing the observations in the data set D to new
inputs. For example, an algorithm trained on a set of emails should be
able to classify a new email not present in the data set D.
We can generally distinguish between classification problems, in
which the label t is discrete, as in the example above, and regression
problems, in which variable t is continuous. An example of a regression
task is the prediction of tomorrow’s temperature t based on today’s
meteorological observations x.
An effective way to learn a predictor is to identify from the data
set D a predictive distribution p(t|x) from a set of parametrized distri-
butions. The conditional distribution p(t|x) defines a profile of beliefs
over all possible of the label t given the input x. For instance, for tem-
perature prediction, one could learn mean and variance of a Gaussian
distribution p(t|x) as a function of the input x. As a special case, the
output of a supervised learning algorithm may be in the form of a
deterministic predictive function t = tˆ(x).
2. Unsupervised learning: Suppose now that we have an un-
labelled set of training examples D={xn}Nn=1. Less well defined than
supervised learning, unsupervised learning generally refers to the task
of learning properties of the mechanism that generates this data set.
Specific tasks and applications include clustering, which is the prob-
lem of grouping similar examples xn; dimensionality reduction, feature
extraction, and representation learning, all related to the problem of
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representing the data in a smaller or more convenient space; and gen-
erative modelling, which is the problem of learning a generating mech-
anism to produce artificial examples that are similar to available data
in the data set D.
As a generalization of both supervised and unsupervised learning,
semi-supervised learning refers to scenarios in which not all examples
are labelled, with the unlabelled examples providing information about
the distribution of the covariates x.
3. Reinforcement learning: Reinforcement learning refers to the
problem of inferring optimal sequential decisions based on rewards or
punishments received as a result of previous actions. Under supervised
learning, the “label” t refers to an action to be taken when the learner
is in an informational state about the environment given by a variable
x. Upon taking an action t in a state x, the learner is provided with
feedback on the immediate reward accrued via this decision, and the
environment moves on to a different state. As an example, an agent can
be trained to navigate a given environment in the presence of obstacles
by penalizing decisions that result in collisions.
Reinforcement learning is hence neither supervised, since the learner
is not provided with the optimal actions t to select in a given state x; nor
is it fully unsupervised, given the availability of feedback on the quality
of the chosen action. Reinforcement learning is also distinguished from
supervised and unsupervised learning due to the influence of previous
actions on future states and rewards.
This monograph focuses on supervised and unsupervised learning.
These general tasks can be further classified along the following dimen-
sions.
• Passive vs. active learning: A passive learner is given the train-
ing examples, while an active learner can affect the choice of training
examples on the basis of prior observations.
• Offline vs. online learning: Offline learning operates over a batch
of training samples, while online learning processes samples in a stream-
ing fashion. Note that reinforcement learning operates inherently in an
online manner, while supervised and unsupervised learning can be car-
ried out by following either offline or online formulations.
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This monograph considers only passive and offline learning.
1.3 Goals and Outline
This monograph aims at providing an introduction to key concepts, al-
gorithms, and theoretical results in machine learning. The treatment
concentrates on probabilistic models for supervised and unsupervised
learning problems. It introduces fundamental concepts and algorithms
by building on first principles, while also exposing the reader to more
advanced topics with extensive pointers to the literature, within a uni-
fied notation and mathematical framework. Unlike other texts that are
focused on one particular aspect of the field, an effort has been made
here to provide a broad but concise overview in which the main ideas
and techniques are systematically presented. Specifically, the material
is organized according to clearly defined categories, such as discrim-
inative and generative models, frequentist and Bayesian approaches,
exact and approximate inference, as well as directed and undirected
models. This monograph is meant as an entry point for researchers
with a background in probability and linear algebra. A prior exposure
to information theory is useful but not required.
Detailed discussions are provided on basic concepts and ideas, in-
cluding overfitting and generalization, Maximum Likelihood and regu-
larization, and Bayesian inference. The text also endeavors to provide
intuitive explanations and pointers to advanced topics and research di-
rections. Sections and subsections containing more advanced material
that may be skipped at a first reading are marked with a star (∗).
The reader will find here neither discussions on computing platform
or programming frameworks, such as map-reduce, nor details on spe-
cific applications involving large data sets. These can be easily found
in a vast and growing body of work. Furthermore, rather than provid-
ing exhaustive details on the existing myriad solutions in each specific
category, techniques have been selected that are useful to illustrate the
most salient aspects. Historical notes have also been provided only for
a few selected milestone events.
Finally, the monograph attempts to strike a balance between the
algorithmic and theoretical viewpoints. In particular, all learning al-
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gorithms are introduced on the basis of theoretical arguments, often
based on information-theoretic measures. Moreover, a chapter is de-
voted to statistical learning theory, demonstrating how to set the field
of supervised learning on solid theoretical foundations. This chapter
is more theoretically involved than the others, and proofs of some key
results are included in order to illustrate the theoretical underpinnings
of learning. This contrasts with other chapters, in which proofs of the
few theoretical results are kept at a minimum in order to focus on the
main ideas.
The rest of the monograph is organized into five parts. The first part
covers introductory material. Specifically, Chapter 2 introduces the fre-
quentist, Bayesian and Minimum Description Length (MDL) learning
frameworks; the discriminative and generative categories of probabilis-
tic models; as well as key concepts such as training loss, generalization,
and overfitting – all in the context of a simple linear regression problem.
Information-theoretic metrics are also briefly introduced, as well as the
advanced topics of interpretation and causality. Chapter 3 then pro-
vides an introduction to the exponential family of probabilistic models,
to Generalized Linear Models (GLMs), and to energy-based models,
emphasizing main properties that will be invoked in later chapters.
The second part concerns supervised learning. Chapter 4 covers lin-
ear and non-linear classification methods via discriminative and gen-
erative models, including Support Vector Machines (SVMs), kernel
methods, logistic regression, multi-layer neural networks and boosting.
Chapter 5 is a brief introduction to the statistical learning framework
of the Probably Approximately Correct (PAC) theory, covering the
Vapnik–Chervonenkis (VC) dimension and the fundamental theorem
of PAC learning.
The third part, consisting of a single chapter, introduced unsuper-
vised learning. In particular, in Chapter 6, unsupervised learning mod-
els are described by distinguishing among directed models, for which
Expectation Maximization (EM) is derived as the iterative maximiza-
tion of the Evidence Lower BOund (ELBO); undirected models, for
which Restricted Boltzmann Machines (RBMs) are discussed as a rep-
resentative example; discriminative models trained using the InfoMax
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principle; and autoencoders. Generative Adversarial Networks (GANs)
are also introduced.
The fourth part covers more advanced modelling and inference ap-
proaches. Chapter 7 provides an introduction to probabilistic graphical
models, namely Bayesian Networks (BNs) and Markov Random Fields
(MRFs), as means to encode more complex probabilistic dependencies
than the models studied in previous chapters. Approximate inference
and learning methods are introduced in Chapter 8 by focusing on Monte
Carlo (MC) and Variational Inference (VI) techniques. The chapter
briefly introduces in a unified way techniques such as variational EM,
Variational AutoEncoders (VAE), and black-box inference. Some con-
cluding remarks are provided in the last part, consisting of Chapter
9.
We conclude this chapter by emphasizing the importance of prob-
ability as a common language for the definition of learning algorithms
[34]. The centrality of the probabilistic viewpoint was not always rec-
ognized, but has deep historical roots. This is demonstrated by the
following two quotes, the first from the first AI textbook published by
P. H. Winston in 1977, and the second from an unfinished manuscript
by J. von Neumann (see [126, 64] for more information).
“Many ancient Greeks supported Socrates opinion that deep,
inexplicable thoughts came from the gods. Today’s equiva-
lent to those gods is the erratic, even probabilistic neuron.
It is more likely that increased randomness of neural behav-
ior is the problem of the epileptic and the drunk, not the
advantage of the brilliant.”
from Artificial Intelligence, 1977.
“All of this will lead to theories of computation which are
much less rigidly of an all-or-none nature than past and
present formal logic... There are numerous indications to
make us believe that this new system of formal logic will
move closer to another discipline which has been little linked
in the past with logic. This is thermodynamics primarily in
the form it was received from Boltzmann.”
14 Introduction
from The Computer and the Brain, 1958.
2A Gentle Introduction through Linear Regression
In this chapter, we introduce the frequentist, Bayesian and MDL learn-
ing frameworks, as well as key concepts in supervised learning, such as
discriminative and generative models, training loss, generalization, and
overfitting. This is done by considering a simple linear regression prob-
lem as a recurring example. We start by introducing the problem of su-
pervised learning and by presenting some background on inference. We
then present the frequentist, Bayesian and MDL learning approaches in
this order. The treatment of MDL is limited to an introductory discus-
sion, as the rest of monograph concentrates on frequentist and Bayesian
viewpoints. We conclude with an introduction to the important topic
of information-theoretic metrics, and with a brief introduction to the
advanced topics of causal inference and interpretation.
2.1 Supervised Learning
In the standard formulation of a supervised learning problem, we are
given a training setD containingN training points (xn, tn), n = 1, ..., N .
The observations xn are considered to be free variables, and known as
covariates, domain points, or explanatory variables; while the target
15
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variables tn are assumed to be dependent on xn and are referred to
as dependent variables, labels, or responses. An example is illustrated
in Fig. 2.1. We use the notation xD = (x1, ...., xN )T for the covariates
and tD = (t1, ...., tN )T for the labels in the training set D. Based on
this data, the goal of supervised learning is to identify an algorithm
to predict the label t for a new, that is, as of yet unobserved, domain
point x.
0 0.2 0.4 0.6 0.8 1
-1.5
-1
-0.5
0
0.5
1
1.5
Figure 2.1: Example of a training set D with N = 10 points (xn,tn), n = 1, ..., N .
The outlined learning task is clearly impossible in the absence of ad-
ditional information on the mechanism relating variables x and t. With
reference to Fig. 2.1, unless we assume, say, that x and t are related by
a function t = f(x) with some properties, such as smoothness, we have
no way of predicting the label t for an unobserved domain point x. This
observation is formalized by the no free lunch theorem to be reviewed
in Chapter 5: one cannot learn rules that generalize to unseen examples
without making assumptions about the mechanism generating the data.
The set of all assumptions made by the learning algorithm is known as
the inductive bias.
This discussion points to a key difference between memorizing and
learning. While the former amounts to mere retrieval of a value tn
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corresponding to an already observed pair (xn, tn) ∈ D, learning entails
the capability to predict the value t for an unseen domain point x.
Learning, in other words, converts experience – in the form of D – into
expertise or knowledge – in the form of a predictive algorithm. This is
well captured by the following quote by Jorge Luis Borges: “To think
is to forget details, generalize, make abstractions.” [138].
By and large, the goal of supervised learning is that of identifying a
predictive algorithm that minimizes the generalization loss, that is, the
error in the prediction of a new label t for an unobserved explanatory
variable x. How exactly to formulate this problem, however, depends
on one’s viewpoint on the nature of the model that is being learned.
This leads to the distinction between the frequentist and the Bayesian
approaches, which is central to this chapter. As it will be also discussed,
the MDL philosophy deviates from the mentioned focus on prediction
as the goal of learning, by targeting instead a parsimonious description
of the data set D.
2.2 Inference
Before we start our discussion of learning, it is useful to review some
basic concepts concerning statistical inference, as they will be needed
throughout this chapter and in the rest of this monograph. We specif-
ically consider the inference problem of predicting a rv t given the
observation of another rv x under the assumption that their joint dis-
tribution p(x, t) is known. As a matter of terminology, it is noted that
here we will use the term “inference” as it is typically intended in the
literature on probabilistic graphical models (see, e.g., [81]), hence di-
verging from its use in other branches of the machine learning literature
(see, e.g., [23]).
In order to define the problem of optimal inference, one starts by
defining a non-negative loss function ℓ(t, tˆ). This defines the cost, or
loss or risk, incurred when the correct value is t while the estimate is tˆ.
An important example is the ℓq loss
ℓq(t, tˆ) = |t− tˆ|q, (2.1)
which includes as a special case the quadratic loss ℓ2(t, tˆ) = (t− tˆ)2, and
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the 0-1 loss, or detection error, ℓ0(t, tˆ) = |t− tˆ|0, where |a|0 = 1 if a 6= 0
and |a|0 = 0 otherwise. Once a loss function is selected, the optimal
prediction tˆ(x) for a given value of the observation x is obtained by
minimizing the so-called generalization risk or generalization loss1
Lp(tˆ) = E(x,t)∼pxt [ℓ(t, tˆ(x))]. (2.2)
The notation Lp emphasizes the dependence of the generalization loss
on the distribution p(x, t).
The solution of this problem is given by the optimal prediction or
decision rule2
tˆ∗(x) = argmin
tˆ
Et∼pt|x [ℓ(t, tˆ)|x]. (2.3)
This can be seen by using the law of iterated expectations E(x,t)∼pxt [·] =
Ex∼px[Et∼pt|x [·|x]]. Equation (2.3) shows that the optimal estimate, or
prediction, tˆ∗(x) is a function of the posterior distribution p(t|x) of the
label given the domain point x and of the loss function ℓ. Therefore,
once the posterior p(t|x) is known, one can evaluate the optimal pre-
diction (2.3) for any desired loss function, without the need to know
the joint distribution p(x, t).
As a special case of (2.3), with the quadratic loss function ℓ2, the
optimal prediction is the conditional mean tˆ∗(x) = Et∼pt|x [t|x]; while
for the 0-1 loss function ℓ0, the optimal decision is the mode of the
posterior distribution, i.e., tˆ∗(x) = argmaxt p(t|x).
For example, assume that we have
t|x = x ∼ 0.8δ(t − x) + 0.2δ(t + x), (2.4)
so that, conditioned on the event x = x, t equals x with probability
0.8 and −x with probability 0.2. The optimal prediction is tˆ∗(x) =
0.8x − 0.2x = 0.6x for the quadratic loss, while it is tˆ∗(x) = x for the
0-1 loss.
1The term generalization error or population error are also often used, but they
will not be adopted in this monograph.
2The optimal estimate (2.3) is also known as Bayes’ prediction or Bayes’ rule, but
here we will not use this terminology in order to avoid confusion with the Bayesian
approach discussed below.
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The goal of supervised learning methods is broadly speaking that of
obtaining a predictor tˆ(x) that performs close to the optimal predictor
tˆ∗(x), based only on the training set D, and hence without knowledge
of the joint distribution p(x, t). The closeness in performance is mea-
sured by the difference between the generalization loss Lp(tˆ) achieved
by the trained predictor and the minimum generalization loss Lp(tˆ∗) of
the optimal predictor, which depends on the true distribution p(x, t).
Strictly speaking, this statement applies only for the frequentist ap-
proach, which is discussed next. As it will be explained later in the
chapter, in fact, while the Bayesian approach still centers around the
goal of prediction, its modelling assumptions are different. Furthermore,
the MDL approach concentrates on the task of data compression rather
than prediction.
2.3 Frequentist Approach
According to the frequentist viewpoint, the training data points (xn, tn) ∈
D are independent identically distributed (i.i.d.) rvs drawn from a true,
and unknown, distribution p(x, t):
(xn, tn) ∼
i.i.d.
p(x, t), i = 1, ..., N. (2.5)
The new observation (x, t) is also independently generated from the
same true distribution p(x, t); the domain point x is observed and the
label t must be predicted. Since the probabilistic model p(x, t) is not
known, one cannot solve directly problem (2.3) to find the optimal
prediction that minimizes the generalization loss Lp in (2.2).
Before discussing the available solutions to this problem, it is worth
observing that the definition of the “true” distribution p(x, t) depends
in practice on the way data is collected. As in the example of the
“beauty AI” context, if the rankings tn assigned to pictures xn of faces
are affected by racial biases, the distribution p(x, t) will reflect these
prejudices and produce skewed results [62].
Taxonomy of solutions. There are two main ways to address the
problem of learning how to perform inference when not knowing the
distribution p(x, t):
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• Separate learning and (plug-in) inference: Learn first an approx-
imation, say pD(t|x), of the conditional distribution p(t|x) based on
the data D, and then plug this approximation in (2.3) to obtain an
approximation of the optimal decision as
tˆD(x) = argmin
tˆ
Et∼pD(t|x)[ℓ(t, tˆ)|x]. (2.6)
• Direct inference via Empirical Risk Minimization (ERM): Learn
directly an approximation tˆD(·) of the optimal decision rule by mini-
mizing an empirical estimate of the generalization loss (2.2) obtained
from the data set as
tˆD(·) = argmin
tˆ
LD(tˆ), (2.7)
where the empirical risk, or empirical loss, is
LD(tˆ) =
1
N
N∑
n=1
ℓ(tn, tˆ(xn)). (2.8)
The notation LD(tˆ) highlights the dependence of the empirical loss on
the predictor tˆ(·) and on the training set D.
In practice, as we will see, both approaches optimize a set of param-
eters that define the probabilistic model or the predictor. Furthermore,
the first approach is generally more flexible, since having an estimate
pD(t|x) of the posterior distribution p(t|x) allows the prediction (2.6)
to be computed for any loss function. In contrast, the ERM solution
(2.7) is tied to a specific choice of the loss function ℓ. In the rest of this
section, we will start by taking the first approach, and discuss later
how this relates to the ERM formulation.
Linear regression example. For concreteness, in the following,
we will consider the following running example inspired by [23]. In the
example, data is generated according to the true distribution p(x, t) =
p(x)p(t|x), where x ∼ U(0, 1) and
t|x = x ∼ N (sin(2πx), 0.1). (2.9)
The training set in Fig. 2.1 was generated from this distribution. If this
true distribution were known, the optimal predictor under the ℓ2 loss
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would be equal to the conditional mean
tˆ∗(x) = sin(2πx). (2.10)
Hence, the minimum generalization loss is Lp(tˆ∗) = 0.1.
It is emphasized that, while we consider this running example in
order to fix the ideas, all the definitions and ideas reported in this
chapter apply more generally to supervised learning problems. This
will be further discussed in Chapter 4 and Chapter 5.
2.3.1 Discriminative vs. Generative Probabilistic Models
In order to learn an approximation pD(t|x) of the predictive distribution
p(t|x) based on the data D, we will proceed by first selecting a family
of parametric probabilistic models, also known as a hypothesis class,
and by then learning the parameters of the model to fit (in a sense to
be made precise later) the data D.
Consider as an example the linear regression problem introduced
above. We start by modelling the label t as a polynomial function
of the domain point x added to a Gaussian noise with variance β−1.
Parameter β is the precision, i.e., the inverse variance of the additive
noise. The polynomial function with degree M can be written as
µ(x,w) =
M∑
j=0
wjx
j = wTφ(x), (2.11)
where we have defined the weight vector w = [w0 w1 · · ·wM ]T and the
feature vector φ(x) = [1 x x2 · · · xM ]T . The vector w defines the relative
weight of the powers in the sum (2.11). This assumption corresponds
to adopting a parametric probabilistic model p(t|x, θ) defined as
t|x = x ∼ N (µ(x,w), β−1), (2.12)
with parameters θ = (w,β). Having fixed this hypothesis class, the
parameter vector θ can be then learned from the data D, as it will be
discussed.
In the example above, we have parametrized the posterior distribu-
tion. Alternatively, we can parametrize, and learn, the full joint distri-
bution p(x, t). These two alternatives are introduced below.
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1. Discriminative probabilistic model. With this first class of
models, the posterior, or predictive, distribution p(t|x) is assumed to
belong to a hypothesis class p(t|x, θ) defined by a parameter vector θ.
The parameter vector θ is learned from the data set D. For a given
parameter vector θ, the conditional distribution p(t|x, θ) allows the
different values of the label t to be discriminated on the basis of their
posterior probability. In particular, once the model is learned, one can
directly compute the predictor (2.6) for any loss function.
As an example, for the linear regression problem, once a vector of
parameters θD = (wD, βD) is identified based on the data D during
learning, the optimal prediction under the ℓ2 loss is the conditional
mean tˆD(x) = Et∼p(t|x,θD)[t|x], that is, tˆD(x) = µ(x,wD).
2. Generative probabilistic model. Instead of learning directly
the posterior p(t|x), one can model the joint distribution p(x, t) as
being part of a parametric family p(x, t|θ). Note that, as opposed to
discriminative models, the joint distribution p(x, t|θ) models also the
distribution of the covariates x. Accordingly, the term “generative” re-
flects the capacity of this type of models to generate a realization of
the covariates x by using the marginal p(x|θ).
Once the joint distribution p(x, t|θ) is learned from the data, one
can compute the posterior p(t|x, θ) using Bayes’ theorem, and, from
it, the optimal predictor (2.6) can be evaluated for any loss function.
Generative models make stronger assumptions by modeling also the
distribution of the explanatory variables. As a result, an improper se-
lection of the model may lead to more significant bias issues. However,
there are potential advantages, such as the ability to deal with missing
data or latent variables, such as in semi-supervised learning. We refer
to Chapter 6 for further discussion (see also [23]).
In the rest of this section, for concreteness, we consider discrimi-
native probabilistic models p(t|x, θ), although the main definitions will
apply also to generative models.
2.3.2 Model Order and Model Parameters
In the linear regression example, the selection of the hypothesis class
(2.12) required the definition of the polynomial degree M , while the
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determination of a specific model p(t|x, θ) in the class called for the
selection of the parameter vector θ = (w, β). As we will see, these two
types of variables play a significantly different role during learning and
should be clearly distinguished, as discussed next.
1. Model order M (and hyperparameters): The model order
defines the “capacity” of the hypothesis class, that is, the number of
the degrees of freedom in the model. The larger M is, the more capable
a model is to fit the available data. For instance, in the linear regression
example, the model order determines the size of the weight vector w.
More generally, variables that define the class of models to be learned
are known as hyperparameters. As we will see, determining the model
order, and more broadly the hyperparameters, requires a process known
as validation.
2. Model parameters θ: Assigning specific values to the model
parameters θ identifies a hypothesis within the given hypothesis class.
This can be done by using learning criteria such as Maximum Likeli-
hood (ML) and Maximum a Posteriori (MAP).
We postpone a discussion of validation to the next section, and we
start by introducing the ML and MAP learning criteria.
2.3.3 Maximum Likelihood (ML) Learning
Assume now that the model orderM is fixed, and that we are interested
in learning the model parameters θ. The ML criterion selects a value of
θ under which the training set D has the maximum probability of being
observed. In other words, the value θ selected by ML is the most likely
to have generated the observed training set. Note that there might be
more than one such value.
To proceed, we need to write the probability (density) of the ob-
served labels tD in the training set D given the corresponding domain
points x. Under the assumed discriminative model, this is given as
p(tD|xD, w, β) =
N∏
n=1
p(tn|xn, w, β), (2.13)
=
N∏
n=1
N (tn|µ(xn, w), β−1)
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where we have used the independence of different data points. Taking
the logarithm yields the Log-Likelihood (LL) function
ln p(tD|xD, w, β) =
N∑
n=1
ln p(tn|xn, w, β)
= -
β
2
N∑
n=1
(µ(xn, w) − tn)2 + N2 ln
β
2π
. (2.14)
The LL function should be considered as a function of the model pa-
rameters θ = (w, β), since the data set D is fixed and given. The ML
learning problem is defined by the minimization of the Negative LL
(NLL) function as
min
w,β
− 1
N
N∑
n=1
ln p(tn|xn, w, β). (2.15)
This criterion is also referred to as cross-entropy or log-loss, as further
discussed in Sec. 2.6.
If one is only interested in learning only the posterior mean, as is
the case when the loss function is ℓ2, then one can tackle problem (2.14)
only over the weights w, yielding the optimization
min
w
LD(w) =
1
N
N∑
n=1
(µ(xn, w)− tn)2. (2.16)
The quantity LD(w) is known as the training loss. An interesting ob-
servation is that this criterion coincides with the ERM problem (2.7)
for the ℓ2 loss if one parametrizes the predictor as tˆ(x) = µ(x,w).
The ERM problem (2.16) can be solved in closed form. To this end,
we write the empirical loss as LD(w) = N−1||tD − XDw||2, with the
N × (M + 1) matrix
XD = [φ(x1) φ(x2) · · · φ(xN )]T . (2.17)
Its minimization hence amounts to a Least Squares (LS) problem,
which yields the solution
wML = (XTDXD)
−1XTDtD, (2.18)
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Note that, in (2.18), we have assumed the typical overdetermined case
in which the inequality N > (M + 1) holds. More generally, one has
the ML solution wML = X
†
DtD. Finally, differentiating the NLL with
respect to β yields instead the ML estimate
1
βML
= LD(wML). (2.19)
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Figure 2.2: Illustration of underfitting and overfitting in ML learning: The dashed
line is the optimal predictor (2.10), which depends on the unknown true distribution,
while the other lines correspond to the predictor tˆML(x) = µ(x,wML) learned via
ML with different model orders M .
Overfitting and Underfitting. Adopting the ℓ2 loss, let us now
compare the predictor tˆML(x) = µ(x,wML) learned via ML with the
optimal, but unknown, predictor tˆ∗(x) in (2.10). To this end, Fig. 2.2
shows the optimal predictor tˆ∗(x) as a dashed line and the ML-based
predictor tˆML(x) obtained with different values of the model order M
for the training set D in Fig. 2.1 (also shown in Fig. 2.2 for reference).
We begin by observing that, with M = 1, the ML predictor under-
fits the data: the model is not rich enough to capture the variations
present in the data. As a result, the training loss LD(wML) in (2.16) is
large.
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In contrast, with M = 9, the ML predictor overfits the data: the
model is too rich and, in order to account for the observations in the
training set, it yields inaccurate predictions outside it. In this case, the
training loss LD(w) in (2.16) is small, but the generalization loss
Lp(wML) = E(x,t)∼pxt [ℓ(t, µ(x, wML))] (2.20)
is large. With overfitting, the model is memorizing the training set,
rather than learning how to generalize to unseen examples.
The choice M = 3 appears to be the best by comparison with the
optimal predictor. Note that this observation is in practice precluded
given the impossibility to determine tˆ∗(x) and hence the generalization
loss. We will discuss below how to estimate the generalization loss using
validation.
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Figure 2.3: Square root of the generalization loss Lp(wML) and of the training loss
LD(wML) as a function of the model order M for the training data set in Fig. 2.1.
The impact of the model order M on training and generalization
losses is further elaborated on in Fig. 2.3, which shows the squared root
of the generalization loss Lp(wML) and of the training loss LD(wML) as
a function of M for the same training data set. A first remark is that,
as expected, the training loss is smaller than the generalization loss,
2.3. Frequentist Approach 27
since the latter accounts for all pairs (x, t)∼ p(x, t), while the former
includes only the training points used for learning. More importantly,
the key observation here is that increasing M allows one to better fit –
and possibly overfit – the training set, hence reducing LD(wML). The
generalization loss Lp(wML) instead tends to decrease at first, as we
move away from the underfitting regime, but it eventually increases
for sufficiently large M . The widening of the gap between training and
generalization provides evidence that overfitting is occurring. From Fig.
2.3, we can hence conclude that, in this example, model orders larger
than M = 7 should be avoided since they lead to overfitting, while
model order less than M = 3 should also not be considered in order to
avoid underfitting.
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Figure 2.4: Square root of the generalization loss Lp(wML) and of the training loss
LD(wML) as a function of the training set size N . The asymptote of the general-
ization and training losses is given by the minimum generalization loss Lp(w
∗) (cf.
(2.21)) achievable for the given model order (see Fig. 2.5).
What if we had more data? Extrapolating from the behavior ob-
served in Fig. 2.2, we can surmise that, as the number N of data points
increases, overfitting is avoided even for large values ofM . In fact, when
the training set is big as compared to the number of parameters in θ,
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we expect the training loss LD(w) to provide an accurate measure of
the generalization loss Lp(w) for all possible values of w. Informally,
we have the approximation LD(w) ≃ Lp(w) simultaneously for all val-
ues of w as long as N is large enough. Therefore, the weight vector
wML that minimizes the training loss LD(w) also (approximately) min-
imizes the generalization loss Lp(w). It follows that, for large N , the
ML parameter vector wML tends to the the optimal value w∗ (assum-
ing for simplicity of argument that it is unique) that minimizes the
generalization loss among all predictors in the model, i.e.,
w∗ = argmin
w
Lp(w). (2.21)
This discussion will be made precise in Chapter 5.
To offer numerical evidence for the point just made, Fig. 2.4 plots
the (square root of the) generalization and training losses versus N ,
where the training sets were generated at random from the true distri-
bution. From the figure, we can make the following important observa-
tions. First, overfitting – as measured by the gap between training and
generalization losses – vanishes as N increases. This is a consequence of
the discussed approximate equalities LD(w) ≃ Lp(w) and wML ≃ w∗,
which are valid as N grows large, which imply the approximate equali-
ties LD(wML) ≃ Lp(wML) ≃ Lp(w∗).
Second, it is noted that the training loss LD(wML) tends to the
minimum generalization loss Lp(w∗) for the given M from below, while
the generalization loss Lp(wML) tends to it from above. This is be-
cause, as N increases, it becomes more difficult to fit the data set D,
and hence LD(wML) increases. Conversely, as N grows large, the ML
estimate becomes more accurate, because of the increasingly accurate
approximation wML ≃ w∗, and thus the generalization loss Lp(wML)
decreases.
Third, selecting a smaller model order M yields an improved gener-
alization loss when the training set is small, while a larger value ofM is
desirable when the data set is bigger. In fact, as further discussed below,
when N is small, the estimation error caused by overfitting dominates
the bias caused by the choice of a small hypothesis class. In contrast,
for sufficiently large training sets, the estimation error vanishes and the
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performance is dominated by the bias induced by the selection of the
model.
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Figure 2.5: Illustration of the bias and training error based on the decomposition
(2.22).
Bias and generalization gap. The previous paragraph intro-
duced the notions of estimation error and bias associated with the
selection of a given model order M . While Chapter 5 will provide a
more extensive discussion on these concepts, it is useful to briefly re-
view them here in the context of ML learning. Estimation error and bias
refer to the following decomposition of the generalization loss achieved
by the given solution wML
Lp(wML) = Lp(tˆ∗)+ (Lp(w∗)−Lp(tˆ∗))+ (Lp(wML)−Lp(w∗)). (2.22)
This decomposition is illustrated in Fig. 2.5 for M = 1. In (2.22),
the term Lp(tˆ∗) = 0.1 (the figure shows the square root) is, as seen,
the minimum achievable generalization loss without any constraint on
the hypothesis class. The term (Lp(w∗) − Lp(tˆ∗)) represents the bias,
or approximation error, caused by the choice of the given hypothesis
class, and hence also by the choice of M . This is because, by (2.21),
30 A Gentle Introduction through Linear Regression
Lp(w∗) is the best generalization loss for the given model. Recall that
the loss Lp(w∗) can be achieved when N is large enough. Finally, the
term (Lp(wML)−Lp(w∗)) is the estimation error or generalization gap3
that is incurred due to the fact that N is not large enough and hence
we have wML 6= w∗.
From the decomposition (2.22), a large N allows us to reduce the
estimation error, but it has no effect on the bias. This is seen in Fig. 2.4,
where the asymptote achieved by the generalization loss as N increases
equals the minimum generalization loss Lp(w∗) for the given model
order. Choosing a small value ofM in the regime of large data imposes a
floor on the achievable generalization loss that no amount of additional
data can overcome.
Validation and testing. In the discussion above, it was assumed
that the generalization loss Lp(w) can somehow be evaluated. Since
this depend on the true unknown distribution p(x, t), this evaluation is,
strictly speaking, not possible. How then to estimate the generalization
loss in order to enable model order selection using a plot as in Fig. 2.3?
The standard solution is to use validation.
The most basic form of validation prescribes the division of the avail-
able data into two sets: a hold-out, or validation, set and the training
set. The validation set is used to evaluate an approximation of the
generalization loss Lp(w) via the empirical average
Lp(w) ≃ 1
Nv
Nv∑
n=1
ℓ(tn, µ(xn, w)), (2.23)
where the sum is done over the Nv elements of the validation set.
The just described hold-out approach to validation has a clear draw-
back, as part of the available data needs to be set aside and not used
for training. This means that the number of examples that can be
used for training is smaller than the number of overall available data
points. To partially obviate this problem, a more sophisticated, and
commonly used, approach to validation is k-fold cross-validation. With
this method, the available data points are partitioned, typically at ran-
dom, into k equally sized subsets. The generalization loss is then esti-
3This is also defined as generalization error in some references.
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mated by averaging k different estimates. Each estimate is obtained by
retaining one of the k subsets for validation and the remaining k − 1
subsets for training. When k = N , this approach is also known as
leave-one-out cross-validation.
Test set. Once a model orderM and model parameters θ have been
obtained via learning and validation, one typically needs to produce
an estimate of the generalization loss obtained with this choice (M,θ).
The generalization loss estimated via validation cannot be used for this
purpose. In fact, the validation loss tends to be smaller than the actual
value of the generalization loss. After all, we have selected the model
order so as to yield the smallest possible error on the validation set. The
upshot is that the final estimate of the generalization loss should be
done on a separate set of data points, referred to as the test set, that are
set aside for this purpose and not used at any stage of learning. As an
example, in competitions among different machine learning algorithms,
the test set is kept by a judge to evaluate the submissions and is never
shared with the contestants.
2.3.4 Maximum A Posteriori (MAP) Criterion
We have seen that the decision regarding the model order M in ML
learning concerns the tension between bias, whose reduction calls for a
larger M , and estimation error, whose decrease requires a smaller M .
ML provides a single integer parameter,M , as a gauge to trade off bias
and estimation error. As we will discuss here, the MAP approach and,
more generally, regularization, enable a finer control of these two terms.
The key idea is to leverage prior information available on the behavior
of the parameters in the absence, or presence, of overfitting.
To elaborate, consider the following experiment. Evaluate the ML
solution wML in (2.18) for different values of M and observe how it
changes as we move towards the overfitting regime by increasingM (see
also [23, Table 1.1]). For the experiment reported in Fig. 2.2, we obtain
the following values: for M = 1, wML = [0.93, − 1.76]T ; for M = 3,
wML = [−0.28, 13.32, −35.92, 22.56]T ; and forM = 9, wML = [13.86,
−780.33, 12.99×103, −99.27 × 103, 416.49 × 103, −1.03 × 106, 1.56 ×
106, 1.40 × 106, 0.69 × 106, −1.44 × 106]. These results suggest that a
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manifestation of overfitting is the large value of norm ‖w‖ of the vector
of weights. We can use this observation as prior information, that is as
part of the inductive bias, in designing a learning algorithm.
To this end, we can impose a prior distribution on the vector of
weights that gives lower probability to large values. A possible, but not
the only, way to do this is to is to assume a Gaussian prior as
w ∼ N (0, α−1I), (2.24)
so that all weights are a priori i.i.d. zero-mean Gaussian variables with
variance α−1. Increasing α forces the weights to be smaller as it re-
duces the probability associated with large weights. The precision vari-
able α is an example of a hyperparameter. In a Bayesian framework,
hyperparameters control the distribution of the model parameters. As
anticipated, hyperparameters are determined via validation.
Rather than maximizing the LL, that is, probability density p(tD|xD, w, β)
of the labels in the training set, as for ML, the MAP criterion prescribes
the maximization of the joint probability distribution of weights and
of labels given the prior p(w) = N (w|0, α−1I), that is,
p(tD, w|xD, β) = p(w)
N∏
n=1
p(tn|xn, w, β). (2.25)
Note that a prior probability can also be assumed for the parameter β,
but in this example we leave β as a deterministic parameter. The MAP
learning criterion can hence be formulated as
min
w,β
−
N∑
n=1
ln p(tn|xn, w, β) − ln p(w). (2.26)
The name “Maximum a Posteriori” is justified by the fact that
problem (2.26) is equivalent to maximizing the posterior distribution
of the parameters w given the available data, as we will further discuss
in the next section. This yields the following problem for the weight
vector
min
w
LD(w) +
λ
N
‖w‖2, (2.27)
where we have defined λ = α/β and we recall that the training loss is
LD(w) = N−1 ‖tD −XDw‖2 .
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ML vs. MAP. Observing (2.27), it is important to note the fol-
lowing general property of the MAP solution: As the number N of data
points grows large, the MAP estimate tends to the ML estimate, given
that the contribution of the prior information term decreases as 1/N .
When N is large enough, any prior credence is hence superseded by the
information obtained from the data.
Problem (2.27), which is often referred to as ridge regression, mod-
ifies the ML criterion by adding the quadratic (or Tikhonov) regular-
ization function
R(w) = ‖w‖2 (2.28)
multiplied by the term λ/N. The regularization function forces the
norm of the solution to be small, particularly with larger values of the
hyperparameter λ, or equivalently α. The solution of problem (2.27)
can be found by using standard LS analysis, yielding
wMAP = (λI +XTDXD)
−1XTDtD. (2.29)
This expression confirms that, as N grows large, the term λI becomes
negligible and the solution tends to the ML estimate (2.18) (see [86]
for a formal treatment).
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Figure 2.6: Square root of the generalization loss Lp(wMAP ) and of the training
loss LD(wMAP ) as a function of the regularization parameter λ for the training data
set in Fig. 2.1 with M = 9.
Fig. 2.6 shows the squared root of the generalization loss Lp(wMAP )
and of the training loss LD(wMAP ) as a function of λ (in logarithmic
scale) for the training data set in Fig. 2.1 with M = 9. The general-
ization loss is estimated using validation. We observe that increasing
λ, and hence the relevance of the regularization term, has a similar im-
pact as decreasing the model order M . A larger λ reduces the effective
capacity of the model. Stated in different words, increasing λ reduces
overfitting but may entail a larger bias.
Other standard examples for the prior distribution include the Laplace
pdf, which yields the l1 norm regularization function R(w) = ‖w‖1 =∑M
j=0 |w|1. This term promotes the sparsity of the solution, which is
useful in many signal recovery algorithms [14] and in non-parametric
function estimation [146]. The corresponding optimization problem
min
w
LD(w) +
λ
N
‖w‖1 (2.30)
is known as LASSO (Least Absolute Shrinkage and Selection Opera-
tor).
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2.3.5 Regularization
We have seen above that the MAP learning criterion amounts to the
addition of a regularization function R(w) to the ML or ERM learning
losses. This function penalizes values of the weight vector w that are
likely to occur in the presence of overfitting, or, generally, that are im-
probable on the basis of the available prior information. The net effect
of this addition is to effectively decrease the capacity of the model, as
the set of values for the parameter vector w that the learning algorithm
is likely to choose from is reduced. As a result, as seen, regularization
can control overfitting and its optimization requires validation.
Regularization generally refers to techniques that aim at reducing
overfitting during training. The discussion in the previous subsection
has focused on a specific form of regularization that is grounded in a
probabilistic interpretation in terms of MAP learning. We note that
the same techniques, such as ridge regression and LASSO, can also
be introduced independently of a probabilistic framework in an ERM
formulation. Furthermore, apart from the discussed addition of regu-
larization terms to the empirical risk, there are other ways to perform
regularization.
One approach is to modify the optimization scheme by using tech-
niques such as early stopping [56]. Another is to augment the training
set by generating artificial examples and hence effectively increasing
the number N of training examples. Related to this idea is the tech-
nique known as bagging. With bagging, we first create a number K of
bootstrap data sets. Bootstrap data sets are obtained by selecting N
data points uniformly with replacement from D (so that the same data
point generally appears multiple times in the bootstrap data set). Then,
we train the model K times, each time over a different bootstrap set.
Finally, we average the results obtained from the models using equal
weights. If the errors accrued by the different models were independent,
bagging would yield an estimation error that decreases with K. In prac-
tice, significantly smaller gains are obtained, particularly for large K,
given that the bootstrap data sets are all drawn from D and hence the
estimation errors are not independent [23].
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2.4 Bayesian Approach
The frequentist approaches discussed in the previous section assume
the existence of a true distribution, and aim at identifying a specific
value for the parameters θ of a probabilistic model to derive a predictor
(cf. (2.3)). ML chooses the value θ that maximizes the probability of
the training data, while MAP includes in this calculation also prior
information about the parameter vector. With the frequentist approach,
there are hence two distributions on the data: the true distribution,
approximated by the empirical distribution of the data and the model
(see further discussion in Sec. 2.8).
The Bayesian viewpoint is conceptually different: (i) It assumes
that all data points are jointly distributed according to a distribution
that is known except for some hyperparameters; and (ii) the model
parameters θ are jointly distributed with the data. As a result, as it
will be discussed, rather than committing to a single value to explain
the data, the Bayesian approach considers the explanations provided by
all possible values of θ, each weighted according to a generally different,
and data-dependent, “belief”.
More formally, the Bayesian viewpoint sees the vector of parameters
as rvs that are jointly distributed with the labels tD in the training data
D and with the new example t. We hence have the joint distribution
p(tD, w, t|xD, x). We recall that the conditioning on the domain points
xD and x in the training set and in the new example, respectively, are
hallmarks of discriminative probabilistic models. The Bayesian solution
simply takes this modeling choice to its logical end point: in order to
predict the new label t, it directly evaluates the posterior distribution
p(t|xD, tD, x) = p(t|D, x) given the available information (D, x) by ap-
plying the marginalization rules of probability to the joint distribution
p(tD, w, t|xD, x).
As seen, the posterior probability p(t|D, x) can be used as the predic-
tive distribution in (2.3) to evaluate a predictor tˆ(x). However, a fully
Bayesian solution returns the entire posterior p(t|D, x), which provides
significantly more information about the unobserved label t. As we will
discuss below, this knowledge, encoded in the posterior p(t|D, x), com-
bines both the assumed prior information about the weight vector w
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and the information that is obtained from the data D.
To elaborate, in the rest of this section, we assume that the preci-
sion parameter β is fixed and that the only learnable parameters are
the weights in vector w. The joint distribution of the labels in the train-
ing set, of the weight vector and of the new label, conditioned on the
domain points xD in the training set and on the new point x, is given
as
p(tD, w, t|xD, x) = p(w)︸ ︷︷ ︸
a priori distribution
p(tD|xD, w)︸ ︷︷ ︸
likelihood
p(t|x,w)︸ ︷︷ ︸
distribution of new data
.
(2.31)
In the previous equation, we have identified the a priori distribution of
the data; the likelihood term p(tD|xD, w) =
∏N
n=1N (tn|µ(xn, w), β−1)
in (2.13)4; and the pdf of the new label p(t|w, x) = N (t|µ(x,w), β−1).
It is often useful to drop the dependence on the domain points xD and
x to write only the joint distribution of the random variables in the
model as
p(tD, w, t) = p(w)︸ ︷︷ ︸
a priori distribution
p(tD|w)︸ ︷︷ ︸
likelihood
p(t|w)︸ ︷︷ ︸
distribution of new data
. (2.32)
This factorization can be represented graphically by the Bayesian Net-
work (BN) in Fig. 2.7. The significance of the graph should be clear by
inspection, and it will be discussed in detail in Chapter 7.
It is worth pointing out that, by treating all quantities in the model
– except for the hyperparameter α – as rvs, the Bayesian viewpoint does
away with the distinction between learning and inference. In fact, since
the joint distribution is assumed to be known in a Bayesian model, the
problem at hand becomes that of inferring the unknown rv t. To restate
this important point, the Bayesian approach subsumes all problems in
the general inference task of estimating a subset of rvs given other rvs
in a set of jointly distributed rvs with a known joint distribution.
4The likelihood is also known as sampling distribution within the Bayesian frame-
work [92].
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Figure 2.7: Bayesian Network (BN) describing the joint distribution (2.32) of the
weight vector w, of the labels tD in the training data D and t in the new example,
as used in the Bayesian approach.
As mentioned, we are interested in computing the posterior proba-
bility p(t|D, x) of the new label t given the training data D and the new
domain point x = x. Dropping again the domain variables to simplify
the notation, we apply standard rules of probability to obtain
p(t|tD) = p(tD, t)
p(tD)
=
∫
p(w)p(tD|w)
p(tD)
p(t|w)dw
=
∫
p(w|tD)p(t|w)dw, (2.33)
where the second equality follows from the marginalization rule p(tD, t) =∫
p(tD, w, t)dw and the last equality from Bayes’ theorem. Putting back
the dependence on the domain variables, we obtain the predictive dis-
tribution as
p(t|x,D) =
∫
p(w|D)︸ ︷︷ ︸
posterior distribution of w
p(t|x,w)dw. (2.34)
This is the key equation. Accordingly, the Bayesian approach con-
siders the predictive probability p(t|x,w) associated with each value of
the weight vector w weighted by the posterior belief
p(w|D) = p(w)p(tD|xD, w)
p(tD|xD) . (2.35)
The posterior belief p(w|D), which defines the weight of the parameter
vector w, is hence proportional to the prior belief p(w) multiplied by
the correction p(tD|xD, w) due to the observed data.
Computing the posterior p(w|D), and a fortiori also the predictive
distribution p(t|x,D), is generally a difficult task that requires the adop-
tion of approximate inference techniques covered in Chapter 8. For this
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example, however, we can directly compute the predictive distribution
as [23]
t|x,D ∼ N (µ(x,wMAP ), s2(x)), (2.36)
where s2(x) = β−1(1+φ(x)T
(
λI +XTDXD
)−1
φ(x)). Therefore, in this
particular example, the optimal predictor under ℓ2 loss is MAP. This is
consequence of the fact that mode and mean of a Gaussian pdf coincide,
and is not a general property. Even so, as discussed next, the Bayesian
viewpoint can provide significantly more information on the label t than
the ML or MAP.
ML and MAP vs. Bayesian approach. The Bayesian posterior
(2.36) provides a finer prediction of the labels t given the explanatory
variables x as compared to the predictive distribution p(t|x, θML) =
N (µ(x,wML), β−1) returned by ML and similarly by MAP. To see this,
note that the latter has the same variance for all values of x, namely
β−1. Instead, the Bayesian approach reveals that, due to the uneven
distribution of the observed values of x, the accuracy of the prediction
of labels depends on the value of x: Values of x closer to the existing
points in the training sets generally exhibit a smaller variance.
This is shown in Fig. 2.8, which plots a training set, along with the
corresponding predictor µ(x,wMAP ) and the high-probability interval
µ(x,wMAP )± s(x) produced by the Bayesian method. We set M = 9,
β−1 = 0.1 and α−1 = 0.2×105. For reference, we also show the interval
µ(x,wMAP ) ± β−1/2 that would result from the MAP analysis. This
intervals illustrate the capability of the Bayesian approach to provide
information about the uncertainty associated with the estimate of t.
This advantage of the Bayesian approach reflects its conceptual dif-
ference with respect to the frequentist approach: The frequentist pre-
dictive distribution refers to a hypothetical new observation generated
with the same mechanism as the training data; instead, the Bayesian
predictive distribution quantifies the statistician’s belief in the value of
t given the assumed prior and the training data.
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Figure 2.8: Illustration of the predictive distribution p(t|x,D) produced by the
Bayesian method for the training set shown in the figure as compared to that ob-
tained with the MAP criterion. The larger interval corresponds to µ(x,wMAP )±s(x)
for the Bayesian method, while the smaller interval to µ(x,wMAP )±β
−1/2 for MAP
(M = 9, β−1 = 0.1 and α−1 = 0.2× 105).
From (2.36), we can make another important general observation
about the relationship with ML and MAP concerning the asymptotic
behavior when N is large. In particular, when N → ∞, we have al-
ready seen that, informally, the limit wMAP → wML holds. We now
observe that it is also the case that the variance s2(x) of the Bayesian
predictive distribution tends to β−1. As a result, we can conclude that
the Bayesian predictive distribution approaches that returned by ML
when N is large. A way to think about this conclusion is that, when
N is large, the posterior distribution p(w|D) of the weights tends to
concentrate around the ML estimate, hence limiting the average (2.34)
to the contribution of the ML solution.
Marginal likelihood. Another advantage of the Bayesian approach
is that, in principle, it allows model selection to be performed without
validation. Toward this end, compute the marginal likelihood
p(tD|xD) =
∫
p(w)
N∏
n=1
p(tn|xn, w)dw, (2.37)
that is, the probability density of the training set when marginalizing
over the weight distribution. With the ML approach, the corresponding
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quantity p(tD|xD, wML) can only increase by choosing a larger model
order M . In fact, a larger M entails more degrees of freedom in the
optimization (2.16) of the LL. A similar discussion applies also to MAP.
However, this is not the case for (2.37): a larger M implies a more
“spread-out” prior distribution of the weights, which may result in a
more diffuse distribution of the labels in (2.37). Hence, increasing M
may yield a smaller marginal likelihood.
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Figure 2.9: Marginal likelihood versus the model order M for the training set of
Fig. 2.1 (β = 10, α0 = 10
−3).
To illustrate this point, Fig. 2.9 plots the marginal likelihood for
the data set in Fig. 2.1 for β = 10 and three different values of α as a
function of M . The marginal likelihood in this example can be easily
computed since we have
tD|xD = xD ∼ N (0, α−1XDXTD + β−1I). (2.38)
It is observed that the marginal likelihood presents a peak at a given
value ofM , while decreasing when moving away from the optimal value.
Therefore, we could take the value of M at which the marginal likeli-
hood is maximized as the selected model order.
Does this mean that validation is really unnecessary when adopting
a Bayesian viewpoint? Unfortunately, this is not necessarily the case.
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In fact, one still needs to set the hyperparameter α. As seen in Fig.
2.9, varying α can lead to different conclusions on the optimal value
of M . An alternative approach would be to treat α, and even M , as
rvs with given priors to be specified (see, e.g., [131]). This would not
obviate the problem of selecting hyperparameters – now defining the
prior distributions of α andM – but it can lead to powerful hierarchical
models. The necessary tools will be discussed in Chapter 7.
As a final note, rather than using often impractical exhaustive
search methods, the optimization over the hyperparameters and the
model order M for all criteria discussed so far, namely ML, MAP and
Bayesian, can be carried out using so-called Bayesian optimization tools
[132]. A drawback of these techniques is that they have their own hy-
perparameters that need to be selected.
Empirical Bayes. Straddling both frequentist and Bayesian view-
points is the so-called empirical Bayes method. This approach assumes
an a priori distribution for the parameters, but then estimates the pa-
rameters of the prior – say mean and variance of a Gaussian prior –
from the data [48].
2.5 Minimum Description Length (MDL)∗
In this section, we briefly introduce a third, conceptually distinct, learn-
ing philosophy – the MDL criterion. The reader is warned that the
treatment here is rather superficial, and that a more formal definition
of the MDL criterion would would require a more sophisticated dis-
cussion, which can be found in [60]. Furthermore, some background
in information theory is preferable in order to fully benefit from this
discussion.
To start, we first recall from the treatment above that learning
requires the identification of a model, or hypothesis class – here the
model order M – and of a specific hypothesis, defined by parameters θ
– here θ = (w, β) – within the class. While MDL can be used for both
tasks, we will focus here only on the first.
To build the necessary background, we now need to review the
relationship between probabilistic models and compression. To this end,
consider a signal x taking values in a finite alphabet X , e.g., a pixel
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in a gray scale image. Fix some probability mass function (pmf) p(x)
on this alphabet. A key result in information theory states that it is
possible to design a lossless compression scheme that uses ⌈− log p(x)⌉
bits to represent value x5
By virtue of this result, the choice of a probability distribution p(x)
is akin to the selection of a lossless compression scheme that produces a
description of around − log p(x) bits to represent value x. Note that the
description length − log p(x) decreases with the probability assigned by
p(x) to value x: more likely values under p(x) are assigned a smaller
description. Importantly, a decoder would need to know p(x) in order
to recover x from the bit description.
At an informal level, the MDL criterion prescribes the selection
of a model that compresses the training data to the shortest possi-
ble description. In other words, the model selected by MDL defines a
compression scheme that describes the data set D with the minimum
number of bits. As such, the MDL principle can be thought of as a for-
malization of Occam’s razor: choose the model that yields the simplest
explanation of the data. As we will see below, this criterion naturally
leads to a solution that penalizes overfitting.
What is the length of the description of a data set D that results
from the selection of a specific value of M? The answer is not straight-
forward, since, for a given value of M , there are as many probability
distributions as there are values for the corresponding parameters θ
to choose from. A formal calculation of the description length would
hence require the introduction of the concept of universal compression
for a given probabilistic model [60]. Here, we will limit ourselves to a
particular class of universal codes known as two-part codes.
Using two-part codes, we can compute the description length for
the data D that results from the choice of a model order M as fol-
lows. First, we obtain the ML solution (wML, βML). Then, we describe
the data set by using a compression scheme defined by the probabil-
ity p(t|x,wML, βML) = N (t|µ(x,wML), β−1ML). As discussed, this pro-
5This is known as Kraft’s inequality. More precisely, it states that the lossless
compression scheme at hand is prefix-free and hence decodable, or invertible, without
delay [38].
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duces a description of approximately −∑Nn=1 logp(tn|xn, wML, βML)
bits6. This description is, however, not sufficient, since the decoder of
the description should also be informed about the parameters (wML, βML).
Using quantization, the parameters can be described by means of a
number C(M) of bits that is proportional to the number of parameters,
hereM +2. Concatenating these bits with the description produced by
the ML model yields the overall description length
−
N∑
n=1
logp(tn|xn, wML, βML) + C(M). (2.39)
MDL – in the simplified form discussed here – selects the model order
M that minimizes the description length (2.39). Accordingly, the term
C(M) acts as a regularizer. The optimal value of M for the MDL
criterion is hence the result of the trade-off between the minimization
of the overhead C(M), which calls for a small value of M , and the
minimization of the NLL, which decreases with M .
Under some technical assumptions, the overhead term can be often
evaluated in the form (K/2) lnN + c, where K is the number of pa-
rameters in the model and c is a constant. This expression is not quite
useful in practice, but it provides intuition about the mechanism used
by MDL to combat overfitting.
2.6 Information-Theoretic Metrics
We now provide a brief introduction to information theoretic metrics
by leveraging the example studied in this chapter. As we will see in the
following chapters, information-theoretic metrics are used extensively
in the definition of learning algorithms. Appendix A provides a detailed
introduction to information-theoretic measures in terms of inferential
tasks. Here we introduce the key metrics of Kullback-Leibler (KL) di-
vergence and entropy by examining the asymptotic behavior of ML in
the regime of large N . The case with finite N is covered in Chapter 6
(see Sec. 6.4.3).
6This neglects the technical issue that the labels are actually continuous rvs,
which could be accounted for by using quantization.
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To start, we revisit the ML problem (2.15), which amounts to the
minimization of the NLL −N−1∑Nn=1 ln p(tn|xn, w, β), also known as
log-loss. According to the frequentist viewpoint, the training set vari-
ables are drawn i.i.d. according to the true distribution p(x, t), i.e.,
(xn, tn) ∼ pxt i.i.d. over n = 1, ..., N . By the strong law of large num-
bers, we then have the following limit with probability one
− 1
N
N∑
n=1
ln p(tn|xn, w, β)→ E(x,t)∼pxt [− ln p(t|x, w, β)] . (2.40)
As we will see next, this limit has a useful interpretation in terms of
the KL divergence.
The KL divergence between two distributions p and q is defined as
KL(p‖q) = Ex∼px
[
ln
p(x)
q(x)
]
. (2.41)
The KL divergence is hence the expectation of the Log-Likelihood Ratio
(LLR) ln(p(x)/q(x)) between the two distributions, where the expecta-
tion is taken with respect to the distribution at the numerator. The
LLR tends to be larger, on average, if the two distributions differ more
significantly, while being uniformly zero only when the two distribu-
tions are equal. Therefore, the KL divergence measures the “distance”
between two distributions. As an example, with p(x) = N (x|µ1, σ21)
and q(x) = N (x|µ2, σ22), we have
KL(p‖q) = 1
2
(
σ21
σ22
+
(µ2 − µ1)2
σ22
− 1 + ln σ
2
2
σ21
)
, (2.42)
and, in the special case σ21 = σ
2
2 = σ
2, we can write
KL(p‖q) = 1
2
(µ2 − µ1)2
σ2
, (2.43)
which indeed increase as the two distributions become more different.
The KL divergence is measured in nats when the natural logarithm
is used as in (2.41), while it is measured in bits if a logarithm in base 2
is used. In general, the KL divergence has several desirable properties
as a measure of the distance of two distributions [23, pp. 55-58]. The
most notable is Gibbs’ inequality
KL(p‖q) ≥ 0, (2.44)
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where equality holds if and only if the two distributions p and q are
identical. Nevertheless, the KL divergence has also some seemingly un-
favorable features, such as its non-symmetry, that is, the inequality
KL(p‖q) 6= KL(q‖p). We will see in Chapter 8 that the absence of
symmetry can be leveraged to define different types of approximate
inference and learning techniques.
Importantly, the KL divergence can be written as
KL(p||q) = Ex∼px[− ln q(x)]︸ ︷︷ ︸
H(p||q)
−Ex∼px [− ln p(x)]︸ ︷︷ ︸
H(p)
, (2.45)
where the first term, H(p||q), is known as cross-entropy between p(x)
and q(x) and plays an important role as a learning criterion as discussed
below; while the second term, H(p), is the entropy of distribution p(x),
which is a measure of randomness. We refer to Appendix A for further
discussion on the entropy.
Based on the decomposition (2.45), we observe that the cross-entropy
H(p||q) can also be taken as a measure of divergence between two dis-
tributions when one is interested in optimizing over the distribution
q(x), since the latter does not appear in the entropy term. Note that
the cross-entropy, unlike the KL divergence, can be negative.
Using the definition (2.41), the expected log-loss on the right-hand
side of (2.40) can be expressed as
E(x,t)∼pxt [− ln p(t|x, w, β)] = Ex∼px [H(p(t|x)||p(t|x, w, β))], (2.46)
which can be easily verified by using the law of iterated expectations.
Therefore, the average log-loss is the average over the domain point x
of the cross-entropy between the real predictive distribution p(t|x) and
the predictive distribution p(t|x,w, β) dictated by the model. From
(2.46), the ML problem (2.15) can be interpreted as an attempt to
make the model-based discriminative distribution p(t|x,w, β) as close
as possible to the actual posterior p(t|x). This is done by minimizing
the KL divergence, or equivalently the cross-entropy, upon averaging
over p(x).
As final remarks, in machine learning, it is common to use the
notation KL(p‖q) even when q is unnormalized, that is, when q(x) is
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non-negative, but we may have the inequality
∫
q(x)dx 6= 1. We also
observe that the entropy H(p) = Ex∼px [− ln p(x)] is non-negative for
discrete rvs, while it may be negative for continuous rvs. Due to its
different properties when evaluated for continuous rvs, the quantity
H(p) should be more properly referred to as differential entropy when
the distribution p is a pdf [38]. In the rest of this monograph, we will
not always make this distinction.
2.7 Interpretation and Causality∗
Having learned a predictive model using any of the approaches dis-
cussed above, an important, and often overlooked, issue is the interpre-
tation of the results returned by the learned algorithm. This has in fact
grown into a separate field within the active research area of deep neu-
ral networks (see Chapter 4) [102]. Here, we describe a typical pitfall of
interpretation that relates to the assessment of causality relationships
between the variables in the model. We follow an example in [113].
Fig. 2.10 (top) shows a possible distribution of data points on the
plane defined by coordinates x = exercise and t = cholesterol (the
numerical values are arbitrary). Learning a model that relates t as the
dependent variable to the variable x would clearly identify an upward
trend – an individual that exercises more can be predicted to have a
higher cholesterol level. This prediction is legitimate and supported by
the available data, but can we also conclude that exercising less would
reduce one’s cholesterol? In other words, can we conclude that there
exists a causal relationships between x and t? We know the answer to
be no, but this cannot be ascertained from the data in the figure.
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Figure 2.10: Illustration of Simpson’s paradox [113].
The way out of this conundrum is to leverage prior information
we have about the problem domain. In fact, we can explain away this
spurious correlation by including another measurable variable in the
model, namely age. To see this, consider the same data, now redrawn
by highlighting the age of the individual corresponding to each data
point. The resulting plot, seen in Fig. 2.10 (bottom), reveals that older
people — within the observed bracket — tend to have a higher choles-
terol as well as to exercise more. Therefore, age is a common cause of
both exercise and cholesterol levels. In order to capture the causality
relationship between the latter variables, we hence need to adjust for
age. Doing this requires to consider the trend within each age sepa-
rately, recovering the expected conclusion that exercising is useful to
lower one’s cholesterol.7
We conclude that in this example the correlation between x and t,
while useful for prediction, should not be acted upon for decision mak-
ing. When assessing the causal relationship between x and t, we should
first understand which other variables may explain the observations
and then discount any spurious correlations.
This discussion reveals an important limitation of most existing ma-
chine learning algorithms when it comes to identifying causality rela-
tionships, or, more generally, to answering counterfactual queries [112].
The study of causality can be carried out within the elegant framework
7This example is an instance of the so called Simpson’s paradox: patterns visible
in the data disappear, or are even reversed, on the segregated data.
2.8. Summary 49
of interventions on probabilistic graphical models developed by Pearl
[113, 81, 118]. Other related approaches are covered in [115]. More dis-
cussion on probabilistic graphical models can be found in Chapter 7.
2.8 Summary
In this chapter, we have reviewed three key learning frameworks, namely
frequentist, Bayesian and MDL, within a parametric probabilistic set-
up. The frequentist viewpoint postulates the presence of a true un-
known distribution for the data, and aims at learning a predictor that
generalizes well on unseen data drawn from this distribution. This can
be done either by learning a probabilistic model to be plugged into
the expression of the optimal predictor or by directly solving the ERM
problem over the predictor. The Bayesian approach outputs a predic-
tive distribution that combines prior information with the data by solv-
ing the inference problem of computing the posterior distribution over
the unseen label. Finally, the MDL method aims at selecting a model
that allows the data to be described with the smallest number of bits,
hence doing away with the need to define the task of generalizing over
unobserved examples.
The chapter has also focused extensively on the key problem of
overfitting, demonstrating how the performance of a learning algorithm
can be understood in terms of bias and estimation error. In particular,
while choosing a hypothesis class is essential in order to enable learning,
choosing the “wrong” class constitutes an irrecoverable bias that can
make learning impossible. As a real-world example, as reported in [109],
including as independent variables in x the ZIP code of an individual
seeking credit at a bank may discriminate against immigrants or minori-
ties. Another example of this phenomenon is the famous experiment by
B. F. Skinner on pigeons [133].
We conclude this chapter by emphasizing an important fact about
the probabilistic models that are used in modern machine learning
applications. In frequentist methods, typically at least two (possibly
conditional) distributions are involved: the empirical data distribution
and the model distribution. The former amounts to the histogram of
the data which, by the law of large numbers, tends to the real distribu-
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tion when the number of data points goes to infinity; while the latter
is parametrized and is subject to optimization. For this reason, diver-
gence metrics between the two distributions play an important role in
the development of learning algorithms. We will see in the rest of the
monograph that other frequentist methods may involve a single distri-
bution rather than two, as discussed in Sec. 6.6, or an additional, so
called variational, distribution, as covered in Sec. 6.3 and Chapter 8.
In contrast, Bayesian methods posit a single coherent distribution
over the data and the parameters, and frame the learning problem as
one of inference of unobserved variables. As we will discuss in Chapter 8,
variational Bayesian methods also introduce an additional variational
distribution and are a building block for frequentist learning in the
presence of unobserved variables.
The running example in this chapter has been one of linear regres-
sion for a Gaussian model. The next chapter provides the necessary
tools to construct and learn more general probabilistic models.
3Probabilistic Models for Learning
In the previous chapter, we have introduced the frequentist, Bayesian,
and MDL learning frameworks. As we have seen, parametric probabilis-
tic models play a key role for all three of them. The linear regression
example considered in the previous chapter was limited to a simple lin-
ear Gaussian model, which is insufficient to capture the range of learn-
ing problems that are encountered in practice. For instance, scenarios
of interest may encompass discrete variables or non-negative quantities.
In this chapter, we introduce a family of probabilistic models, known as
the exponential family, whose members are used as components in many
of the most common probabilistic models and learning algorithms. The
treatment here will be leveraged in the rest of the monograph in order
to provide the necessary mathematical background. Throughout this
chapter, we will specifically emphasize the common properties of the
models in the exponential family, which will prove useful for deriving
learning algorithms in the following chapters.
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3.1 Preliminaries
We start with a brief review of some definitions that will be used
throughout the chapter and elsewhere in the monograph (see [28] for
more details). Readers with a background in convex analysis and cal-
culus may just review the concept of sufficient statistic in the last para-
graph.
First, we define a convex set as a subset of RD, for some D, that
contains all segments between any two points in the set. Geometrically,
convex sets hence cannot have “indentations”. Function f(x) is convex
if its domain is a convex set and if it satisfies the inequality f(λx+(1−
λ)y) ≤ λf(x) + (1 − λ)f(y) for all x and y in its domain and for all
0 ≤ λ ≤ 1. Geometrically, this condition says that the function is “∪”-
shaped: the curve defining the function cannot lie above the segment
obtained by connecting any two points on the curve. A function is
strictly convex if the inequality above is strict except for λ = 0 or
λ = 1 when x 6= y. A concave, or strictly concave, function is defined
by reversing the inequality above – it is hence “∩”-shaped.
The minimization of a convex (“∪”) function over a convex con-
straint set or the maximization of a concave (“∩”) function over a
convex constraint set are known as convex optimization problems. For
these problems, there exist powerful analytical and algorithmic tools
to obtain globally optimal solutions [28].
We also introduce two useful concepts from calculus. The gradient
of a differentiable function f(x) with x = [x1 · · · xD]T ∈ RD is defined
as the D × 1 vector ∇f(x) = [∂f(x)/∂x1 · · · ∂f(x)/∂xD]T containing
all partial derivatives. At any point x in the domain of the function,
the gradient is a vector that points to the direction of locally maximal
increase of the function. The Hessian ∇2f(x) is the D×D matrix with
(i, j) element given by the second-order derivative ∂2f(x)/∂xi∂xj . It
captures the local curvature of the function.
Finally, we define the concept of sufficient statistic. Consider a rv
x ∼ p(x|θ), whose distribution depends on some parameter θ. A func-
tion f(x) is a sufficient statistic1 for the estimate of θ if the likelihood
1A statistic is a function of the data.
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p(x|θ) of the parameters θ depends on x only through the function f(x).
As an example, for a rv x ∼ N (0, σ2), the function f(x) = x2 can be
easily seen to be sufficient for the estimate of the variance σ2.
3.2 The Exponential Family
In this section, we introduce the exponential family of parametric prob-
abilistic models. As it will be discussed, this family includes as special
cases most of the distributions typically assumed when solving machine
learning problems. For example, it includes Gaussian, Laplace, Gamma,
Beta and Dirichlet pdfs, as well as Bernoulli, Categorical, multinomial,
and Poisson pmfs. An extensive list can be found in [156].
3.2.1 Basic Definitions
The exponential family contains probabilistic models of the form
p(x|η) = 1
Z(η)
exp
(
K∑
k=1
ηkuk(x)
)
m(x)
=
1
Z(η)
exp
(
ηTu(x)
)
m(x), (3.1)
where x is a discrete or continuous-valued vector; η = [η1 · · · ηK ]T is the
vector of natural parameters; u(x) = [u1(x) · · · uK(x)]T is the vector of
sufficient statistics, with each sufficient statistic uk(x) being a function
of x; m(x) ≥ 0 is the base measure, which is a function of x that is
independent of the natural parameter vector η; and Z(η) is the partition
function
Z(η) =
∫
exp
(
ηTu (x)
)
m (x) dx (3.2)
for continuous rvs and Z(η) =
∑
x exp
(
ηTu (x)
)
m (x) for discrete rvs.
The sufficient statistic vector u(x) can be seen to be a sufficient statistic
for the estimation of the natural parameter vector η given x.
The partition function normalizes the distribution so that it inte-
grates, or sums, to one. It is also often useful to use the unnormalized
distribution
p˜(x|η) = exp
(
ηTu(x)
)
m(x), (3.3)
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since the latter is generally easier to evaluate.
In short, distributions belonging to the exponential family are such
that the logarithm of the unnormalized distribution p˜(x|η), which is
also known as the energy function, is linear2 in the natural parameters,
i.e.,
ln p˜(x|η) = ηTu(x) + lnm (x) . (3.4)
For this reason, models of the form (3.1) are also referred to as log-
linear.3 Including the partition function, the LL of the natural param-
eters can be written as
ln p(x|η) = ηTu (x)−A(η) + lnm(x), (3.5)
where
A(η) = lnZ(η) (3.6)
is the log-partition function.
As per (3.1), a probabilistic model belonging to the exponential
family is identified by the set of sufficient statistics {uk(x)}Kk=1, whose
order is irrelevant, and by the measure m(x). A specific hypothesis
within the model is selected by determining the natural parameter vec-
tor η. The set of feasible values for the natural parameters contains all,
and only, the vectors η for which the unnormalized distribution p˜(x|η)
can be normalized, that is, for which the inequality A(η) < ∞ holds.
We will see below that this set is convex.
Example 3.1. (Gaussian pdf) As a first example, consider the Gaus-
sian pdf
N (x|ν, σ2) = 1
(2πσ2)1/2
exp
(
− x
2
2σ2
+
ν
σ2
x− ν
2
2σ2
)
.
This can be written in the form (3.1) upon identification of the base
measure m(x) = 1 and of the sufficient statistics u(x) = [x x2]. Note
that, in order to do this, we need to map the parameters (ν, σ2) to the
2Or, more precisely, affine given the presence of an additive constant.
3There exists a more general version of the exponential family in which the
natural parameters are non-linear functions of the parameters that identify the dis-
tribution.
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natural parameters via the relationship η = [ν/σ2 − 1/(2σ2) ]. As a
result, while the parameters (ν, σ2) take all possible allowed values
in R × R+, the natural parameter vector η takes values in the set
R × R−. Every value η in this set corresponds to a valid pdf within
the hypothesis class of N (x|ν, σ2) models. Finally, we can compute the
log-partition function as
A(η) =
ν2
2σ2
+
1
2
ln(2πσ2) = − η
2
1
4η2
− 1
2
ln
(
−
(
2η2
2π
))
. (3.7)
In order to ensure identifiability of the natural parameters, the suffi-
cient statistics {uk(x)}Kk=1 need to be linearly independent. This means
that no sufficient statistic uk(x) should be computable, for all x, as
a linear combination of other sufficient statistics uk′(x) with k′ 6= k.
For example, this is the case for the vector u(x) = [x x2] of sufficient
statistics for the Gaussian distribution. This condition is referred to as
minimal representation [151]. Unless stated otherwise, we will assume
in the following that the exponential family under study is minimal.
Furthermore, we will assume the technical condition that the set of fea-
sible values for η is also open (that is, it excludes its boundary), which
yields a regular exponential family.
3.2.2 Natural Parameters, Mean Parameters and Convexity
As suggested by the example above, once the sufficient statistics and
the base measure are fixed, a specific hypothesis – pdf or pmf – can be
identified by either specifying the vector η of natural parameters or the
vector µ of mean parameters. The latter is defined as the expectation
of the vector of sufficient statistics
µ = Ex∼p(x|η)[u(x)]. (3.8)
For the preceding example, we have the mean parameter vector µ =
[E[x] = ν, E[x2] = σ2 + ν2]T . We can therefore use the notation p(x|µ)
as well as p(x|η) to describe a model in the exponential family. As we
will see below, the availability of these two parametrizations implies
that learning can be done on either sets of variables.
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A key property of the exponential family is that the mapping be-
tween natural parameters and mean parameters is given by the gradi-
ent of the log-partition function. Specifically, it can be verified that the
partial derivative of the log-partition function equals the mean of the
corresponding sufficient statistic
∂A(η)
∂ηk
= Ex∼p(x|η) [uk (x)] = µk, (3.9)
or, in vector form,
∇ηA(η) = Ex∼p(x|η) [u (x)] = µ. (3.10)
Although we will not be making use of this result here, the Hessian
∇2ηA(η) of the log-partition function can be similarly seen to equal the
covariance matrix of the sufficient statistics4. It is also equal to the
Fisher information matrix for the natural parameters [45].
The log-partition function A(η) in (3.6) is strictly convex in η, as
it follows from the fact that it is a log-sum-exp function composed
with an affine function [28]. This property has the following important
consequences. First, the set of feasible values for the natural parameters
is a convex set [28]. Note that this is generally not the case for the
corresponding set of feasible values for the mean parameters. Second,
the mapping (3.10) between natural parameters η and mean parameters
µ is invertible (see, e.g., [10])5.
Third, the LL function ln p(x|η) in (3.5) is a concave function of η.
As further discussed below, the ML problem hence amounts to maxi-
mization of a convex optimization problem.
3.2.3 Bernoulli Model
Due to its importance for binary classification problems, we detail here
the Bernoulli model. We also introduce the important logistic sigmoid
function.
4More generally, the log-partition function A(η) is the cumulant function for rv
x.
5The inverse mapping between mean parameters and natural parameters is given
by the gradient ∇µA
∗(µ) of the convex conjugate function A∗(µ) = supηη
Tµ−A(η),
where the maximization is over the feasible set of natural parameters.
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The Bernoulli distribution for a binary rv x ∈ {0, 1} is given as
Bern(x|µ) = µx (1− µ)1−x , (3.11)
with µ = Ex∼Bern(x|µ) [x] = Pr[x = 1]. Since we can write the LL
function as
ln (Bern(x|µ)) = ln
(
µ
1− µ
)
x+ ln (1− µ) , (3.12)
the sufficient statistic defining the Bernoulli model is u(x) = x and
the measure function is m(x) = 1. The mapping between the natural
parameter η and the mean parameter µ is given as
η = ln
(
µ
1− µ
)
, (3.13)
that is, the natural parameter is the LLR η = ln(Bern(1|µ)/Bern(0|µ)).
Function (3.13) is also known as the logit function. The corresponding
set of feasible values is hence R.
The inverse mapping is instead given by the logistic sigmoid func-
tion
µ = σ(η) =
1
1 + e−η
. (3.14)
The sigmoid function converts a real number into the interval [0, 1]
via an S-shape that associates values less than 0.5 to negative values
of the argument and larger values to positive numbers. Finally, the
log-partition function is given by the convex function of the natural
parameters
A(η) = −ln(1− µ) = ln(1 + eη). (3.15)
Note that the relationship (3.10) is easily verified.
3.2.4 Categorical or Multinoulli Model
For its role in multi-class classification, we introduce here in some de-
tail the Categorical or Multinoulli distribution, along with the one-hot
encoding of categorical variables and the soft-max function.
The Categorical model applies to discrete variables taking C values,
here labeled without loss of generality as {0, 1, ..., C − 1}. Note that
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setting C = 2 recovers the Bernoulli distribution. Pmfs in this model
are given as
Cat(x|µ) =
C−1∏
k=1
µ
1(x=k)
k × µ
1−
∑C−1
k=1
1(x=k)
0 , (3.16)
where we have defined µk = Pr [x = k] for k = 1, . . . , C − 1 and µ0 =
1−∑C−1k=1 µk = Pr [x = 0]. The LL function is given as
ln (Cat(x|µ)) =
C−1∑
k=1
1 (x = k) ln
µk
µ0
+lnµ0. (3.17)
This demonstrates that the categorical model is in the exponential fam-
ily, with sufficient statistics vector u(x) = [1(x = 1) · · · 1(x = C − 1)]T
and measure function m(x) = 1. Furthermore, the mean parameters
µ = [µ1 · · ·µC−1]T are related to the natural parameter vector η =
[η1 · · · ηC−1]T by the mapping
ηk = ln
(
µk
1−∑C−1j=1 µj
)
, (3.18)
which again takes the form of an LLR. The inverse mapping is given
by
µ =


eη1
1+
∑C−1
k=1
eηk
...
eηC−1
1+
∑C−1
k=1
eηk

 . (3.19)
The parametrization given here is minimal, since the sufficient statis-
tics u(x) are linearly independent. An overcomplete representation would
instead include in the vector of sufficient statistics also the function
1(x = 0). In this case, the resulting vector of sufficient statistics
u(x) =


1(x = 0)
...
1(x = C − 1)

 (3.20)
is known as one-hot encoding of the categorical variable, since only
one entry equals 1 while the others are zero. Furthermore, with this
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encoding, the mapping between the natural parameters and the mean
parameters µ = [µ0 · · ·µC−1]T can be expressed in terms of the softmax
function
µ = softmax(η)=


eη0∑C−1
k=0
eηk
...
eηC−1∑C−1
k=0
eηk

 . (3.21)
The softmax function softmax(η) converts a vector of “scores” η into
a probability vector. Furthermore, the function has the property that,
as c grows to infinity, softmax(cη) tends to a vector with all zero en-
tries except for the position corresponding to the maximum value ηk
(assuming that it is unique). This justifies its name.
3.3 Frequentist Learning
In this section, we provide general results concerning ML and MAP
learning when the probabilistic model belongs to the exponential family.
As seen in the previous chapter, with ML and MAP, one postulates that
the N available data points xD = {x1, . . . , xN} are i.i.d. realizations
from the probabilistic model p(x|η) as
xn ∼
i.i.d.
p(x|η), n = 1, ..., N . (3.22)
This data is used to estimate the natural parameters η, or the corre-
sponding mean parameters µ.
Using (3.5), the LL of the natural parameter vector given the ob-
servation xD can be written as
lnp(xD|η) =
N∑
n=1
lnp(xn|η)
= −NA(η) + ηT
N∑
n=1
u(xn) +
N∑
n=1
lnm(xn). (3.23)
Therefore, neglecting terms independent of η, we can write
lnp(xD|η) = −NA(η) + ηTu(xD), (3.24)
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where we have defined the cumulative sufficient statistics
uk(xD) =
N∑
n=1
uk(xn), k = 1, ...,K, (3.25)
and the vector u(xD) = [u1(xD) · · · uK(xD)]T .
A first important observation is that the LL function only depends
on the K statistics uk(xD), k = 1, ...,K. Therefore, the vector u(xD)
is a sufficient statistic for the estimate of η given the observation xD.
Importantly, vector u(xD) is of size K, and hence it does not grow with
the size N of the data set. In fact, the exponential family turns out to
be unique in this respect: Informally, among all distributions whose
support does not depend on the parameters, only distributions in the
exponential family have sufficient statistics whose number does not
grow with the number N of observations (Koopman-Pitman-Darmois
theorem) [7].
Gradient of the LL function. A key result that proves very
useful in deriving learning algorithms is the expression of the gradient
of the LL (3.24) with respect to the natural parameters. To start, the
partial derivative with respect to ηk can be written as
∂lnp(xD|η)
∂ηk
= uk(xD)−N ∂A(η)
∂ηk
. (3.26)
Using (3.9) and (3.10), this implies that we have
1
N
∂lnp(xD|η)
∂ηk
=
1
N
uk(xD)− µk, (3.27)
and for the gradient
1
N
∇ηlnp(xD|η) = 1
N
u(xD)− µ
=
1
N
N∑
n=1
u(xn)− µ. (3.28)
The gradient (3.28) is hence given by the difference between the empir-
ical average N−1
∑N
n=1 u(xn) of the sufficient statistics given the data
xD and the ensemble average µ.
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The following observation is instrumental in interpreting algorithms
based on gradient ascent or descent for exponential families. The nor-
malized gradient of the LL (3.28) has two components: (i) the “posi-
tive” component u(xD)/N points in a direction of the natural param-
eter space that maximizes the unnormalized distribution ln p˜(xD|η) =
ηTu(xD)+
∑N
n=1 lnm(xn), hence maximizing the “fitness” of the model
to the observed data xD; while (ii) the “negative” component −µ =
−∇ηA(η) points in a direction that minimizes the partition function,
thus minimizing the “fitness” of the model to the unobserved data. The
tension between these two components is resolved when the empirical
expectation of the sufficient statistics equals that under the model, as
discussed below.
ML Learning. Due to concavity of the LL function, or equivalently
convexity of the NLL, and assuming the regularity of the distribution,
the ML estimate ηML is obtained by imposing the optimality condition
∇ηlnp(xD|η) = 0, (3.29)
which gives
µML =
1
N
N∑
n=1
u(xn). (3.30)
In words, the ML estimate of the mean parameters is obtained by
matching the ensemble averages obtained under the model to the em-
pirical averages observed from the data. This procedure is known as
moment matching. Note that, from (3.30), if needed, we can also com-
pute the ML estimate ηML using the mapping between the two sets of
parameters.
From (3.30), we can infer that the ML estimate is consistent: if
the data is generated from a distribution p(x|η∗) within the assumed
family, the ML estimate will tend to it with probability one as N grows
to infinity by the strong law of large numbers [86]. However, for finite
N , ML may suffer from overfitting, as we will see next.
Example 3.2. (Gaussian pdf). The ML estimates of the parameters
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(µ, σ2) for the Gaussian model are given as
µML =
1
N
N∑
n=1
xn (3.31)
σ2ML =
1
N
N∑
n=1
x2n − µ2ML. (3.32)
For the Bernoulli model, we have the ML estimate of the mean param-
eter µ = Pr [x = 1]
µML =
1
N
N∑
n=1
xn =
N [1]
N
, (3.33)
where N [k] measures the number of observations equal to k, i.e.,
N [k] = |{n : xn = k}|.
Note that N [1] has a binomial distribution. For the Categorical model,
we can similarly write the ML estimate of the mean parameters µk =
Pr [x = k] as
µk,ML =
1
N
N∑
n=1
1(xn = k) =
N [k]
N
. (3.34)
The vector [N [0], ..., N [C − 1]]T has a multinomial distribution.
To illustrate the problem of overfitting, consider the categorical
model. As per (3.34), if no instance of the data equal to some value
k is observed, i.e., if N [k] = 0, ML assigns a zero probability to the
event x = k. In mathematical terms, if N [k] = 0, the ML estimate of
the probability of the event x = k is zero, that is, µk,ML = 0. So, ML
gives zero probability to any previously unobserved event. The problem,
which is an instance of overfitting, is known as the black swan paradox
or zero-count problem: For the European explorers of the 17th century
– or at least for those of them adhering to the ML principle – the black
swans in the Americas could not exist! [104]
MAP Learning. A MAP solution can be in principle derived by
including in the optimality condition (3.29) the gradient of the prior
distribution. We will instead solve the MAP problem in the next section
by computing the mode of the posterior distribution of the parameters.
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3.4 Bayesian Learning
As we discussed in the previous chapter, the Bayesian viewpoint is to
treat all variables as jointly distributed, including the model parameters
µ and the new, unobserved value x. The joint distribution is given as
p(xD, µ, x|α) = p(µ|α)︸ ︷︷ ︸
a priori distribution
p(xD|µ)︸ ︷︷ ︸
likelihood
p(x|µ)︸ ︷︷ ︸
distribution of new data
, (3.35)
where α represents the vector of hyperparameters defining the prior
distribution. The problem of inferring the unobserved value x is solved
by evaluating the predictive distribution
p(x|xD, α) =
∫
p(µ|xD, α)p(x|µ)dµ. (3.36)
This distribution accounts for the weighted average of the contributions
from all values of the parameter vector µ according to the posterior dis-
tribution p(µ|xD, α). Note that, for clarity, we left indicated the depen-
dence on the hyperparameters α. Using Bayes’ theorem, the posterior
of the parameter vector can be written as
p(µ|xD, α) = p(µ|α)p(xD|µ)
p(xD|α) ∝ p(µ|α)p(xD|µ). (3.37)
As discussed in Chapter 2, this relationship highlights the dependence
of the posterior on both the prior distribution and the likelihood p(xD|µ).
We also note the the denominator in (3.37) is the marginal likelihood.
Prior distribution. The first issue we should address is the choice
of the prior distribution. There are two main approaches: 1) Conjugate
prior : choose the prior p(µ|α), so that posterior p(µ|xD, α) has the same
distribution as the prior p(µ|α) but with generally different parameters;
2) Non-informative prior : choose the prior that is the least informative
given the observed data [23, pp. 117-120]. Here, we will work with
conjugate priors, which are more commonly adopted in applications. In
fact, a key advantage of models in the exponential family is that they
all admit conjugate priors, and the conjugate priors are also members
of the exponential family.
Rather than providing a general discussion, which may be of limited
practical use, we proceed by means of representative examples. A table
of models with corresponding prior distributions can be found in [155].
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3.4.1 Beta-Bernoulli Model
The Beta-Bernoulli model is suitable to study binary data. Conditioned
on the parameter µ = Pr [x = 1], the pmf of the N i.i.d. available
observations xD with xn ∈ {0, 1} is given as
p(xD|µ) =
N∏
n=1
Bern(xn|µ) = µN [1](1− µ)N [0]. (3.38)
As seen, a conjugate prior should be such that the posterior (3.37) has
the same distribution of the prior but with different parameters. For
the likelihood (3.38), the conjugate prior is the Beta distribution, which
is defined as
p(µ|a, b) = Beta(µ|a, b) ∝ µa−1(1− µ)b−1, (3.39)
where a and b are hyperparameters and the normalization constant is
not made explicit in order to simplify the notation. It is worth empha-
sizing that (3.39) is a probability distribution on a probability µ. Plots
of the beta pdf for different values of a, b ≥ 1 can be found in Fig. 3.1.
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Figure 3.1: Beta distribution with different values of the hyperparameters a, b ≥ 1.
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Average and mode of the Beta pdf can be evaluated as
Eµ∼Beta(µ|a,b)[µ] =
a
a+ b
(3.40)
modeµ ∼Beta(µ|a,b)[µ] =
a− 1
a+ b− 2 , (3.41)
where the mode expression is only valid when a, b > 1 (when this condi-
tion is not met, the distribution is multi-modal, see Fig. 3.1). The mean
(3.39) suggests that the hyperparameters a and b can be interpreted as
the number of observations that are expected to equal “1” and “0”, re-
spectively, out of a total number of a+ b measurements, based on prior
information alone. More fittingly, as we shall see next, we can think of
these a priori observations as “virtual” measurements, also known as
pseudo-counts, that should be used alongside the actual measurements
xD during learning.
We can now compute the posterior distribution of the parameter
vector using (3.37) as
p(µ|xD, a, b) ∝ Beta (µ |a+N [1], b +N [0] )
= µN [1]+a−1(1− µ)N [0]+b−1. (3.42)
This confirms that the posterior distribution is indeed a Beta pdf, as
dictated by the choice of a Beta conjugate prior. Furthermore, the
posterior Beta distribution has parameters a+N [1] and b+N [0]. This
is consistent with the interpretation given above: the total number of
effective observations equal to “1” and “0” are a + N [1] and b +N [0],
respectively. As anticipated, the MAP estimate of µ can be obtained
by taking the mode of the posterior (3.37), yielding
µMAP =
a+N [1]− 1
a+ b+N − 2 . (3.43)
As we discussed in the previous chapter, we have the limit µMAP →
µML for N →∞.
Back to the Bayesian viewpoint, the predictive distribution (3.36)
is given as
p(x = 1|xD, a, b) =
∫
p(µ|xD, a, b)p(x = 1|µ)dµ
= Eµ∼p(µ|xD,a,b)[µ] =
N [1] + a
N + a+ b
(3.44)
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where we have used the expression (3.40) for the mean of a Beta rv. We
observe that, if N is small, the predictive probability is approximately
equal to the mean of the prior, i.e., p(x = 1|xD, a, b) ≈ a/(a+ b); while,
if N is large, as we have seen in the previous chapter, the predictive
probability tends to the ML solution, i.e., p(x = 1|xD, a, b) ≈ N [1]/N.
As an example of a non-conjugate prior, one could choose the distri-
bution of the natural parameter η, or equivalently of the logit function
(3.13) of µ, as Gaussian [92].
The following example illustrates the potential advantages, already
discussed in Chapter 2, of the Bayesian approach in avoiding overfitting.
Note that MAP would also yield similar results in this example.
Example 3.3. (Predicting online reviews) On an online shopping
platform, there are two sellers offering a product at the same price. The
first has 30 positive reviews and 0 negative reviews, while the second
has 90 positive reviews and 10 negative reviews. Which one to choose?
To tackle this problem, we can learn a Beta-Bernoulli model to predict
whether the next review will be positive or not. We can compute the
probability that the next review is positive via the predictive distribu-
tion (3.44). The result is shown in Fig. 3.2: While the first seller has
a 100% positive rate, as opposed to the 90% rate of the first seller, we
prefer to choose the first seller unless the prior distribution is weak,
which translates here into the condition a = b . 3.
3.4.2 Dirichlet-Categorical Model
The Dirichlet-Categorical model generalizes the Beta-Bernoulli model
to the case of discrete observations that can take any number C of
values. The treatment follows along the same lines as for the Beta-
Bernoulli model, and hence we provide only a brief discussion. The
likelihood function can be written as
p(xD|µ) =
C−1∏
k=0
µ
N [k]
k . (3.45)
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Figure 3.2: Probability that the next review is positive using the predictive distri-
bution (3.44) for Example 3.3.
The conjugate prior is the Dirichlet distribution, a generalization of the
Beta distribution:
p(µ|α) = Dir(µ|α) ∝
C−1∏
k=0
µαk−1k , (3.46)
where αk is the hyperparameter representing the number of “prior”
observations equal to k. Note that the Dirichlet distribution is a joint
pdf for the entries of the mean vector µ. Mean and mode vectors for
the Dirichlet distribution are given as
Eµ∼Dir(µ|α)[µ] =
α∑C−1
j=0 αj
(3.47)
modeµ ∼Dir(µ|α)[µ] =
α− 1∑C−1
j=0 αj − C
. (3.48)
The posterior of the parameters is the Dirichlet distribution
p(µ|xD, α) ∝
C−1∏
k=0
µ
N [k]+αk−1
k = Dir(µ|α+N), (3.49)
in which we can again interpret αk + N [k] as the effective number of
observations equal to k. From this distribution, we can obtain the MAP
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estimate as the mode. Finally, the Bayesian predictive distribution is
p(x = k|xD, α) = N [k] + αk
N +
∑C−1
j=0 αj
. (3.50)
One can check that the behavior in the two regimes of small and large
N is consistent with the discussion on the Beta-Bernoulli model.
3.4.3 Gaussian-Gaussian Model
As a last example, we consider continuous observations that are as-
sumed to have a Gaussian distribution N (µ, σ2) with unknown mean
µ but known variance σ2. The likelihood function is hence p(xD|µ) =∏N
n=1N (xn|µ, σ2). The conjugate prior is also Gaussian, namely p(µ|µ0, σ20) =
N (µ|µ0, σ20), with hyperparameters (µ0, σ20). The posterior p(µ|xD , µ0, σ20) =
N (µ|µN , σ2N ) is hence Gaussian, with mean and variance satisfying
µN =
σ2/N
σ20 + σ2/N
µ0 +
σ20
σ20 + σ2/N
µML (3.51)
1
σ2N
=
1
σ20
+
N
σ2
, (3.52)
where we recall that the ML estimate is µML =
∑N
n=1 xn/N. Note that,
since mean and mode are equal for the Gaussian distribution, the mean
µN is also the MAP estimate µMAP of µ. Finally, the predictive distribu-
tion is also Gaussian and given as p(x|xD, µ0, σ20) = N (x|µN , σ2 + σ2N ).
Once again, as N grows large, the predictive distribution tends to that
returned by the ML approach, namely N (x|µML, σ2).
Fig. 3.3 illustrates the relationship among ML, MAP and Bayesian
solutions for the Gaussian-Gaussian model. In all the panels, the dotted
line represents the prior distribution, which is characterized by the pa-
rameters (µ0 = 1, σ20 = 3), and the dashed line is the true distribution
of the data, which is assumed to be Gaussian with parameters (µ = 0,
σ2 = 1), hence belonging to the assumed model. Each subfigure plots
a realization of N observations (circles), along with the ML solution
(diamond) and the MAP estimate (star). The solid lines represent the
Bayesian predictive distribution.
As N increases, we observe the following, already discussed, phe-
nomena: (i) the ML estimate µML consistently estimates the true value
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Figure 3.3: Gaussian-Gaussian model: prior distribution N (x|µ0 = 1,σ
2
0 = 3) (dot-
ted), true distribution N (x|µ = 0,σ2 = 1) (dashed), N observations (circles), ML
solution (diamond), the MAP estimate (star), and Bayesian predictive distribution
(solid line).
µ = 0; (ii) the MAP estimate µMAP tends to the ML estimate µML;
and (iii) the Bayesian predictive distribution tends to the ML predic-
tive distribution, which in turn coincides with the true distribution due
to (i).
3.5 Supervised Learning via Generalized Linear Models (GLM)
Distributions in the exponential family are not directly suitable to serve
as discriminative probabilistic models to be used in supervised learning
tasks. In this section, we introduce Generalized Linear Models (GLMs),
which are popular probabilistic discriminative models that build on
members of the exponential family.
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To elaborate, let us denote as exponential(·|η) a probabilistic model
in the exponential family, that is, a model of the form (3.1) with natural
parameters η. We also write exponential(·|µ) for a probabilistic model
in the exponential family with mean parameters µ.
Using the notation adopted in the previous chapter, in its most
common form, a GLM defines the probability of a target variable t as
p(t|x,W ) = exponential(t|η =Wx), (3.53)
where we recall that x is the vector of explanatory variables, andW here
denotes a matrix of learnable weights of suitable dimensions. According
to (3.53), GLMs posit that the response variable t has a conditional
distribution from the exponential family, with natural parameter vector
η = Wx given by a linear function of the given explanatory variables
x with weights W . More generally, we may have the parametrization
p(t|x,W ) = exponential(t|η =Wφ(x)) (3.54)
for some feature vector φ(·) obtained as a function of the input variables
x (see next chapter).
While being the most common, the definition (3.54) is still not the
most general for GLMs. More broadly, GLMs can be interpreted as a
generalization of the linear model considered in the previous chapter,
whereby the mean parameters are defined as a linear function of a
feature vector. This viewpoint, described next, may also provide a more
intuitive understanding of the modelling assumptions made by GLMs.
Recall that, in the recurring example of Chapter 2, the target vari-
able was modelled as Gaussian distributed with mean given by a linear
function of the covariates x. Extending the example, GLMs posit the
conditional distribution
p(t|x,W ) = exponential(t|µ = g(Wφ(x))), (3.55)
where the mean parameter vector is parametrized as a function of the
feature vector φ(x) through a generally non-linear vector function g(·)
of suitable dimensions. In words, GLM assume that the target variable
is a “noisy” measure of the mean µ = g(Wφ(x)).
When the function g(·) is selected as the gradient of the partition
function of the selected model, e.g., g(·) = ∇ηA(·), then, by (3.10), we
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obtain the GLM (3.54). This choice for g(·) is typical, and is referred
to as the (inverse of the) canonical link function. For instance, the
linear regression model p(t|x,w) = N (t|wTφ(x), σ2) used in Chapter 2
corresponds to a GLM with canonical link function. Throughout this
monograph, when referring to GLMs, we will consider models of the
form (3.54), or, equivalently (3.55), with canonical link function. For
further generalizations, we refer to [104, 15].
GLMs, especially in the form (3.54), are widely used. As we will
also discuss in the next chapter, learning the parameters of GLMs can
be done by means of gradient ascent on the LL using the identity (3.28)
and the chain rule of differentiation.
3.6 Maximum Entropy Property∗
In this more technical section, we review the maximum entropy prop-
erty of the exponential family. Beside providing a compelling motiva-
tion for adopting models in this class, this property also illuminates
the relationship between natural and mean parameters.
The key result is the following: The distribution p(x|η) in (3.1) ob-
tains the maximum entropy over all distributions p(x) that satisfy the
constraints Ex∼p(x)[uk(x)] = µk for all k = 1, ...,K. Recall that, as men-
tioned in Chapter 2 and discussed in more details in Appendix A, the
entropy is a measure of randomness of a random variable. Mathemati-
cally, the distribution p(x|η) solves the optimization problem
max
p(x)
H(p) s.t. Ex∼p(x) [uk(x)]=µk for k = 1, ...,K. (3.56)
Each natural parameter ηk turns out to be the optimal Lagrange mul-
tiplier associated with the kth constraint (see [45, Ch. 6-7]).
To see the practical relevance of this result, suppose that the only
information available about some data x is given by the means of given
functions uk(x), k = 1, ...,K. The probabilistic model (3.1) can then
be interpreted as encoding the least additional information about the
data, in the sense that it is the “most random” distribution under the
given constraints. This observation justifies the adoption of this model
by the maximum entropy principle.
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Furthermore, the fact that the exponential distribution solves the
maximum entropy problem (3.56) illuminates the relationship between
mean parameters {µk} and natural parameters {ηk}, as the natural
parameter ηk is the optimal Lagrange multiplier associated with the
constraint Ex∼p(x) [uk(x)] = µk.
As another note on the exponential family and information-theoretic
metrics, in Appendix B we provide discussion about the computation
of the KL divergence between two distributions in the same exponential
family but with different parameters.
3.7 Energy-based Models∗
A generalization of the exponential family is given by probabilistic mod-
els of the form
p(x|η) = 1
Z(η)
exp
(
−
∑
c
Ec(xc|η)
)
, (3.57)
where functions Ec(xc|η) are referred to as energy functions and Z(η)
is the partition function. Each energy function Ec(xc|η) generally de-
pends on a subset xc of the variables in vector x. If each energy function
depends linearly on the parameter vector η, we recover the exponen-
tial family discussed above. However, the energy functions may have a
more general non-linear form. An example is the function Ec(xc|η) =
ln
(
1 + (ηTc xc)
2
)
corresponding to a Student’s t-distribution model6
[83].
Models in the form (3.57) encode information about the plausibil-
ity of different configurations of subsets of rvs xc using the associated
energy value: a large energy entails an implausible configuration, while
a small energy identifies likely configurations. For example, a subset
of rvs xc may tend to be equal with high probability, implying that
configurations in which this condition is not satisfied should have high
energy. Energy-based models are typically represented via the graphi-
cal formalism of Markov networks, as it will be discussed in Chapter
7.
6A Student’s t-distribution can be interpreted as an infinite mixture of Gaussians.
As a result, it has longer tails than a Gaussian pdf [23, Chapter 2].
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With energy-based models, the key formula (3.28) of the gradient
of the LL with respect to the model’s parameters generalizes as
1
N
∇ηlnp(xD|η) = − 1
N
N∑
n=1
∑
c
∇ηEc(xn|η) +
∑
c
Ex∼p(x|η)[∇ηEc(x|η)].
(3.58)
Generalizing the discussion around (3.28), the first term in (3.58) is
the “positive” component that points in a direction that minimizes the
energy of the observations xD; while the second term is the “negative”
component that pushes up the energy of the unobserved configurations.
In gradient-ascent methods, the application of the first term is typically
referred to as the positive phase, while the second is referred to as the
negative phase. (The negative phase is even taken by some authors
to model the working of the brain while dreaming! [56]) While for
the exponential family the expectation in the negative phase readily
yields the mean parameters, for more general models, the evaluation of
this term is generally prohibitive and typically requires Monte Carlo
approximations, which are discussed in Chapter 8.
3.8 Some Advanced Topics∗
The previous sections have focused on the important class of parametric
probabilistic models in the exponential family. Here we briefly put the
content of this chapter in the broader context of probabilistic models
for machine learning. First, it is often useful to encode additional infor-
mation about the relationships among the model variables by means of
a graphical formalism that will be discussed in Chapter 7. Second, the
problem of learning the distribution of given observations, which has
been studied here using parametric models, can also be tackled using
a non-parametric approach. Accordingly, the distribution is inferred
making only assumptions regarding its local smoothness. Typical tech-
niques in this family include Kernel Density Estimation and Nearest
Neighbor Density Estimation (see, e.g., [140]).
Furthermore, rather than learning individual probability densities,
in some applications, it is more useful to directly estimate ratios of
densities. This is the case, for instance, when one wishes to estimate the
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mutual information between two observed variables, or in two-sample
tests, whereby one needs to decide whether two sets of observations
have the same distribution or not. We refer to [140] for details. Finally,
there exist important scenarios in which it is not possible to assign an
explicit probabilistic model to given observations, but only to specify a
generative mechanism. The resulting likelihood-free inference problems
are covered in [100], and will be further discussed in Chapter 6.
3.9 Summary
In this chapter, we have reviewed an important class of probabilistic
models that are widely used as components in learning algorithms for
both supervised and unsupervised learning tasks. Among the key prop-
erties of members of this class, known as the exponential family, are
the simple form taken by the gradient of the LL, as well as the availabil-
ity of conjugate priors in the same family for Bayesian inference. An
extensive list of distributions in the exponential family along with corre-
sponding sufficient statistics, measure functions, log-partition functions
and mappings between natural and mean parameters can be found in
[156]. More complex examples include the Restricted Boltzmann Ma-
chines (RBMs) to be discussed in Chapter 6 and Chapter 8. It is worth
mentioning that there are also distribution not in the exponential fam-
ily, such as the uniform distribution parametrized by its support. The
chapter also covered the important idea of applying exponential mod-
els to supervised learning via GLMs. Energy-based models were finally
discussed as an advanced topic.
The next chapter will present various applications of models in the
exponential family to classification problems.
Part II
Supervised Learning
4Classification
The previous chapters have covered important background material on
learning and probabilistic models. In this chapter, we use the princi-
ples and ideas covered so far to study the supervised learning problem
of classification. Classification is arguably the quintessential machine
learning problem, with the most advanced state of the art and the most
extensive application to problems as varied as email spam detection
and medical diagnosis. Due to space limitations, this chapter cannot
provide an exhaustive review of all existing techniques and latest devel-
opments, particularly in the active field of neural network research. For
instance, we do not cover decision trees here (see, e.g., [158]). Rather,
we will provide a principled taxonomy of approaches, and offer a few
representative techniques for each category within a unified framework.
We will specifically proceed by first introducing as preliminary mate-
rial the Stochastic Gradient Descent optimization method. Then, we
will discuss deterministic and probabilistic discriminative models, and
finally we will cover probabilistic generative models.
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4.1 Preliminaries: Stochastic Gradient Descent
In this section, we review a technique that is extensively used in the
solution of optimization problems that define learning problems such
as ML and MAP (see Chapter 2). The technique is known as Stochastic
Gradient Descent (SGD). SGD is introduced here and applied through-
out this monograph to other learning problems, including unsuper-
vised learning and reinforcement learning. Discussions about conver-
gence and about more advanced optimization techniques, which may
be skipped at a first reading, can be found in the Appendix A of this
chapter.
SGD addresses optimization problems of the form
min
θ
N∑
n=1
fn(θ), (4.1)
where θ is the vector of variables to be optimized. The cost function
fn(θ) typically depends on the nth example in the training set D. Fol-
lowing the notation set in Chapter 2, for example, in the case of dis-
criminative deterministic models, the conventional form for the cost
functions is
fn(θ) = ℓ(tn, tˆ(xn, θ)), (4.2)
where ℓ is a loss function; (xn, tn) is the nth training example; and
tˆ(x, θ) is a predictor parametrized by vector θ.
SGD requires the differentiability of cost functions fn(·). The idea
is to move at each iteration in the direction of maximum descent for
the cost function in (4.1), when the latter is evaluated as
∑
n∈S fn(θ)
over a subset, or mini-batch, S of samples from the training set.1 Given
a learning rate schedule γ(i) and an initialization θ(0) of the parameters,
SGD repeats in each iteration until convergence the following two steps:
• Pick a mini-batch S of S indices from the set {1, ..., N} according
to some predetermined order or randomly;
1Strictly speaking, when the functions fn(θ) are fixed and they are processed
following a deterministic order, the approach should be referred to as incremental
gradient method [22]. However, the term SGD is used in machine learning, capturing
the fact that the choice of the mini-batches may be randomized, and that the sum
(4.1) is considered to be an empirical average of a target ensemble mean (see also
[101]).
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• Update the weights in the direction of steepest local descent as
θ(i) ← θ(i−1) − γ
(i)
S
∑
n∈S
∇θfn(θ)|θ=θ(i−1) . (4.3)
The learning rate γ(i) as a function of the iteration i is generally consid-
ered to be part of the hyperparameters to be optimized via validation.
More discussion on this can be found in Appendix A of this chapter.
4.2 Classification as a Supervised Learning Problem
Classification is a supervised learning problem in which the label t can
take a discrete finite number of values. We refer to Sec. 2.1 for an in-
troduction to supervised learning. In binary classification, each domain
point x is assigned to either one of two classes, which are denoted as
C0 and C1 and identified by the value of the label t as follows
x ∈ C0 if t = 0or t = −1 (4.4a)
x ∈ C1 if t = 1. (4.4b)
Note that we will find it convenient to use either the label t = 0 or
t = −1 to identify class C0. In the more general case of K classes
C0, C1, ..., CK−1, we will instead prefer to use one-hot encoding (Sec.
3.2) by labelling a point x ∈ Ck with a K × 1 label t that contains all
zeros except for a “1” entry at position k + 1.
Example 4.1. Examples of binary classification include email spam
detection and creditworthiness assessment2. In the former case, the
domain point x may be encoded using the bag-of-words model, so that
each entry represents the count of the number of times that each term
in a given set appears in the email. In the latter application, the domain
vector x generally includes valuable information to decide on whether a
customer should be granted credit, such as credit score and salary (see,
e.g., [2]). Examples of multi-class classification include classification of
text documents into categories such as sports, politics or technology,
and labelling of images depending on the type of depicted item.
2While less useful, the “hot dog/ not hot dog” classifier designed in the “Silicon
Valley” HBO show (Season 4) is also a valid example.
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The binary classification problem is illustrated in Fig. 4.1. Given
a training set D of labeled examples xn, n = 1, ..., N , the problem is
to assign a new example x to either class C0 or C1. In this particular
standard data set, the two variables in each vector xn measure the
sepal length and sepal width of an iris flower. The latter may belong
to either the setosa or virginica family, as encoded by the label tn and
represented in the figure with different markers. Throughout, we denote
as D the dimension of the domain point x (D = 2 in Fig. 4.1).
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Figure 4.1: Illustration of the binary (K = 2 classes) classification problem with
a domain space of dimension D = 2: to which class should the new example x be
assigned?
Following the taxonomy introduced in Chapter 2, we can distinguish
the following modeling approaches, which will be reviewed in the given
order throughout the rest of this chapter.
• Discriminative deterministic models: Model directly the deter-
ministic mapping between domain point and label via a parametrized
function t = tˆ (x).
• Discriminative probabilistic models: Model the probability of a
point x belonging to class Ck via a parametrized conditional pmf p(t|x),
with the relationship between t and Ck defined in (4.4). We will also
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write p(Ck|x) for the discriminative probability when more convenient.
• Generative probabilistic model: Model the joint distribution of
domain point and class label by specifying the prior distribution p(t),
or p(Ck), and the class-dependent probability distribution p(x|t), or
p(x|Ck), of the domain points within each class.
Discriminative models are arguably to be considered as setting the
current state of the art on classification, including popular methods
such as Support Vector Machine (SVM) and deep neural networks. Gen-
erative models are potentially more flexible and powerful as they allow
to capture distinct class-dependent properties of the covariates x.
4.3 Discriminative Deterministic Models
In this section, we discuss binary classification using discriminative de-
terministic models. Owing to their practical importance and to their
intuitive geometric properties, we focus on linear models, whereby the
binary prediction tˆ(x) is obtained by applying a threshold rule on a
decision variable a(x, w˜) obtained as a linear function of the learnable
weights w˜ (the notation will be introduced below). Note that the deci-
sion variable a(x, w˜) may not be a linear function of the covariates x.
As we will discuss, this class of models underlie important algorithms
that are extensively used in practical applications such as SVM. A
brief discussion on multi-class classification using deterministic models
is provided at the end of this section. In the next two sections, we cover
discriminative probabilistic models, including GLMs and more general
models.
4.3.1 Model
In their simplest form, linear discriminative deterministic classification
models are of the form
tˆ(x, w˜) = sign (a(x, w˜)) , (4.5)
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where the activation, or decision variable, is given as
a(x, w˜) =
D∑
d=1
wdxd + w0
= wTx+ w0 = w˜T x˜, (4.6)
and we have defined the weight vectors w = [w1 · · ·wD]T and w˜ =
[w0 w1 · · ·wD]T , as well as the extended domain point x˜ = [1 xT ]T ,
with x = [x1 · · · xD]T . The sign function in decision rule (4.5) outputs
1 if its argument is positive, and 0 or −1 if the argument is negative
depending on the assumed association rule in (4.4).
Geometric interpretation: classification, geometric and func-
tional margins. The decision rule (4.5) defines a hyperplane that sep-
arates the domain points classified as belonging to either of the two
classes. A hyperplane is a line when D = 2; a plane when D = 3; and,
more generally, a D− 1-dimensional affine subspace [28] in the domain
space. The hyperplane is defined by the equation a(x, w˜) = 0, with
points on either side characterized by either positive or negative values
of the activation a(x, w˜). The decision hyperplane can be identified as
described in Fig. 4.2: the vector w defines the direction perpendicular
to the hyperplane and −w0/ ||w|| is the bias of the decision surface in
the direction w.//
Figure 4.2: Key definitions for a binary linear classifier.
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Given a point x, it is useful to measure the confidence level at which
the classifier assigns x to the class identified through rule (4.5). This
can be done by quantifying the Euclidean distance between x and the
decision hyperplane. As illustrated in Fig. 4.2, this distance, also known
as classification margin, can be computed as |a (x, w˜) |/ ‖w‖.
A point x has a true label t, which may or may not coincide with
the one assigned by rule (4.5). To account for this, we augment the
definition of margin by giving a positive sign to correctly classified
points and a negative sign to incorrectly classified points. Assuming
that t takes values in {−1, 1}, this yields the definition of geometric
margin as
t · a (x, w˜)
‖w‖ , (4.7)
whose absolute value equals the classification margin. For future refer-
ence, we also define the functional margin as t · a (x, w˜).
Feature-based model. The model described above, in which the
activation is a linear function of the input variables x, has the following
drawbacks.
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Figure 4.3: A non-linearly separable training set.
1) Bias: As suggested by the example in Fig. 4.3, dividing the do-
main of the covariates x by means of a hyperplane may fail to capture
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the geometric structure of the data. In particular, in the example, the
two classes are not linearly separable in the space of the covariates – no
hyperplane separates exactly the domain points in the two classes. In
such cases, classifiers of the form (4.5) may yield large average losses
due to the bias induced by the choice of the model (see Sec. 2.3.3).
2) Overfitting: When D is large and the data points N are insuffi-
cient, learning the D+1 weights of the classifier may cause overfitting.
3) Data-dependent domain size: In some applications, the dimension
D may even change from data point to data point, that is, it may vary
with the index n. For example, a text xn, e.g., represented in ASCII
format, will have a different dimension Dn depending on the number
of words in the text.
To address these problems, a powerful approach is that of working
with feature vectors φk(x), k = 1, . . . ,D′, rather than directly with
the covariates x, as the input to the classifier. A feature φk(x) is a, gen-
erally non-linear, function of the vector x. It is important to emphasize
that these functions are fixed and not learned.
Choosing a number of features D′ > D, which yields an overcom-
plete representation of the data point x, may help against bias; while
opting for an undercomplete representation with D′ < D may help
solve the problem of overfitting. Furthermore, the same number of fea-
tures D′, e.g., word counts in a bag-of-words model, may be selected
irrespective of the size of the data point, addressing also the last prob-
lem listed above.
The feature-based model can be expressed as (4.5) with activation
a (x, w˜) =
D′∑
k=1
wkφk(x) = w˜
Tφ(x), (4.8)
where we have defined the feature vector φ(x) = [φ1(x) · · · φD′(x)]T .
Note that model (4.5) is a special case of (4.8) with the choice φ(x) =
[1 xT ]T .
4.3.2 Learning
As seen in Sec. 2.3.3, learning of deterministic discriminative models
can be carried out by means of ERM for a given loss function ℓ. Fur-
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thermore, as discussed in Sec. 2.3.5, overfitting can be controlled by
introducing a regularization function R(w˜) on the weight vector w˜. Ac-
cordingly, a deterministic predictor tˆ(x, w˜) as defined in (4.5) can be
learned by solving the regularized ERM problem
min
w˜
LD(w˜) +
λ
N
R(w˜), (4.9)
with the empirical risk
LD(w˜) =
1
N
N∑
n=1
ℓ
(
tn, tˆ(xn, w˜)
)
. (4.10)
In (4.9), the hyperparameter λ should be selected via validation as
explained in Sec. 2.3.5.
Extending the examples discussed in Sec. 2.3.5, the regularization
term is typically convex but possibly not differentiable, e.g., R (w˜) =
‖w˜‖ 1. Furthermore, a natural choice for the loss function is the 0-1 loss,
which implies that the generalization loss Lp in (2.2) is the probability
of classification error.
In the special case of linearly separable data sets, the resulting
ERM problem can be converted to a Linear Program (LP) [133]. Since
it is in practice impossible to guarantee the separability condition a
priori, one needs generally to solve directly the ERM problem (4.9).
The function sign(·) has zero derivative almost everywhere, and is not
differentiable when the argument is zero. For this reason, it is difficult
to tackle problem (4.9) via standard gradient-based optimization algo-
rithms such as SGD. It is instead often useful to consider surrogate
loss functions ℓ(t, a) that depend directly on the differentiable (affine)
activation a(x, w˜). The surrogate loss function should preferably be
convex in a, and hence in w˜, ensuring that the resulting regularized
ERM problem
min
w˜
N∑
n=1
ℓ(tn, a(xn, w˜)) +
λ
N
R(w˜) (4.11)
is convex. This facilitates optimization [28], and, under suitable addi-
tional conditions, guarantees generalization [133] (see also next chap-
ter). The surrogate loss function should also ideally be an upper bound
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on the original loss function. In this way, the actual average loss is
guaranteed to be smaller than the value attained under the surrogate
loss function. Examples of surrogate functions that will be considered
in the following can be found in Fig. 4.4.
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Figure 4.4: Some notable surrogate loss functions for binary classification along
with the 0-1 loss.
Perceptron Algorithm
The perceptron algorithm is one of the very first machine learning and
AI algorithms. It was introduced by Frank Rosenblatt at the Cornell
Aeronautical Laboratory in 1957 to much fanfare in the popular press –
it is “the embryo of an electronic computer that [the Navy] expects will
be able to walk, talk, see, write, reproduce itself and be conscious of
its existence.” reported The New York Times [144]. The algorithm was
implemented using analog electronics and demonstrated impressive –
for the time – classification performance on images [23].
Using the feature-based model for generality, the perceptron algo-
rithm attempts to solve problem (4.11) with the surrogate perceptron
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loss function defined as
ℓ(t, a(x, w˜)) = max (0,−t · a (x, w˜)) . (4.12)
The perceptron loss assigns zero cost to a correctly classified example
x, whose functional margin t · a (x, w˜) is positive, and a cost equal to
the absolute value of the functional margin for a misclassified example,
whose functional margin is negative. A comparison with the 0-1 loss
is shown in Fig. 4.4. The perceptron algorithm tackles problem (4.11)
with λ = 0 via SGD with mini-batch size S = 1. The resulting algo-
rithm works as follows. First, the weights w˜(0) are initialized. Then, for
each iteration i = 1, 2, ...
• Pick a training example (xn, tn) uniformly with replacement from
D;
• If the example is correctly classified, i.e., if tna(xn, w˜) ≥ 0, do not
update the weights: w˜(i) ← w˜(i−1);
• If the example is not correctly classified, i.e., if tna(xn, w˜) < 0,
update the weights as:
w˜(i) ← w˜(i−1) −∇w˜ℓ(tn, a(xn, w˜))|w˜=w˜(i−1) = w˜(i−1) + φ(xn)tn.
(4.13)
It can be proved that, at each step, the algorithm reduces the term
ℓ(tn, a(xn, w˜)) in the perceptron loss related to the selected training
example n if the latter is misclassified. It can also be shown that, if
the training set is linearly separable, the perceptron algorithm finds a
weight vector w˜ that separates the two classes exactly in a finite number
of steps [23]. However, convergence can be slow. More importantly, the
perceptron fails on training sets that are not linearly separable, such as
the “XOR” training setD={([0, 0]T , 0), ([0, 1]T , 1), ([1, 0]T , 1), ([1, 1]T , 0)}
[97]. This realization came as a disappointment and contributed to the
first so-called AI winter period characterized by a reduced funding for
AI and machine learning research [154].
Support Vector Machine (SVM)
SVM, introduced in its modern form by Cortes and Vapnik [37] in
1995, was among the main causes for a renewal of interest in machine
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learning and AI. For this section, we will write explicitly (and with a
slight abuse of notation) the activation as
a (x, w˜) = w0 + wTφ(x), (4.14)
in order to emphasize the offset w0. SVM solves the regularized ERM
problem (4.11) with the surrogate hinge loss function
ℓ(t, a(x, w˜)) = max(0, 1 − t · a (x, w˜)), (4.15)
and with the regularization function R(w˜) = ‖w‖2. Note that the latter
involves only the vector w and not the bias weight w0 – we will see below
why this is a sensible choice. The hinge loss function is also shown in
Fig. 4.4.
Therefore, unlike the perceptron algorithm, SVM includes a regular-
ization term, which was shown to ensure strong theoretical guarantees
in terms of generalization error [39]. Furthermore, rather than relying
on SGD, SVM attempts to directly solve the regularized ERM problem
using powerful convex optimization techniques [28].
To start, we need to deal with the non-differentiability of the hinge
loss (4.15). This can be done by introducing auxiliary variables zn, one
for each training example n. In fact, imposing the inequality zn ≥
ℓ(tn, a(xn, w˜)) yields the following equivalent problem
min
w˜,z
N∑
n=1
zn +
λ
N
‖w‖2 (4.16a)
s.t. tn · a(xn, w˜) ≥ 1− zn (4.16b)
zn ≥ 0 for n=1, ..., N , (4.16c)
where z = [z1 · · · zN ]T . The equivalence between the original regularized
ERM problem and problem (4.16) follows from the fact that any opti-
mal value of the variables (w˜, z) must satisfy either constraint (4.16b) or
(4.16c) with equality. This can be seen by contradiction: a solution for
which both constraints are loose for some n could always be improved
by decreasing the value of the corresponding variables zn until the most
stringent of the two constraints in (4.16) is met. As a consequence, at
an optimal solution, we have the equality zn = ℓ(tn, a(xn, w˜)).
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The advantage of formulation (4.16) is that the problem is convex,
and can hence be solved using powerful convex optimization techniques
[28]. In fact, the cost function is strictly convex, and thus the optimal
solution is unique [28]. Furthermore, the optimal solution has an in-
teresting interpretation in the special case in which the training data
set is linearly separable. As we will see, this interpretation justifies the
name of this technique.
Linearly separable sets and support vectors. When the data
set is linearly separable, it is possible to find a vector w˜ such that all
points are correctly classified, and hence all the functional margins are
positive, i.e., tn ·a(xn, w˜) > 0 for n = 1, ..., N . Moreover, by scaling the
vector w˜, it is always possible to ensure that the minimum functional
margin equals 1 (or any other positive value). This means that we can
impose without loss of optimality the inequalities tn · a(xn, w˜) ≥ 1 for
n = 1, ..., N and hence set z = 0 in problem (4.16). This yields the
optimization problem
min
w˜
‖w‖2 (4.17a)
s.t. tn · a(xn, w˜) ≥ 1 for n=1, ..., N . (4.17b)
The problem above can be interpreted as the maximization of the
minimum geometric margin across all training points. To see this, note
that, under the constraint (4.17b), the minimum geometric margin can
be computed as
min
n=1,...,N
tna(xn, w˜)
‖w‖ =
1
‖w‖ . (4.18)
Furthermore, we call the vectors that satisfy the constraints (4.17b)
with equality, i.e., tn · a(xn, w˜) = 1, as support vectors, since they sup-
port the hyperplanes parallel to the decision hyperplane at the mini-
mum geometric margin. At an optimum value w˜, there are at least two
support vectors, one on either side of the separating hyperplane (see
[23, Fig. 7.1]).
Using Lagrange duality, the support vectors can be easily identified
by observing the optimal values {αn} of the multipliers associated with
the constraints (4.16b). Support vectors xn correspond to positive La-
grange multipliers αn > 0 (see, e.g., [23]), while all other points have
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zero Lagrange multipliers. Note that the Lagrange multipliers are re-
turned by standard solvers such as the ones implemented by the CVX
toolbox in MATLAB [58].
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Figure 4.5: Example of binary classification with SVM using polynomial features
up to degree M (λ/N = 0.2).
Example 4.2. In the example in Fig. 4.5, the illustrated N = 80
training samples are fed to a SVM using the monomial feature vec-
tor φ(x) = [1 x1 x2 · · · xM1 xM2 ] and λ/N = 0.2 for given model orders
M . The decision boundary is shown using dashed and solid lines. It is
seen that, using a sufficiently large order (hereM = 3), SVM is able to
effectively partition the two samples in the two classes. Furthermore,
even with larger values of M (here M = 8), SVM appears not to suffer
from significant overfitting thanks to the quadratic regularization term.
The optimization problem (4.16) may be conveniently tackled by
using Lagrange duality techniques. This approach also allows one to
naturally introduce the powerful tool of kernel methods. The interested
reader can find this discussion in Appendix B of this chapter.
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4.3.3 Multi-Class Classification∗
Here we briefly describe classification scenarios with K > 2 classes. As
a first observation, it is possible to build multi-class classifiers based
solely on multiple binary classifiers, such as SVM. This can be done
by following one of two general strategies, namely one-versus-the-rest
and one-versus-one [23, Chapter 7]. The one-versus-the-rest approach
trains K separate binary classifiers, say k = 1, ...,K, with the kth
classifier operating on the examples relative to class Ck against the
examples from all other classes. The one-versus-one method, instead,
trains K(K − 1)/2 binary classifiers, one for each pair of classes. Both
approaches can yield ambiguities in classification [23, Chapter 7].
4.4 Discriminative Probabilistic Models: Generalized Linear Mod-
els
Discriminative probabilistic models are potentially more powerful than
deterministic ones since they allow to model sources of uncertainty
in the label assignment to the input variables. This randomness may
model noise, labelling errors, e.g., for crowdsourced labels, and/or the
residual uncertainty in the classification rule due to the availability of
limited data. Probabilistic models can also more naturally accommo-
date the presence of more than two classes by producing a probability
distribution over the possible label values.
In this section, we study GLMs, which were introduced in Sec. 3.5.
We recall that a GLM (3.54) posits that the conditional pmf p(t|x),
or p(Ck|x), is a member of the exponential family in which the natural
parameter vector η is given as a linear function of a feature vector
φ(x), i.e., η =Wφ(x) for weight matrix W .3 It is noted that GLMs are
not linear: only the unnormalized log-likelihood is linear in the weight
matrix W (see Sec. 3.2). We start by discussing binary classification
and then cover the multi-class case in Sec. 4.4.3.
3See Sec. 3.5 for a more general definition.
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4.4.1 Model
For classification, the label t can take a finite number of values, and
it can hence be described by a Bernoulli variable in the binary case
or, more generally, by a Categorial variable (see Chapter 3). The GLM
(3.54) for binary classification is known as logistic regression, and it
assumes the predictive distribution
p(t = 1|x) = σ(w˜Tφ(x)). (4.19)
We recall that σ(a) = (1 + exp(−a))−1 is the sigmoid function (see
Chapter 2). We also observe that
σ(−a) = 1− σ(a), (4.20)
which implies that we can write p(t = 0|x) = 1−σ(w˜Tφ(x)) = σ(−w˜Tφ(x)).
Intuitively, the sigmoid function in (4.19) can be thought of as a “soft”
version of the threshold function sign(a) used by the deterministic mod-
els studied in the previous section.
We emphasize that the logistic regression model (4.19) is a GLM
since it amounts to a Bernoulli distribution, which is in the exponential
family, with natural parameter vector η = w˜Tφ(x) as in
t|x,w ∼ Bern(t|η = w˜Tφ(x)). (4.21)
Inference. Before discussing learning, we observe that inference is
straightforward. In fact, once the discriminative model (4.19) is known,
the average 0-1 loss, that is, the probability of error, is minimized by
choosing the label according to the following rule
p(C1|x) = p(t = 1|x)
C1
≷
C0
1
2
, (4.22)
or equivalently w˜Tφ(x)
C1
≷
C0
0.
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4.4.2 Learning
Consider first ML. The NLL function can be written as
− ln p(tD|xD, w˜) = −
N∑
n=1
ln p(tn|xn, w˜) (4.23)
= −
N∑
n=1
{tn ln(yn) + (1− tn) ln(1− yn)}, (4.24)
where we have defined yn = σ(w˜Tφ(xn)). The NLL (4.23) is also re-
ferred to as the cross entropy loss criterion, since the term −t ln(y) −
(1− t) ln(1−y) is the cross-entropy H((t, 1− t)||(y, 1−y)) (see Sec. 2.6).
We note that the cross-entropy can be used to obtain upper bounds on
the probability of error (see, e.g., [50]). The ML problem of minimizing
the NLL is convex (see Sec. 3.1), and hence it can be solved either
directly using convex optimization tools, or by using iterative methods
such as SGD or Newton (the latter yields the iterative reweighed least
square algorithm [23, p. 207]).
The development of these methods leverages the expression of the
gradient of the LL function (3.28) (used withN = 1) for the exponential
family. To elaborate, using the chain rule for differentiation, we can
write the gradient
∇w˜ ln p(t|x, w˜) = ∇η ln Bern(t|η)|η=w˜φ(x) ×∇w˜(w˜Tφ(x)), (4.25)
which, recalling that ∇ηln(Bern(t|η)) = (t− σ(η)) (cf. (3.28)), yields
∇w˜ ln p(t|x, w˜) = (t− y)φ(x). (4.26)
Evaluating the exact posterior distribution for the Bayesian ap-
proach turns out to be generally intractable due to the difficulty in
normalizing the posterior
p(w|D) ∝ p(w)
N∏
n=1
p(tn|xn, w˜). (4.27)
We refer to [23, p. 217-220] for an approximate solution based on
Laplace approximation. Other useful approximate methods will be dis-
cussed in Chapter 8.
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As a final remark, with bipolar labels, i.e., t∈ {−1,+1}, the cross-
entropy loss function can be written as
− ln p(tD|xD, w˜) =
N∑
n=1
ln(1 + exp(−tna(xn, w˜)). (4.28)
This formulation shows that logistic regression can be thought of as an
ERM method with loss function ℓ(t, a(x, w˜)) = ln(1 + exp(−ta(x, w˜)),
which is seen in Fig. 4.4 to be a convex surrogate loss of the 0-1 loss.
Mixture models.∗ As seen, the Bayesian approach obtains the pre-
dictive distribution by averaging over multiple models p(t|x,w) with
respect to the parameters’ posterior p(w|D) (cf. (2.34)). The result-
ing model hence mixes the predictions returned by multiple discrimi-
native models p(t|x,w) to obtain the predictive distribution p(t|x) =∫
p(w|D)p(t|x,w)dw. As we briefly discuss below, it is also possible to
learn mixture models within a frequentist framework.
ConsiderK probabilistic discriminative models p(t|x,wk), k = 1, ...,K,
such as logistic regression. The mixture model is defined as
p(t|x, θ) =
K∑
k=1
πkp(t|x,wk). (4.29)
In this model, the vector θ of learnable parameters includes the prob-
ability vector π, which defines the relative weight of the K models,
and the vectors w1, ..., wK for the K constituent models. As discussed,
in the Bayesian approach, the weights πk are directly obtained by us-
ing the rules of probability, as done in (4.27). Within a frequentist
approach, instead, ML training is typically performed via a specialized
algorithm, which will be described in Chapter 6, known as Expectation
Maximization (EM).
Mixture models increase the capacity of discriminative models and
hence allow to learn more complex relationships between covariates
and labels. In particular, a mixture model, such as (4.29), has a num-
ber of parameters that increases proportionally with the number K of
constituent models. Therefore, the capacity of a mixture model grows
larger with K. As an example, this increased capacity may be leveraged
by specializing each constituent model p(t|x,wk) to a different area of
the covariate domain.
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Given their larger capacity, mixture models may be prone to over-
fitting. A way to control overfitting will be discussed in Sec. 4.7.
4.4.3 Multi-Class Classification
In the case of K classes, the relevant exponential family distribution is
Categorical with natural parameters depending linearly on the feature
vector. This yields the following discriminative model as a generaliza-
tion of logistic regression
t|x,W ∼ Cat(t|η =Wφ(x)), (4.30)
where the label vector t is defined using one-hot encoding (Chapter 3)
andW is a matrix of weights. We can also equivalently write the vector
of probabilities for the K classes as
y = softmax(Wφ(x))=


eη0∑K−1
k=0
eηk
...
eηK−1∑K−1
k=0
eηk

 , (4.31)
where y = [y1 · · · yK ]T with yk = p(Ck|x); and ηk = wTk+1φ(x) with wTk
being the kth row of the weight matrix W .
Learning follows as for logistic regression. To briefly elaborate on
this point, the NLL can be written as the cross-entropy function
− ln p(tD|xD,W ) = −
N∑
n=1
ln p(tn|xn,W )
= −
N∑
n=1
tTn ln(yn), (4.32)
where the logarithm is applied element by element, and we have yn =
softmax(Wφ(xn)). Note that each term in (4.32) can be expressed as
the cross-entropy −tTn ln(yn) = H(tn||yn). The ML problem is again
convex and hence efficiently solvable. The gradient of the NLL can be
again found using the general formula (3.28) for exponential models
and the chain rule for derivatives. We can write
∇W ln p(t|x,W )=∇η lnCat(t|η)|η=Wφ(x) ×∇W (Wφ(x)), (4.33)
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which yields
∇W ln p(t|x,W ) = (t− y)φ(x)T . (4.34)
4.4.4 Relation to Neural Networks
GLM models of the form (4.30), or (4.19) in the special case of binary
classification, can be interpreted in terms of the neural network shown
in Fig. 4.6. A neural network consists of a directed graph of computing
elements, known as neurons. Each neuron applies a deterministic trans-
formation of its inputs, as defined by the incoming edges, to produce a
scalar output on its outgoing edge.
In Fig. 4.6, the input vector x is first processed by a hidden layer of
neurons, in which each kth neuron computes the feature φk(x). Then,
each kth neuron in the output layer applies the kth element of the
softmax non-linearity (4.31) to the numbers produced by the hidden
neurons in order to compute the probability yk = p(Ck|x). Note that,
in the case of binary classification, only one output neuron is sufficient
in order to compute the probability (4.19). It is also important to em-
phasize that only the weights between hidden and output layers are
learned, while the operation of the neurons in the hidden layer is fixed.
Figure 4.6: GLM as a three-layer neural network with learnable weights only be-
tween hidden and output layers.
We remark that one should not confuse a graph such as the one in
Fig. 4.6 with the BN representation previously seen in Fig. 2.7, which
will be further discussed in Chapter 7. In fact, while BNs represent
probability distributions, diagrams of neural networks such as in Fig.
4.6 describe deterministic functional relations among variables. This
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is despite the fact that the output layer of the network in Fig. 4.6
computes a vector of probabilities. In other words, while the nodes of a
BN are rvs, those in the graph of a neural network are computational
nodes.
“Extreme machine learning”.∗ An architecture in which the
features φ(x) are selected via random linear combinations of the input
vector x is sometimes studied under the rubric of “extreme machine
learning” [67]. The advantage of this architecture as compared to deep
neural networks with more hidden layers and full learning of the weights
(Sec. 4.5) is its low complexity.
4.5 Discriminative Probabilistic Models: Beyond GLM
Figure 4.7: A multi-layer neural network.
As depicted in Fig. 4.6, GLMs can be interpreted as three-layer neural
networks in which the only hidden layer computes fixed features. The
fixed features are then processed by the output classification layer. In
various applications, determining suitable features is a complex and
time-consuming task that requires significant domain knowledge. Mov-
ing beyond GLMs allows us to work with models that learn not only
the weights used by the output layer for classification, but also the vec-
tor of features φ(x) on which the output layer operates. This approach
yields a much richer set of models, which, along with suitable learning
algorithms, has led to widely publicized breakthroughs in applications
ranging from speech translation to medical diagnosis.
As a prominent example of beyond-GLM classification models, we
describe here feed-forward multi-layer neural networks, or deep neural
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networks when the hidden layers are in large number. We note that, be-
side yielding state-of-the-art classification algorithms, multi-layer feed-
forward networks are also key components of the computational theory
of mind [116].
4.5.1 Model
As illustrated in Fig. 4.7, feed-forward multi-layer networks consist of
multiple layers with learnable weights. Focusing on multi-class classifi-
cation, we have the chain of vectors x → h1 → · · · → hL → y, where
x is the D × 1 input (observed) vector; y is the K×1 vector of output
probabilities for the K classes; and hl represents the vector of outputs
at the lth hidden layer. The number of neurons in each hidden layer
is a hyperparameter to be optimized via validation or Bayesian meth-
ods (Chapter 2). Note that the adopted numbering of the layers is not
universally accepted, and the reverse ordering is also used.
Referring to Fig. 4.7, we can write the operation of the neural net-
work through the functional relations
h1 = h(a1) with a1 =W 1x (4.35a)
hl = h(al) with al =W lhl−1 (4.35b)
for l = 2, ..., L (4.35c)
y = softmax(aL+1) with aL+1=WL+1hL. (4.35d)
The non-linear function h(·) is applied element-wise and is typically
selected as a sigmoid, such as the logistic sigmoid or the hyperbolic
tangent, or else, as has become increasingly common, the Rectified
Linear Unit (ReLU) h(a) = max(0, a). In (4.35), we have defined the
activation vectors al for the hidden layers l = 1, ..., L, and the matrices
of weights W l, l = 1, ..., L+1, whose dimensions depend on the size of
the hidden layers. We denote the tensor4 of all weights as W .
The learnable weights of the hidden layers encode the feature vector
φ(x) = hL used by the last layer for classification. With multi-layer net-
works, we have then moved from having fixed features defined a priori
4A tensor is a generalization of a matrix in that it can have more than two
dimensions, see, e.g., [35].
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by vector φ(x) in linear models to designing optimal features that max-
imize the classifier’s performance in non-linear models. Furthermore,
in multi-layer networks, the learned features h1, ..., hL tend to progress
from low-level features in the lower layers, such as edges in an image,
to higher-level concepts and categories, such as “cats” or “dogs”, in the
higher layers [56].
4.5.2 Learning
Training deep neural networks is an art [56]. The basic underlying al-
gorithm is backpropagation, first proposed in 1969 and then reinvented
in the mid-1980s [126, 125]. However, in practice, a number of tricks
are required in order to obtain state-of-the-art performance, including
methods to combat overfitting, such as dropout. Covering these solu-
tions would require a separate treatise, and here we refer to [64, 56] for
an extensive discussion.
Backpropagation – or backprop for short – extends the derivation
done in (4.34) to evaluate the gradient of the LL to be used within
an SGD-based algorithm. Again, the main ingredients are the general
formula (3.28) for exponential models and the chain rule for derivatives.
To elaborate, select a given training example (xn, tn) = (x, t) to be used
in an iteration of SGD. Backprop computes the derivative of the NLL,
or cross-entropy loss function, L(W ) = − ln p(t|x,W ) = −tT ln y (cf.
(4.32)), where the output y is obtained via the relations (4.35). It is
important to note that, unlike the linear models studied above, the
cross-entropy for multi-layer is generally a non-convex function of the
weights.
Backprop computes the gradients with respect to the weight matri-
ces by carrying out the following phases.
• Forward pass: Given x, apply formulas (4.35) to evaluate a1, h1, a2,
h2, ..., aL, hL, and y.
• Backward pass: Given a1, h1, a2,h2, ..., aL, hL, aL+1, y and t, com-
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pute
δL+1 = (y − t) (4.36a)
δl = (W l+1)T δl+1 · h′(al) for l = L,L− 1, ..., 1 (4.36b)
∇W lL(W ) = δl(hl−1)T for l = 1, 2, ..., L + 1, (4.36c)
where h′(·) denotes the first derivative of the function h(·); the product
· is taken element-wise; and we set h0 = x.
Backprop requires a forward pass and a backward pass for every con-
sidered training example. The forward pass uses the neural network as
defined by equations (4.35). This entails multiplications by the weight
matrices W l in order to compute the activation vectors, as well as ap-
plications of the non-linear function h(·). In contrast, the backward
pass requires only linear operations, which, by (4.36b), are based on
the transpose (W l)T of the weight matrix W l used in the forward pass.
The derivatives (4.36c) computed during the backward pass are of
the general form
∇wlijL(W ) = h
l−1
i × δlj , (4.37)
where wlij is the (i, j)th element of matrix W
l corresponding to the
weight between the pre-synaptic neuron j in layer l − 1 and the post-
synaptic neuron i in layer l; hl−1i is the output of the pre-synaptic
neuron i; and δlj is the back-propagated error. The back-propagated
error assigns “responsibility” for the error y − t measured at the last
layer (layer L+1) to each synaptic weight wlij between neuron j in layer
l−1 and neuron i in layer l. The back-propagated error is obtained via
the linear operations in (4.36b).
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Figure 4.8: Probability that the class label is the same as for the examples marked
with circles according to the output of a feed-forward multi-layer network with one
hidden layer (L = 1) and six hidden neurons (with sigmoid non-linearity). The
probability is represented by the color map illustrated by the bar on the right of the
figure. For reference, the solid line represent the decision line for logistic regression.
Example 4.3. In the example in Fig. 4.8, the illustrated N = 300
training examples are used to train a logistic regression, i.e., GLM,
model and a feed-forward multi-layer network with one hidden layer
(L = 1) and six hidden neurons with sigmoid non-linearity h(x) = σ(x).
The logistic model uses linear features φ(x) = [1 x]T . Both networks are
trained using SGD. For logistic regression, the decision line is illustrated
as a solid line, while for the multi-layer network we plot the probability
that the class label is the same as for the examples marked with circles
as color map. The GLM model with linear features is seen to be unable
to capture the structure of the data, while the multi-layer network can
learn suitable features that improve the effectiveness of classification.
4.5.3 Some Advanced Topics∗
We conclude this section by noting a few important aspects of the
ongoing research on deep neural networks.
A first issue concerns the theoretical understanding of the general-
ization properties of deep neural networks. On the face of it, the success
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of deep neural networks appears to defy one of the the principles laid
out in Chapter 2, which will be formalized in the next chapter: Highly
over-parametrized models trained via ML suffer from overfitting and
hence do not generalize well. Recent results suggest that the use of
SGD, based on the gradient (4.37), may act a regularizer following an
MDL perspective. In fact, SGD favors the attainment of flat local max-
ima of the likelihood function. Flat maxima require a smaller number
of bits to be specified with respect to sharp maxima, since, in flat max-
ima, the parameter vector can be described with limited precision as
long as it remain within the flat region of the likelihood function [66,
79, 71] (see also [78] for a different perspective).
Another important aspect concerns the hardware implementation
of backprop. This is becoming extremely relevant given the practical
applications of deep neural networks for consumer’s devices. In fact,
a key aspect of backprop is the need to propagate the error, which
is measured at the last layer, to each synapse via the backward pass.
This is needed in order to evaluate the gradient (4.37). While a software
implementation of this rule does not present any conceptual difficulty,
realizing the computations in (4.36) in hardware, or even on a biological
neural system, is faced with a number of issues.
A first problem is the non-locality of the update (4.37). An update
rule is local if it only uses information available at each neuron. In
contrast, as seen, rule (4.37) requires back-propagation through the
neural network. Another issue is the need for the backward pass to
use a different neural path with respect to the forward pass, given that,
unlike the backward pass, the forward pass includes also non-linearities.
A useful discussion of hardware implementation aspects can be found
in [12] (see also references therein).
To obviate at least some of these practical issues, a number of vari-
ations of the rule (4.37) have been proposed [12]. For instance, the
feedback alignment rule modifies (4.36b) by using fixed random ma-
trices in lieu of the current weight matrices W l; while the broadcast
alignment rule writes the vectors δl as a linear function with fixed
random coefficients of the error (y − t), hence removing the need for
back-propagation [129].
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Furthermore, beside ML, there exist Bayesian learning algorithms
[53], including simplified approaches such as dropout [56, 64]. Signifi-
cant progress has also been made on applications such as image recog-
nition by leveraging the underlying structure, or geometry, of the data
[30]. As an important case in point, convolutional neural networks lever-
age the stationarity, locality and spatial invariance of image features
by limiting the receptive field of the neurons (i.e., by setting to zero
weights that connect to “distant” pixels) and by tying the weights of
neurons in the same layer.
Another recent development is the design of event-driven spiking
neural networks that can be implemented on neuromorphic computing
platforms with extremely low energy consumption (see, e.g., [84, 11]).
4.6 Generative Probabilistic Models
As discussed in Chapter 2, discriminative models do not attempt to
model the distribution of the domain points x, learning only the predic-
tive distribution p(t|x). In contrast, generative models aim at modelling
the joint distribution by specifying parametrized versions of the prior
distribution p(t), or p(Ck), and of the class-conditional probability dis-
tribution p(x|t), or p(x|Ck). As a result, generative models make more
assumptions about the data by considering also the distribution of the
covariates x. As such, generative models may suffer from bias when
the model is incorrectly selected. However, the capability to capture
the properties of the distribution of the explanatory variables x can im-
prove learning if the class-conditional distribution p(x|t) has significant
structure.
4.6.1 Model
Generative models for binary classification are typically defined as fol-
lows
t ∼ Bern(π) (4.38a)
x|t = t ∼ exponential(ηt), (4.38b)
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where exponential(η) represents a distribution from the exponential
family with natural parameter vector η (see previous chapter). Accord-
ingly, the parameters of the model are θ = (π, η0, η1), where vectors
ηt represent the natural parameters of the class-dependent distribu-
tions. As we have seen in Chapter 2, we can also equivalently use
mean parameters to define the exponential family distributions. As
a result of this choice, the joint distribution for rv (x, t) is given as
p(x, t|π, η0, η1) = p(t|π)p(x|ηt).
Inference. Given a new point x, in order to minimize the proba-
bility of error, the optimal prediction of the class under 0-1 loss can be
seen to satisfy the maximum a posteriori rule
p(C1|x) = πp(x|η1)
πp(x|η1) + (1− π)p(x|η0)
C1
≷
C0
1
2
. (4.39)
4.6.2 Learning
We now focus on ML learning. The LL function can be written as
ln p(D|π, η0, η1) =
N∑
n=1
ln p(tn|π) +
N∑
n=1:
tn=0
ln p(xn|η0) +
N∑
n=1:
tn=1
ln p(xn|η1).
(4.40)
Given the decomposition of the LL in (4.40), we can optimize over π, η0
and η1 separately, obtaining the respective ML estimates. Note, how-
ever, that, while for π we can use the entire data set, the optimization
over parameters η0 and η1 can leverage smaller data sets that include
only the samples xn with labels tn = 0 or tn = 1, respectively. As we
discussed in Chapter 2, ML estimates of exponential families merely
require moment matching, making these estimates generally easy to
obtain. We illustrate this point below with two important examples.
Quadratic Discriminant Analysis (QDA). In QDA, the class-
dependent distributions are Gaussian with class-dependent mean and
covariance:
t ∼ Bern(π) (4.41a)
x|t = k ∼ N (µk,Σk). (4.41b)
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By the general rules derived in Chapter 2 for the exponential family,
ML selects the moment matching estimates
πML =
N [1]
N
(4.42a)
µk,ML =
1
N [k]
N∑
n=1:
tn=k
xn (4.42b)
Σk,ML =
1
N [k]
N∑
n=1:
tn=k
(xn − µk)(xn − µk)T . (4.42c)
The resulting predictive distribution for the label of a new sample is
then given by (4.39) by plugging in the estimates above as
p(C1|x) = πMLN (x|µ1,ML,Σ1,ML)
πMLN (x|µ1,ML,Σ1,ML) + (1− πML)N (x|µ0,ML,Σ0,ML) .
(4.43)
Linear Discriminant Analysis (LDA). Setting Σk = Σ for both
classes k = 1, 2 yields the Linear Discriminant Analysis (LDA) model
[104]. Imposing that two generally distinct parameters, such as Σ1 and
Σ2 are equal is an example of parameter tying or sharing. By reducing
the number of parameters to be learned, parameter sharing can reduce
overfitting at the potential cost of introducing bias (see Chapter 2).
Under the assumption of conjugate priors, and of a priori indepen-
dence of the parameters, MAP and Bayesian approaches can be directly
obtained by following the derivations discussed in Chapter 2. We refer
to [23, 15, 104] for details.
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Figure 4.9: Probability that the class label is the same as for the examples marked
with circles according to the output of the generative model QDA. The probability
is represented by the color map illustrated by the bar on the right of the figure. For
this example, it can be seen that LDA fails to separate the two classes (not shown).
Example 4.4. We continue the example in Sec. 4.5 by showing in Fig.
4.9 the probability (4.43) that the class label is the same as for the
examples marked with circles according to the output of QDA. Given
that the covariates have a structure that is well modelled by a mixture
of Gaussians with different covariance matrices, QDA is seen to perform
well, arguably better than the discriminative models studied in Sec. 4.5.
It is important to note, however, that LDA would fail in this example.
This is because a model with equal class-dependent covariance matrices,
as assumed by LDA, would entail a significant bias for this example.
4.6.3 Multi-Class Classification∗
As an example of a generative probabilistic model with multiple classes,
we briefly consider the generalization of QDA to K ≥ 2 classes. Extend-
ing (4.41) to multiple classes, the model is described as
t ∼ Cat(π) (4.44a)
x|t = k ∼ N (µk,Σk), (4.44b)
106 Classification
where t is encoded using one-hot encoding, so that the label of each
example is given by the vector tn = [t0n, ..., t(K−1)n]T . Following the
discussion above, moment matching yields the ML estimates
πk,ML =
N [k]
N
=
∑N
n=1 tkn
N
(4.45a)
µk,ML =
1
N [k]
N∑
n=1
tknxn (4.45b)
Σk,ML =
1
N [k]
N∑
n=1
tkn(xn − µk)(xn − µk)T . (4.45c)
4.7 Boosting∗
In this last section, we return to the mixture models of the form (4.29)
and discuss a popular training approach to reduce overfitting. We focus
on deterministic discriminative models with activations ak(x, w˜k), k =
1, ...,K, in which the mixture predictor is given as
a(x, w˜) =
K∑
k=1
πkak(x, w˜k) (4.46)
with learnable parameters {πk} and {w˜k}. The technique, known as
boosting, trains one model ak(x, w˜k) at a time in a sequential fashion,
from k = 1 to k = K, hence adding one predictor at each training
step k. As a result, boosting increases the capacity of the model in a
sequential manner, extending the sum in (4.46) over a growing number
of predictors. In this way, one starts by training a model with a large
bias, or approximation error; and progressively decreases the bias at
the cost of a potentially larger estimation error (see Chapter 2 and the
next chapter for further discussion on bias and estimation error). As we
will discuss below, each model is trained by solving an ERM problem
in which the contribution of a training example is weighted by the error
rate of the previously trained models.
To elaborate, boosting – more specifically the AdaBoost scheme –
can be described as solving an ERM problem with the exponential loss
function ℓ(t, a(x, w˜)) = exp(−t · a(x, w˜)), which is plotted in Fig. 4.4.
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When training the kth model, the outputs a1(x, w˜1), ..., ak−1(x, w˜k−1)
of the previously trained models, as well as their weights π1, ..., πk−1,
are kept fixed. Excluding the models k + 1, ...,K, the training loss can
be written as
N∑
n=1
α(k)n exp(−πktn · ak(xn, w˜k)), (4.47)
with the weights
α(k)n = exp

−tn · k−1∑
j=1
πjaj(xn, w˜j)

 . (4.48)
An important point is that the weights (4.48) are larger for training
samples n with smaller functional margin under the mixture model∑k−1
j=1 πjaj(xn, w˜j). Therefore, when training the kth model, we give
more importance to examples that fare worse in terms of classification
margins under the current mixture model. Note that, at each training
step k, one trains a simple model, which has the added advantage
of reducing the computational complexity as compared to the direct
learning of the full training model. We refer to [23, Ch. 14][133, Ch. 10]
for further details.
4.8 Summary
This chapter has provided a brief review of the key supervised learning
problem of classification. Following the taxonomy put forth in Chapter
2, we have divided learning algorithms according to the type of models
used to relate explanatory variables and labels. Specifically, we have de-
scribed deterministic discriminative models, both linear and non-linear,
covering the perceptron algorithm, SVM, and backprop for multi-layer
neural networks; probabilistic discriminative models, concentrating on
GLM; and probabilistic generative models, including QDA and LDA.
We have also introduced the more advanced topics of mixture models
and boosting. We finally mention that supervised learning, in the form
of classification and regression, can also be used as a building block for
the task of sequential decision processing via imitation learning (see,
e.g., [88]).
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While this chapter has focused on algorithmic aspects, the next
chapter discusses a well-established theoretical framework in which to
study the performance of learning for classification.
Appendix A: More on SGD∗
In this appendix, we provide some discussion on the convergence of
SGD and on more advanced optimization techniques.
Convergence
To briefly discuss the convergence properties of SGD, consider first for
reference the conventional gradient descent algorithms, which corre-
sponds to choosing the entire training set, i.e., S = {1, ..., N}, at each
iteration. If the function to be optimized is strictly convex5, as for the
quadratic loss, the algorithm is guaranteed to converge to the (unique)
minimum even with a fixed learning rate γ(i) = γ, as long as the lat-
ter is no larger than the inverse of the maximum curvature of the loss
function L, i.e., γ ≤ 1/L. For twice-differentiable loss functions, the
maximum curvature L can be evaluated as the maximum eigenvalue
of the Hessian matrix. Functions with finite curvature L are known
as Lipschitz smooth. For these functions, the convergence is geometric,
and hence the number of iterations needed to obtain an error on the
optimal solution equal to ǫ scales as ln(1/ǫ) (see, e.g., [152, Chapter
8][33, 72]).
We turn now to the proper SGD algorithm operating with a smaller
mini-batch size S. If the learning rate schedule is selected so as to satisfy
the Robbins–Monro conditions
∞∑
i=1
γ(i) =∞ and
∞∑
i=1
(γ(i))2 <∞, (4.49)
the SGD algorithm is known to converge to the optimal solution of
problem (4.9) in the case of strictly convex functions and to station-
ary points for non-convex functions with bounded curvature (see [152,
5If the function is twice differentiable, strict convexity is equivalent to the re-
quirement that all the eigenvalues of the Hessian matrix are strictly positive.
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Chapter 8] for details). Learning rate schedules that satisfy (4.49) in-
clude γ(i) = 1/i. The intuitive reason for the use of diminishing learning
rates is the need to limit the impact of the “noise” associated with the
finite-sample estimate of the gradient [22]. The proof of convergence
leverages the unbiasedness of the estimate of the gradient obtained by
SGD.
In practice, a larger mini-batch size S decreases the variance of the
estimate of the gradient, hence improving the accuracy when close to a
stationary point. However, choosing a smaller S can improve the speed
of convergence when the current solution is far from the optimum [152,
Chapter 8][22]. A smaller mini-batch size S is also known to improve
the generalization performance of learning algorithms by avoiding sharp
extremal points of the training loss function [66, 79, 71] (see also Sec.
4.5). Furthermore, as an alternative to decreasing the step size, one can
also increase the size of the mini-batch along the iterations of the SGD
algorithm [136].
Variations and Generalizations
Many variations of the discussed basic SGD algorithm have been pro-
posed and are routinely used. General principles motivating these sched-
ule variants include [56, Chapter 8]: (i) momentum, or heavy-ball, mem-
ory: correct the direction suggested by the stochastic gradient by consid-
ering the “momentum” acquired during the last update; (ii) adaptivity:
use a different learning rate for different parameters depending on an
estimate of the curvature of the loss function with respect to each pa-
rameter; (iii) control variates: in order to reduce the variance of the
SGD updates, add control variates that do not affect the unbiased-
ness of the stochastic gradient and are negatively correlated with the
stochastic gradient; and (iv) second-order updates: include information
about the curvature of the cost or objective function in the parameter
update.
As detailed in [56, Chapter 8][76, 43], to which we refer for further
discussions, schemes in the first category include Nesterov momentum;
in the second category, we find AdaGrad, RMSprop and Adam; and the
third encompasses SVRG and SAGA. Finally, the fourth features New-
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ton methods, which require calculation of the Hessian to evaluate the
local curvature of the objective, and approximated Newton methods,
which leverage an estimate of the Hessian. The practical and theoret-
ical implications of the use of these methods is still under discussion
[157].
Related to second-order methods is the natural gradient approach,
which applies most naturally to probabilistic models in which the func-
tion to be optimized is a LL [5]. The conventional gradient method
updates the parameters by moving in the direction that minimizes the
cost function under a constraint on the norm of the update vector in
the parameter space. A potentially problematic aspect of this method is
that the Euclidean distance ||θ′ − θ′′||2 between two parameter vectors
θ′ and θ′′, e.g., two mean parameters in a model within the exponential
family, does not provide a direct measure of the distance of the two
corresponding distributions in terms of relevant metrics such as the
KL divergence. The natural gradient method addresses this issue by
measuring the size of the update directly in terms of the KL divergence
between distributions. This modifies the update by pre-multiplying the
gradient with the inverse of the Fisher information matrix [5].
The discussion above focuses on the common case of differentiable
cost functions. ERM problems typically include possibly non-differentiable
regularization terms. To tackle these problems, techniques such as the
subgradient method and proximal gradient can be used in lieu of SGD
[22]. Other important aspects of optimization schemes include paral-
lelism and non-convexity (see, e.g., [130, 141, 44, 161]). Alternatives
to gradient methods that do not require differentiability include evolu-
tionary schemes [128].
Appendix B: Kernel Methods∗
In this section, we provide a brief introduction to kernel methods. This
section requires some background in Lagrange duality.
We start by revisiting the problem (4.16) solved by SVM. Using
Lagrange duality, the optimization (4.16) can be solved in the dual do-
main, that is, by optimizing over the dual variables or the Lagrange
multipliers. Referring for details to [23, Chapter 7], the resulting prob-
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lem turns out to be quadratic and convex. Importantly, the resulting
optimal activation can be expressed as
a(x, w˜) =
N∑
n=1
αntnk(x, xn), (4.50)
where αn are the optimal dual variables, and we have defined the kernel
function
k(x, y) = φ(x)Tφ(y), (4.51)
where x and y are two argument vectors. The kernel function measures
the correlation – informally, the similarity – between the two input vec-
tors x and y. The activation (4.50) has hence an intuitive interpretation:
The decision about the label of an example x depends on the support
vectors xn, which have αn > 0, that are the most similar to x. We note
that equation (4.50) can also be justified using the representer theorem
in [133, Chapter 16], which shows that the optimal weight vector must
be a linear combination of the feature vectors {φ(xn)}Nn=1.
Working in the dual domain can have computational advantages
when the number of the primal variables, here the size D′ of the weight
vector w˜, is larger than the number N of dual variables. While this
seems a prior unlikely to happen in practice, it turns out that this is
not the case. The key idea is that one can use (4.50) with any other
kernel function, not necessarily one explicitly defined by a feature func-
tion φ(·). A kernel function is any symmetric function measuring the
correlation of two data points, possibly in an infinite-dimensional space.
This is known as the kernel trick.
As a first example, the polynomial kernel
k(x, y) = (γxT y + r)L, (4.52)
where r > 0, corresponds to a correlation φ(x)Tφ(y) in a high-dimensional
space D′. For instance, with L = 2 and D = 1, we have D′ = 6 and
the feature vector φ(x) =
[
1,
√
2x1,
√
2x2, x21x
2
2,
√
2x1x2
]T
[104]. As
another, more extreme, example, the conventional Gaussian kernel
k(x, y) = e−r‖x−y‖
2
(4.53)
corresponds to an inner product in an infinite dimensional space [104].
An extensive discussion on kernel methods can be found in [104].
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Before leaving the subject of kernel methods, it is worth noting that
an important class of methods including k−Nearest Neighbor (k-NN),
uses kernels that are data-dependent. k-NN is also an example of non-
parametric learning rules. In contrast to the other schemes studied here,
it does not rely on a parametric model of the (probabilistic) relationship
between input and output. Instead, k-NN leverages the assumption that
the labels of nearby points x should be similar [81].
5Statistical Learning Theory∗
Statistical learning theory provides a well-established theoretical frame-
work in which to study the trade-off between the number N of available
data points and the generalization performance of a trained machine.
The approach formalizes the notions of model capacity, estimation er-
ror (or generalization gap), and bias that underlie many of the design
choices required by supervised learning, as we have seen in the previous
chapters. This chapter is of mathematical nature, and it departs from
the algorithmic focus of the text so far. While it may be skipped at a
first reading, the chapter sheds light on the key empirical observations
made in the previous chapters relative to learning in a frequentist set-
up. It does so by covering the theoretical underpinnings of supervised
learning within the classical framework of statistical learning theory.
To this end, the chapter contains a number of formal statements with
proofs. The proofs have been carefully selected in order to highlight
and clarify the key theoretical ideas. This chapter follows mostly the
treatment in [133].
113
114 Statistical Learning Theory∗
5.1 A Formal Framework for Supervised Learning
In this chapter, we concentrate on discriminative deterministic models
for binary classification, as it is typically done in statistical learning
theory. We also focus on the standard 0-1 loss ℓ(t, tˆ) = 1(tˆ 6= t), for
which the generalization loss is the probability of error. The labels t for
the two classes take values in the set {0, 1} (cf. (4.4)).
The learning problem is formalized as follows. Assume that a model,
or hypothesis class, H has been selected. This set contains a, possibly
uncountable, number of predictors tˆ that map each point x in the do-
main space to a label tˆ(x) in {0, 1}. We would like to choose a specific
hypothesis, or predictor, tˆ ∈ H that minimize the generalization error
(cf. (2.2))
Lp(tˆ) = E(x,t)∼pxt [ℓ(t, tˆ(x))]. (5.1)
Solving this inference problem would yield an optimal model within
class H as
tˆ∗H ∈ argmin
tˆ∈H
Lp(tˆ). (5.2)
The notation in (5.2) emphasizes that there may be multiple optimal
hypotheses returned by the minimization of the generalization error
Lp(tˆ). Nevertheless, to fix the ideas, it is useful to think of the case in
which there is a unique optimal hypothesis. This is, for instance, the
case when the loss function is strictly convex. Obtaining the optimal
predictor (5.2) requires knowledge of the true distribution p(x, t), which
is not available.
Example 5.1. For the linear (deterministic) methods studied in Chap-
ter 4, the model is defined as
H = {tw˜(x) = sign(wTx+ w0)} (5.3)
with w˜ = [wT w0]T , and similarly for the feature-based version. Identi-
fying a hypothesis within this class requires the selection of the weight
vector w˜ ∈ RD+1.
In lieu of the true distribution p(x, t), what is available is an i.i.d.
training set
D = {(xn, tn)}Nn=1 ∼
i.i.d.
p(x, t) (5.4)
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distributed according to p(x, t). A learning algorithm, such as ERM,
takes the training set D as input and returns a predictor tˆD ∈ H as
output. We would like the predictive model tˆD ∈ H to yield a gen-
eralization error Lp(tˆD) that is as close as possible to the minimum
generalization loss Lp(tˆ∗H). Note that the selected model tˆD is random
due to randomness of the data set D.
In this regard, we recall that the ERM learning rule chooses a hy-
pothesis tˆERMD ∈ H by following the criterion tˆERMD = argmintˆ∈HLD(tˆ),
where the empirical risk is
LD(tˆ) =
1
N
N∑
n=1
ℓ(tn, tˆ(xn))). (5.5)
The notation in (5.5) emphasizes the randomness of the training set
D = {(xn, tn)}Nn=1.
Since the distribution p(x, t) is unknown, a learning rule tˆD, such
as ERM, can only minimize the generalization loss Lp(tˆ) approximately
based on the observation of the data D. Furthermore, this approxi-
mation can only be guaranteed at some probability level due to the
randomness of the data set D. This is illustrated in Fig. 5.1, in which
we have represented a high-probability interval for rv Lp(tˆD) on the
horizontal axis. We would like the approximation to be accurate for all
values of Lp(tˆD) within this interval.
But there is more: the probabilistic guarantee in terms of accuracy
cannot depend on the specific distribution p(x, t), but it should instead
be universal with respect to all distributions p(x, t). In summary, the
best one can hope for is to have a learning rule tˆD that is Probably
Approximately Correct (PAC).
In order to formalize this notion, we introduce the following defini-
tion.
Definition 5.1. A learning rule tˆD is (N, ǫ, δ) PAC if, when working
on data sets D of N examples, it satisfies the inequality
Lp(tˆD) ≤ Lp(tˆ∗H) + ǫ (5.6)
with probability no smaller than 1− δ, that is,
PrD ∼
i.i.d.
pxt [Lp(tˆD) ≤ Lp(tˆ∗H) + ǫ] ≥ 1− δ, (5.7)
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Figure 5.1: A learning algorithm tˆD outputs a hypothesis that depends on the
random training set D. It hence takes values in a given interval (the box on the
horizontal axis) with some large probability 1− δ. The accuracy level ǫ is measured
by the difference with respect to optimal generalization loss Lp(tˆ
∗
H) for the worst-
case tˆD in the high-probability interval.
for any true distribution p(x, t).
In (5.6), we have defined ǫ as the accuracy parameter and δ as the
confidence parameter. The accuracy is also known as estimation error
or generalization gap according to the definition given in Sec. 2.3.3. In
words, the (N, ǫ, δ) PAC condition (5.6) requires that the learning rule
tˆD operating over N data points is ǫ−accurate with probability 1 − δ
for any distribution p(x, t).
The key question is: Given a model H, how large should N be in
order to ensure the existence of an (N, ǫ,δ) PAC learning scheme tˆD
for given accuracy and confidence levels (ǫ,δ)? At a high level, we know
that a large model order implies the need for a larger N in order to
avoid overfitting. More precisely, we expect to observe the behavior
illustrated in Fig. 5.2: As N increases, (i) the interval of values taken
by the generalization loss Lp(tˆD) with probability no smaller than 1−δ
shrinks; and (ii) the generalization loss Lp(tˆD) tends to the minimum
generalization loss Lp(tˆ∗H), and hence the estimation error vanishes. As
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illustrated in the next example, this expected behavior is a consequence
of the law of large numbers, since a larger N allows an increasingly
accurate estimation of the true general loss.
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Figure 5.2: High-probability interval (dashed arrow) for the generalization error
Lp(tˆD) versus the number N of data points for a model H.
Example 5.2. Consider the problem of binary classification using the
model of threshold functions, namely
H =

tˆθ(x) =

0, if x < θ1, if x ≥ θ = 1(x ≥ θ)

 , (5.8)
where x is a real number (D = 1). Note that the model is parametrized
by the threshold θ. Make the realizability assumption that the true dis-
tribution is within the hypothesis allowed by the model, i.e., p(x, t) =
p(x)1(t = tˆ0(x)) and hence the optimal hypothesis is tˆ∗H = tˆ0, or, equiva-
lently, the optimal threshold is θ∗ = 0. Assuming a uniform distribution
p(x) = U(x| − 0.5, 0.5) in the interval [−0.5, 0.5] for the domain points,
Fig. 5.3 shows the generalization error Pr[tˆθ(x) 6= t0(x)] = |θ|, as well
as the training loss LD(tˆθ) for the training set shown on the horizontal
axis, for two values of N . Note that the training loss LD(tˆθ) is simply
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the fraction of training examples that are correctly classified. It is ob-
served that, as N increases, the training loss, or empirical risk, becomes
an increasingly reliable estimate of the generalization loss uniformly for
all hypotheses, parameterized by θ, in the model.
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Figure 5.3: Generalization and training losses for a scalar threshold classifier model.
As suggested by the example, if N is large enough, the empirical
risk, or training loss, LD(tˆ) approximates increasingly well (with high
probability) the generalization loss Lp(tˆ) for any fixed hypothesis in
tˆ ∈ H by the law of large numbers. It would then seem that the problem
is solved: Since LD(tˆ) ≃ Lp(tˆ) for any tˆ, the ERM solution tˆERMD ,
which minimizes the training loss LD(tˆ), should also approximately
minimize the generalization loss Lp(tˆ), and hence we have tˆERMD ≃ tˆ∗H.
However, this argument is incorrect. In fact, we need the training loss
LD(tˆ) to be an accurate approximation of the generalization loss Lp(tˆ)
uniformly for all hypotheses in tˆ ∈ H in order to ensure the condition
tˆERMD ≃ tˆ∗H. As we will see in the rest of this chapter, guaranteeing
this condition requires to observe a number of samples N that grows
with the “capacity” of the model H, that is, roughly, with the number
of parameters defining the hypotheses in H. Moreover, some models
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turn out to be impossible to learn – in the sense of PAC learnability
formalized below – no matter how large N is.
5.2 PAC Learnability and Sample Complexity
In order to formally address the key question posed above regarding
the learnability of a model H, we make the following definitions. As
mentioned, for simplicity, we consider binary classification under the 0-1
loss, although the analysis can be generalized under suitable conditions
[133].
Definition 5.2. A hypothesis class H is PAC learnable if, for any ǫ, δ ∈
(0, 1), there exist an (N, ǫ, δ) PAC learning rule as long as the inequality
N ≥ NH(ǫ, δ) is satisfied for some function NH(ǫ, δ) <∞.
In words, a hypothesis class is PAC learnable if, as long as enough
data is collected, a learning algorithm can be found that obtains any
desired level of accuracy and confidence. An illustration of the threshold
NH(ǫ, δ) can be found in Fig. 5.2. A less strong definition of PAC
learnability requires (5.7) to hold only for all true distributions p(x, t)
that can be written as
p(x, t) = p(x)1(t = tˆ(x)) (5.9)
for some marginal distribution p(x) and for some hypothesis tˆ(x) ∈ H.
The condition (5.9) is known as the realizability assumption, which im-
plies that the data is generated from some mechanism that is included
in the hypothesis class. Note that realizability implies the linear sepa-
rability of any data set drawn from the true distribution for the class
of linear predictors (see Chapter 4).
A first important, and perhaps surprising, observation is that not all
models are PAC learnable. As an extreme example of this phenomenon,
consider the class H of all functions from RD to {0, 1}. By the no
free lunch theorem, this class is not PAC learnable. In fact, given any
amount of data, we can always find a distribution p(x, t) under which
the PAC condition is not satisfied. Intuitively, even in the realizable
case, knowing the correct predictor tˆ(x) in (5.9) for any number of
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x ∈ RD yields no information on the value of tˆ(x) for other values of x.
As another, less obvious, example the class
H = {hw(x) = 1(sin(wx) > 0)} (5.10)
is not PAC learnable despite being parameterized by a single scalar
[133].
Definition 5.3. The sample complexity N∗H(ǫ, δ) of model H is the min-
imal value of NH(ǫ, δ) that satisfies the requirements of PAC learning
for H.
We will see next that the sample complexity depends on the ca-
pacity of the model H. Note that the sample complexity of the two
examples above is infinite since they are not PAC learnable. We also
remark that PAC learnability may be alternatively defined under the
additional conditions on the scaling of N∗H(ǫ, δ) as a function of ǫ and
δ, as well as on the computational complexity of the learning rule. We
will not consider these more refined definitions here, and we refer the
reader to [51, 133] for discussion.
5.3 PAC Learnability for Finite Hypothesis Classes
In this section, we consider models with a finite number of hypothe-
ses. The main result is summarized in the following theorem, which is
proved below in Sec. 5.3.1.
Theorem 5.1. A finite hypothesis classH is PAC learnable with sample
complexity satisfying the inequality
N∗H(ǫ, δ) ≤
⌈
2 ln |H|+ 2 ln(2/δ)
ǫ2
⌉
, NERMH (ǫ, δ). (5.11)
Moreover, the ERM algorithm achieves the upper bound NERMH (ǫ, δ).
The previous theorem shows that all finite classes are PAC learnable.
Furthermore, for all finite classes, ERM is a PAC learning rule for any
desired levels of accuracy and confidence (ǫ, δ), as long as N is larger
than the threshold NERMH (ǫ, δ). This threshold, which we will refer to
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as the ERM sample complexity for class H, depends on the capacity
of the hypothesis class, defined as ln |H| (nats) or log2 |H| (bits). This
is the number of bits required to index the hypotheses in H. It is also
interesting to note that increasing the accuracy, i.e., decreasing ǫ is
more demanding than increasing the confidence, that is, decreasing δ,
in terms of sample complexity.
Another way to understand the result (5.11) is that, with N data
points, we can achieve the estimation error
ǫ =
√
2 ln(2|H|/δ)
N
, (5.12)
with probability 1− δ, by using ERM. As a result, with N data points,
we can upper bound the generalization loss of ERM as
Lp(tˆERMD ) ≤ Lp(tˆ∗H) +
√
2 ln |H|/δ
N
(5.13)
with probability 1− δ. In words, ERM achieves the optimal generaliza-
tion loss with an estimation error that scales with square root of the
model capacity and with the inverse square root of N .
As another important note, under the realizability assumption, the
theorem can be modified to yield the smaller upper bound [133]
N∗H(ǫ, δ) ≤
⌈
ln |H|+ ln(1/δ)
ǫ
⌉
, NERMH (ǫ, δ), (5.14)
which is also achievable by ERM.
What does the theorem say about infinite models such as the linear
classifier (5.3)? One approach is to learn a “quantized” version of H,
say Hb, in which each weight is represented by b bits or, equivalently, as
one of 2b pre-determined quantization levels. As a result, the number
of hypotheses in the hypothesis class H is |H| = (2b)D+1, and the
capacity of the hypothesis class is log |H| = (D+ 1)b (bits) or ln |H| =
b(D + 1) ln 2 (nats). It follows that, using (5.3), we obtain the ERM
sample complexity
NERMH (ǫ, δ) =
⌈
2b(D + 1) ln 2 + 2 ln(2/δ)
ǫ2
⌉
. (5.15)
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It is observed that the ERM sample complexity scales proportionally
to the number of parameters D + 1 and to the resolution b. Therefore,
obtaining an arbitrary precision by selecting larger values of b yields
a sample complexity that grows unbounded. We will see below how to
correct this result by introducing a more advanced theory of general-
ization through the concept of Vapnik–Chervonenkis (VC) dimension.
5.3.1 Proof of Theorem 5.1
The proof of Theorem 5.1 reveals the role played by the training loss
LD(tˆ) in approximating the generalization loss Lp(tˆ) uniformly for all
hypotheses tˆ ∈ H. We start with the following key lemma.
Lemma 5.2. For any N ≥ NERMH (ǫ, δ), we have
PrD ∼
i.i.d.
p(x,t)
[
|Lp(tˆ)− LD(tˆ)| ≤ ǫ2 for all tˆ ∈ H
]
≥ 1− δ. (5.16)
Reflecting the observation made above around Fig. 5.3, the lemma
says that the training loss LD(tˆ) is a uniformly accurate approximation,
with accuracy level ǫ/2, of the generalization loss, as long as N ≥
NERMH (ǫ, δ).
Assume now that the lemma is true – a proof will be given below.
Using the lemma, Theorem 5.1 follows immediately from the inequali-
ties
Lp(tˆERMD ) ≤ LD(tˆERMD ) +
ǫ
2
≤ LD(tˆ∗) + ǫ2 (5.17)
≤ Lp(tˆ∗) + ǫ2 +
ǫ
2
= Lp(tˆ∗) + ǫ, (5.18)
where the first inequality follows from the lemma; the second from the
definition of ERM; and the third by another application of the lemma.
We hence only need to prove the Lemma in order to conclude the
proof. To proceed, we will use Hoeffding’s inequality, which says the
following (see, e.g., [133]). For i.i.d. rvs u1,u2, · · · ,uM ∼ p(u) such
that E [ui] = µ and Pr[a ≤ ui ≤ b] = 1, we have the large deviation
inequality
Pr
[∣∣∣∣∣ 1M
M∑
m=1
um − µ
∣∣∣∣∣ > ǫ
]
≤ 2 exp
(
− 2Mǫ
2
(b− a)2
)
. (5.19)
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We can now write the following sequence of equalities and inequalities,
which prove the lemma and hence conclude the proof:
PrD ∼
i.i.d.
p(x,t)
[
∃tˆ ∈ H : |Lp(tˆ)− LD(tˆ)| > ǫ2
]
=PrD ∼
i.i.d.
p(x,t)

⋃
tˆ∈H
{
|Lp(tˆ)− LD(tˆ)| > ǫ2
}
≤
∑
tˆ∈H
PrD ∼
i.i.d.
p(x,t)
[
|Lp(tˆ)− LD(tˆ)| > ǫ2
]
≤2
∑
tˆ∈H
exp
(
−Nǫ
2
2
)
=2|H| exp
(
−Nǫ
2
2
)
≤ δ,
where the first inequality follows by the union bound; the second by
Hoeffding’s inequality; and the third can be verified to be true as long
as the inequality N ≥ NERMH (ǫ, δ) is satisfied.
5.3.2 Structural Risk Minimization∗
The result proved above is useful also to introduce the Structural Risk
Minimization (SRM) learning approach. SRM is a method for joint
model selection and hypothesis learning that is based on the minimiza-
tion of an upper bound on the generalization loss. In principle, the ap-
proach avoids the use of validation, and has deep theoretical properties
in terms of generalization [133]. In practical applications, the approach
is rarely used, and validation is often preferable. It is nevertheless con-
ceptually and theoretically a cornerstone of statistical learning theory.
To elaborate, assume that we have a nested set of hypothesis classes
H1 ⊆ H2 ⊆ ... ⊆ HMmax . For instance, the nested model may corre-
spond to linear classifiers with increasing orders M ∈ {1, 2, ...,Mmax}.
From Lemma 5.2, we can obtain the following bound
Lp(tˆ) ≤ LD(tˆ) +
√
ln(2|HM |/δ)
2N
(5.20)
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for all tˆ ∈ HM , with probability 1 − δ. SRM minimizes this upper
bound, which is a pessimistic estimate of the generalization loss, over
both the choice of the model M and the hypothesis tˆ ∈ HM . We note
the similarity of this approach with the simplified MDL criterion based
on two-part codes covered in Chapter 2.
5.4 VC Dimension and Fundamental Theorem of PAC Learning
We have seen that finite classes are PAC learnable with sample com-
plexity proportional to the model capacity ln |H| by using ERM. In this
section, we address the following questions: Is NERMH (ǫ, δ) the smallest
sample complexity? How can we define the capacity of infinite hypoth-
esis classes? We have discussed at the end of Sec. 5.3 that the answer
to the latter question cannot be found by extrapolating from results
obtained when considering finite hypothesis classes. In contrast, will
see here that the answers to both of these questions rely on the con-
cept of VC dimension, which serves as a more fundamental definition
of capacity of a model. The VC dimension is defined next.
Definition 5.4. A hypothesis class H is said to shatter a set of domain
points X = {xn}Vn=1 if, no matter how the corresponding labels {tn ∈
{0, 1}}Vn=1 are selected, there exists a hypothesis tˆ ∈ H that ensures
tˆ(xn) = tn for all n = 1, ..., V .
Definition 5.5. The VC dimension VCdim(H) of the model H is the
size of the largest set X that is shattered by H.
Based on the definitions above, to prove that a model has VCdim(H) =
V , we need to carry out the following two steps:
Step 1 ) Demonstrate the existence of a set X with |X | = V that
is shattered by H; and
Step 2 ) Prove that no set X of dimension V + 1 exists that is
shattered by H.
The second step is typically seen to be more difficult, as illustrated
by the following examples.
Example 5.3. The threshold function model (5.8) has VCdim(H)= 1,
since there is clearly a set X of one sample (V = 1) that can be shat-
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tered (Step 1); but there are no sets of V = 2 that can be shattered
(Step 2). In fact, for any set X = (x1, x2) of two points with x1 ≤ x2,
the label assignment (t1, t2) = (1, 0) cannot be realized by any choice
of the threshold θ, which is the only parameter in the model.
Example 5.4. The model H = {tˆa,b(x) = 1 (a ≤ x ≤ b)}, which assigns
the label t = 1 within an interval [a, b] and the label t = 0 outside it,
has VCdim(H)= 2. In fact, any set of V = 2 points can be shattered
– and hence there also exists one such set (Step 1); while there are no
sets X of V = 3 points that can be shattered (Step 2). For Step 2, note
that, for any set X = (x1, x2, x3) of three points with x1 ≤ x2 ≤ x3, the
label assignment (t1, t2, t3) = (1, 0, 1) cannot be realized by any choice
of the two free parameters (a, b).
Example 5.5. The modelH = {tˆa1,a2,b1,b2(x) = 1(a1 ≤ x1 ≤ a2 and b1 ≤
x2 ≤ b2)}, which assigns the label t = 1 within an axis-aligned rectan-
gle defined by parameters a1, a2, b1 and b2 has VCdim(H)= 4, as it can
be proved by using arguments similar to the previous examples.
Example 5.6. The linear classifier (5.3) has VCdim(H)= D + 1 [133].
The example above suggests that the VC dimension of a set often
coincides with the number of degrees of freedom, or free parameters, in
the model. However, this is not necessarily the case.
Example 5.7. Model (5.10), while having a single parameter, has an
infinite VC dimension [133].
We also note that, for finite classes, we have the inequality VCdim(H) ≤
log |H|, since |H| hypotheses can create at most |H| different label con-
figurations. The next theorem, whose importance is attested by its title
of fundamental theorem of PAC learning, provides an answer to the two
questions posed at the beginning of this section.
Theorem 5.3. A model H with finite VCdim(H)= d < ∞ is PAC
learnable with sample complexity
C1
d+ ln(1/δ)
ǫ2
≤ N∗H(ǫ, δ) ≤ C2
d+ ln(1/δ)
ǫ2
(5.21)
for some constants C1 andC2. Moreover, the ERM learning rule achieves
the upper bound.
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The theorem shows that the sample complexity is proportional to
(VCdim(H) + ln(1/δ))/ǫ2 . This reveals that VCdim(H) can be consid-
ered as the correct definition of capacity for a hypothesis class H, irre-
spective of whether the class is finite or not: As VCdim(H) increases,
the number of required data points for PAC learning increases propor-
tionally to it. Furthermore, the theorem demonstrates that, if learning
is possible for a given model H, then ERM allows us to learn with
close-to-optimal sample complexity.
For a proof of this result and for extensions, we refer to the extensive
treatment in [133]. We mention here the important extension of the
theory of generalization to convex learning problems – i.e., to problems
with convex parameter set and a convex loss function. Rather than
depending on the model complexity as the theory developed so far,
generalization in this class of problems hinges on the stability of the
learning algorithms. Stability is the property that small changes in the
input do not affect much the output of the learning algorithm – a notion
related to that of differential privacy [119]. We also point to the related
notion of capacity of a perceptron introduced in [94].
5.5 Summary
This chapter has described the classical PAC framework for the anal-
ysis of the generalization performance of supervised learning for clas-
sification. We have seen that the concept of VC dimension defines the
capacity of the model, and, through it, the number of samples needed
to learn the model with a given accuracy and confidence, or sample
complexity. In the next chapter, we move from supervised learning to
unsupervised learning problems.
Appendix: Minimax Redundancy and Model Capacity∗
In this appendix, we describe an alternative definition of model capacity
that is directly related to the conventional notion of Shannon’s capacity
of a noisy channel [38]. As for Sec. 2.5, some background in information
theory may be needed to fully appreciate the content of this appendix.
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To elaborate, consider a probabilistic model H defined as the set
of all pmfs p(x|θ) parametrized by θ in a given set. With some abuse
of notation, we take H to be also the domain of parameter θ. To fix
the ideas, assume that x takes values over a finite alphabet. We know
from Sec. 2.5, that a distribution q(x) is associated with a lossless
compression scheme that requires around − log q(x) bits to describe a
value x. Furthermore, if we were informed about the true parameter θ,
the minimum average coding length would be the entropy H(p(x|θ)),
which requires setting q(x) = p(x|θ) (see Appendix A).
Assume now that we only know that the parameter θ lies in set
H, and hence the true distribution p(x|θ) is not known. In this case,
we cannot select the true parameter distribution, and we need instead
to choose a generally different distribution q(x) to define a compres-
sion scheme. With a given distribution q(x), the average coding length
is given by −∑x p(x|θ) log q(x). Therefore, the choice of a generally
incorrect distribution q(x) entails a redundancy of
∆R(q(x), θ) = −
∑
x
p(x|θ) log q(x)−H(p(x|θ)) ≥ 0 (5.22)
bits.
The redundancy ∆R(q(x), θ) in (5.22) depends on the true value of
θ. Since the latter is not known, this quantity cannot be computed. We
can instead obtain a computable metric by maximizing over all values
of θ ∈ H, which yields the worst-case redundancy
∆R(q(x),H) = max
θ∈H
∆R(q(x), θ). (5.23)
This quantity can be minimized over q(x) yielding the so-called mini-
max redundancy:
∆R(H) = min
q(x)
∆R(q(x),H) (5.24)
= min
q(x)
max
θ
−
∑
x
p(x|θ) log q(x)−H(p(x|θ)) (5.25)
= min
q(x)
max
θ
∑
x
p(x|θ) log p(x|θ)
q(x)
. (5.26)
The minimax redundancy can be taken as a measure of the capacity
of model H, since a richer model tends to yield a larger ∆R(H). In fact,
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for a richer model, it is more difficult to find a representative distribu-
tion q(x) that yields an average coding length close to the minimum
H(p(x|θ)) for all values of θ.
It turns out that the minimax redundancy equals the capacity
C(p(x|θ)) of the channel p(x|θ), which is defined as C(p(x|θ)) = maxp(θ) I(x; θ)
[38]. This is shown by the following sequence of equalities:
∆R(H) =min
q(x)
max
p(θ)
∑
x
∑
θ
p(θ)p(x|θ) log p(x|θ)
q(x)
(5.27a)
=max
p(θ)
min
q(x)
∑
x
∑
θ
p(θ)p(x|θ) log p(x|θ)
q(x)
(5.27b)
=max
p(θ)
∑
x
∑
θ
p(θ)p(x|θ) log p(x|θ)
p(x)
(5.27c)
=C(p(x|θ)), (5.27d)
where the first equality follows since the average of a set of numbers is
no larger than any of the numbers; the second is a consequence of the
minimax theorem since the term
∑
x
∑
θ p(θ)p(x|θ) log(p(x|θ)/q(x)) is
convex in q(x) and concave in p(θ); and the third equality follows by
Gibbs’ inequality (see Sec. 2.6 and (A.5) in Appendix A). As a final
note, the mutual information I(x; θ) between model parameter and
data also plays a central role in obtaining bounds on the performance
of estimation [91].
Part III
Unsupervised Learning
6Unsupervised Learning
Unlike supervised learning, unsupervised learning tasks operate over
unlabelled data sets. Apart from this general statement, unsupervised
learning is more loosely defined than supervised learning, and it also
lacks a strong theoretical framework to mirror the PAC learning the-
ory covered in the previous chapter. Nevertheless, it is widely expected
that future breakthroughs in machine learning will come mainly from
advances in the theory and design of unsupervised learning algorithms.
This is due to the availability of huge repositories of unlabelled data,
as well as to the broader applicability of learning tasks whereby the
machine learns, as it were, without supervision or feedback. Unsuper-
vised learning is also considered by some as the key to the development
of general, as opposed to task, specific AI [137] (see also [142, 87] for
more on general AI).
Generally speaking, unsupervised learning algorithms aim at learn-
ing some properties of interest of the mechanism underlying the gen-
eration of the data. In this sense, unsupervised learning concerns the
study of generative models, although, as we will see, this statement
comes with some caveats. A common aspect of many models used for
unsupervised learning is the presence of hidden, or latent, variables
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that help explain the structure of the data.
This chapter starts by discussing applications of unsupervised learn-
ing, and by providing a description of the well-known K-means algo-
rithm. It then covers directed and undirected generative probabilistic
models for unsupervised learning. As we will detail, these models posit
different types of statistical dependence relations between hidden and
measured variables. Discriminative models, which capture the depen-
dence of hidden variables on observed variables, as well as autoencoders,
which combine discriminative and generative models, are also intro-
duced. The chapter is concluded with a discussion of a different type
of learning algorithm that may be considered as unsupervised, namely
PageRank, which is included due to its practical relevance.
6.1 Unsupervised Learning
Defining unsupervised learning. A general, and rather imprecise,
definition of unsupervised learning tasks is the following. Taking a fre-
quentist viewpoint, we are given a data set D consisting of N i.i.d.
unlabelled observations xn ∈ RD. These are assumed to be drawn i.i.d.
from an unknown true distribution as
D = {xn}Nn=1 ∼
i.i.d.
p(x). (6.1)
The goal is to learn some useful properties of the distribution p(x),
where the properties of interest depend on the specific application.
While this definition is general enough to include also the estimation
problems studied in Chapter 3, as mentioned, unsupervised learning
problems are typically characterized by the presence of hidden or la-
tent variables. Notable examples include the following.
• Density estimation: Density estimation aims at learning directly
a good approximation of the distribution p(x), e.g., for use in plug-in
estimators [86], to design compression algorithms (see Sec. 2.5), or to
detect outliers [139].
• Clustering: Clustering assumes the presence of an unobserved
label zn associated to each data point xn, and the goal is that of recov-
ering the labels zn for all points in the data set D. For example, one
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may wish to cluster a set D of text documents according to their topics,
by modelling the latter as an unobserved label zn. Broadly speaking,
this requires to group together documents that are similar according
to some metric. It is important at this point to emphasize the distinc-
tion between classification and clustering: While the former assumes
the availability of a labelled set of training examples and evaluates its
(generalization) performance on a separate set of unlabelled examples,
the latter works with a single, unlabelled, set of examples. The different
notation used for the labels – zn in lieu of tn – is meant to provide a
reminder of this key difference.
• Dimensionality reduction and representation: Given the set D, we
would like to represent the data points xn ∈ D in a space of lower dimen-
sionality. This makes it possible to highlight independent explanatory
factors, and/or to ease visualization and interpretation [93], e.g., for
text analysis via vector embedding (see, e.g., [124]).
• Feature extraction: Feature extraction is the task of deriving func-
tions of the data points xn that provide useful lower-dimensional inputs
for tasks such as supervised learning. The extracted features are unob-
served, and hence latent, variables. As an example, the hidden layer of
a deep neural network extract features from the data for use by the
output layer (see Sec. 4.5).
• Generation of new samples: The goal here is to learn a machine
that is able to produce samples that are approximately distributed ac-
cording to the true distribution p(x). For example, in computer graphics
for filmmaking or gaming, one may want to train a software that is able
to produce artificial scenes based on a given description.
The variety of tasks and the difficulty in providing formal defini-
tions, e.g., on the realism of an artificially generated image, make unsu-
pervised learning, at least in its current state, a less formal field than
supervised learning. Often, loss criteria in unsupervised learning mea-
sure the divergence between the learned model and the empirical data
distribution, but there are important exceptions, as we will see.
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Figure 6.1: (a) Directed generative models; (b) Undirected generative models; (c)
Discriminative models; (d) Autoencoders.
Models. We now review the type of models that can be used to
tackle unsupervised learning problems. The models will be further dis-
cussed in the subsequent sections of this chapter.
• Directed generative models: Directed generative models are mix-
ture models in which the distribution p(x|θ) of the data is defined by a
parametrized prior p(z|θ) of the latent variables z and by a parametrized
conditional distribution p(x|z, θ) that defines the relationship between
latent and observed variables. Accordingly, the distribution can be ex-
pressed, for discrete latent variables z, as
p(x|θ) =
∑
z
p(z|θ)p(x|z, θ). (6.2)
A similar expression applies to continuous hidden variables with an in-
tegral in lieu of the sum. Directed models are suitable to capture the
cause-effect relationships between z and x. A BN describing directed
generative models is shown in Fig. 6.1(a). Graphical models, including
BNs, will be covered in detail in the next chapter. Examples of di-
rected generative models include the mixture of Gaussians model, and
the so-called likelihood-free models, in which the conditional distribu-
tion p(x|z, θ) is implemented by a deterministic transformation, most
typically a multi-layer network.
• Undirected generative models: Undirected models parametrize di-
rectly the joint distribution of the observed variables x and the hidden
variables z as p(x, z|θ), and accordingly write the distribution of the
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data as
p(x|θ) =
∑
z
p(x, z|θ). (6.3)
Unlike directed models, undirected models capture the affinity, or com-
patibility, of given configurations of values for z and x. An Markov Ran-
dom Field (MRF) describing undirected generative models is shown in
Fig. 6.1(b) (see next chapter). A prominent example is given by RBMs.
• Discriminative models: Discriminative models attempt to directly
learn an encoding probabilistic mapping p(z|x, θ) between the data
point x and a representation z. This is represented by the BN in Fig.
6.1(c).
• Autoencoders: As seen in Fig. 6.1(d), autoencoders compose a
parametrized discriminative model p(z|x, θ), which produces the hid-
den variables z from the data x, with a parametrized generative model
p(x|z, θ). The former is known as encoder, while the latter as decoder.
Accordingly, the latent variables are also referred to as the code. The
most typical implementations use parameterized deterministic func-
tions z = Fθ(x) and x = Gθ(z) in lieu of the more general probabilistic
models p(z|x, θ) and p(x|z, θ), respectively. As we will see, autoencoders
are trained to reproduce the data x at the output, turning the unsu-
pervised problem into a supervised one with “labels” given by the data
point x itself.
6.2 K-Means Clustering
We start by reviewing the well-known K-means clustering algorithm.
The purpose here is to emphasize an algorithmic structure, namely the
Expectation Maximization (EM) algorithm, that is conceptually at the
core of many unsupervised learning algorithms.
The problem is one of multi-cluster clustering: Given a data set
D = {xn}Nn=1, we would like to assign every vector xn ∈ RD to one
of K clusters. Cluster indices are encoded by categorical variables zn
via one-hot encoding (see Chapter 3). Accordingly, we write the kth
component of vector zn as zkn = 1 if xn is assigned to cluster k, while
we write zkn = 0 otherwise. It is emphasized that the labels are not
given for any of the examples in D. Therefore, the algorithm should
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discern some regularity in the data in order to divide the data set into
K classes.
K-means is a heuristic method that attempts to cluster together
points that are mutually close in Euclidean distance. To this end, K-
means assigns all points in the same cluster a given “prototype” repre-
sentative vector µk. This vector can be thought of in terms of quantiza-
tion: all points within a given cluster can be quantized to the prototype
µk with minimal quadratic loss. This is formalized by the following op-
timization problem over the cluster assignment variables zn and the
cluster representatives µk:
min
{zn},{µk}
N∑
n=1
K∑
k=1
zknd(xn, µk), (6.4)
where d(x, µ) = ‖x− µ‖2 is the squared Euclidean distance. When us-
ing a general distance metric, the approach to be described is instead
known as the K-medoids algorithm. In this regard, we note, for in-
stance, that it is possible to apply clustering also to discrete data as
long as the distance d is properly defined – typically by a matrix of
pairwise dissimilarities.
The K-means algorithm performs alternatively optimization of the
cluster assignment variables zn and of the cluster representatives µk as
follows:
• Initialize cluster representatives {µoldk }.
• Expectation step, or E step: For fixed vectors {µoldk }, solve problem
(6.4) over the cluster assignment {zn}:
znewkn =

1 for k = argminj d(xn, µ
old
j )
0 otherwise
. (6.5)
Accordingly, each training point is assigned to the cluster with the clos-
est prototype. Note that this step generally requires the computation
of K distances for each data point xn.
• Maximization step, or M step: For fixed vectors {zn}, solve prob-
lem (6.4) over the cluster representatives {µk}. Imposing the optimality
condition that the gradient of the objective function in (6.4) be zero,
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we obtain
µnewk =
∑N
n=1 z
new
kn xn∑N
n=1 z
new
kn
. (6.6)
The new cluster representative µnewk for each cluster k is the mean of
the data points assigned to cluster k.
• If a convergence criterion is not satisfied, set {µoldk } ← {µnewk }
and return to the E step.
Since both E step and M step minimize the objective function in
(6.4), respectively over the cluster assignment variables zn and the
cluster representatives µk, the value of the objective function is non-
decreasing across the iterations. This ensures convergence. Illustrations
of convergence and examples can be found in [23, Chapter 9]. As a note,
the algorithm is also known as Lloyd-Max quantization [54].
At a high level, K-means alternates between: (i) making inferences
about the hidden variables {zn} based on the current model defined
by the representatives {µk} in the E step; and (ii) updating the model
{µk} to match the data {xn} and the inferred variables {zn} in the
M step. We will see that a similar algorithmic structure is applied by
many unsupervised learning algorithms.
Before we move on to discussing more general solutions, it is worth
spending a few words on the problem of selecting the number K of
clusters. A first possibility is to add or remove clusters until certain
heuristic criteria are satisfied, such as the “purity” of clusters. A second
approach is hierarchical clustering, whereby one builds a tree, known
as dendrogram, that includes clustering solutions with an increasing
number of clusters as one moves away from the root (see, e.g., [51]).
Yet another solution is to let K be selected automatically by adopting
a non-parametric Bayesian approach via a Dirichlet process prior [104].
6.3 ML, ELBO and EM
In this section, we discuss two key technical tools that are extensively
used in tackling unsupervised learning problems, namely the Evidence
Lower BOund (ELBO) and the EM algorithm. The starting point is the
fundamental problem of learning a probabilistic, directed or undirected,
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model p(x|θ) from the data using ML. We will discuss later how to learn
discriminative models and autoencoders.
6.3.1 ML Learning
From Sec. 2.6, we know that ML, asymptotically in N , tends to min-
imize a KL divergence between the true distribution p(x) and the se-
lected hypothesis in the model. This is a criterion that is well suited
for many of the unsupervised learning tasks mentioned above, such as
density estimation or generation of new samples, and it is hence useful
to start the discussion with ML learning.
Before we do that, a few remarks are in order. First, it is often useful
to choose divergences other than KL, which are tailored to the specific
application of interest [8]. We will further discuss this aspect in Sec.
6.4.3. Second, when the goal is representation learning, the machine
aims at obtaining useful features z. Hence, minimizing the KL diver-
gence to match the true distribution p(x) does not directly address the
objective of representation learning, unless appropriate restrictions are
imposed on the model p(x|z, θ). In fact, if the generative model p(x|z, θ)
is too powerful, then it can disregard the features z and still obtain a
high likelihood for the data (see, e.g., [69]). We will get back to this
point in Sec. 6.6. Finally, obtaining ML solutions is often impractical,
particularly in large models. Nevertheless, understanding the ML prob-
lem allows one to better gauge the impact of the approximations and
simplifications made to obtain efficient algorithms.
To proceed, we consider probabilistic, directed or undirected, model,
and focus, for the purpose of simplifying the notation, on a data set
with a single data point (N = 1). The extension to a data set with an
arbitrary number N of points only requires adding an outer sum over
the sample index to the LL function. We also concentrate on discrete
hidden rvs, and the generalization to continuous rvs is obtained by sub-
stituting sums with suitable integrals. The ML problem can be written
as the maximization of the LL function as
max
θ
ln p(x|θ) = ln
(∑
z
p(x, z|θ)
)
, (6.7)
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where x denotes the data and z the hidden or latent variables. Note
the marginalization with respect to the hidden variables in (6.7). This
problem should be contrasted with the supervised learning ML problem
obtained when both x and z are observed, namely
max
θ
ln p(x, z|θ). (6.8)
Example 6.1. Consider a directed generative Bernoulli-Gaussian model
characterized as
z ∼ Bern(0.5) (6.9a)
x|z = 0 ∼ N (2, 1) (6.9b)
x|z = 1 ∼ N (θ, 1). (6.9c)
This corresponds to a mixture of Gaussians model, in which the only
parameter θ is the mean of one of the two Gaussian components. As-
sume that we observe x = 0. Consider first the supervised learning
case, where we assume that we also measure z = 1. In this case, the
LL function in (6.8) is ln p(x = 0, z = 1|θ) = lnN (x|θ, 1) + ln(0.5).
In contrast, with unsupervised learning, the LL function in (6.7) is
ln p(x = 0|θ) = ln(0.5N (0|2, 1) + 0.5N (0|θ, 1)).
The LL functions are shown in Fig. 6.2. Unlike supervised learning,
the LL for unsupervised learning is seen to be non-concave. In this
example, this is a consequence of the fact that, when θ is sufficiently
large in absolute value, the probability of the data x resulting from the
fixed Gaussian distribution centered at x = 2 makes the contribution
of the Gaussian centered θ increasingly irrelevant.
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Figure 6.2: Illustration of LL functions for supervised and unsupervised learning
in a mixture of Gaussians model (Example 6.1).
Solving problem (6.7) has two additional complications as compared
to the supervised learning counterpart (6.8). The first issue was high-
lighted in the previous example: Even for models in which the ML
supervised learning problem is convex, the LL is generally non-concave
when the variables z are hidden, which precludes the use of convex
optimization algorithms. Barring the use of often impractical global
optimization algorithms, in general, non-convex problems cannot be
solved exactly. Rather, the best one can hope for with standard local
optimization schemes, such as SGD, is obtaining stationary points or
locally optimal points [28]. In practice, this problem may not be critical
since non-convexity is not by itself a cause of poor learning performance.
For instance, as seen in Chapter 4, beyond-GLM supervised learning
methods, including deep neural networks, solve non-convex problems.
The second complication is the need to sum – or integrate – over the
hidden variables in order to evaluate the LL. This step is complicated
by the fact that the distribution of the hidden variables needs to be
learned and is hence unknown. This is a significant obstacle to the
development of efficient learning algorithms, and it generally needs to
be addressed in order to make learning feasible. In the rest of this
section, we describe two technical tools that are useful to tackle these
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problems. Chapter 8 will develop more complex solutions for issues
arising in the presence of large latent spaces in which marginalization
is not viable.
6.3.2 ELBO
Many methods to tackle the ML problem (6.7) are based on the maxi-
mization of the ELBO. These techniques include the EM algorithm and
some of the variational inference algorithms to be discussed in Chapter
8. The key element in the development of the ELBO is the introduction
of an auxiliary distribution q(z) on the latent variables. This is referred
to as the variational distribution or the variational posterior for rea-
sons that will be made clear later. As we will see, computation of the
ELBO requires an average over distribution q(z), which can be fixed
independently of the model parameters. This solves the key problem
identified above of averaging over the parameter-dependent marginal
of the hidden variables.
Definition 6.1. For any fixed value x and any distribution q(z) on
the latent variables z (possibly dependent on x), the ELBO L(q, θ) is
defined in one of the following equivalent forms
L(q, θ) =Ez∼q(z)[ln p(x, z|θ)− ln q(z)︸ ︷︷ ︸
learning signal
] (6.10)
=Ez∼q(z)[ln p(x, z|θ)]︸ ︷︷ ︸
negative energy
+ H(q)︸ ︷︷ ︸
entropy
(6.11)
=Ez∼q(z)[ln p(x|z, θ)]︸ ︷︷ ︸
cross-entropy
− KL (q(z)||p(z|θ))︸ ︷︷ ︸
variational regularization
(6.12)
=−KL (q(z)||p(x, z|θ)) (6.13)
= ln p(x|θ)−KL(q(z)||p(z|x, θ)) , (6.14)
where we have identified some terms using common terminology that
will be clarified in the following, and, in (6.13), we have used the con-
vention of defining KL(p||q) even when q is not normalized (see Sec.
2.6).
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The equivalence between the three forms of the ELBO can be eas-
ily checked. The form (6.11) justifies the definition of the negative of
the ELBO as variational free energy or Gibbs free energy, which is the
difference of energy and entropy. This form is particularly useful for
undirected models in which one specifies directly the joint distribution
p(x, z|θ), such as energy-based models, while the form (6.12) is espe-
cially well suited for directed models that account for the discriminative
distribution p(x|z, θ), such as for deep neural networks [27]. For both
forms the first term can be interpreted as a cross-entropy loss. The
form (6.13) is more compact, and suggests that, as we will formalize
below, the ELBO is maximized when q(z) is selected to match the
model distribution. The last form yields terms that are generally not
easily computable, but it illuminates the relationship between the LL
function and the ELBO, as we discuss next.
The following theorem describes the defining property of the ELBO
as well as another important property. Taken together, these features
make the ELBO uniquely suited for the development of algorithmic
solutions for problem (6.7).
Theorem 6.1. The ELBO is a global lower bound on the LL function,
that is,
ln p(x|θ) ≥ L(q, θ), (6.15)
where equality holds at a value θ0 if and only if the distribution q(z)
satisfies q(z) = p(z|x, θ0). Furthermore, the ELBO is concave in q(z)
for a fixed θ; and, if ln p(x, z|θ) is concave in θ, it is also concave in θ
for a fixed q(z).
Proof. The first part of the theorem follows immediately from the form
(6.14), which we can rewrite as
ln p(x|θ) = L(q, θ)+KL(q(z)||p(z|x, θ)) , (6.16)
and from Gibbs’ inequality. In fact, the latter implies that the KL di-
vergence KL (q(z)||p(z|x, θ)) is non-negative and equal to zero if and
only if the two distributions in the argument are equal. The concavity
of the ELBO can be easily checked using standard properties of con-
vex functions [28]. As a note, an alternative proof of the first part of
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the theorem can be provided via the importance sampling trick and
Jensen’s inequality. In fact, we can write
ln p(x|θ) = ln
(∑
z
p(x, z|θ)
)
(6.17a)
= ln
(∑
z
q(z)
p(x, z|θ)
q(z)
)
(6.17b)
≥
∑
z
q(z) ln
(
p(x, z|θ)
q(z)
)
= L(q, θ), (6.17c)
where the first equality is just obtained by multiplying and dividing
by q(z) – the importance sampling trick – and the last step is a conse-
quence of Jensen’s inequality. We recall that Jensen’s inequality says
that for any concave function f(x) – here f(x) = ln(x) – we have the
inequality E[f(x)] ≤ f(E[x]).
We illustrate the just described properties of the ELBO via the
following example.
Example 6.2. Consider again the directed generative Bernoulli-Gaussian
model (6.9). The posterior distribution of the latent variable given an
observation x is given as
p(z = 1|x = 0, θ) = N (0|θ, 1)N (0|2, 1) +N (0|θ, 1) . (6.18)
Fix a parametrized variational distribution q(z|ϕ) = Bern(z|ϕ). Using
(6.11), the ELBO is then given as
L(q, θ) = ϕ(ln(N (0|θ, 1)+ln(0.5))+(1−ϕ)(ln(N (0|2, 1)+ln(0.5))+H(q).
(6.19)
The theorem above says that, given any value of ϕ, the ELBO is a lower
bound on the LL function, uniformly for all values of θ. Furthermore,
this bound is tight. i.e., it equals the LL function, at all values θ0 for
which the selected variational distribution q(z|ϕ) equals the posterior of
the hidden variables, that is, for which we have ϕ = p(z = 1|x = 0, θ0).
This is shown in Fig. 6.3, where we plot the LL and the ELBO. We see
that indeed the ELBO is a uniform lower bound on the LL, which is
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tight for specific values θ0 of the parameter θ. Reflecting the concavity
property of the ELBO in the theorem, the ELBO is also seen to be a
concave function of the parameter θ.
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Figure 6.3: Illustration of the ELBO for two different choices of the variational
distribution that are tight at different values θ0 of the parameter.
The lower bound property of the ELBO makes it useful not only
for the purpose of ML optimization but also as an estimate of LL, and
hence of how well the model fits the data, for the goal of model selection.
Furthermore, the ELBO can be computed analytically in special cases
for exponential models [151, 159].
The ELBO can be generalized as the multi-sample ELBO [32]:
ln p(x|θ) ≥ Ez1,...,zK ∼
i.i.d.
q(z)
[
ln
(
1
K
K∑
k=1
p(x, zk|θ)
q(zk)
)]
. (6.20)
The proof of this inequality follows in the same way as for the ELBO.
This bound has the advantage that, as K grows large, it tends to be-
come increasingly accurate. In fact, as K → ∞, by the law of large
numbers, we have the limit K−1
∑K
k=1 p(x, zk|θ)/q(zk) →
∑
z p(x, z|θ)
with probability one.
ELBO and Bayesian inference. In summary, for a given vari-
ational distribution q(z), the ELBO provides an upper bound on the
LL function, or equivalently a lower bound on the NLL function. This
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bound is tight for values of the parameter vectors θ at which we have
the equality q(z) = p(z|x, θ). As such, given a certain value θ of the
parameter vector, the variational distribution q(z) that provides the
tightest bound is the posterior distribution q(z) = p(z|x, θ), at which
the KL divergence in (6.16) vanishes. That is, in order to obtain the
tightest ELBO, one needs to solve the Bayesian inference problem of
computing the posterior p(z|x, θ) of the hidden variables for the given
value θ. This property can be stated for reference as follows
argmax
q(z)
L(q, θ) = p(z|x, θ). (6.21)
Gradients of the LL and of the ELBO over the model
parameters.∗ Under suitable differentiability assumptions, the gradi-
ent of the ELBO at the value θ0 in which the ELBO is tight coincides
with the gradient of the LL, i.e.,
∇θ ln p(x|θ)|θ=θ0 = ∇θL (p(z|x, θ0), θ) |θ=θ0
= Ez∼p(z|x,θ0) [∇θ ln p(x, z|θ)|θ=θ0 ] . (6.22)
This is also suggested by the curves in Fig. 6.3. We will see with an
example in Sec. 6.5.1 that this formula is extremely useful when the
gradient for the complete log-likelihood ∇θ ln p(x, z|θ)|θ=θ0 can be easily
computed, such as for exponential family models.
Other global lower bounds on the likelihood.∗ Revisiting the
proof of Theorem 6.1, it can be concluded that the following general
family of lower bounds
f(p(x|θ)) ≥ Ez∼q(z)
[
f
(
p(x, z|θ)
q(z)
)]
, (6.23)
for any concave function f . While the ELBO equals the negative of a KL
divergence between variational distribution and the true distribution,
as seen in (6.13), this representation yields more general divergence
measures, such as the α-divergence to be discussed in Chapter 8 [90,
13, 159].
6.3.3 EM Algorithm
As mentioned, a large number of practical schemes for unsupervised
learning using directed and undirected generative models are based on
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• Initialize parameter vector θold.
• E step: For fixed parameter vector θold, maximize the ELBO over
the variational distribution q, i.e., solve problem max
q
L(q, θold), which,
by (6.21), yields the new distribution
qnew(z) = p(z|x, θold). (6.24)
• M step: For fixed variational distribution qnew(z), maximize the
ELBO over the parameter vector θ, i.e., solve problem max
θ
L(qnew, θ).
This convex problem can be equivalently written as the maximization
of the negative energy
max
θ
Q(θ, θold) =Ez∼p(z|x,θold) [ln p(x, z|θ)] . (6.25)
• If a convergence criterion is not satisfied, set θnew ← θoldand return
to the E step.
Table 6.1: EM algorithm.
the maximization of ELBO L(q, θ) in lieu of the LL function. As seen,
this maximization has the key advantage that the ELBO is a concave
function of the parameters θ. Furthermore, the lower bound property
(6.15) ensures that, if the ELBO is tight at a value θ0, the result of
the optimization of the ELBO must necessarily yield a LL value that
is no smaller than lnp(x|θ0). This observation is leveraged by the EM
algorithm to obtain a procedure that is guaranteed to converge to a
stationary point of the original ML problem (6.7).
The EM algorithm is described in Table 6.1.
In many problems of interest, the model p(x, z|θ) can be taken to be
either the product of a prior and a likelihood from the exponential fam-
ily for directed models, or directly a member of the exponential family
for undirected models. In these cases, the problem (6.25) solved in the
M step will be seen below via an example to reduce to the correspond-
ing supervised learning problem, with the caveat that the sufficient
statistics are averaged over the posterior distribution p(z|x, θold).
The EM algorithm is an instance of the more general Majorization
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Minimization (MM) algorithm [141]. In this class of algorithms, at each
iteration, one constructs a tight lower bound of the objective function
at the current iterate θold. This bound, which should be easy to max-
imize, is then optimized, yielding the new iterate θnew. The process is
illustrated in Fig. 6.4. As it can be seen, at each iteration one is guar-
anteed that the objective function is not decreased, which ensures con-
vergence to a local optimum of the original problem. In EM, the tight
lower bound is the ELBO L(qnew, θ), which is obtained by computing
the posterior distribution of the latent variables qnew(z) = p(z|x, θold)
at the current iterate θold.
...
LL
newold
Figure 6.4: Illustration of the EM algorithm. The dashed line is the LL function.
The solid lines represent the ELBOs corresponding to the first two steps of the
algorithm, while the dashed-dotted line is the ELBO after a number of iterations.
At each step, EM maximizes the ELBO, which is a lower bound on the LL function.
EM is an instance of the more general MM approach [141].
Generalizing the K-means algorithm, the EM algorithm alternates
between: (i) making inferences about the hidden variables z based on
the model defined by the current iterate of the model parameter θ
in the E step; and (ii) updating the model θ to match the data x
and the inferred variables z in the M step. It is useful to emphasize
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that unsupervised learning, even in the assumed frequentist approach,
entails the Bayesian inference problem of evaluating the posterior of
the hidden variables.
Generalization to N observations. We conclude this section by
making explicit the generalization of the EM algorithm to the case in
which we have N i.i.d. observations. To elaborate, assume that we have
pairs of observed/ unobserved i.i.d. variables (xn, zn), whose assumed
joint distribution can be written as p(xN , zN |θ) = ∏Nn=1 p(xn, zn|θ).
E step: The E step requires the computation of the posterior p(zN |xN , θ).
This can be seen to factorize across the examples, since we have
p(zN |xN , θ) = p(x
N , zN |θ)
p(xN |θ) =
n∏
n=1
p(xn, zn|θ)
p(xn|θ)
=
n∏
n=1
p(zn|xn, θ). (6.26)
Therefore, in order to compute the posterior, we can operate separately
for each example in the data set by evaluating p(zn|xn, θ) for all n =
1, ..., N .
M step: In a similar manner, the negative energy function Q(θ, θold)
to be used in the M step can be computed separately for each example
as
Q(θ, θold) = EzN∼p(zN |xN ,θold)
[
ln p(xN , zN |θ)
]
=
N∑
n=1
Ezn∼p(zn|xn,θold) [ln p(xn, zn|θ)] , (6.27)
and hence separately for each example. Note that the optimization in
the M step should instead be done jointly on (6.27).
Extensions.∗ The EM algorithm solves the non-convexity prob-
lem identified at the beginning of this section by optimizing ELBOs
iteratively according to the outlined MM mechanism. Nevertheless, im-
plementing the EM algorithm may be too computationally demanding
in practice. In fact, the E step requires to compute the posterior dis-
tribution of the latent variables, which may be intractable when the
latent space is large; and the M step entails an average over the poste-
rior distribution, which can also be intractable. In Chapter 8, we will
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see approaches to overcome these problems via approximate inference
and learning techniques. For extensions of EM algorithm, we refer to
[15, pp. 247-248]. In this regard, it is observed here that the EM al-
gorithm applies also to scenarios in which different data points have
generally different subsets of unobserved variables.
6.4 Directed Generative Models
In this section, we discuss directed generative models, in which, as seen
in Fig. 6.1(a), one posits a parametrized prior p(z|θ) of the latent vari-
ables z and a parametrized conditional decoding distribution p(x|z, θ).
As discussed, the goal can be that of learning the distribution p(x) of
the true data or to extract useful features z. In the latter case, the use
of directed generative model is referred to as performing analysis by
synthesis. We first discuss two prototypical applications of EM to per-
form ML learning. We then outline an alternative approach, known as
GAN, which can be thought of as a generalization of ML. Accordingly,
rather than selecting a priori the KL divergence as a performance met-
ric, as done implicitly by ML, GANs learn at the same time divergence
and generative model.
Multi-layer extensions of generative directed models discussed here
fall in the category of Helmholtz machines. We refer to, e.g., [42], for a
discussion about the task of training these networks via an approxima-
tion of the EM algorithm, which uses tools covered in Chapter 8.
6.4.1 Mixture of Gaussians Model
The mixture of Gaussians model can be described by the following
directed generative model
zn ∼ Cat(π) (6.28a)
xn|zn = k ∼ N (µk,Σk), (6.28b)
with parameter vector θ = [π,µ0, ..., µK−1,Σ0, ...,ΣK−1]. We use one-
hot encoding for the categorical variables zn = [z0n, ..., z(K−1)n]T . Note
that this model can be thought as an unsupervised version of the QDA
model for the fully observed, or supervised, case studied in Sec. 4.6
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(cf. (4.44)). We will see below that the EM algorithm leverages this
observation in the M step. Furthermore, it will be observed that EM
for mixture of Gaussians generalizes the K-means algorithm.
E step. In the E step, as per (6.26), we need to solve the inference
problem of computing the posterior p(zkn|xn, θold) for every example n
and cluster index k = 0, ...,K−1. In this case, this can be done directly
via Bayes’ theorem since the normalization requires to sum only over
the K possible values taken by zn, yielding
p(zkn = 1|xn, θold) = π
old
k N (xn|µoldk ,Σoldk )∑K−1
j=0 π
old
j N (xn|µoldj ,Σoldj )
. (6.29)
M step. In the M step, we need to maximize the negative energy
function Q(θ, θold) in (6.27). Each term in the sum can be computed
directly as
Ezn∼p(zn|xn,θold) [ln p(xn, zn|θ)] =
K−1∑
k=0
z¯kn {ln πk + lnN (xn|µk,Σk)}
(6.30)
with
z¯kn = Ezn∼p(zn|xn,θold) [zkn] = p(zkn = 1|xn, θold). (6.31)
As it can be easily checked, the function Q(θ, θold) equals the LL func-
tion of the QDA supervised problem, in which the variables zn are
observed, with the following caveat: the sufficient statistics zkn are
replaced by their posterior averages z¯kn. As a result, as opposed to su-
pervised learning, EM describes each example xn as being part of all
clusters, with the “responsibility” of cluster k being given by z¯kn. Hav-
ing made this observation, we can now easily optimize the Q(θ, θold)
function by using the ML solutions (4.45) for QDA by substituting z¯kn
for the observed variable tkn.
Setting Σk = ǫI as a known parameter and letting ǫ → 0 recovers
the K-means algorithm [23, p. 443].
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Figure 6.5: True distribution (dashed line) and mixture of Gaussians model learned
via EM (solid line).
Example 6.3. Consider data generated from the multi-modal distribu-
tion shown in Fig. 6.5 as a dashed line, which obtained as a mixture
of two Gaussians and an exponential distribution. When M = 1, the
mixture of Gaussians distribution learned via EM corresponds to the
conventional ML estimate, and is hence obtained via moment matching
(see Chapter 3). This is plotted in the figure for a given data realiza-
tion with N = 100. Running EM with the larger values M = 2 and
M = 3 also returns the same distribution. This distribution is seen to
be inclusive of the entire support of the true distribution and to smooth
out the edges of the original distribution. As we will further discuss in
Sec. 6.4.3, this is a consequence of the fact that ML minimizes the KL
divergence over the second argument.
A similar model that applies to binary data, rather than continu-
ous data, such as black-and-white images, is the mixture of Bernoullis
model. The EM algorithm can be derived by following the same steps
detailed here [23].
6.4. Directed Generative Models 151
6.4.2 Probabilistic Principal Component Analysis
Probabilistic Principal Component Analysis (PPCA) is a popular gen-
erative model that describes the data in terms of M < D features that
are linearly related to the data vector. Specifically, PPCA uses a linear
factor generative model with M < D features described as
zn ∼ N (0, I) (6.32a)
xn|zn = z ∼ N (Wz + µ, σ2I), (6.32b)
with parameter vector θ = (W µ σ). Equivalently, according to PPCA,
the data vector can be written as
xn = W zn + µ+ qn, (6.33)
with the latent variables zn ∼ N (0, I) and the additive noise qn ∼
N (0, σ2I). According to (6.33), the columns {wk} of the matrix W =
[w1 w2 · · ·wM ] can be interpreted as linear features of the data. This is
in the sense that each data point is written as a linear combination of
the feature vectors as
xn =
M∑
m=1
wmzmn + µ+ qn, (6.34)
where zmn is the mth component of the latent vector zn.
In the models studied above, the latent variable was a categorical
identifier of the class of the observation. As such, In PPCA, instead,
the representation of an observation xn in the hidden variable space
is distributed across all the variables in vector zn. This yields a more
efficient encoding of the hidden representation. This is particularly clear
in the case discrete hidden rv, which will be further discussed in Sec.
6.5.1 (see also [20]).
An EM algorithm can be devised to learn the parameter vector as
described in [23, p. 577]. The E step leverages the known result that
the posterior of the latent variables can be written as
zn|xn = xn, θ ∼ N (zn|J−1W T (xn − µ), J−1), (6.35)
with matrix J = σ−2W TW + I.
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We note that, if we model the latent variables zkn, k = 1, ...,M ,
are independent but not Gaussian, we obtain a type of Independent
Component Analysis (ICA) (see [23, p. 591]). It is also possible to
impose structure on the latent vector by selecting suitable marginal
distributions p(z). For instance, choosing Student’s t-distribution or a
Laplace distribution tends to impose sparsity on the learned model. A
general discussion on linear factor models can be found in [104] (see
also [36] for a generalization of PPCA to any model in the exponential
family).
6.4.3 GAN
In Sec. 2.6, we have seen that ML can be interpreted, in the asymptotic
regime of a large data set N , as minimizing the KL divergence between
the true distribution of the data and the model. We start this section by
revisiting this argument for unsupervised learning in order to highlight
a similar interpretation that holds for finite values of N . This viewpoint
will lead us to generalize the ML learning approach to techniques in
which the choice of the divergence measure is adapted to the data. As an
important by-product, the resulting technique, known as GAN, will be
seen to accommodate easily likelihood-free models. GANs are currently
considered to yield state-of-the-art results for image generation [57].
To simplify the discussion, assume that variables xn are categorical
and take a finite number of values. To start, let us observe that the
NLL function (6.1) for i.i.d. data can be written as
− 1
N
N∑
n=1
lnp(xn|θ) = −
∑
x
N [x]
N
lnp(x|θ), (6.36)
where we recall that N [x] = |{n : xn = x}|. We now note that the
ML problem of minimizing the NLL (6.36) over θ is equivalent to the
minimization of the KL divergence
min
θ
−
∑
x
pD(x)lnp(x|θ) +
∑
x
pD(x)lnpD(x)
=min
θ
KL(pD(x)||p(x|θ)), (6.37)
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where we have defined the empirical distribution
pD(x) =
N [x]
N
. (6.38)
We hence conclude the ML attempts to minimize the KL divergence
between the empirical distribution pD(x) of the data and the model
distribution p(x|θ). The ML problem minθ KL(pD(x)||p(x|θ)) is also
known as the M-projection of the data distribution pD(x) into the
model {p(x|θ)} [40] (see Chapter 8 for further discussion).
The KL divergence (6.37) is a measure of the difference between
two distribution with specific properties that may not be tailored to
the particular application of interest. For instance, distributions ob-
tained by minimizing (6.37) tend to provide “blurry” estimates of the
distribution of the data distribution, as we have seen in Fig. 6.5. As
a result, learning image distributions using M-projections is known to
cause the learned model to produce unfocused images [57].
The KL divergence is not, however, the only measure of the differ-
ence between two distributions. As discussed in more detail in Appendix
A, the KL divergence is in fact part of the larger class of f -divergences
between two distributions p(x) and q(x). This class includes divergence
measures defined by the variational expression1
Df (p||q) = max
T (x)
Ex∼p[T (x)] − Ex∼q[g(T (x))], (6.39)
for some concave increasing function g(·) (the meaning of the f sub-
script is discussed in Appendix A). The key new element in (6.39) is
the decision rule T (x), which is also known as discriminator or critic.
This function takes as input a sample x and ideally outputs a large
value when x is generated from distribution p, and a small value when
it is instead generated from q. Optimizing over T (x) hence ensures that
the right-hand side of (6.39) is large when the two distributions are dif-
ferent and hence can be distinguished based on the observation of x.
When the domain over which the discriminator T (x) is optimized is left
unconstrained, solving problem (6.39) recovers the KL divergence and
1The term variational refers to the fact that the definition involves an optimiza-
tion.
154 Unsupervised Learning
the Jensen-Shannon divergence, among others, with specific choices of
function g (see Appendix A).2
Generalizing the ML problem (6.37), GANs attempt to solve the
problem
min
θ
Df (pD(x)||p(x|θ)). (6.40)
More precisely, GANs parametrize the discriminator T (x) by choosing a
differentiable function Tϕ(x) of the parameter vector ϕ. This effectively
reduces the search space for the discriminator, and defines a different
type of divergence for each value of ϕ. A typical choice for Tϕ(x) is the
output of a multi-layer neural network with weights ϕ or a function
thereof (see Sec. 4.5). With this in mind, using (6.39) in (6.40), we
obtain the minimax problem solved by GANs3
min
θ
max
ϕ
Ex∼pD [Tϕ(x)]− Ex∼p(x|θ)[g(Tϕ(x))]. (6.41)
According to (6.41), GANs select the divergence measure adaptively
through the optimization of the discriminator Tϕ(x). Problem (6.41)
can also be interpreted in terms of a strategic game played by generator
and discriminator [57].4
The original GANmethod [57] operates by setting Tϕ(x) = lnDϕ(x),
where Dϕ(x) is the output of a multi-layer perceptron, and g(t) =
− log(1− exp(t)). A variation that is shown to be more useful in prac-
tice is also discussed in the first GAN paper (see [49]). As another
popular example, Wasserstein GAN simply sets Tϕ(x) to be the output
of a multi-layer perceptron and chooses g(t) = −(1− t).
Application to likelihood-free models.∗ GANs are typically
used with likelihood-free models. Accordingly, the model distribution
p(x|θ) is written as
p(x|θ) =
∫
δ(x−Gθ(z))N (z|0, I)dz. (6.42)
2For a given function T (x), the right-hand side of (6.39), excluding the maxi-
mization, provides a lower bound on the divergence Df (p||q). Another useful related
bound for the KL divergence is the so-called Donsker-Varadhan representation (see,
e.g., [18]).
3The version of GAN given here is known as f -GANs [107], which is a general-
ization of the original GAN.
4It is noted that the GAN set-up is reminiscent of the adversarial model used
to define semantic security in cryptography.
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The samples x are hence modelled as the output of a generator function
Gθ(z), whose input z is given by i.i.d. Gaussian variables. This gener-
ative model can hence be interpreted as a generalization of PPCA to
non-linear encoders Gθ(z). The latter is conventionally modelled again
as a multi-layer neural network.
Problem (6.41) is typically tackled using SGD (Chapter 4) by iterat-
ing between the optimization of the generator parameters θ and of the
discriminator parameters ϕ (see [8, Algorithm 1]). Learning requires
empirical approximations for the evaluation of the gradients that will
be discussed in Chapter 8.
Likelihood ratio estimation viewpoint.∗ When no constraints
are imposed over the discriminator T (x) in (6.39) and the function g
is selected as g(t) = exp(t− 1), the optimal solution is given as T (x) =
1 + ln(pD(x)/p(x|θ)) and the corresponding divergence measure (6.39)
is the KL divergence KL(pD(x)||p(x|θ)). Therefore, solving problem
(6.39) over a sufficiently general family of functions Tϕ(x) allows one
to obtain an estimate of the log-likelihood ratio ln(pD(x)/p(x|θ)). As
a result, GANs can be interpreted as carrying out the estimation of
likelihood ratios between the data and the model distributions as a
step in the learning process. The idea of estimating likelihood ratios in
order to estimate KL divergences is useful in other learning problems
based on variational inference, to be discussed in Chapter 8 (see [70]).
Some research topics.∗ Among topics of current research, we
mention here the problem of regularization of GANs [123]. We also note
that GANs can also be extended to supervised learning problems [108].
The GAN approach of formulating the divergence as an optimization
over a discriminator function was also recently found to be useful for
ICA [29].
6.5 Undirected Generative Models
Unlike directed generative models, undirected generative models posit
a joint distribution for the hidden and the observed variables that cap-
tures affinity, rather than causality, relationships between the two sets
of variables, as seen in Fig. 6.1(b). In this section, we discuss a repre-
sentative example of undirected generative models that is considered
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to be a powerful tool for a number of applications, including feature se-
lection, generation of new samples, and even recommendation systems
[127]. The model, known as RBM, also finds application as a compo-
nents of larger multi-layer structures, also for supervised learning [64].
6.5.1 Restricted Boltzmann Machines (RBM)
RBMs are typically characterized by an M -dimensional binary hidden
vector z ∈ {0, 1}M , while the observed variables may be discrete or
continuous. Here we consider the case of binary observed variables,
which is suitable to model, e.g., black-and-white images or positive/
negative recommendations. The RBM model is defined as (6.3), where
the joint distribution of visible and latent variables is a log-linear model,
and hence part of the exponential family. Mathematically, we have
p(x, z|θ) = 1
Z(θ)
exp(−E(x, z|θ)), (6.43)
with the energy function given as
E(x, z|θ) = −aT z − bTx− xTWz, (6.44)
and the partition function as Z(θ) =
∑
x,z exp(−E(x, z|θ)). The param-
eter vector θ includes the M × 1 vector a, the D × 1 vector b and the
D ×M matrix W .
The qualifier “restricted” captures the fact that the energy func-
tion (6.44) only features cross-terms that include one variable from x
and one from z, and not two variables from x or two from z. In other
words, the model accounts for the affinities between variables in x and
z, but not directly between variables in either x or z [20]. For instance,
if (i, j)th entry wij of matrix W is a large positive number, variables
xi and zj will tend to have equal signs in order to minimize the energy
and hence maximize the probability; and the opposite is true when wij
is negative. As we will seen in the next chapter, this type of probabilis-
tic relationship can be represented by the undirected graphical model
known as MRF shown in Fig. 6.6.
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Figure 6.6: An undirected graph (MRF) describing the joint distribution prescribed
by the RBM model (6.43)-(6.44).
From the model, it is easy to compute the distribution of each
hidden or observed variable when conditioning on all the observed or
hidden variables, respectively. In particular, we have that the variables
in z are mutually independent when conditioned on x, and, similarly,
the variables in x are independent given z. Furthermore, the conditional
distributions are given as:
p(zj = 1|x, θ) =σ(wTj x+ aj) (6.45a)
p(xi = 1|z, θ) =σ(w˜Ti z + bi), (6.45b)
where wj is the jth column of W and w˜i is the ith row of matrix W re-
arranged into a column vector via transposition. These relationships
reveal the significance of the binary hidden variables z in terms of fea-
tures.
In fact, as for PPCA, we can consider each column of matrix W
as a feature vector that contributes in explaining the observations. To
see this, note that (6.45a) suggests that the jth hidden variable zj
equals 1 when the feature wj is well correlated with the data point x.
Probability (6.45b) also confirms this interpretation, as each variable zj
multiplies the ith element of the feature vector wj in defining the LLR
w˜Ti z + bi (see Sec. 3.2). Furthermore, the distributed representation of
the data in terms of the binary hidden vector z is more efficient than
that provided by models with categorical variables such as the mixture
of Gaussian model. This is in the following sense. While categorical
models require to learn a number of parameters that increases linearly
with the number of classes, the distributed representation with a binary
vector z can distinguish 2D combinations of features with a number of
parameters that increases only linearly with D [20].
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Learning is typically done by means of an approximate SGDmethod
that leverages MC techniques. Recalling the general formula (3.28) for
the exponential family, the gradient at the current iteration θ = θold
can be computed using (6.22) as
∇wij ln p(x|θ)|θ=θold = Ezj∼p(zj |x,θold)[xizj ]− Exi, zj∼p(x, zj |θold)[xizj ],
(6.46)
which can be further simplified using (6.45). The gradient presents the
structure, noted in Chapter 3, given by the difference between a positive
component, which depends on the data x, and a negative component,
which instead requires an ensemble average over all other possible sam-
ples x ∼ p(x|θold). Similar relations can be written for the gradients
with respect to a and b, namely
∇aj ln p(x|θ)|θ=θold = Ezj∼p(zj |x,θold)[zj ]− Ezj∼p(zj |θold)[zj ] (6.47)
and
∇bi ln p(x|θ)|θ=θold = xi − Exi∼p(xi|θold)[xi]. (6.48)
In order to evaluate the expectations in the negative components of
the gradients, one typically uses a an MC technique known as Markov
Chain MC (MCMC) to be discussed in Chapter 8. More specifically, a
simplified approach known as Contrastive Divergence (CD) has been
found to be an effective approximation. Accordingly, one “clamps” the
visible variables to the observed variables x = x, and generates the
sequence x → z(0) → x(1) → z(1), using the conditional probability
(6.45a) to generate z from x and (6.45b) to generate x from z. The
resulting samples are used to approximate the expectations as
∇wij ln p(x|θ)|θ=θold ≃ xiz(0)j − x(1)i z(1)j , (6.49)
and similar expressions apply for the other gradients. The CD scheme
can also be generalized to CD-k by increasing the Markov chain se-
quence to k steps, and the using the resulting samples x(k) and z(k) in
lieu of x(1) and z(1).
Extensions and application of the RBM are discussed in [20, 153].
Generalizations of RBMs with multiple layers of hidden variables are
referred to as Deep Boltzmann Machines. We refer to [64] for discussion
about training and applications.
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6.6 Discriminative Models
When the goal is learning a representation z of data x, one can try to di-
rectly learn a parametrized encoder, or discriminative model, p(z|x, θ),
as illustrated in Fig. 6.1(c). With an encoder p(z|x, θ), we can define
the joint distribution as p(x, z|θ) = p(x)p(z|x, θ), where p(x) is the
true distribution of the data. The latter is in practice approximated
using the empirical distribution pD(x) of the data. This yields the joint
distribution
p(x, z|θ) = pD(x)p(z|x, θ). (6.50)
From (6.50), it is observed that, unlike the frequentist methods con-
sidered up to now, discriminative models for unsupervised learning are
based on the definition of a single distribution over observed and un-
observed variables. As such, divergence measures, which involve two
distributions, are not relevant performance metrics. In contrast, a suit-
able metric is the mutual information between the jointly distributed
variables (x,z). The mutual information is a measure of the statistical
dependence between the two rvs and is introduced in Appendix A.
To elaborate, a typical learning criterion is the maximization of the
mutual information Ip(x,z|θ)(x; z) between the representation z and the
data x under the joint distribution p(x, z|θ). Note that, for clarity, we
explicitly indicated the joint distribution used to evaluate the mutual
information as a subscript. It can be related to the KL divergence as
Ip(x,z|θ)(x; z) = KL(p(x, z|θ)||p(x)p(z)). This relationship indicates that
the mutual information quantifies the degree of statistical dependence,
or the distance from independence, for the two rvs.
The resulting Information Maximization problem is given as
max
θ
IpD(x)p(z|x,θ)(x; z). (6.51)
As seen, in order to avoid learning the trivial identity mapping, one
needs to impose suitable constraints on the encoder p(z|x, θ) in order to
restrict its capacity. In order to tackle problem (6.51), a typical solution
is to resort to an MM approach that is akin to the EM algorithm for
ML learning described above (see Fig. 6.4).
To this end, as for EM, we introduce a variational distribution
q(x|z), and observe that we have the following lower bound on the
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mutual information5
IpD(x)p(z|x,θ)(x; z) ≥ H(pD(x)) + Ex,z∼pD(x)p(z|x,θ)[ln q(x|z)]. (6.52)
This result follows using the same steps as for the ELBO. The bound is
tight when the variational distribution q(x|z) equals the exact posterior
p(x|z, θ) = pD(x)p(z|x, θ)/(∑x pD(x)p(z|x, θ)). Based on this inequal-
ity, one can design an iterative optimization algorithm over the model
parameters and the variational distribution q(x|z) (see, e.g., [3, 150]).
When the latter is constrained to lie in a parametrized family, the opti-
mization over the decoder q(x|z) is an example of variational inference,
which will be discussed in Chapter 8. The optimization over the model
parameters can be simplified when the model has additional structure,
such as in the InfoMax ICA method [85].
Inference-based interpretation.∗ The mutual information can
be related to the error probability of inferring x given the representa-
tion z. This can be seen, e.g., by using Fano’s inequality [38, 3]. More
concretely, criterion (6.52) can be interpreted in terms of inference of x
given z by noting that its right-hand side can be written as the differ-
ence H(pD(x))−(Ex,z∼pD(x)p(z|x,θ)[− ln q(x|z)]). In fact, the second term
is the cross-entropy measure for the prediction of x given z by means
of the variational distribution q(x|z). Therefore, by maximizing (6.52)
over θ, the model p(z|x, θ) obtains a representation z such that the
predictor q(x|z) ensures, on average, a good reconstruction of x given
z. This point is further elaborated on in [4]. We specifically point to [4,
Fig. 2], where a comparison with methods based on ML is provided.
Information bottleneck method.∗ An important variation of
the InfoMax principle yields the information bottleneck method. In the
latter, one assumes the presence of an additional variable y, jointly
distributed with x, which represents the desired information, but is
unobserved. The goal is, as above, to learn an encoder p(z|x, θ) be-
tween the observed x and the representation z. However, here, this is
done by maximizing the mutual information I(y; z) between the tar-
get unobserved variable y and the representation z, in the presence of
a regularization term that aims at minimizing the complexity of the
5The bound is also used by the Blahut-Arimoto algorithm [38].
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representation. This penalty term is given by the mutual information
I(x; z), which finds justification in rate-distortion arguments [145].
6.7 Autoencoders
As seen in Fig. 6.1, autoencoders include parametric models for both
encoder and decoder. We focus here for brevity on deterministic autoen-
coders, in which the encoder is defined by a function z = Fθ(x) and the
decoder by a function x = Gθ(z). Note that the parameters defining
the two functions may be tied or may instead be distinct, and that
the notation is general enough to capture both cases. We will mention
at the end of this section probabilistic autoencoders, in which encoder
and decoder are defined by conditional probability distributions.
Autoencoders transform the unsupervised learning problem of ob-
taining a representation z = Fθ(x) of the input x based solely on unla-
belled examples {xn}Nn=1 into an instance of supervised learning. They
do so by concatenating the encoder z = Fθ(x) with a decoder x = Gθ(z),
so as to obtain the input-output relationship t = Gθ(Fθ(x)). The key
idea is to train this function by setting the target t to be equal to
the input x. As such, the machine learns to obtain an intermediate
representation z = Fθ(x) that makes it possible to recover a suitable
estimate t = Gθ(z) ≃ x of x.
To formalize the approach, learning is typically formulated in terms
of the ERM problem
min
θ
N∑
n=1
ℓ(xn, Gθ(Fθ(xn))), (6.53)
in which, as explained, the encoder-decoder mappingGθ(Fθ(·)) is trained
to reproduce the input at its output.
In the absence of constraints on encoder and decoder, the problem
above trivially returns an identify mapping, i.e., Gθ(Fθ(x)) = x. In
order to potentially learn a useful model, one should hence impose
constraints, such as dimensionality or sparsity, on the latent vector z.
Some notable examples are discussed next.
PCA. PCA assumes linear encoder and decoder, and ties their
weight matrices via a transposition. Specifically, PCA sets the encoder
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as Fθ(x) = W Tx and the decoder as Gθ(z) = Wz. The parameters θ
are hence given by the D ×M matrix W . By these definitions, the M
columns of W have the interpretation of linear features as for PPCA.
With a quadratic loss function, the learning problem (6.53) is given
as
min
W
N∑
n=1
‖xn −WW Txn‖2. (6.54)
This problem can be solved in closed form. The solution is in fact
given by the M principal eigenvectors of the sample covariance matrix
N−1
∑N
n=1 xnx
T
n . Extensions of PCA that use the kernel trick (Chapter
4) can be also devised (see, e.g., [104]). Furthermore, PCA can be seen
to be a special case of PPCA by setting in the latter µ = 0 and by
taking the limit σ2 → 0.
Dictionary learning. In dictionary learning, the decoder is linear,
i.e., Gθ(z) = Wz, as for PCA. However, the encoder is limited only
by constraints on the set of feasible latent variables z. A typical such
constraint is sparsity: the latent vector should have a small number of
non-zero elements. Defining as C the set of feasible values for z, the
dictionary learning problem can be formulated as
min
W,{zn}∈C
1
N
N∑
n=1
‖xn −Wzn‖2. (6.55)
The name of the method accounts for the fact that matrix W can be
thought of as the dictionary of M features – its columns – that are
used to describe the data. The problem above is typically solved using
alternate optimization. Accordingly, one optimizes over W for a fixed
set of latent vectors {zn}, which is a standard least squares problem;
and the optimizes over each latent vector zn for a fixed W . The second
problem can be tackled by using standard sparsity-based methods, such
as LASSO (Chapter 2).
Multi-layer autoencoders.∗ One can also represent both encoder
and decoder as multi-layer neural networks. In this case, the weights
of encoder and decoders are typically tied to be the transpose of one
another, in a manner similar to PCA. Training is often done first layer-
by-layer, e.g., using RBM training, and then via backpropagation across
the entire network [64].
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Denoising autoencoders.∗ An alternative approach to facilitate
the learning of useful features is that taken by denoising autoencoders
[150]. Denoising autoencoders add noise to each input xn, obtaining
a noisy version x˜n, and to then train the machine with the aim of
recovering the input xn from its noisy version x˜n. Formally, this can be
done by minimizing the empirical risk
∑N
n=1 ℓ(xn, Gθ(Fθ(x˜n))).
Probabilistic autoencoders.∗ Instead of using deterministic en-
coder and decoder, it is possible to work with probabilistic encoders
and decoders, namely p(z|x, θ) and p(x|z, θ), respectively. Treating the
decoder as a variational distribution, learning can then be done by a
variant of the EM algorithm. The resulting algorithm, known as Vari-
ational AutoEncoder (VAE), will be mentioned in Chapter 8.
6.8 Ranking∗
We conclude this chapter by briefly discussing the problem of ranking.
When one has available ranked examples, ranking can be formulated
as a supervised learning problem [133]. Here, we focus instead on the
problem of ranking a set of webpages based only on the knowledge of
their underlying graph of mutual hyperlinks. This set-up may be con-
sidered as a special instance of unsupervised learning. We specifically
describe a representative, popular, scheme known as PageRank [110],
which uses solely the web of hyperlinks as a form of supervision signal
to guide the ranking.
To elaborate, we define the connectivity graph by including a vertex
for each webpage and writing the adjacent matrix as
Lij =

1 if page j links to page i0 otherwise . (6.56)
The outgoing degree of a webpage is hence given as
Cj =
∑
i
Lij. (6.57)
PageRank computes the rank pi of a webpage i as
pi = (1− d) + d
∑
j 6=i
Lij
Cj
pj, (6.58)
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where 0 < d < 1 is a parameter. Hence, the rank of a page is a weighted
sum of a generic rank of equal to 1, which enables the choice of new
pages, and of an aggregate “vote” from other pages. The latter term
is such that any other page j votes for page i if it links to page i and
its vote equals its own rank divided by the total number of outgoing
links, that is, pj/Cj . In essence, a page i is highly ranked if it is linked
by pages with high rank. The equation (6.58) can be solved recursively
to obtain the ranks of all pages. A variation of PageRank that tailors
ranking to an individual’s preferences can be obtained as described in
[63].
6.9 Summary
In this chapter, we have reviewed the basics of unsupervised learning. A
common aspect of all considered approaches is the presence of hidden,
or latent, variables that help explain the structure of the data. We have
first reviewed ML learning via EM, and variations thereof, for directed
and undirected models. We have then introduced the GAN method
as a generalization of ML in which the KL divergence is replaced by
a divergence measure that is learned from the data. We have then
reviewed discriminative models, which may be trained via the InfoMax
principle, and autoencoders.
In the next section, we broaden the expressive power of the proba-
bilistic models considered so far by discussing the powerful framework
of probabilistic graphical models.
Part IV
Advanced Modelling and
Inference
7Probabilistic Graphical Models
As we have seen in the previous chapters, probabilistic models are
widely used in machine learning. Using Fig. 6.1 as an example, we
have encountered both directed and undirected models, which have
been used to carry out supervised and unsupervised learning tasks.
Graphical models encode structural information about the rvs of inter-
est, both observed and latent. They hence provide a principled way to
define parametric probabilistic models with desired features.
The selection of a probabilistic graphical model hence follows the
same general rules that have been discussed so far: A more specialized,
or structured, model may help reduce overfitting, and hence the gener-
alization gap. This is done, as we will see, by reducing the number of
parameters to be learned. On the flip side, specialization may come at
the cost of an irrecoverable bias.
In this chapter, we provide an introduction to the vast field prob-
abilistic graphical models, which is a powerful framework that allows
us to represent and learn structured probabilistic models. The goal
here is to introduce the main concepts and tools, while referring to the
extensive treatments in [81, 15, 104, 151] for additional information.
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7.1 Introduction
In this section, we start by discussing two examples that illustrate
the type of structural information that can be encoded by means of
probabilistic graphical models. We then provide an overview of this
chapter.
As illustrated by the two examples below, structured probabilistic
models can be used to set up parametric models for both supervised
and unsupervised learning. In the former case, all variables are observed
in the training set, with some rvs being inputs, i.e., covariates (x), and
others being considered as outputs, or targets (t). In contrast, in the
latter case, some variables are unobserved and play the role of latent
variables (z) that help explain or generate the observed variables (x).1
Example 7.1. Consider the tasks of text classification via supervised
learning or text clustering via unsupervised learning. In the supervised
learning case, the problem is to classify documents depending on their
topic, e.g., sport, politics or entertainment, based on set of labelled
documents. With unsupervised learning, the problem is to cluster doc-
uments according to the similarity of their contents based on the sole
observation of the documents themselves.
A minimal model for this problem should include a variable t repre-
senting the topic and a variable x for the document. The topic can
be represented by a categorical variable taking T values, i.e.., t ∈
{1, ..., T} , which is observed for supervised learning and latent for unsu-
pervised learning. As for the document, with “bag-of-words” encoding,
a set of W words of interest is selected, and a document is encoded as
a W × 1 binary vector x = [x1, ..., xW ]T , in which xw = 1 if word w is
contained in the document.2
To start, we could try to use an unstructured directed model defined
as
t ∼Cat(π) (7.1a)
x|t = t ∼ Cat(πt), (7.1b)
1Strictly speaking, this distinction applies to the frequentist approach, since in
the Bayesian approach the model parameters are always treated as unobserved rvs.
2Note that W here does not represent a matrix of weights!
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where the parameter vector includes the T ×1 probability vector π and
the T probability vectors πt, one for each class, each of dimension 2W .
Note, in fact, that the vector x can take 2W possible values. As such,
this model would require to learn (T−1)+T (2W−1) parameters, which
quickly becomes impractical when the number W of words of interest
is large enough. Furthermore, as we have seen, a learned model with
a large number of parameters is bound to suffer from overfitting if the
available data is relatively limited.
Instead of using this unstructured model, we can adopt a model that
encodes some additional assumptions that can be reasonably made on
the data. Here is one possible such assumption: once the topic is fixed,
the presence of a word is independent on the presence of other words.
The resulting model is known as Bernoulli naive Bayes, and can be
described as follows
t ∼ Cat(π) (7.2a)
x|t = t ∼
W∏
w=1
Bern(xw|πw|t), (7.2b)
with parameter vector including the T × 1 probability vector π and T
sets of W probabilities πw|t, w = 1, ...,W , for each topic t. Parameter
πw|t represents the probability of word w occurring in a document of
topic t. The mentioned independence assumption hence allowed us to
bring the number of parameters down to (T − 1) + TW , which corre-
sponds to an exponential reduction.
Figure 7.1: BN for the naive Bayes model using the plate notation. Learnable
parameters are represented as dots.
The naive Bayes model can be represented graphically by the BN
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illustrated in Fig. 7.1, where we have considered N i.i.d. documents.
Note that the graph is directed: in this problem, it is sensible to model
the document as being caused by the topic, entailing a directed causal-
ity relationship. Learnable parameters are represented as dots. BNs are
covered in Sec. 7.2.
Figure 7.2: MRF for the image denoising example. Only one image is shown and
the learnable parameters are not indicated in order to simplify the illustration.
Example 7.2. The second example concerns image denoising using su-
pervised learning. For this task, we wish to learn a joint distribution
p(x, z|θ) of the noisy image x and of the corresponding desired noise-
less image z. We encode the images using a matrix representing the
numerical values of the pixels. A structured model in this problem can
account for the following reasonable assumptions: (i) neighboring pixels
of the noiseless image are correlated, while pixels further apart are not
directly dependent on one another; and (ii) noise acts independently
on each pixel of the noiseless image to generate the noisy image. These
assumptions are encoded by the MRF shown in Fig. 7.2. Note that this
is an undirected model. This choice is justified by the need to capture
the mutual correlation among neighboring pixels, which cannot be de-
scribed as a directed causality relationship. We will study MRFs in Sec.
7.3.
As suggested by the examples above, structure in probabilistic mod-
els can be conveniently represented in the form of graphs. At a fun-
damental level, structural properties in a probabilistic model amount
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to conditional independence assumptions. For instance, in the naive
Bayes model, the word indicators are conditionally independent given
the topic. As we will see in the rest of this chapter, conditional in-
dependence assumptions translate into factorizations of the joint dis-
tributions of the variables under study. Factorizations, and associated
conditional independence properties, can be represented by three differ-
ent graphical frameworks, namely BNs, MRFs and factor graphs. For
brevity, this chapter will only focus on the first two.
7.2 Bayesian Networks
This section provides a brief introduction to BNs by focusing on key
definitions and on the problem of ML learning with some note on MAP
and Bayesian viewpoints.
7.2.1 Definitions and Basics
BNs encode a probability factorization or, equivalently, a set of condi-
tional independence relationships through a directed graph. The start-
ing point is the chain rule for probabilities for a generic set of K rvs
{x1, ..., xK}:
p(x1, ..., xk) = p(x1)p(x2|x1)...p(xK |x1, ..., xK−1),
=
K∏
k=1
p(xk|x1, ..., xk−1), (7.3)
where the order of the variables is arbitrary. The factorization (7.3)
applies for a generic joint distribution, and it does not encode any
additional structural information. Note that the notation here is general
and not meant to indicate that the variables are necessary observed.
Example 7.3. Consider again the naive Bayes model for text classifi-
cation/ clustering. There, we imposed the structural constraint that
word indicator variables {xw}Ww=1 be conditionally independent given
the topic t. This conditional independence assumption can be expressed
using the “perp” notation
xw ⊥ {xw′}w′ 6=w|t, (7.4)
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or the Markov chain notation
xw − t− {xw′}w′ 6=w. (7.5)
Mathematically, this condition means that we have p(xw|t, {xw′}) =
p(xw|t), where {xw′} is any subset of the variables {xw′}w′ 6=w. Applying
the chain rule to the rvs ({xw}Ww=1, t) using order t, x1, ..., xW (or any
other order on the {xw}Ww=1 variables), we can hence write
p(x, t) = p(t)
W∏
w=1
p(xw|t). (7.6)
This factorization is represented by the BN in Fig. 7.1. In the di-
rected graph shown in the figure, each vertex corresponds to a rv, and
a directed edge is included from t to each variable xw. This edge cap-
tures the fact that the conditional probability of the variable xw in (7.6)
is conditioned on rv t. Informally, t “causes” all variables in vector x.
The graph accounts for multiple i.i.d. realization (xD, tD) = {xn, tn}Nn=1,
where we denote the nth sample as xn = [x1n · · · xWn]T . The joint dis-
tribution factorizes as
p(xD, tD) =
N∏
n=1
p(tn)
W∏
w=1
p(xwn|tn). (7.7)
The BN uses the tile notation that will be formalized below to indicate
multiple independent realizations of rvs with the same distribution.
Generalizing the example above, we define BNs as follows.
Definition 7.1. A BN is a directed acyclic graph (DAG)3, whose ver-
tices represent rvs {x1, ...., xK} with an associated joint distribution
that factorizes as
p(x1, ..., xK) =
K∏
k=1
p(xk|xP(k)) (7.8)
where P(k) denotes the set of parents of node k in the DAG. In a BN,
rvs are represented by full circles, while learnable parameters defining
the conditional distributions are represented by dots.
3In a DAG, there are no directed cycles, that is, no closed paths following the
direction of the arrows.
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As per the definition, the parents xP(k) of a rv xk in the DAG
account for the statistical dependence of xk with all the preceding vari-
ables x1, ..., xk−1 according to the selected order. That is, the BN en-
codes the local conditional independence relationships
xk ⊥ {x1, ..., xk−1}|xP(k) (7.9)
using the “perp” notation, or equivalently xk − xP(k) − {x1, ..., xk−1}
using the Markov chain notation, for k = 1, ...,K. As seen in Fig. 7.1,
plates are used to represent independent replicas of a part of the graph.
When to use BNs. BNs are suitable models when one can identify
causality relationships among the variables. In such cases, there exists
a natural order on the variables, such that rvs that appear later in the
order are caused by a subset of the preceding variables. The causing
rvs for each rv xk are included in the parent set P(k), and are such
that, when conditioning on rvs xP(k), rv xk is independent on all other
preceding rvs {x1, ..., xk−1}. BNs also underlie the framework of inter-
ventions that allows the assessment of causality, as opposed to mere
correlation, among observed variables, as briefly discussed in Sec. 2.7
[113].
Sampling from a BN. The causality relationship among the or-
dered variables {x1, ..., xK} encoded by a BN makes it easy, at least
in principle, to draw samples from a BN. This can be done by using
ancestral sampling: Generate rv x1 ∼p(x1); then, x2 ∼ p(x2|xP(2)); and
so on, with rv xk being generated as xk ∼ p(xk|xP(k)).
Example 7.4. Hidden Markov Models (HMMs) are used to study time
series, or more generally sequential data, measured through a memo-
ryless transformation, such as an additive noise channel. Mathemati-
cally, HMMs can be represented by two sets of variables: the underly-
ing sequence z1, z2, ..., zD , and the measured “noisy” data x1, x2, ..., xD .
HMMs encode two assumptions: (i) each sample zi depends on the past
samples only through the previous sample zi−1; and (ii) each measured
data xi depends only on zi. Assumption (i) makes process z1, z2,... a
Markov chain.
Using the order z1, x1, z2, x2, ..., we can write the joint distribution
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as
p(x, z) = p(z1)p(x1|z1)
D∏
i=1
p(zi|zi−1)p(xi|zi) (7.10)
by enforcing the local independencies zi−zi−1−{z1, ..., zi−2, x1, ..., xi−2}
and xi− zi−{z1, ..., zi−1, x1, ..., xi−1}. This factorization is represented
by the BN in Fig. 7.3. While not indicated in the figure for clarity, an
important aspect of HMMs is that the learnable parameters defining
the transitions probabilities p(zi|zi−1) and the transformations p(xi|zi)
are respectively imposed to be equal, or tied, for all i, hence reducing
the number of parameters to be leaned.
Among the many relevant examples of applications of HMMs (see
[81, 104, 15, 117]), we mention here text autocorrection, in which the
underlying sequential data z1, z2, ... amount to the correct text while
the measured data x1, x2, ... to the typed text; and speech recognition,
in which the underlying time series z1, z2, ... is a sequence of words and
the transformation to the measured recorded speech x1, x2, ... translates
words into sounds.
Figure 7.3: BN representing an HMM. The lernable parameters are not explicitly
indicated.
In supervised learning applications, both sequences are observed in
the training data, with the goal of learning to predict the sequence
z1, z2, ..., for new measured data points x1, x2, ... via to the trained
model. This task, in this context, is also known as denoising, since
x1, x2, ... can be thought of as a noisy version of z1, z2, ... With unsu-
pervised learning, only the sequence x1, x2, ... is observed.
Example 7.5. This example demonstrates how easily Bayesian mod-
elling can be incorporated in a BN. To this end, consider again the
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Bernoulli naive Bayes model (7.2) for text classification. Taking a Bayesian
viewpoint, parameters π and {πw|t} are to be considered as rvs. We fur-
ther assume them to be a priori independent, which is known as the
global independence assumption. As a result, the joint probability dis-
tribution for each document factorizes as
p(x, t, π, πw|t|α, a, b) = Dir(π|α)
T∏
t=1
W∏
w=1
Beta(πw|t|a, b)
× Cat(t|π)
W∏
w=1
Bern(xw|πw|t). (7.11)
In the factorization above, we have made the standard assumption
of a Dirichlet prior for the probability vector π and a Beta prior for
parameters {πw|t}, as discussed in Chapter 3. The quantities α, a, b
are hyperparameters. Note that the hyperparameters (a, b) are shared
for all variables πw|t in this example. The corresponding BN is shown
in Fig. 7.4, which can be compared to Fig. 7.1 for the corresponding
frequentist model.
Figure 7.4: BN for the Bayesian version of the naive Bayes model (7.11). Hyper-
parameters are not indicated and tiles indices are marked without their ranges for
clarity.
We invite the reader to consider also the Latent Dirichlet Alloca-
tion (LDA) model and the other examples available in the mentioned
textbooks.
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7.2.2 Global Conditional Independence
As we have discussed, BNs are defined by local conditional indepen-
dence properties that are encoded in the factorization of a joint dis-
tribution and in the supporting DAG. BNs can also be used to assess
generic global conditional independence queries of the type: Is a given
subset of variables A independent of another set B conditioned on a
third subset C of variables? The d-separation algorithm outputs either
a positive response or a “maybe” answer to this question. It is briefly
described as follows:
• Build a subgraph G′ from the original DAG by keeping all ver-
tices in the subsets A, B and C, as well as all the edges and vertices
encountered by moving backwards on the DAG one or more edges from
the vertices in A, B and C;
• Build a subgraph G′′ from G′ by deleting all edges coming out of
the vertices in C;
• If there no path, neglecting the directionality of the edges, between
a node inA and a node in B, then the conditional independence relation
A ⊥ B|C holds. Else, if one such path exists, then there is at least one
joint distribution that factorizes as for the given DAG for which the
condition A ⊥ B|C does not hold.
Example 7.6. Consider the so-called V-structure x → y ← z. Using d-
separation, it can be seen that the conditional independence x− y − z
does not hold in general.
7.2.3 Learning
Assume that the DAG of a BN is given. Structure learning, that is,
the decision of which edges should be included in the graph based
on available training data, is also an important problem that will not
be considered here. Making explicit the dependence of the probability
factors on learnable parameters µ, the joint distribution encoded by a
BN can be written as
p(x1, ..., xK) =
K∏
k=1
p(xk|xP(k), µk|xP(k)), (7.12)
176 Probabilistic Graphical Models
where µk|xP(k) are the parameters defining the conditional distribu-
tion p(xk|xP(k)). Note that the parameters µk|xP(k) are generally dif-
ferent for different values of k and of the parents’ variables xP(k) (see,
e.g., (7.11)). In most cases of interest, the probability distribution
p(xk|xP(k), µk|xP(k)) is in the exponential family or is a GLM (see Chap-
ter 3).
As we have already seen in previous examples, the parameters
µk|xP(k) can either be separate, that is, distinct for each k and each
value of xP(k), or they can be tied. In the latter case, some of the pa-
rameters µk|xP(k) are constrained to be equal across different values of
xP(k) and/or across different values of k. As a special case of tied pa-
rameters, the value of µk|xP(k) may also be independent of xP(k), such
as in the case for GLMs.
As for the data, we have seen that the rvs x1, ..., xK can be either
fully observed in the training set, as in supervised learning, or they can
be partially observed as in unsupervised learning.
For the sake of brevity, here we describe learning only for the case of
fully observed data with separate parameters, and we briefly mention
extensions to the other cases.
Fully Observed Data with Separate Parameters
We are given a fully observed data set D = {xn}Nn=1, with each data
point written as xn = [x1n, ..., xKn]T . For concreteness, assume that
all variables are categorical. Denoting as xP(k)n the parents of variable
xkn, the LL function can be factorized as:
ln p(D|µ) =
N∑
n=1
K∑
k=1
ln p(xkn|xP(k)n, µk|xP(k)n) (7.13a)
=
K∑
k=1
N∑
n=1
ln p(xkn|xP(k)n, µk|xP(k)n) (7.13b)
=
K∑
k=1
∑
xP(k)
∑
n∈NxP(k)
ln p(xkn|xP(k), µk|xP(k)), (7.13c)
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where we have defined the set of indices
NxP(k) = {n : xP(k)n = xP(k)}. (7.14)
This set includes the indices n for which the parents xP(k)n of node k
take a specific vector of values xP(k). In (7.13c), the inner sum depends
only on the parameters µk|xP(k)corresponding to the given value xP(k)
of the rvs xP(k)n for n = 1, ..., N . Therefore, in the case of separate
parameters, the ML estimate for each parameter µk|xP(k) can be carried
out independently. While this simplifies the problem, it may also cause
overfitting issues owing to the problem of data fragmentation, as each
parameter is estimated based only on a fraction of the data set.
As an even more concrete example, consider binary variables mod-
elled as xk ∼ Bern(µk|xP(k)). Accordingly, the probability of each rv
depends on the value xP(k) of the parents. For this case, we can write
the ML estimate as
µˆk|xP(k),ML =
∑
n∈NxP(k)
xkn∣∣∣NxP(k)∣∣∣ . (7.15)
Figure 7.5: BN for Example 7.7.
Example 7.7. Consider the BN shown in Fig. 7.5 with binary rvs in
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the alphabet {0, 1}. The observed data D is given as


 10
1


︸ ︷︷ ︸
10
,

 01
1


︸ ︷︷ ︸
14
,

 11
0


︸ ︷︷ ︸
8
,

 00
0


︸ ︷︷ ︸
12
,

 10
0


︸ ︷︷ ︸
1
,

 01
0


︸ ︷︷ ︸
2
,

 11
1


︸ ︷︷ ︸
1
,

 00
1


︸ ︷︷ ︸
2


,
where the bottom row indicates the number of observations equal to the
vector above it. The ML estimates are: µ1,ML = 10+8+1+150 =
20
50 =
2
5 ,
µ2,ML =
14+8+2+1
50 =
1
2 , µˆ3|00 =
2
12+2 =
1
7 , µˆ3|11 =
1
8+1 =
1
9 , µˆ3|01 =
14
14+2 =
7
8 and µˆ3|10 =
10
10+1 =
10
11 .
MAP estimates can be seen to decompose in a similar way un-
der global independence assumptions on the parameters, and the same
holds for Bayesian approach [81].
Notes on the General Case
With shared parameters, obtaining ML and MAP estimates require
aggregating statistics across all variables that share the same parame-
ters. The Bayesian approach is more complex, and we refer to [81] for
discussion. An alternative approach with “soft sharing” is the hierar-
chical Bayes model (see [81, Fig. 17.11]). In the presence of missing
data, learning typically involves the EM algorithm described in Chap-
ter 6 or approximate learning counterparts to be introduced in the next
chapter.
7.3 Markov Random Fields
In this section, we turn to MRF by following the same approach as for
BNs in the previous section.
7.3.1 Definitions and Basics
As BNs, MRFs encode a probability factorization or, equivalently, a
set of conditional independence relationships. They do so, however,
through an undirected graph.
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Definition 7.2. A MRF is an undirected graph, whose vertices repre-
sent rvs with associated joint distribution that factorizes as
p(x) =
1
Z
∏
c
ψc(xc), (7.16)
where c is the index of a clique4 in the graph; xc is the set of rvs
associated with the vertices in clique c; ψc(xc) ≥ 0 is the factor or
potential for clique c; and Z =
∑
x
∏
c
ψc(xc) is the partition function.
With no loss of generality, the sum can be limited to maximal cliques
(i.e., cliques that are not fully included in a larger clique). In a MRF,
rvs are represented by full circles, while learnable parameters defining
the conditional distributions are represented by dots.
Each factor ψc(xc) in (7.16) encodes the compatibility of the values
xc in each clique, with larger values of ψc(xc) corresponding to con-
figurations xc that are more likely to occur. Factors are generally not
probability distributions, i.e., they are not normalized to sum or inte-
grate to one. Furthermore, unlike BNs, each factor does not distinguish
between conditioning and conditioned rvs. Rather, all variables in the
clique xc can play the same role in defining the value of the potential
ψc(xc).
When to use MRFs. This discussion points to the fact that MRFs
are especially well suited to model mutual relationships of compatibility,
or lack thereof, among variables, rather than causality effects.
Evaluating Probabilities and Sampling from an MRF. This
distinguishing feature of MRF, which brings potential modelling advan-
tages in some applications, comes with the added difficulty of evaluating
the joint probability distribution and sampling from the joint distribu-
tion. In fact, the computation of the probability (7.16) requires the
calculation of the partition function Z, which is generally intractable
when the alphabet of the vector x is large enough. This is typically not
the case for BNs, in which each conditional probability is conventionally
selected from a known (normalized) distribution. Furthermore, unlike
BNs, MRFs do not allow ancestral sampling, as all the conditional dis-
4A clique is a fully connected subgraph.
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tributions of the individual rvs in x are generally tied together via the
partition function.
Example 7.8. The image denoising example described at the beginning
of this chapter leverages the MRF in Fig. 7.2. In it, the maximal cliques
are given by the pairs of rvs {zi, zj} and {xi, zi} that are connected by
an edge. Associating a factor or potential to each clique yields the
factorized joint distribution
p(x, z) =
1
Z
∏
{i,j}
ψi,j(zi, zj) ·
∏
i
ψi(zi, xi), (7.17)
where {i, j} represents an edge of the undirected graph. As a notable
example, in the Ising model, the variables are bipolar, i.e., zi, xi ∈
{−1,+1}, and the potentials are defined as ψij(zi, zj |η1) = exp(−E(zi, zj |η1))
and ψi(zi, xi|η2) = exp(−E(zi, xi|η2)), with energy functions
E(zi, zj |η1) = −η1zizj and E(zi, xi|η) = −η2zixi. (7.18)
From this definition, a large natural parameter η1 > 0 yields a large
probability – or a low energy – when zi and zj are equal; and, similarly,
a large η2 > 0 favors configurations in which zi = xi, that is, with low
noise.
Example 7.9. Another related example is given by the RBMs studied
in Sec. 6.5.1, whose undirected graph is shown in Fig. 6.6.
As illustrated by the previous examples, potentials are typically
parameterized using the energy-based form
ψc(xc) = exp(−Ec(xc|ηc)), (7.19)
with parameter vector ηc. This form ensures that the factors are strictly
positive as long as the energy is upper bounded. A special class of such
models is given by log-linear models, such as the Ising model, in which,
as seen in Chapter 3, the energy is a linear function of the parameters.
7.3.2 Global Conditional Independence
MRF, in a manner similar to BNs, enable the assessment of conditional
independence properties globally in the graph. The procedure is, in
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fact, easier with MRFs thanks to the Hammersley–Clifford theorem.
The latter says that, if the potentials ψc(xc) are strictly positive for
all cliques c, as for the energy-based potentials (7.19), the conditional
independence relationship A ⊥ B|C can be tested via the following
simple algorithm.
• Eliminate all variables in C and all the connected edges;
• If there is no path between rvs in A and B, then the relationship
A ⊥ B|C holds; if, instead, there is a path, then there exists at least one
joint distribution that factorizes as for the undirected graph at hand
for which the relationship A ⊥ B|C does not hold.
7.3.3 Learning
Learning in MRFs is made complicated by the partition function. In
fact, the partition function couples together all the parameters. This
makes it impossible to carry out separately the estimate of the param-
eters ηc associated with each clique even in the fully observed case
with separate parameters. Nevertheless, MRFs with energy-based po-
tentials (7.19) fall either in the exponential family, when the factors
are log-normal, or in the more general class of energy-based models. In
both cases, gradient-based algorithms can be devised by using methods
similar to those used in Sec. 6.5.1 for RBMs.
7.3.4 Converting BNs to MRFs
As suggested by the discussion above, BNs and MRFs are suitable to
encode different types of statistical dependencies, with the former cap-
turing causality while the latter accounting for mutual compatibility.
There are in fact conditional independence properties that can be ex-
pressed by BN or MRF but not by both. An example is the V-structure
x→ y← z discussed in Example 7.6, whose independencies cannot be
captured by an MRF.
That said, given a BN with factorization (7.8), we can define poten-
tial functions
ψk(xk, xP(k)) = p(xk|xP(k)) (7.20)
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to obtain the factorization
p(x) =
K∏
k=1
ψk(xk, xP(k)) (7.21)
with partition function Z = 1. This factorization defines an MRF in
which each maximal clique contains a rv xk and its parents xP(k). The
corresponding undirected graph can be directly obtained from the DAG
that defines the BN via the following two steps:
• Connect all pairs of parents by an undirected edge – this step is
known as “moralization”;
• Make all edges undirected.
As per the discussion above, the resulting MRF may not account
for all the independencies encoded in the original graph. This can be
easily seen by applying the procedure to the V-structure.
7.4 Bayesian Inference in Probabilistic Graphical Models
Bayesian inference amounts to the computation of the posterior prob-
ability of unobserved, or latent, variables given observed variables. In
this regard, it is useful to differentiate between intensive and extensive
latent variables. Intensive latent variables are model parameters whose
number does not increase with the number N of data points, such as
the probability vectors (π,{πw|t}) in the Bernoulli naive Bayes model.
Extensive latent variables are instead rvs indexed by the example index
n, whose number grows with the sample size N . These correspond to
the latent variables zn introduced in the previous chapter.
Bayesian inference is a fundamental task that lies at the heart of
both inference and learning problems. As seen in Chapter 2, it un-
derlies supervised learning for generative probabilistic models, which
requires the computation of the predictive probability p(t|x, θ) for the
new sample (x,t) from the learned model p(x, t|θ). It is also at the core
of Bayesian supervised learning, which evaluates the posterior p(θ|D)
of the parameter vector θ (an intensive variable) in order to obtain the
predictive posterior p(t|x,D) = ∫ p(θ|D)p(t|x, θ)dθ for the new sam-
ple (x, t). As studied in Chapter 6, Bayesian inference is a key step
in unsupervised learning even under a frequentist viewpoint, since the
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EM algorithm requires the evaluation of the posterior p(zn|xn, θ) of the
latent (extensive) variables {zn} given the current iterate θ.
As discussed, when performing Bayesian inference, we can distin-
guish between observed variables, say x, and latent variables z. In gen-
eral, only a subset of latent variables may be of interest, say zi, with the
rest of the rvs in z being denoted as z−i. The quantity to be computed
is the posterior distribution
p(zi|x) = p(x, zi)
p(x)
, (7.22)
where
p(x, zi) =
∑
z−i
p(x, z) (7.23)
and
p(x) =
∑
zi
p(x, zi), (7.24)
with the sum being replaced by an integral for continuous variables.
The key complication in evaluating these expressions is the need to
sum over potentially large sets, namely the domains of variables z−i
and zi. Note that the sum in (7.23), which appears at the numerator of
(7.22), is over all hidden variables that are of no interest. In contrast,
the sum in (7.24), which is at the denominator of (7.22), is over the
variables whose posterior probability (7.22) is the final objective of the
calculation.
The complexity of the steps (7.23) and (7.24) is exponential in the
respective numbers of latent variables over which the sums are com-
puted, and hence it can be prohibitive.
Example 7.10. Consider an HMM, whose BN is shown in Fig. 7.3. Hav-
ing learned the probabilistic model, a typical problem is that of infer-
ring a given hidden variable zi given the observed variables x = {x1, ...., xD}.
Computing the posterior p(zi|x) requires the evaluation of the sums in
(7.23) and (7.24). When the hidden variables z1, ..., zD are discrete with
alphabet size Z, the complexity of step (7.23) is of the order |Z|D−1,
since one needs to sum over the |Z|D−1 possible values of the hidden
variables.
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The structure encoded by probabilistic graphic models can help
reduce the discussed complexity of Bayesian inference. Therefore, prob-
abilistic graphical models can not only enhance learning by controlling
the capacity of the model, but also enable Bayesian inference. To elab-
orate, consider a joint distributions defined by an MRF as in (7.16).
Note that, as we have seen in Sec. 7.3.4, one can easily convert BNs into
MRFs, although possibly at the cost of not preserving some linear in-
dependence relationship. With this factorization, the marginalizations
(7.23)-(7.24) require solving the so-called sum-product inference task∑
z
∏
c
ψc(xc), (7.25)
where the variables z are a subset of the variables in x.
As an important observation, formulation (7.25) highlights the fact
that the problem of computing the partition function Z for MRFs is
a special case of the sum-product inference task. In fact, in order to
compute Z, the sum in (7.25) is carried out over all variables in x.
When the undirected graph describing the joint distribution is a
tree5, the complexity of sum-product inference becomes exponential
only in the maximum number of variables in each factor, also known as
treewidth of the graph. In this case, the sum-product inference problem
can be exactly solved via message passing belief propagation over the
factor graph associated to the MRF. We refer to the textbooks [81, 15,
104] for details on factor graphs and belief propagation.
Example 7.11. The MRF associated with an HMM is obtained from
the BN in Fig. 7.3 by simply substituting directed for undirected edges,
and the distribution (7.10) factorizes as
p(x, z) = ψ(z1)ψ(x1, z1)
D∏
i=1
ψ(zi, zi−1)ψ(xi, zi). (7.26)
The undirected graph is a tree with treewidth equal to 2, since, as per
(7.26), there are at most two variables in each clique. Therefore, belief
propagation allows to evaluate the posteriors p(zi|x) with a complexity
of the order |Z| 2, which does not scale exponentially with the number
D of time samples.
5In a tree, there is only one path between any pairs of nodes (no loops).
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When the undirected graph is not a tree, one can use the junction
tree algorithm for exact Bayesian inference. The idea is to group subsets
of variables together in cliques, in such a way that the resulting graph is
a tree. The complexity depends on the treewidth of the resulting graph.
When this complexity is too high for the given application, approximate
inference methods are necessary. This is the subject of the next chapter.
7.5 Summary
Probabilistic graphical models encode a priori information about the
structure of the data in the form of causality relationships – via di-
rected graphs and BNs – or mutual affinities – via undirected graphs
and MRFs. This structure translates into conditional independence con-
ditions. The structural properties encoded by probabilistic graphical
models have the potential advantage of controlling the capacity of a
model, hence contributing to the reduction of overfitting at the expense
of possible bias effects (see Chapter 5). They also facilitate Bayesian
inference (Chapters 2-4), at least in graphs with tree-like structures.
Probabilistic graphical models can be used as the underlying proba-
bilistic framework for supervised, unsupervised, and semi-supervised
learning problems, depending on which subsets of rvs are observed or
latent.
While graphical models can reduce the complexity of Bayesian infer-
ence, this generally remains computationally infeasible for most models
of interest. To address this problem, the next chapter discusses ap-
proximate Bayesian inference, as well as associated learning problems
(Chapter 6).
8Approximate Inference and Learning
In Chapters 6 and 7, we have seen that learning and inference tasks are
often made difficult by the need to compute the posterior distribution
p(z|x) of an unobserved variables z given an observed variables x. This
task requires the computation of the normalizing marginal
p(x) =
∑
z
p(x, z), (8.1)
where the sum is replaced by an integral for continuous variables.1 This
computation is intractable when the alphabet of the hidden variable z
is large enough. Chapter 7 has shown that the complexity of comput-
ing (8.1) can be alleviated in the special case in which the factorized
joint distribution p(x, z) is defined by specific classes of probabilistic
graphical models.
What to do when the complexity of computing (8.1) is excessive?
In this chapter, we provide a brief introduction to two popular ap-
proximate inference approaches, namely MC methods and Variational
Inference (VI). We also discuss their application to learning. As for the
1Note that this task subsumes (7.23) after appropriate redefinitions of the vari-
ables.
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previous chapter, the reader is referred to [81, 15, 104, 151] for details
and generalizations (see also [114]).
8.1 Monte Carlo Methods
To introduce MC methods, we start by observing that the expression
(8.1) can be rewritten as the ensemble average
p(x) =
∑
z
p(z)p(x|z) = Ez∼p(z)[p(x|z)] (8.2)
over the latent rvs z∼p(z). The general idea behind MC methods is re-
placing ensemble averages with empirical averages over randomly gen-
erated samples. In the most basic incarnation of MC, M i.i.d. samples
zm ∼ p(z), m = 1, ...,M, are generated from the marginal distribu-
tion p(z) of the latent variables, and then the ensemble average (8.2)
is approximated by the empirical average
p(x) ≃ 1
M
M∑
m=1
p(x|zm). (8.3)
By the law of large numbers, we know that this estimate is consistent,
in the sense that it tends with probability one to the ensemble average
(8.2) when M is large. Furthermore, the error of the approximation
scales as 1/
√
M .
Example 8.1. Consider the Ising model for image denoising introduced
in Example 7.8. We recall that the joint distribution can be factorized
as
p(x, z) =
1
Z
∏
{i,j}
ψi,j(zi, zj) ·
∏
i
ψi(zi, xi), (8.4)
where {i, j} represents an edge of the undirected graph, with energy-
based potentials ψij(zi, zj) = exp(η1zizj) and ψi(zi, xi) = exp(η2zixi).
We have removed the dependence of the potentials on the (natural)
parameters η1 and η2 for simplicity of notation. In order to compute
the posterior p(z|x), which may be used for image denoising, the MC
approach (8.3) requires to sample from the marginal p(z). This is, how-
ever, not easy given the impossibility to perform ancestral sampling
over MRFs as discussed in Sec. 7.3.
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Importance Sampling. As seen in the previous example, the MC
procedure explained above is not always feasible in practice, since draw-
ing samples from the marginal p(z) may not be tractable. For instance,
the marginal p(z) may not be known or it may be difficult to draw
samples from it. In such common cases, one can instead resort to a sim-
plified distribution q(z) from which sampling is easy. This distribution
typically has convenient factorization properties that enable ancestral
sampling.
The starting observation is that the marginal distribution (8.1) can
be expressed as an ensemble average over a rv z ∼ q(z) as
p(x) =
∑
z
p(z)p(x|z)q(z)
q(z)
=
∑
z
q(z)
p(z)
q(z)
p(x|z)
= Ez∼q(z)
[
p(z)
q(z)
p(x|z)
]
,
(8.5)
as long as the support of distribution q(z) contains that of p(z). This
expression suggests the following empirical estimate, which goes by the
name of Importance Sampling: Generate M i.i.d. samples zm ∼ q(z),
m = 1, ...,M, and then compute the empirical approximation
p(x) ≃ 1
M
M∑
m=1
p(zm)
q(zm)
p(x|zm). (8.6)
This estimate is again consistent, but its variance depends on how well
q(z) approximates p(z). Note this approach requires knowledge of the
marginal p(z) but not the ability to sample from it.
Markov Chain Monte Carlo (MCMC) via Gibbs Sampling.
Rather than drawing samples from a distribution that mimics p(z) in or-
der to compute an approximation of the posterior p(z|x) = p(x, z)/p(x),
MCMCmethods aim at obtaining samples {zm} directly from the poste-
rior p(z|x). With such samples, one can compute empirical approxima-
tions of any ensemble average with respect to p(z|x). This is sufficient
to carry out most tasks of interest, including the expectation needed
to evaluate the predictive posterior in Bayesian methods for supervised
learning or the average energy in the EM algorithm.
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MCMC methods generate a sequence of correlated samples z1, z2, ...
from an easy-to-sample Markov chain z1−z2− ... that has the key prop-
erty of having the desired distribution p(z|x) as the stationary distri-
bution. Such a Markov chain can be designed automatically once a BN
or MRF factorization of the joint distribution is available. To this end,
Gibbs sampling samples sequentially subsets of rvs. For each subset,
the sampling distribution is obtained by normalizing the product of all
factors including the rv being sampled (see, e.g., [81]).
The mechanical nature of this procedure makes it a universal, or
black-box, inference method, in the sense that it can be applied to
any typical probabilistic graphical model in an automatic fashion. This
has led to the recent emergence of probabilistic programming, whereby
Bayesian inference is automatically performed by software libraries that
are given as input a probabilistic graphical model for the joint distri-
bution (see, e.g., [41, 148]).
MC methods are often used in combination with VI, as discussed
in Sec. 8.3.
8.2 Variational Inference
The general idea behind VI is to replace the ensemble average in (8.2)
with a suitable optimization that returns an approximation of the pos-
terior distribution p(z|x). Specifically, VI methods introduce an addi-
tional distribution on the hidden variables z that is optimized in order
to approximate the desired posterior p(z|x).
I-projection. We start with the observation that the solution to
the optimization problem
min
q(z)
KL(q(z)||p(z|x)) (8.7)
for a fixed value x, yields the unique solution q(z) = p(z|x) if no con-
straints are imposed on q(z). This is due to Gibbs’ inequality (2.44).
This result is, by itself, not useful, since evaluating the KL divergence
KL(q(z)||p(z|x)) requires knowledge of p(z|x), which is exactly what
we are after.
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However, the equality between (6.13) and (6.14), namely
KL(q(z)||p(x, z)) = KL(q(z)||p(z|x)) − ln p(x), (8.8)
demonstrates that problem (8.7) is equivalent to solving
min
q(z)
KL(q(z)||p(x, z)), (8.9)
where, by (6.11), we can write
KL(q(z)||p(x, z)) = −Ez∼q(z)[ln p(x, z)] −H(q). (8.10)
In words, solving problem (8.7) is equivalent to minimizing the varia-
tional free energy or Gibbs free energy (8.10) – or the negative of the
ELBO. A key feature of this alternative formulation is that it does not
require knowledge of the unavailable posterior p(z|x).
From the derivation above, solving problem (8.9) exactly without
imposing any constraint on q(z) would yield the desired posterior p(z|x)
as the output. The key idea of VI is to choose a parametric form q(z|ϕ)
for the variational posterior that enables the solution of problem
min
ϕ
KL(q(z|ϕ)||p(x, z)). (8.11)
By the discussion above, this is equivalent to minimizing KL(q(z|ϕ)||p(z|x)),
despite the fact that p(z|x) is not known.
The solution q(z|ϕ∗) to problem (8.11) is known as I-projection of
the distribution p(z|x) in the set of distributions {q(z|ϕ)} defined by
the given parametrization. The I-projection can be taken as an estimate
of the posterior p(z|x). In fact, if the parametrized family {q(z|ϕ)} is
rich enough to contain distributions close to the true posterior p(z|x),
the minimization (8.11) guarantees the approximate equality q(z|ϕ∗) ≃
p(z|x).
In order to ensure the feasibility of the optimization (8.11), the
parametrized distribution q(z|ϕ) is typically selected to have a conve-
nient factorization and to have factors with tractable analytical forms,
such as members of the exponential family or GLMs [16].
Amortized VI.∗ The variational posterior q(z|ϕ) obtained from
the I-projection (8.11) depends on the specific value of the observed
variables x = x. Problem (8.11) is, in fact, solved separately for each
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value x = x. A potentially more efficient solution is to define an in-
ference variational distribution q(z|x, ϕ), which models the posterior
distribution of z for any value of x = x. The inference distribution is
parametrized by a vector ϕ, and is typically implemented using a multi-
layer neural network. In this case, it is typically referred to as inference
network. This approach is referred to as amortized VI.
Amortized VI has the key advantage that, once the inference dis-
tribution is learned, one does not need to carry out I-projections for
previously unobserved values of x = x. Instead, one can directly apply
q(z|x, ϕ) for the learned values of parameter ϕ [80].
The inference distribution q(z|x, ϕ) can be obtained by solving the
amortized I-projection problem
min
ϕ
Ex∼p(x)[KL(q(z|x, ϕ)||p(x, z))], (8.12)
where the ensemble average is, in practice, replaced by an empirical
average over available data points {xn}. The solution of the VI problem
(8.12) is hence “amortized” across multiple values of x.
M-projection.∗ By Theorem 6.1, the I-projection maximizes a
lower bound – the ELBO – on the log-distribution of the observed data
x. This gives I-projections a strong theoretical justification grounded
in the ML learning principle. Recalling that the KL divergence is not
symmetric (see Sec. 2.6 and Appendix A), one could also define the
alternative problem
min
ϕ
KL(p(z|x)||q(z|ϕ)). (8.13)
The solution q(z|ϕ∗) to this problem is known as M-projection of the
distribution p(z|x) in the set of distributions {q(z|ϕ)} defined by the
given parametrization.
As for the counterpart (8.7), this problem does not appear to be
solvable since it requires knowledge of the desired posterior p(z|x). How-
ever, the problem turns out to have an easy solution if q(z|ϕ) belongs to
the exponential family. In fact, the gradient with respect to the natural
parameters ϕ of the KL divergence in (8.7) can be computed by follow-
ing the same steps detailed for ML learning in Sec. 3.3. The upshot of
this computation and of the enforcement of the optimality condition
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is that the M-projection is obtained by moment matching. Specifically,
one needs to find a value of parameter ϕ such that the expectations
of the sufficient statistics of the model q(z|ϕ) under distribution q(z|ϕ)
match with the same expectations under the true distribution p(z|x).
In mathematical terms, the M-projection in the exponential fam-
ily model q(z|ϕ) ∝ exp(ϕTu(z)), with sufficient statistics u(z), yields
natural parameters ϕ∗ that satisfy the moment matching condition
Ez∼p(z|x)[u(z)] = Ez∼q(z|ϕ∗) [u(z)]. (8.14)
This derivation is detailed in the Appendix of this chapter. Amortized
inference can be defined in a similar way as for I-projection.
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Figure 8.1: Example of I- and M-projections of a mixture of Gaussians distribution
(dashed line).
Example 8.2. This simple example is meant to provide an intuitive
comparison between the approximations produced by I- andM-projections.
To this end, consider a mixture of Gaussians distribution
p(z|x) = 0.3N (z|µ1 = −1, σ21 = 0.3) + 0.7N (z|µ2 = 1, σ22 = 0.3),
(8.15)
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as shown in Fig. 8.1. Note that this example is clearly idealized, since
in practice the conditional distribution p(z|x) is not known. Assume
the variational distribution q(z|ϕ) = N (z|m,γ2) with variational pa-
rameters ϕ = (m,γ2). The M-projection returns the moment matching
estimates m = Ez∼p(z|x)[z] = 0.4 and γ2 = varz∼p(z|x)[z] = 0.3((µ1 −
m)2 + σ21) + 0.7((µ2 − m)2 + σ22) = 1.93 for i = 1, 2. Instead, the I-
projection can be computed numerically, yielding m = 1 and γ2 = 0.3.
The I- and M-projections are also plotted in Fig. 8.1.
The previous example illustrates a few important facts about I-
and M-projections. First, the I-projection tends to be mode-seeking
and exclusive. Mathematically, this is because the variational posterior
q(z|ϕ) determines the support over which the distributions p(z|x) and
q(z|ϕ) are compared by the KL divergence. Therefore, I-projections
tend to underestimate the variance of a distribution2. Furthermore,
the I-projection is generally more accurate where p(z|x) is larger. In
contrast, the M-projection tends to be inclusive and to span the entire
support of p(z|x). This is because the M-projection prefers to avoid zero
values for q(z|ϕ) at values of z such that p(z|x) 6= 0 in order to avoid
an infinite KL divergence. We refer to Fig. 6.5 for a related example.
α−Divergence.∗ As already discussed in Sec. 6.4.3, the KL diver-
gence is only one among many possible ways to define a measure of
distance between two distributions. A metric that has found useful ap-
plications in the context of VI is the α-divergence introduced in [96].
The α-divergence between two distributions p(x) and q(x) is defined as
Dα(p||q) =
∑
x αp(x) + (1− α)q(x)− p(x)αq(x)1−α
α(1− α) , (8.16)
where p and q need not be normalized, and α is a parameter. It can
be proved that, as α → 0, we obtain Dα(p||q) = KL(q||p), and, when
α → 1, we have Dα(p||q) = KL(p||q). Consistently with the discus-
sion about I- and M-projections in the previous example, perform-
ing projections of the type minϕDα(p(x|z)||q(z|ϕ)) with α ≤ 0 and
decreasing values of α yields an increasingly mode-seeking, or exclu-
sive, solution; while increasing values of α ≥ 1 yield progressively
2See [147] for an example that demonstrates the limitations of this general state-
ment.
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more inclusive and zero-avoiding solutions (see [96, Fig. 1]). Finally,
for all α 6= 0, it can be proved that the stationary points of the pro-
jection minϕDα(p(x|z)||q(z|ϕ)) coincide with those of the projection
minϕKL(p(x|z)||p(x|z)αq(z|ϕ)1−α). The α-divergence can be further
generalized as discussed in Appendix A.
8.2.1 Mean Field Variational Inference
Mean Field VI (MFVI) is a VI method that leads to a universal, or
black-box, Bayesian inference technique, such as Gibbs sampling for
MC techniques. MFVI assumes the factorization q(z) =
∏
j q(zj), and
performs an I-projection iteratively for one hidden variable zi at a time,
while fixing the factors qj(zj) for the other latent variables zj with j 6= i.
No constraints are imposed on each factor qj(zj). This corresponds to
tackling the I-projection problem using block coordinate descent within
the given factorized family of distributions.
For each factor qi(zi), the I-projection problem minimizes the vari-
ational free energy
−Ezi∼qi(zi) [Ej 6=i[lnp(x, z)]] −
∑
j
H(qj(zj)), (8.17)
where we have defined for brevity the expectation
Ej 6=i[lnp(x, z)] = E{zj}j 6=i∼
∏
j 6=i
qj(zj)
[lnp(x, zi, {zj}j 6=i)]. (8.18)
Neglecting constants independent of qi(zi), this problem is equivalent
to the minimization
min
qi
KL(qi(zi)||exp(Ej 6=i[lnp(x, z)])). (8.19)
The solution to this problem can be easily seen to be obtained by
normalizing the right-hand argument of the divergence as
qi(zi) =
exp(Ej 6=i[lnp(x, z)])∑
zi exp(Ej 6=i[lnp(x, z)])
. (8.20)
MFVI solves the system of equations (8.20) for all i by cycling
through the factors qi(zi) or by choosing them randomly. Note that, as
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discussed more generally above, this procedure does not require knowl-
edge of the desired posterior p(z|x) but only of the joint distribution
p(x, z). The MFVI iterations are guaranteed to converge to a stationary
point of the KL minimization problem.
It remains to discuss how to evaluate the expectations in (8.20). To
this end, let us assume that the joint distribution p(x, z) factorizes as
p(x, z) = Z−1
∏
c ψc(xc, zc) as for MRFs or BNs – recall that in the
latter case, we have Z = 1. The MFVI equation (8.20) can be written
as
qi(zi) ∝ exp
(
Ej 6=i
[∑
c
lnψc(xc, zc)
])
=exp
(
Ej 6=i
[ ∑
c: zi ∈ zc
lnψc(xc, zc)
])
.
(8.21)
In the second line we have used the fact that it is sufficient to consider
only the factors corresponding to cliques that include zi. This enables
implementations by means of local message passing (see, e.g., [81]).
Furthermore, additional simplifications are possible when the factors
ψc(xc, zc) are log-linear, as illustrated by the next example.
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Figure 8.2: KL divergence between actual posterior and mean-field approximation
as a function of the number of iterations of MFVI (η1 = 0.15).
Example 8.3. Consider again the Ising model (8.4). The MFVI equa-
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tions (8.21) for approximating the posterior p(z|x) are given as
qi(zi) ∝ exp
(
η1
∑
{i,j}
Ezj∼q(zj)[zizj ] + η2xizi
)
=exp
(
zi
(
η1
∑
{i,j}
Ezj∼q(zj)[zj ] + η2xi
))
,
(8.22)
and hence, upon normalization, we have
qi(zi = 1) =
1
1 + exp(−2(η1
∑
{i,j} µj + η2xi))
, (8.23)
= σ

2

η1 ∑
{i,j}
µj + η2xi



 ,
where µi = qi(zi = 1)− qi(zi = −1) = 2qi(zi = 1)− 1.
For a numerical example, consider a 4× 4 binary image z observed
as matrix x, where the joint distribution of x and z is given by the
Ising model. Note that, according to this model, the observed matrix x
is such that each pixel of the original matrix z is flipped independently
with probability σ(−2η2). In this small example, it is easy to generate
an image x distributed according to the model, as well as to compute
the exact posterior p(z|x) by enumeration of all possible images z. The
KL divergence KL(p(x|z)||∏i qi(zi)) obtained at the end of each iter-
ation of MFVI – with one iteration applying (8.23) one by one to all
variables – is shown in Fig. 8.2 for η1 = 0.15 and various values of η2.
As η2 increases, the posterior distribution tends to become determinis-
tic, since x is an increasingly accurate measurement of z. As a result,
the final mean-field approximation is more faithful to the real poste-
rior, since a product distribution can capture a deterministic pmf. For
smaller values of η2, however, the bias due to the mean-field assumption
yields a significant floor on the achievable KL divergence.
Beyond MFVI.∗ MFVI assumes a fully factorized variational dis-
tribution q(z). It is also possible to develop methods that are based on
the same factorization as the joint distribution p(x, z). This is known
as the Bethe approach, and yields Loopy Belief Propagation (LBP) as
a specific solution technique. LBP can also be interpreted as the ap-
plication of message passing belief propagation, which was described
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in Sec. 7.4, to factor graphs with loops. Simplifications of loopy belief
propagation include Approximate Message Passing (AMP). When ap-
plied to M-projections with factors restricted to lie in the exponential
family, the approach yields the Expectation Propagation method. We
refer to [81, 114] for details.
8.3 Monte Carlo-Based Variational Inference∗
The VI methods described in the previous section require the evalua-
tion of expectations with respect to the variational posterior (see, e.g.,
(8.20)). The feasibility of this operation relies on specific assumptions
about the variational posterior, such as its factorization properties and
membership of the exponential family. It is hence desirable to devise
methods that do not require the exact computation of the ensemble
averages with respect to the variational posterior q(z|ϕ). As we will
see below, this is possible by combining VI methods with MC approxi-
mations. The resulting methods can leverage SGD, scale to large data
sets, and have found a large number of recent applications [24, 25, 7].
The key idea of MC-based VI is to approximate the KL divergence
(8.10) via MC by drawing one or more samples zm ∼q(z), with m =
1, ...,M , and by computing the empirical average
KL(q(z)||p(x, z)) ≃ 1
M
M∑
m=1
(lnq(zm)− ln p(x, zm)). (8.24)
In order to optimize over the parameters ϕ of the variational posterior
q(z|ϕ), it is in fact more useful to approximate the gradient of the KL
divergence, as discussed next.
REINFORCE approach. To proceed, assume the following two
rather mild conditions on the parametrized variational posterior: (i) it
is easy to draw samples z ∼q(z|ϕ); and (ii) it is possible to compute
the gradient ∇ϕlnq(z|ϕ). We can now develop an SGD-based scheme as
follows. The main result is that the gradient of the KL divergence in the
I-projection problem (8.11) with respect to the variational parameters
ϕ can be written as
∇ϕKL(q(z|ϕ)||p(x, z)) = Ez∼q(z|ϕ) [∇ϕlnq(z|ϕ)lϕ(x, z)] , (8.25)
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where we have defined the learning signal
lϕ(x, z) = lnq(z|ϕ) − lnp(x, z). (8.26)
To obtain (8.25), we have used the identity∇ϕlnq(z|ϕ) = ∇ϕq(z|ϕ)/q(z|ϕ),
which follows from the chain rule for differentiation, as well as the equal-
ity Ez∼q(z|ϕ) [∇ϕlnq(z|ϕ)] = 0 (see [25] for details).
MC-based VI methods evaluate an MC approximation of the gradi-
ent (8.25) at a given value ϕ by drawing one or more samples zm ∼q(z|ϕ),
with m = 1, ...,M , and then computing
∇ϕKL(q(z|ϕ)||p(x, z)) ≃ 1
M
M∑
m=1
[∇ϕlnq(zm|ϕ)lϕ(x, zm)] . (8.27)
This estimate is also known as likelihood ratio or REINFORCE gradi-
ent, and it can be used to update the value of ϕ using SGD (see Sec.
4.1). The name reflects the origin and the importance of the approach
in the reinforcement learning literature, as we briefly discuss in Chapter
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In practice, these gradients have high variance. This is intuitively
due to the fact that this estimator does not use any information about
how a change in z affects the learning signal lϕ(x, z), since it only
depends on the value of this signal. Therefore, techniques such as Rao-
Blackwellization or control variates need to be introduced in order to
reduce its variance (see [89] for a review). Simplifications are possible
when the variational posterior is assumed to factorize, e.g., according to
the mean-field full factorization. This approach is used in the black-box
inference method of [120].
Reparametrization trick. In order to mitigate the problem of
the high variance of the REINFORCE estimator, the reparametriza-
tion trick leverage additional information about the dependence of the
variational distribution q(z|ϕ), and hence of the learning signal lϕ(x, z),
on the variable z. This approach is applicable if: (i) the latent variable
z ∼ q(z|ϕ) can be written as z =Gϕ(w) for some differentiable function
3In reinforcement learning, it is useful to compute the gradient of the average
reward Et∼q(t|x,ϕ) [R(t, x)] with respect to the parameters ϕ defining the distribution
q(t|x,ϕ) of the action t given the current state x of the environment. The reward
R(t, x) is a function, possibly stochastic, of the action and of the state.
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Gϕ(·) and for some rv w ∼ s(z) whose distribution does not depend on
ϕ; and (ii) the variational regularization term KL(q(z|ϕ)||p(z)) in (6.12)
can be computed and differentiated with respect to ϕ. Assumption (ii)
is satisfied by members of the exponential family (see Appendix B). A
typical choice that satisfies these conditions is to set p(z) to be an i.i.d.
Gaussian distribution; w as i.i.d. Gaussian rvs; and function Gϕ(w) as
Gϕ(w) = Aϕw + bϕ, where matrix Aϕ and vector bϕ are parametrized
by a multi-layer neural networks. Note that, with this choice, we have
q(z|ϕ) = N (z|bϕ, AϕATϕ). We refer to [73, 95] for other examples.
To see why these assumptions are useful, let us first rewrite the
objective of the I-projection problem using (6.12) as
KL(q(z|ϕ)||p(x, z)) = −Ew∼s(z) [lnp(x|Gϕ(w))] +KL(q(z|ϕ)||p(z)).
(8.28)
We can now approximate the expectation in the first term via an em-
pirical average by generating i.i.d. samples wm ∼ s(w), m = 1, ...,M4.
Note that this distribution does not depend on the current iterate ϕ.
We can then estimate the gradient by writing
∇ϕKL(q(z|ϕ)||p(x, z)) ≃ − 1
M
M∑
m=1
[∇ϕlnp(x|Gϕ(wm))]+∇ϕKL(q(z|ϕ)||p(z)).
(8.29)
This approach tends to provide estimate with lower variance than the
REINFORCE gradient, since it exploits the structure of the distribu-
tion q(z|ϕ).
Both REINFORCE and reparametrization trick can be naturally
combined with amortized inference. We also refer to [59] for a proposed
combination of both methods.
8.4 Approximate Learning∗
As we have discussed, Bayesian inference plays a key role in learning
problems. In this section, we briefly discuss representative schemes that
incorporate approximate inference for learning. Since Bayesian learning
4This can be seen as an application of the Law of the Unconscious Statistician.
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can directly benefit from approximate inference in evaluating the pos-
terior of the parameters and the variational posterior, we focus here on
the frequentist viewpoint.
ML learning in the presence of hidden variables can be approxi-
mated by maximizing the ELBO with respect to both the model pa-
rameters θ that define the forward model p(x|z, θ) and the parameters
ϕ of the variational (amortized) model q(z|x, ϕ). To understand what
is accomplished with this optimization, it is useful to write the ELBO
over a data set D={xn}Nn=1 using (6.14) as
N∑
n=1
ln p(xn|θ)−KL (q(z|xn, ϕ)||p(z|xn, θ)) . (8.30)
As such, for any fixed ϕ, optimizing the ELBO over θ maximizes the
likelihood function in the first term under a variational regularization
term that penalizes posteriors p(z|x, θ) that are significantly different
from the selected variational posteriors q(z|x, ϕ). The choice of a given
model for the variational posterior hence drives learning, and should
be treated as model or hyperparameter selection [68].
The maximization of the ELBO over both model and variational
parameters can be carried out in different ways. As a first approach,
one can use EM by performing the E step via approximate inference
to evaluate the posterior of the latent variables. When VI is used for
this purpose, the resulting scheme is known as variational EM. Alterna-
tively, one can use SGD with respect to both parameter vectors θ and ϕ
by leveraging the REINFORCE method or the reparametrization trick.
The reparametrization trick approach is for instance used in the VAE
method for generative modelling [80], also known as Deep Gaussian
Latent Models [122], as well as in the black-box learning approach of
[121] (see also [98]). The KL divergence can also be substituted by an
adversarially learned divergence as in the GAN approach [47] (see Sec.
6.4.3).
When the variational parameters are updated using an M-projection,
rather than the I-projection that results from the maximization of the
ELBO, the approach of jointly optimizing model and variational pa-
rameters yields the wake-sleep algorithm [65].
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8.5 Summary
Having observed in previous chapters that learning in probabilistic mod-
els is often held back by the complexity of exact Bayesian inference for
hidden variables, this chapter has provided an overview of approximate,
lower-complexity, inference techniques. We have focused on MC and VI
methods, which are most commonly used. The treatment stressed the
impact of design choices in the selection of different types of approxi-
mation criteria, such as M- and I-projection. It also covered the use of
approximate inference in learning problems. Techniques that improve
over the state of the art discussed in this chapter are being actively
investigated. Some additional topics for future research are covered in
the next chapter.
Appendix: M-Projection with the Exponential Family
In this appendix, we consider the problem of obtaining the M-projection
of a distribution p(z) into a model q(z|ϕ) = Z(ϕ)−1exp(ϕTu(z)) from
the exponential family with sufficient statistics u(z). We will prove
that, if there exists a value of ϕ∗ of the natural parameter vector that
satisfies the moment matching condition (8.14), then q(z|ϕ∗) is the
M-projection.
We first write the KL divergence as
KL(p(z)||q(z|ϕ)) = lnZ(ϕ)− ϕTEz∼p(z)[u(z)] −H(p). (8.31)
The difference between the KL divergence for a generic parameter vec-
tor ϕ and for the vector ϕ∗ satisfying (8.14) can be written as
KL(p(z)||q(z|ϕ)) −KL(p(z)||q(z|ϕ∗))
=ln
(
Z(ϕ)
Z(ϕ∗)
)
− (ϕ− ϕ∗)TEz∼p(z)[u(z)]
=Ez∼q(z|ϕ∗)
[
ln
(
q(z|ϕ∗)
q(z|ϕ)
)]
=KL(q(z|ϕ∗)||q(z|ϕ)). (8.32)
Since the latter inequality is non-negative and equal to zero when ϕ =
ϕ∗, this choice of the natural parameters minimizes the KL divergence.
Part V
Conclusions
9Concluding Remarks
This monograph has provided a brief introduction to machine learn-
ing by focusing on parametric probabilistic models for supervised and
unsupervised learning problems. It has endeavored to describe funda-
mental concepts within a unified treatment starting from first princi-
ples. Throughout the text, we have also provided pointers to advanced
topics that we have only been able only to mention or shortly touch
upon. Here, we offer a brief list of additional important aspects and
open problems that have not been covered in the preceding chapters.
• Privacy: In many applications, data sets used to train machine
learning algorithms contain sensitive private information, such as per-
sonal preferences for recommendation systems. It is hence important to
ensure that the learned model does not reveal any information about
the individual entries of the training set. This constraint can be for-
mulated using the concept of differential privacy. Typical techniques
to guarantee privacy of individual data points include adding noise to
gradients when training via SGD and relying on mixture of experts
trained with different subsets of the data [1].
• Robustness: It has been reported that various machine learning
models, including neural networks, are sensitive to small variations in
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the data, producing the wrong response upon minor, properly chosen,
changes in the explanatory variables. Note that such adversarially cho-
sen examples, which cause a specific machine to fail, are conceptually
different from the randomly selected examples that are assumed when
defining the generalization properties of a network. There is evidence
that finding such examples is possible even without knowing the inter-
nal structure of a machine, but solely based on black-box observations
[111]. Modifying the training procedure in order to ensure robustness
to adversarial examples is an active area of research with important
practical implications [55].
• Computing platforms and programming frameworks: In order to
scale up machine learning applications, it is necessary to leverage dis-
tributed computing architectures and related standard programming
frameworks [17, 7]. As a complementary and more futuristic approach,
recent work has even proposed to leverage the capabilities of annealing-
based quantum computers as samplers [82] or discrete optimizers [103].
• Transfer learning: Machines trained for a certain task currently
need to be re-trained in order to be re-purposed for a different task.
For instance, a machine that learned how to drive a car would need to
be retrained in order to learn how to drive a truck. The field of transfer
learning covers scenarios in which one wishes to transfer the expertise
acquired from some tasks to others. Transfer learning includes different
related paradigms, such as multitask learning, lifelong learning, zero-
shot learning, and domain adaptation [149]. In multitask learning, sev-
eral tasks are learned simultaneously. Typical solutions for multitask
learning based on neural networks prescribe the presence of common
hidden layers among neural networks trained for different tasks [19].
Lifelong learning updates a machine trained on a number of tasks to
carry out a new task by leveraging the knowledge accumulated during
the previous training phases [143]. Zero-shot learning refers to models
capable of recognizing unseen classes with training examples available
only for related, but different, classes. This often entails the task of
learning representation of classes, such as prototype vectors, that gen-
erate data in the class through a fixed probabilistic mechanism [52].
Domain adaptation will be discussed separately in the next point.
205
• Domain adaptation: In many learning problems, the available
data has a different distribution from the data on which the algorithm
will be tested. For instance, in speech recognition, one has available
data for a given user at learning time, but it may be desirable, after
learning, to use the same machine for another user. For supervised
learning, this is typically modeled by assuming that the distribution of
the covariates x is different during training and test, while the discrim-
inative conditional distribution p(t|x) is the same for both phases [149].
A generalization of PAC theory analyses domain adaptation, obtaining
bounds on the generalization error under the desired test distribution
as a function of the difference between the training and test distribu-
tions [26].
• Communication-efficient learning: In distributed computing plat-
forms, data is typically partitioned among the processors and commu-
nication among the processor entails latency and energy consumption.
An important research problem is that of characterizing the best trade-
off between learning performance and communication overhead [160].
• Reinforcement learning: Reinforcement learning is at the heart
of recent successes of machine learning methods in acquiring the skills
necessary to play video games or games against human opponents (see,
e.g., [99]). In reinforcement learning, one wishes to learn the optimal
mapping, say q(t|x, θ), between the observed state x of the world and an
action t. Unlike supervised learning, the optimal action t is not known,
but the machine observes a reward/ punishment signal depending on
the effect of the action. A popular approach, referred to as deep rein-
forcement learning, models the mapping q(t|x, θ) using a deep neural
network. This is trained to maximize the average reward via SGD by
using the REINFORCE method (Chapter 8) to estimate the gradient
[135, 88, 77, 9].
Appendices
AAppendix A: Information Measures
In this appendix, we describe a principled and intuitive introduction to
information measures that builds on inference, namely estimation and
hypothesis testing. We focus on entropy, mutual information and diver-
gence measures. We also concentrate on discrete rvs. In the monograph,
we have taken the pragmatic approach of extending the definitions to
continuous variables by substituting sums with integrals. It is worth
noting that this approach does not come with any practical complica-
tions when dealing with mutual information and divergence. Instead,
the continuous version of the entropy, known as differential entropy,
should be treated with care, as it does not satisfy some key properties
of the entropy such as non-negativity.
A.1 Entropy
As proposed by Claude Shannon, the amount of information received
from the observation of a discrete random variable x ∼ p(x) defined over
a finite alphabet X should be measured by the amount of uncertainty
about its value prior to its measurement [134]. To this end, we consider
the problem of estimating the value of x when one only knows the
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probabilistic model p(x). The key idea is that the observation of a
random variable x is more informative if its value is more difficult to
predict a priori, that is, based only on the knowledge of p(x).
To formalize this notion, we need to specify: (i) the type of estimates
that one is allowed to make on the value of x; and (ii) the loss function
ℓ that is used to measure the accuracy of the estimate. We will proceed
by considering two types of estimates, namely point estimates, whereby
one needs to commit to a specific value xˆ as the estimate of x; and
distributional estimates, in which instead we are allowed to produce a
pmf pˆ(x) over alphabet X , hence defining a profile of "beliefs" over the
possible values of rv x. We will see below that the second approach
yields Shannon entropy, first encountered in this monograph in (2.45).
Point Estimates. Given a point estimate xˆ and an observed value
x ∈ X , as we have seen, the estimation error can be measured by a non-
negative loss function ℓ(x, xˆ), such the quadratic loss function and the
0-1 loss function. For any given loss function ℓ, based on the discussion
above, we can measure the information accrued by the observation
of x ∼ px by evaluating the average loss that is incurred by the best
possible a priori estimate of x. This leads to the definition of generalized
entropy [61]
Hℓ(px) = min
xˆ
Ex∼px [ℓ(x, xˆ)], (A.1)
where the estimate xˆ is not necessarily constrained to lie in the alpha-
bet X . As highlighted by the notation Hℓ(px), the generalized entropy
depends on the pmf px and on the loss function ℓ. The notion of gen-
eralized entropy (A.1) coincides with that of minimum Bayes risk for
the given loss function ℓ.
For the quadratic loss function, the generalized entropy is the vari-
ance of the distribution Hℓ2(px) = var(px). To see this, impose the
optimality condition dE[(x − xˆ)2]/dxˆ = 0 to conclude that the opti-
mal point estimate is the mean xˆ = Ex∼px [x]. As for the 0-1 loss, the
generalized entropy equals the minimum probability of error for the
detection of x, that is,
Hℓ0(px) = min
xˆ
∑
x 6=xˆ
p(x) = 1−max
xˆ
p(xˆ). (A.2)
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This is because the optimal estimate is the mode, i.e., the value xˆ with
the largest probability p(xˆ).
Distributional Estimate. We now consider a different type of
estimation problem in which we are permitted to choose a pmf pˆ(x)
on the alphabet X as the estimate for the outcome of variable x. To
facilitate intuition, we can imagine pˆ(x) to represent the fraction of
one’s wager that is invested on the outcome of x being a specific value
x. Note that it may not be necessarily optimal to put all of one’s money
on one value x! In fact, this depends on how we measure the reward,
or conversely the cost, obtained when a value x = x is realized.
To this end, we define a non-negative loss function ℓ(x, pˆx) repre-
senting the loss, or the “negative gain”, suffered when the value x = x
is observed. This loss should sensibly be a decreasing function of pˆ(x)
– we register a smaller loss, or conversely a larger gain, when we have
wagered more on the actual outcome x. As a fairly general class of loss
functions, we can hence define
ℓ(x, pˆx) = f(pˆ(x)), (A.3)
where f is a decreasing function. More general classes of loss functions
are considered in [46].
Denote as ∆(X ) the simplex of pmfs defined over alphabet X . The
generalized entropy can now be defined in a way that is formally equiv-
alent to (A.1), with the only difference being the optimization over pmf
pˆx rather than over point estimate xˆ:
Hℓ(px) = min
pˆx∈∆(X )
Ex∼px [ℓ(x, pˆx)]. (A.4)
A key example of loss function ℓ(x, pˆx) in class (A.3) is the log-loss
ℓ(x, pˆx) = − log pˆ(x). The log-loss has a strong motivation in terms of
lossless compression. In fact, as discussed in Sec. 2.5, by Kraft’s inequal-
ity, it is possible to design a prefix-free – and hence decodable without
delay – lossless compression scheme that uses ⌈− log pˆ(x)⌉ bits to repre-
sent value x. As a result, the choice of a pmf pˆx is akin to the selection
of a prefix-free lossless compression scheme that requires a description
of around − ln pˆ(x) bits to represent value x. The expectation in (A.4)
measures the corresponding average number of bits required for lossless
compression by the given scheme.
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Using the log-loss in (A.1), we obtain the Shannon entropy
min
pˆx∈∆(X )
Ex∼px [−lnpˆ(x)], (A.5)
= Ex∼px[−lnp(x)] = H(px). (A.6)
In fact, imposing the optimality condition yields the optimal pmf pˆ(x)
as pˆ(x) = p(x). Equation (A.5) reveals that the entropy H(px) is the
minimum average log-loss when optimizing over all possible pmfs pˆx.
It may seem at first glance that the choice pˆ(x) = p(x) should be
optimal for most reasonable loss functions in class (A.3), but this is not
the case. In fact, when the alphabet X has more than two elements, it
can be proved that the log-loss – more generally defined as ℓ(x, pˆx) =
b log pˆ(x) + c with b ≤ 0 and any c – is the only loss function of the
form (A.3) for which pˆ(x) = p(x) is optimal [74].
As a final note, the generalized entropy Hℓ(px) is a concave function
of px, which means that we have the inequality Hℓ(λpx + (1− λ)qx) ≥
λHℓ(px) + (1 − λ)Hℓ(qx) for any two distributions px and qx and any
0 ≤ λ ≤ 1. This follows from the fact that the entropy is the minimum
over a family of linear functionals of px [28]. The concavity of Hℓ(px)
implies that a variable x ∼ λpx+(1−λ)qx distributed according to the
mixture of two distributions is more “random”, i.e., it is more difficult
to estimate, than both variables x ∼ px and x ∼ qx.
A.2 Conditional Entropy and Mutual Information
Given two random variables x and y jointly distributed according to
a known probabilistic model p(x, y), i.e., (x, y) ∼ pxy, we now discuss
how to quantify the information that the observation of one variable,
say y, brings about the other, namely x. Following the same approach
adopted above, we can distinguish two inferential scenarios for this
purpose: in the first, a point estimate xˆ(y) of x needs to be produced
based on the observation of a value y = y and the knowledge of the
joint pmf pxy; while, in the second, we are allowed to choose a pmf
pˆx|y=y as the estimate of x given the observation y = y.
Point Estimate: Assuming point estimates and given a loss function
ℓ(x, xˆ), the generalized conditional entropy for an observation y = y is
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defined as the minimum average loss
Hℓ(px|y=y) = min
xˆ(y)
Ex∼px|y=y [ℓ(x, xˆ(y))|y = y]. (A.7)
Note that this definition is consistent with (A.1) as applied to the con-
ditional pmf px|y=y. Averaging over the distribution of the observation
y yields the generalized conditional entropy
Hℓ(x|y) = Ey∼py [Hℓ(px|y)]. (A.8)
It is emphasized that the generalized conditional entropy depends on
the joint distribution pxy, while (A.7) depends only on the conditional
pmf px|y=y.
For the squared error, the generalized conditional entropy can be
easily seen to be the average conditional varianceHℓ2(x|y) = Ey∼py [var(px|y)],
since the a posteriori mean xˆ(y) = Ex∼px|y=y [x|y = y] is the optimal
estimate. For the 0-1 loss, the generalized conditional entropy Hℓ0(x|y)
is instead equal to the minimum probability of error for the detection
of x given y and the MAP estimate xˆ(y) = argmaxxˆ∈xp(xˆ|y) is optimal.
Distributional Estimate: Assume now that we are allowed to choose
a pmf pˆx|y=y as the estimate of x given the observation y = y, and that
we measure the estimation loss via a function ℓ(x, pˆx) as in (A.3). The
definition of generalized conditional entropy for a given value of y = y
follows directly from the arguments above and is given as Hℓ(px|y=y),
while the generalized conditional entropy is (A.8). With the log-loss
function, the definition above can be again seen to coincide with Shan-
non conditional entropy H(x|y) = Ex,y∼px,y [− ln p(x|y)].
If x and y are independent, we have the equality Hℓ(x|y) = Hℓ(x).
Furthermore, since in (A.7) we can always choose estimates that are
independent of y, we generally have the inequality Hℓ(x|y) ≤ Hℓ(x):
observing y, on average, can only decrease the entropy. Note, however,
that it is not true that Hℓ(px|y=y) is necessarily smaller than Hℓ(x) [38].
Mutual Information: The inequality Hℓ(x|y) ≤ Hℓ(x) justifies the
definition of generalized mutual information with respect to the given
loss function ℓ as
Iℓ(x; y) = Hℓ(x)−Hℓ(x|y). (A.9)
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The mutual information measures the decrease in average loss that is
obtained by observing y as compared to having only prior informa-
tion about px. This notion of mutual information is in line with the
concept of statistical information proposed by DeGroot (see [46] for
a recent treatment). With the log-loss, the generalized mutual infor-
mation (A.9) reduces to Shannon’s mutual information. As shown in
[75], the log-loss is in fact the only loss function, up to multiplicative
factors, under which the generalized mutual information (A.9) satisfies
the data processing inequality, as long as the alphabet of x has more
than two elements.
A.3 Divergence Measures
We now discuss a way to quantify the “difference” between two given
probabilistic models px and qx defined over the same alphabet X . We
consider here the viewpoint of binary hypothesis testing as a theoret-
ical framework in which to tackle the issue. Other related approaches
have also found applications in machine learning, including optimal
transport theory and kernel methods [8].
We consider the following standard binary hypothesis testing prob-
lem. Given an observation x, decide whether x was generated from pmf
px or from pmf qx. To proceed, we define a decision rule T (x), which
should have the property that it is increasing with the certainty that
a value x = x is generated from px rather than qx. For example, in
practice, one may impose a threshold on the rule T (x) so that, when
T (x) is larger than the threshold, a decision is made that x = x was
generated from px.
In order to design the decision rule T (x), we again minimize a loss
function or, equivalently, maximize a merit function. For convenience,
here we take the latter approach, and define the problem of maximizing
the merit function
Ex∼px [T (x)] − Ex∼qx [g(T (x))] (A.10)
over the rule T (x), where g is a concave increasing function. This cri-
terion can be motivated as follows: (i) It increases if T (x) is large, on
average, for values of x generated from px; and (ii) it decreases if, upon
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expectation, T (x) is large for values of x generated from qx. The func-
tion g can be used to define the relative importance of errors made in
favor of one distribution or the other. From this discussion, the optimal
value of (A.10) can be taken to be a measure of the distance between
the two pmfs. This yields the following definition of divergence between
two pmfs
Df (px||qx) = max
T (x)
Ex∼px [T (x)]− Ex∼qx [g(T (x))], (A.11)
where the subscript f will be justified below.
Under suitable differentiability assumptions on function g (see [107]
for generalizations), taking the derivative with respect to T (x) for all
x ∈ x yields the optimality condition g′(T (x)) = p(x)/q(x). This rela-
tionship reveals the connection between the optimal detector T (x) and
the LLR p(x)/q(x). Plugging this result into (A.11), it can be directly
checked that the following equality holds [105]
Df (px||qx) = Ex∼qx
[
f
(
px(x)
qx(x)
)]
, (A.12)
where the function f(x) = g∗(x) is the convex dual function of g(t),
which is defined as g∗(x) = supt (xt− g(t)). Note that dual function f
is always convex [28].
Under the additional constraint f(1) = 0, definition (A.12) de-
scribes a large class of divergence measures parametrized by the con-
vex function f , which are known as f -divergences or Ali-Silvey distance
measures [45]. Note that the constraint f(1) = 0 ensures that the diver-
gence is zero when the pmfs px and qx are identical. Among their key
properties, f -divergences satisfy the data processing inequality [45].
For example, the choice g(t) = exp(t−1), which gives the dual con-
vex f(x) = x lnx, yields the optimal detector T (x) = 1+ ln(p(x)/q(x))
and the corresponding divergence measure (A.12) is the standard KL
divergence KL(px||qx). As another instance of f -divergence, with g(t) =
− ln(2−exp(t)) we obtain the optimal detector T (x) = ln(2px(x)/px(x)+
qx(x)), and Df (px||qx) becomes the Jensen-Shannon divergence1. For
1The Jensen-Shannon divergence can also be interpreted as the mutual informa-
tion I(s; x)
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reference, the latter can be written as
JS(px||qx) = KL(px ‖ mx)+KL(qx ‖ mx), (A.13)
wheremx(x) = (px(x)+qx(x))/2.2 Another special case, which general-
izes the KL divergence and other metrics, is the α-divergence discussed
in Chapter 8 (see (8.16)), which is obtained with f(x) = (α(x − 1) −
(xα−1))/(α(1−α)) for some real-valued parameter α. We refer to [107,
45] for other examples.
The discussion above justified the adoption of the loss function
(A.11) in a heuristic fashion. It is, however, possible to derive formal
relationships between the error probability of binary hypothesis testing
and f -divergences [21]. We also refer to the classical Sanov lemma and
Stein lemma as fundamental applications of KL divergence to large
deviation and hypothesis testing [38].
2The Jensen-Shannon divergence, as defined above, is proportional to the mutual
information I(s; x) for the joint distribution ps,x(s, x) = 1/2 · px|s(x|s) with binary
s, and conditional pmf defined as px|s(x|0) = px(x) and px|s(x|s)(x|1) = qx(x).
BAppendix B: KL Divergence and Exponential
Family
In this appendix, we provide a general expression for the KL divergence
between two distributions p(x|η1) and p(x|η2) from the same regular
exponential family with log-partition function A(·), sufficient statistics
u(x), and moment parameters µ1 and µ2, respectively. We recall from
Chapter 3 that the log-partition function is convex and that we have
the identity ∇A(η) = µ.
The KL divergence between the two distributions can be translated
into a divergence on the space of natural parameters. In particular, the
following relationship holds [6]
KL(p(x|η1)||p(x|η2)) = DA(η2, η1), (B.1)
where DA(η2, η1) represents the Bregman divergence with generator
function given by the log-partition function A(·), that is
DA(η2, η1) = A(η2)−A(η1)− (η2 − η1)T∇A(η1)
= A(η2)−A(η1)− (η2 − η1)Tµ1. (B.2)
The first line of (B.2) is the general definition of the Bregman diver-
gence DA(·, ·) with a generator function A(·), while the second follows
from the relationship (3.10). Note that the Bregman divergence can be
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proved to be non-negative, and convex in its first argument, but not
necessarily in the second argument. The equality (B.1)-(B.2) can be
proved by using the definition of exponential family via the following
equality
KL(p(x|η1)||p(x|η2)) = Ex∼p(x|η1)
[
log
p(x|η1)
p(x|η2)
]
= Ex∼p(x|η1)[(η1 − η2)Tu(x)]−A(η1) +A(η2).
(B.3)
Recalling again that we have the equality ∇A(η1) = µ1, the rela-
tionship (B.1)-(B.2) can be approximated as
KL(p(x|η1)||p(x|η2)) = 1
N
(η1 − η2)TJη1(η1 − η2) +O(||η1 − η2||3),
(B.4)
where Jη = −E
[
∇2ηlnp(x|η)
]
is the Fisher information matrix. This
expansion holds given the relationship ∇2ηA(η) = Jη [45].
It is also possible to write a relationship analogous to (B.1)-(B.2) in
terms of mean parameters. This is done by using the convex conjugate
function
A∗(µ) = sup
η
ηTµ−A(η), (B.5)
where the maximization is over the feasible set of natural parameters.
In fact, the optimization over η yields the natural parameter η corre-
sponding to the mean parameter µ, i.e., ∇A(η) = µ. It hence follows
from (B.2) that we have
KL(p(x|µ1)||p(x|µ2)) = A∗(µ1)−A∗(µ2)− (µ1 − µ2)T η2
= DA∗(µ1, µ2), (B.6)
where in the second line we have used the inverse mapping∇A∗(µ) = η
between mean and natural parameters (which holds for minimal fami-
lies).
Chernoff divergence measures, including the Bhattacharyya distance,
can also be written in closed form for exponential families [106].
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