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ABSTRACT 
This dissertation considers several aspects of inference from particle sieving data. Such 
data comprise interval-censored particle sizes, and weight fractions of particles in each size 
interval. 
Under a model of random sampling of particles up to a target total weight, a sample 
of particles can be described using renewal theory, and the asymptotic distribution of the 
empirical weight fraction vector is multivariate normal. The model assumptions are that 
the particle size distribution being sampled has a standard probability density and that 
the first two moments of the conditional distribution of weight given size can be described 
with a power law relationship. 
Maximum likelihood and Bayesian point and interval estimates for population weight 
fractions in each size interval are possible. The properties of maximum likelihood estima­
tors are studied via simulation and Bayes analyses for one-sample and hierarchical data 
structures are illustrated. The case of lognormal size is used in these simulations. 
The design problem associated with inferences in this model is also considered. The 
focus is on identifying sieve configurations that can be expected to allow effective statistical 
estimation of important parameters of the particle system. 
1 
INTRODUCTION 
Physical properties of granular materials help define a grain/powder system and affect 
the system's behavior during storage, handling, processing, and as final product. Several 
attributes of the particle system impact behavior. As a result, different measurements are 
gathered depending on the parameter of concern. 
This dissertation focuses on the use of particle size-related measurements. For irregular 
particles, how to compare sizes is only obvious for particles with exactly the same shape. 
The "size" of an irregular particle is a concept that has no unique quantification. A size 
distribution for a collection of particles is based on some single meaning of "size," that 
is itself governed by the measurement technique or device used. This might become a 
concern in cases where particle sizes in a system are too variable to be measured with 
a single measuring device, but it is perfectly acceptable if only one technique is used to 
measure sizes for a sample of particles. 
Due to the wide range of sizes and size-dependent properties that have to be measured 
in different areas of application, there are many particle size measurement techniques. In 
deciding which technique to use, a subject matter specialist must carefully consider the 
purpose of the analysis. Some widely used techniques are sieving, sedimentation, laser 
diffraction, and microscopic examination. 
Depending on the technique used, particle size measurements are treated as "exact," 
or as interval-censored. For the latter case, the number and width of the particle size 
intervals are fixed in advance and chosen according to the type of material and purpose of 
the analysis. 
For some techniques (e.g., microscopy) individual particle size measurements are ob­
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served and one has available the number of particles in the sample. Inferences about 
parameters of interest of the size distribution can be made, whether the particle size mea­
surements are observed directly or they are interval-censored (in which case, the number 
-or fraction- of particles that belong to each size interval is recorded). This information 
produces a sample "size distribution." 
However, there are measurement techniques (e.g., sieving) where not only are size mea­
surements interval-censored, but there is also no direct information about the number of 
particles in each size interval. In this case, it is not obvious how to make inferences about 
the frequency size distribution. In sieving, a sample of total known weight is passed through 
a set of sieves with progressively finer meshes and the (fraction of) weight caught by each 
sieve is recorded. This produces what here is called a sample "weight-size distribution." 
This dissertation is composed of three manuscripts focused on different aspects of sta­
tistical analysis of sieving data. 
The first article presents ideas that have been used in parametric estimation based on 
weight fractions (minimizing a Kullback-Leibler distance, assuming random sampling of 
particles, and the combination of these two assuming a joint distribution of particle size 
and weight). Based roughly on these ideas, a model that relaxes earlier joint distribution 
assumptions on particle size and weight (to parametric forms for the marginal distribution of 
size and the first two moments of the conditional weight given size) is described. Maximum 
likelihood estimators are proposed. Properties of these estimators are examined through 
simulations. 
The second article addresses the design problem for particle sieving studies assuming the 
model detailed in the first article. The information that is collected from sieving analysis 
depends on the number of sieves chosen, the range of sieve sizes, the set of consecutive 
sieve size openings, and the particle size distribution assumed. The determinant of a 
Fisher Information matrix is used as a measure of "goodness of a design" and methodology 
for identifying good designs for different conditions is presented. 
Bayesian analysis of sieving data is described in the third article. In addition to infer­
3 
ence for "one sample" studies, a hierarchical Bayesian analysis is built on the one-sample 
modeling of the first article. The likelihood inferences computed in the first article are es­
sentially obtainable from the use of non-informative priors on the model parameters. Also, 
in this article a variation on the basic model used in the first two papers is introduced and 
handles the nonnegativity restriction on weight fractions by using a likelihood based on log 
ratios of weight fractions. Results from both a well known "one sample" scenario and a 
hierarchical study involving an example that involves PBX powder are presented. 
Finally, conclusions from the different aspects of the statistical analysis of sieving data 
are summarized, and some statistical problems that remain in the area are pointed out. 
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APPROXIMATE LIKELIHOOD-BASED INFERENCE FOR 
WEIGHT-SIZE DISTRIBUTIONS FROM SIEVING DATA 
Norma Leyva-Estrada and Stephen B. Vardeman 
Abstract 
In sieving there is a fixed number of sieves with progressively smaller size openings. To 
study the size distribution of solid particles using sieving, the weight (not number) of the 
particles in each size interval is obtained. This produces a sample weight-size distribution. 
We assume that a sample of particles can be described as randomly selected from a large 
population until a target total weight is reached. Also, we assume that the size follows 
a standard probability density (lognormal) and that the first and second moments of the 
conditional distribution of weight given size can be described with a power law relationship. 
Under these assumptions, we obtain approximate maximum likelihood point and interval 
estimates of the population weight fractions, based on an asymptotic multivariate normal 
distribution. We study the properties of these estimators via simulation. Standard errors 
of the maximum likelihood estimates of weight-size fractions are smaller than those of 
estimators previously proposed in the literature, and the confidence intervals hold their 
nominal coverage value. 
Key words: particle size distribution, sieve analysis 
1 Introduction 
Particle size affects the behavior of particle systems. In different contexts, the range of 
sizes and size-dependent properties measured are different. Hence, there are many particle 
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size measurement techniques. If the information about size is not observed directly, a fixed 
number of size classes are typically considered. Depending on the purpose of the study 
and technique used, the information recorded could be either the number (or fraction) of 
particles that belong to each size interval (producing a sample "size distribution"), or the 
(fraction of) weight of the particles in each size interval (producing what we call a sample 
"weight-size distribution"). The latter is by far the most common, and statistical analysis 
of sample weight-size distribution data is the goal of our study here. 
Commonly, when proportions (whether by number or by weight) of particles in size 
classes are collected, results are presented with graphics of the sample fractions and cu­
mulative fractions curves. Percentiles of the size or weight-size distribution are calculated 
by interpolation. When the number of particles is available, estimation of model parame­
ters and standard errors of the frequency fractions could potentially be computed under a 
multinomial distribution model. However, if the count of particles is prohibitive, it is not 
immediately clear how one should compute standard errors of the weight fractions in each 
size class. 
2 Background 
Particle size distribution analysis has been addressed in a diverse range of disciplines. 
In this section we summarize some ideas from the literature that are relevant to the devel­
opment of the methods that we propose for estimating weight-size distributions. 
2.1 Barndorff-Nielsen (1977) 
A common approach to the analysis of particle size data is to fit a "population" or 
theoretical weight-size distribution, either by using sample weight fractions, or by fitting 
standard probability density functions. In the parametric case this involves choosing a 
physically realistic theoretical form for the distribution and determining adequate fitting 
criteria. 
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Assume that there are k bins/size intervals. For 6 a parameter vector, let 7T;(0) denote 
the population/theoretical weight fraction in the ith size interval, and pi the corresponding 
sample weight fraction. Thinking of 7r(0) and p as probability distributions over k bins/size 
intervals (with bin probabilities n^(9) and Pi respectively) the quantity 
k  
^2p i fog{p i /m{0) )  
i=1 
is one version of the Kullback-Leibler "distance" between t t ( 9  ) and p .  An estimator of the 
parameter vector 9 suggested by Barndorff-Nielsen (1977) is that value 9 which minimizes 
the Kullback-Leibler distance between tt (9) and p or, equivalently, that which maximizes 
k  
L*  =  ^ Pilog7Ti(0) . (1) 
i=l 
Barndorff-Nielsen suggests that the sample weight-size distribution is a reasonable empirical 
counterpart of some grouping of a distribution having density proportional to svf(s), where 
f(s) is a theoretical probability density for particle size S, and r] is a known non-negative 
number, typically 1, 2 or 3. For example, the theoretical weight-size distribution assuming 
uniformly distributed spherical particles is the "third moment distribution" (rj = 3) derived 
from the theoretical size distribution. 
Since in Equation (1) the sample weight fraction is Pi = Wi/ X)i=if°r wi the measured 
weight (and not the fraction of particles) in the ith size interval, L* does not have an 
obvious interpretation as a likelihood. The estimation of the parameters of a theoretical 
weight-size distribution via maximization of Equation (1) is not naturally thought of as 
an "ordinary" statistical procedure. The estimation method, while sensible, is not one 
wi th  a  s t anda rd  s t a t i s t i ca l  "he r i t age"  o r  obv ious  s t a t i s t i ca l  p rope r t i e s .  ( In  con t r a s t ,  i f  p  
represented a sample size distribution, then pi = rii/ J2i=i ni> where n» is the observed 
number of particles in the ith size interval, L* would be a (multinomial) log-likelihood and 
9 a maximum likelihood estimator.) 
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2.2 Scheaffer (1969) 
Scheaffer (1969) provided a basis for probabilistic modeling and statistical analysis of 
particle size data based on standard renewal theory. Let W denote the weight of a particle. 
Assume that there are k < oo types of particles and that particles of type i have weight 
distribution function Fi(w). The unconditional distribution function for W is given by 
k  
»=l 
with 0 < 5i < 1 and <5» = 1, where Si denotes the probability of randomly selecting a 
particle of type % from the "population." 
Scheaffer assumes that particles are selected one at a time with weights Wi, W2,... 
being accumulated so that after the jth draw one has a value for accumulated weight 
Aj = W\ + W2 4- • • • + Wj (A0 = 0) With target total weight m, the accumulation is 
stopped the first time that Aj > m. (In bulk sampling, it is common to sample a fixed 
amount of material rather than a fixed number of particles. This is therefore a reasonable 
modeling assumption.) 
Scheaffer also assumes that "the population contains a finite number of each of the 
k types [of particles], but that these frequencies are large enough to allow the sampled 
[particle weights] to be regarded as independent random variables." Under these assump­
tions, renewal theory can be applied in the probabilistic analysis of the composition of the 
ultimate sample of particles. 
Let the quantities pi: i = 1,. . . ,  k  denote the sample weight fractions for particles of 
type i, and hi and be the first and second moments, respectively, of F»(w). Assume that 
these moments exist and are finite for each i. Scheaffer then states the following theorem. 
Theorem: Under the previous assumptions, 
i. lim^oo pi = 7T» almost surely, where tt» = Si h/ (X)i=i Si , 
ii. limm^00E(pi) = 7^, and 
8 
iii. the random vector p  = (pi,p2, • • • ,Pk-i) is asymptotically, as m —> oo, ( k  -  1)-
dimensional multivariate normal with mean vector n = (tti, tt2, ..., tt^-i), and co-
variance matrix S with entries 
1 
Gov(pi ,p u )  -  — < 
where jj = bf^ /bj. 
7Ti(l - 7Ti)7i + -k] E TTjTi - 7» 
J=1 
i=i 
for i = u  
for i ^ n 
2.3 Lwin (1994) 
Lwin (1994) considered problems of inference from (replicated) sample weight fraction 
data using the probability structure proposed by Scheaffer. Suppose again that particles 
are sampled from a fixed population of particles until a total weight m is obtained. Let 
the size and weight of a particle (S, W) have a joint probability density, /(s, w\0), with 
support (C0 < S < Ck ] 0 < W < oo). Under these assumptions, Lwin uses the asymptotic 
properties of the sample weight fractions identified by Scheaffer, where the particle "types" 
are  def ined  in  te rms of  "b ins"  in  the  s ize  var iab le ,  S.  
For spherical particles with constant density d ,  W  =  dhS v ,  where r j  =  3 and h  is a 
constant. For real (non-spherical) particles, Lwin assumes this kind of power law relation 
to hold only in some approximate sense. This might be expressed as E(W|<S' = s) ?» KS*1 ,  
where r) can be treated as an unknown parameter that "represents the shape parameter of 
the average particle" and k is a positive constant. 
For example, if one assumes that the joint distribution of (log S ,  log W) is (possibly 
truncated) bivariate normal with 9 = (fis,crs,fj,w,aw,p), the linearity of the bivariate normal 
conditional mean implies that with 77 =  pawjas 
E(log W\  log S  =  log s) = (3  + 77 log s  ,  
and one has an approximate version of a power law relationship between particle weight 
and particle size. 
9 
Let Ci,..., G*, be the upper limits of the size classes, where C0 < Ci < • • • < Ck. The 
weight fraction of the ith size class is 
r*00 rC: 
7T. (9 )  =  (2) 
By minimizing the Kullback-Leibler distance between the theoretical weight-size distribu­
tion 7r(0) and the sample weight-size distribution p, one may arrive at an estimate of 
the parameter vector 9. This is accomplished by maximizing L* in Equation (1). When 
there are replicates, Lwin maximizes L* with the observed average weight-size fractions pi 
replacing values Pi in Equation (1). 
For the case of a (possibly truncated) bivariate normal distribution for (log 5, log W),  
Equation (2) is 
/ 
$ 
log Ci - (fjLs + pOwOs) $ 
log Cj_i - (p s  + pa w a s )  
^h (0 )  \ 
$ 
^ logCfc - (yus + p<ywas)^ 
- $ 
X / 
^ log Co - (Us  +  P(Tw(7s ) ^  
v y 
(3) 
where $ is the cumulative distribution function for the standarized normal. 
That is, for bin/size class i the corresponding theoretical weight fraction is the ratio 
of two probabilities based on a normal distribution having mean p,* = p.s 4- pcrwas and 
standard deviation as. The numerator probability is for the interval (logCj_i,logCj) and 
the denominator probability for an interval covering the whole range of log particle sizes in 
the population. Maximization of L* in Equation (1) produces estimates of /i*s and as (say 
/%* and as). 
Let 
<fi (9 )  =  
Lwin rewrites the asymptotic covariance of the sample weight fractions in Scheaffer's The­
orem part (iii) as 
Cov0>ri(pi,p«) = n  oci U (9 )  (4) 
10 
for 
Tl 
1 E(^|Co < 2 < C&) 
m E(W\C 0  <S<C k )  
and 
Ctiu(0) = 
¥?i(l - 271-*) + 7if for i = u 
7Ti7T„ [1 - ((^i/vTi) - (^u/TTti)] for 
For (log S ,  log W) bivariate normal, 
/ 
$ 
log Ci - (p s  + 2pa w a s )  
- $ 
log Ci_i — (/xs + 2p<jwas)^ 
X V / 
$ 
^ log Cfe - (/xs + 2pawcrs)^ 
- $ 
log Cq — (/is + 2pawas) 
\ 
and in this case Lwin sets rj = paw/<js = 3 (qualitatively consistent with the possibility 
that particles are spheres or cubes, or, more generally, have a fixed shape). Note that 
p* = ps + pawGs = Us + rja2s and ps + 2pcrwcrs = (ps + p(TwOs) + pcrwcrs = p*s + r)cr2s, so 
that upon making a choice of r] (like Lwin's 77 = 3 choice), an estimate for aiu(0) can 
be computed using p* and crs. That is, the parameter vector 0 = (p,s,as, pw,aw, p) has 
effectively been reduced to 0* = (/x*,crs). 
With replicated data, Cov(pi,p„), can be estimated using the sample covariance of 
weight fractions i and u. Lwin then uses least squares to estimate T\ with r\, the slope of 
the regression of the sample covariances of the weight fractions on the aiu(0 ). Note that 
in this (bivariate lognormal /(s, w\0) methodology of Lwin), p*s and as can be estimated 
using the information from a single sample weight fraction vector p, but to estimate t\ 
replication is needed. Lwin suggests sd(pj) = y/Covp;^^ [Vu Pi) as a surrogate for an 
estimator of the standard deviation of 7r* = 7Ti(0 ), sd(^). 
Lwin mentions that we would arrive at an expression analogous to Equation (3) if we 
a s sumed  "a  lognorma l  d i s t r i bu t ion  fo r  S  a lone  toge the r  w i th  t he  exac t  r e l a t i onsh ip  [W =  
dhSv] between W and S and a common particle density d for all of the particles sampled. 
Thus, when a (truncated) joint lognormal model is assumed for (S, W), only an average 
11 
relationship [E(log W\  log  S  = s) = log k  +  r)  log s \  is needed to obtain the (truncated) 
lognormal weight frequency distribution for particle size S." In fact, a coherent statistical 
methodology (that avoids some of the ad hoc aspects of Lwin's bivariate lognormal method 
outlined above) can be built on only choices of a standard form for the distribution of 
particles sizes and standard forms for the first and second moments of the conditional 
distributions of particle weight given size. We describe that possibility in the next section. 
Lwin (2003) indicates that the estimators that result from maximizing L*  in Equation 
(1) can be thought as M-estimators. He uses properties of M-estimators to compute the 
approximate variance of (/2*, as). (See details in Appendix.) 
3 Statistical model and method of estimation 
Continue to suppose that particles are sampled until a total weight m is reached, and 
that the sequence of particle weights can be described as random draws from a fixed pop­
ulation. Let the size of a particle, S, have a standard probability density, f(s\0), with 
support C0 < S < Ck. Further, let the first and second moments of the particle weight 
distribution conditional on size be 
b  =  E ( W \ S  =  s )  =  K s r >  and &(2) = E(W 2  \  S  =  s )  =  K'S2 V ,  (5) 
for positive constants K, K ' and 77. This implies that Var(MZ|5' = s)  =  («' — K2)S2 T>, SO that 
for these assumptions to be coherent, k'/k2 must be greater than 1. We are assuming here 
that the conditional standard deviation of an observed particle weight is proportional to 
its conditional mean. 
The first two moments of the weight distributions for particles in it h bin/size class are 
then 
Using Scheaffer's Theorem part (iii), the random vector of weight fractions p = (pi, P2, • • •, 
Pk-i) is asymptotically (as m —> 00) distributed as (k — l)-dimensional multivariate normal 
12 
random with mean tt — (tt^ t t 2, ..., Ttk- i )  and covariance matrix S with entries 
1 
Co v(pi, pu) = — < 
m 
7Ti(l - TT^)^ + 7lf E Wi - 7i 5 = 1 
E ^  - 7i -
j"=i 
for i  — u  
fo r  i  ^  u  
where 
^(0, 7?) = ret _ „ , and 7i(0,7?) = b i (0 ,  T j )  
Writing 
7f(0,r?) = 
k&-2)(0, 7?) _ s2V(s|0) ds 
we may rewrite the entries of S as 
ÎT»(1 - -ïïi)l*i + 7T2 
= T 
7Tv.7T, i n u  
E ^7^ - 7* 5=1 
Ë ^ 7j - 7* - 7 5=1 
for i  =  u  
fo r  i  ^  u  
(6) 
where r = k'/(raft). 
This asymptotic distribution depends only on the marginal distribution of particle sizes 
represented by f(s\9) and the power law assumptions on conditional moments of particle 
weights given size. It provides an approximate likelihood function for ordinary statistical 
inference. For example, approximate maximum likelihood estimates for 9, Tj, and r can be 
obtained by maximizing the logarithm of a (k— l)-dimensional multivariate normal density 
with mean TT and covariance matrix X. If there are replicates, we maximize the sum of 
logarithms of multivariate normals density functions. 
Besides obtaining estimates of the model parameters © = (0,77, r), we are interested 
in estimating nonlinear functions of them, for example, the 7Tj = 71^(0,77). Let g(®) be a 
smooth nonlinear function of the model parameters, and let © and <?(@) be estimates of 
© and <?(©), respectively. The variance of <?(©) can be estimated using the inverse of the 
Hessian of the loglikelihood at the maximum likelihood estimates E, and a one-term Taylor 
13 
approximation. 
Var (#(©)) 
dg(Q)  
t  
v> &?(e) 
<9© 
2j 
de  
We apply this logic and obtain point estimates of weight-size fractions 7?», and corresponding 
standard errors, sd(?r*). (See details in Appendix.) 
3.1 Lognormal f ( s \9 )  cases 
For f ( s \9)  a lognormal density, with 9 = ( / i s , a s ) ,  the 7r* and 7* used in Equation (6) 
are 
log Q - (/i, + 77^) 
$ I I - $ 
log Ci. 1 - (fis + r}o*) 
7Ti(6>, 77) = 
$ 
^ log Cfc - (/zs + 77^)^ 
- $ 
log Co - (/^s + Tjal) 
and 
$ 
logQ- (^ + 2^) 
$ 
/ 
log C^ 1 - (/i, + 277<j2) 
X 
0 
^ log Ci - (^ + 77^)^ 
V 
- $ 
log Ci_! - (ns + 770-2) \ ' 
/ / 
Note that the weight-size fractions 7^(9,  r j )  (with 0 = (f j , s ,a s )) obtained here by assum­
ing that S follows a lognormal distribution, and making a power law assumption on 
the conditional mean of W given S = s, turn out to be the same as 7^(0) that Lwin 
computes by assuming that the joint distribution of (S, W) is bivariate lognormal (with 
9 = (/is, crs, fj,w, aw,p)) and letting 77 = paw/as = 3. 
In fact, it is possible to verify that in the case that the density function of size f ( s \9)  is 
lognormal and conditional distributions for W given S = s are lognormal following Equation 
(5), the resulting joint distribution of (log S, log W) is bivariate normal. However, our data 
analysis method differs from Lwin's in several important respects. First, we treat 77 as a 
14 
model parameter (to be estimated) as opposed to fixing it at 3. Our model is therefore a 
4-parameter model (involving ns, as, 77, and r), while Lwin restricts attention to 77 = 3 and 
therefore a 3-parameter class of bivariate normal distributions of (log S, log W) (involving 
K, as, and T\ ). 
Further, our inference is based entirely on the (approximate) multivariate normal likeli­
hood for observed weight-size distributions (simultaneously considering all of yus, as, 77, and 
t), while Lwin's analysis employs the reasonable but nevertheless ad hoc devices of first 
estimating //* and as by mimimizing Kullback-Leibler distance and then using the least 
squares idea on covariances to estimate T\. 
Lwin's analysis and the present one use the same form for the covariance matrix and 
for the observed weight fractions. However, we write the covariance somewhat differently 
and in particular, constant multipliers appearing in the covariances for the two models are 
different. These constants are t\ in Lwin's model, and r in our model (Equations (4) and 
(6) respectively). The relation between them is 
3.2 Weibull f ( s \9 )  cases 
Following Lwin, our main interest here is in the lognormal f ( s \0 )  case. However, it 
is worth noting that essentially everything just said in the lognormal case has a simple 
parallel in a Weibull case. 
For f ( s \0 )  a Weibull density, with 0  = (/?, A), where (5  and À are the shape and scale 
parameters respectively, 
| fâs*>M<»da 
G  «'/M#) * 
15 
The model weight-size fractions tt* used in Equation (6) are 
r 
V +  P 
~T~J 
C%~ i 
~T 
p \  { 
- r 
T] + (3 
P ' 
V)  =  \ 
A 
V / 
( 
r) + /3 
V 
a 
â 
V 
-T  
/ 
P ' 
V 
ck 
X 
V 
f o r  r (•, •) the incomplete gamma function, T  (r, z )  =  Jz°° T_1 exp (-t) d t  .  Similarly, the 7? 
used in Equation (6) are 
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These formulas provide a second (slightly less tractable) family of models for the estimates 
of the weight fractions that offer an alternative to the lognormal f(s\G) models. 
4 Motivating example 
We present here the results of the application of Lwin and Section 3 analyses to a 
practical problem previously studied by Lwin (1994, 2003). The data consist of weight 
fraction vectors for six independent samples of scheelite-ore fines. These samples were 
passed through a set of sieves of progressively finer meshes. The weight retained in each 
sieve was measured and each sample was divided into k = 11 particle size classes. All 
samples had a fixed total weight of 2g, C0 = 0, and all particles passed through a sieve 
opening of Ck = 9 /ira. 
The function L*  for Lwin's analysis, and multivariate normal approximate likelihood 
for Section 3's analysis were maximized using the Nelder-Mead algorithm, producing what 
we call respectively "Lwin" and "maximum likelihood" estimates. Table 2 shows that the 
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Sieve opening (nm) 
Ci  c2 Q c4 c5 c6 C7 c8 c9 Cio C n  
Sample 1.42 1.74 2.01 2.47 3.02 3.49 4.03 4.94 5.70 6.98 9.00 
1 .523 .070 .041 .064 .065 .047 .038 .045 .038 .046 .023 
2 .658 .061 .035 .048 .041 .032 .023 .037 .024 .029 .012 
3 .557 .062 .042 .057 .058 .046 .036 .052 .035 .037 .018 
4 .641 .068 .036 .053 .046 .031 .028 .036 .027 .028 .006 
5 .492 .073 .042 .059 .063 .048 .040 .065 .046 .055 .017 
6 .550 .068 .042 .056 .055 .043 .035 .052 .031 .051 .017 
Table 1 Weight-size fractions of independent samples of scheelite-ore fines. 
methods gave similar estimates for the population weight-size fractions. Also, these values 
were close to the corresponding sample average weight-fractions pi. 
Sieve opening (fim) 
1.42 1.74 2.01 2.47 3.02 3.49 4.03 4.94 5.70 6.98 9.00 
Pi .570 .067 .040 .056 .055 .041 .033 .048 .034 .041 .016 
Lwin 7Tj .568 .067 .046 .062 .056 .037 .034 .042 .026 .031 .031 
ML 7Xi .573 .063 .044 .060 .055 .036 .034 .043 .027 .033 .034 
Table 2 Estimates of weight-size fractions in. 
Table 3 presents estimates of the standard deviations of sample weight-size fractions 
sd(pi). The maximum likelihood estimates for the sd(pi) were closer to the sample stan­
dard deviations than Lwin's estimates for the "large particle" classes. The maximum 
likelihood estimate sd(pî)mz, — y/Covp,,^?(p;, Pi) for the first size class was smaller than 
the corresponding sample sd(pj), but the rest of sd(pijML were slightly greater than the 
sample standard deviations. 
Sieve opening (fxm) 
1.42 1.74 2.01 2.47 3.02 3.49 4.03 4.94 5.70 6.98 9.00 
sample sd(pj .066 .005 .003 .005 .009 .008 .007 .011 .008 .011 .006 
Lwin sd(pi) .035 .006 .006 .009 .011 .011 .013 .019 .019 .028 .039 
ML sd (pi) .024 .011 .009 .012 .012 .011 .011 .013 .011 .013 .015 
Table 3 Estimates of standard deviations of pi. 
Lwin's estimates sd(pi)Lwin = y/CoVfe,âs,n(Pi,Pi) were also greater than the sample 
sd(pi). The estimates sd(pi)Lwin for the smallest size classes were close to the sample 
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sd (pi). However, since these estimates increase with particle size, by the last size class, 
sd(pi)Lwin was about seven times the sample sd(pt). 
Sieve opening ( f i rm)  
1.42 1.74 2.01 2.47 3.02 3.49 4.03 4.94 5.70 6.98 9.00 
Lwin Sd(7Tj) .014 .003 .003 .004 .004 .002 .002 .002 .003 .006 .012 
ML sd(7?j) .010 .003 .002 .002 .001 .001 .001 .002 .001 .002 .003 
Table 4 Standard error of 7?; 
Lwin's analysis and the one presented in Section 3 provide parametric estimates of 
population weight-size fractions tt*. Lwin's (1994) approach to creating standard errors for 
the 7u was to use instead the standard error of the sample weight fractions sd(p*). 
We computed sd(^)^ = yCovj^s^ri^i, ^ i) using the inverse of the Hessian of the 
loglikelihood at the maximum likelihood estimates 7u, and a one-term Taylor approxi­
mation. Lwin (2003) uses M-estimation to compute the variance of the parameter esti­
mators (Jl*s,âs). A valid path to obtaining standard errors for 7T;, sd(^)^^, would be 
to use the estimated covariance matrix for (/I*, as) and a one-term Taylor approxima­
t i o n ,  s d ( j T i ) L w i r i  =  y C o v ^ ) ? s ; ? 1 ( 7 r i , 7 r i ) .  ( S e e  d e t a i l s  i n  A p p e n d i x . )  B o t h  t h e  s d a n d  
sd(7ri)tain are presented in Table 4. 
With the point estimates 7r; and standard errors of the estimated weight-size fractions 
sd(7Ti) presented in Tables 2 and 4 respectively, we can compute approximate 90% confidence 
intervals for population weight fractions tt*, using ixl ± 1.645 sd(^). 
For this dataset, Lwin's estimates are Jl*s = .245, as = 1.287, and t \ = .004 (with rj = 3). 
The maximum likelihood estimates of the parameters of the lognormal size distribution are 
= -1.256 and as = 1.378. The estimates of the other two model parameters are rf = .798 
and r = .0013 (so that a maximum likelihood estimate of /i* is -1.256 + (.798)(1.378)2 = 
.259). Note that, conceptually, 77 is related to the shape of the average particle in the 
sample. However, in this model, the value of 77 also relates to the range of the size of the 
particles in the sample and rf does not necessarily takes values around 3. 
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5 Simulation experiment 
The random behavior of a weight-size distribution of a sample of particles is determined 
by several factors. They are the number and widths of the size intervals, the total weight 
of the sample, the relationship between particle size and weight, and the shape of the 
underlying distribution of size. A small simulation experiment was carried out to compare 
Lwin's estimators to those based on the modeling of Section 3. 
5.1 Scope 
We consider a case where there are k  — 13 size classes and these are based on a square 
root of two geometric progression of boundaries (from 2-3 to 23). Assume also that particle 
size follows a lognormal distribution /(s|jus, crs) truncated to 0 < S < 8. (The parameters 
and &s are the mean and standard deviation of normally distributed log S.)  
Four different lognormal distributions for S were used with f i s  = —2, —1 and a s  = 1, 2 
and were each combined with rj = 0,1, 2,3. These give us 16 weight-size distributions (see 
Figure 1). These parameter values were chosen to produce weight-size distributions of a 
variety of shapes. 
In the discussion in Section 3 we did not assume a particular parametric form for the 
conditional weight distributions, only forms for conditional moments. However, in order to 
simulate selection of successive particle weights until the first time the total accumulated 
weight is greater than or equal to m, one must use some specific form for the conditional 
weight distributions, f(w\s). We used both lognormal and Weibull forms with first and 
second moments as in Equation (5). To create samples of particles we first selected a 
particle size s from a lognormal (fis,crs) distribution. Then we sampled from f(w\s) a 
lognormal distribution with parameters log (s7* k2/\/~k/) and -^/log(k'/k2), or from f(w\s) a 
Weibull distribution with shape parameter a and scale parameter sv k/F(1 + I/o)), where 
the number a is a solution of the equation k'/k2 = 2aF(2/o)/[F(l/a)]2. We repeated this 
process until the first time the accumulated weight was greater than or equal to m. The 
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Figure 1 Theoretical weight-size fractions 7r*, versus log2 size for 16 models. 
value of m was chosen such that all samples had a "large" number of particles (details to 
follow). We set m = 15, 000, k = .6, and k' = .9. Therefore, r = .0001. 
For each combination of parameters under consideration, we generated 100 sets of 5, 
10 and 20 replicates (5, 10 and 20 vectors p). For each set of replicates, we estimated the 
pa rame te r s  o f  i n t e r e s t  and  compu ted  co r r e spond ing  f i t t ed  we igh t - s i ze  d i s t r i bu t ions ,  rc (9 ) .  
The results presented in the next section were obtained using datasets with 10 replicates, 
unless stated otherwise. 
5.2 Results 
All mean numbers of particles in samples obtained from the cases with (fxs,as,ri = 0) 
were about 25,000 particles per replicate. However, as r) changes, the average number of 
particles required to achieve the target weight varies. For example, the largest samples 
were obtained for (fis = -2, <js = 1,77 = 2) which had on average about 187,000 particles 
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per replicate. The smallest samples came for (jus = — 1, as  = 2, rj = 3). On average they 
had about 1,800 particles. 
Figure 1 shows that the shape of the weight-size distributions of the third and fourth 
columns (different /j,s, same as) are very similar. However, samples from lognormals with 
=  — 2  and as = 2 were at least 75% larger than those from lognormals with = — 1 
and as = 2. 
The difference between the theoretical values 7^(0,77) and the mean (across 100 trials) 
of estimates of these weight-size fractions, 7Ti(0, rf), is the estimated bias of weight-size 
fractions. For both methods, the overall mean absolute bias across the 13 size classes 
(Ci,C2, . . . ,C13)  was .0002.  
Both methods gave similar estimates for weight-size fractions for the cases where the 
conditional distribution of weight given size is lognormal and Weibull. (This is to be 
expected because under Section 3's model the exact form of the conditional weight distri­
bution is not relevant in producing the approximate likelihood function. So the maximum 
likelihood estimates do not depend on the exact form of the conditional distributions. Sim­
ilarly, in Lwin's analysis, the parameter values of the density of weight and the correlation 
between size and weight are not required because it uses 77 = paw/as — 3.) 
We computed estimates of the standard deviations of sample weight-size fractions sd(p;), 
as a first check on the effectiveness of the two estimation methods. In Figure 2 note that 
for 77 = 0,1, Lwin's estimates of the standard deviations of sample weight-size fractions, 
sd ( p i ) L w i n  =  \ J  COV^Ô^TJ ( p i ,  P i )  miss the shape of the distr ibution of  the theoret ical  sd ( p i ) .  
For 77 = 2, 3, Lwin's estimates tend to underestimate the standard deviations sd(pj). In 
all cases Lwin's average estimate sd(pi)/AUin increases with particle size. Lwin's estimates 
sd(pi)Lwin are poor estimates of sd(pi). On the other hand, maximum likelihood estimates 
sd (PJ)ML = V Cov^p„f„f(p<,  p i )  seem to be around the theoret ical  sd ( p i ) .  
Lwin (1994) suggests using se\{pi)hwin as a proxy for sd(^). Hence, it seems that one 
would need to compute 7ii ± 1.645 sd{p^Lwin to create 90% confidence intervals for popu­
lat ion weight  s ize fract ions TT*.  In  our simulat ion experiment each combination ( f j , s , a s , r i )  
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Figure 2 Theoretical values and estimates (200 in each panel) of sd(p^ versus 
log2 size. 
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Figure 3 Coverage proportions of 90% confidence intervals for weight-size frac­
tions 7Tj (7Tj ± 1.645 sd(pi)Lwin) versus log2 size. 
has 200 sets of pointwise confidence intervals for tti, tt2, . . . ,  7TI3. One hundred correspond 
to samples generated using a lognormal conditional weight distribution, and 100 intervals 
generated using a Weibull conditional weight distribution. Figure 3 shows the coverage 
proportions of these confidence intervals. Since sd(pi)Lwm increases with particle size, the 
coverage proportion for the larger size classes was above the nominal value of 90%. For 
rj = 2, 3, the coverage proportion for the smaller size classes was below the nominal value. 
This is sd(pi)L1Uin for the smaller size classes tended to underestimate the variation. 
Figure 4 summarizes Lwin and maximum likelihood standard errors of the corresponding 
estimated weight-size fractions. The sd(7Tt) were smaller than the corresponding sd(pi). 
We used point estimates ir* and their standard errors sd^) to make confidence intervals 
for the TTj. Figure 5 shows the coverage proportions of 90% confidence intervals (7r» ± 
1.645 sd(7?i)) for population weight-size fractions based on Lwin and maximum likelihood 
estimates. 
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In both methods, the coverage properties were similar for lognormal and Weibull con­
ditional weight distributions. 
Most of the coverage proportions of confidence intervals for weight-size fractions using 
maximum likelihood estimates were close to the nominal value. Lwin's estimates sd^)^^, 
were in 40% of the cases smaller than the corresponding sd(/7r»)ML- In 65% of cases the mean 
square error of Lwin's 7r, was larger than the mean square error of maximum likelihood's 
7Tj. The coverage proportion of the confidence intervals for population weight fractions 
obtained using sd(?<)was in most cases below the nominal value. 
Using maximum likelihood estimates, the coverage for the case in the bottom-right 
corner of the figures (rj = 3, ns = — 1, as = 2) was considerably below the nominal value. 
This is the case which required on average the fewest particles to achieve the target weight 
in the sampling scheme. It seems that the asymptotic distribution of the weight-size vector 
may not yet capture the behavior of the theoretical weight-size distribution in this case. 
(Presumably it would do so for a larger total weight.) 
We generated data sets with 5, 10 and 20 replicates. As the number of replicates used 
to estimate the parameters increases, the variance of the maximum likelihood estimated 
weight-size fractions sd(7ri)ML decreases. However, the coverage proportions did not change 
as the number of replicates increased, except for the case in the bottom-right corner of the 
figures. 
Besides estimating weight-size fractions, scientists are also interested in estimating quan-
tiles tp of the weight-size distribution. These tp are nonlinear functions g(Q) = tp(0, rj) of 
the model parameters. Therefore, the standard error of tp can be estimated using a one-
term Taylor approximation and, in the case of Lwin's estimates, the covariance matrix of 
(/I*, crs) computed using M-estimation; in the case of the maximum likelihood estimates, the 
inverse of the Hessian of the loglikelihood. (See details for maximum likelihood estimates 
in Appendix.) 
When it is assumed that particles sizes have a lognormal distribution, for the model 
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discussed in Section 3, quantiles satisfy 
/ 
log(tp) = /is+7tâ+CTs®'1 p5> 
log Cfc - (Us + Ws) 
\ 
( 
+ (1 - p)$ 
/ 
log Cq — (/j,s  + Vas) 
V 
(To estimate quantiles based on Lwin's method, we would replace + rja^ with /x* in the 
previous equation.) 
6 Conclusion 
When a lognormal distribution of particle sizes is assumed, Lwin's method and the 
one presented here use the same functions of model parameters for the theoretical weight 
fractions, TT*. However, they are different methods of estimation. 
Lwin's procedure is a kind of maximum likelihood-like method for the parameters of a 
lognormal density of a distribution of size, separate from fitting the asymptotic covariance 
matrix of the sample weight-size fractions. We have used a multivariate normal approximate 
likelihood for a 4-parameter model and obtained maximum likelihood estimates of the 
parameters. 
Using maximum likelihood estimates and sd(7RJ)ML, the coverage proportion of the con­
fidence intervals for the population weight-size fractions was close to the nominal value. 
On the other hand, using Lwin's estimates and standard errors sd(^)^^, the coverage 
proportion, in most cases, was below the nominal value. 
Lwin's suggestion of using sd(pj)as a surrogate for sd(^)Lmm to compute confidence 
intervals for iXi is convenient (although ad hoc) because this gives wider intervals than those 
made using sd(ni)ML-, and most coverage proportions were above the nominal value. 
The methodology discussed here is built on a choice of a standard form for the distri­
bution of particle sizes and a power law relationship for the first and second moments of 
the conditional distribution of particle weight given size. Here we have assumed that the 
particle follows a lognormal distribution. However, the model can be modified to assume 
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a different distribution of particle size and in particular we noted that the Weibull version 
of our analysis may be tractable. 
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Appendix 
M-estimation and Lwin's estimators of (/it*, <ra) 
A vector 0 = (p, a) maximizing 
solves 
Let 
L* = ^2 Pi log7Ti(0) 
i=l 
ip(fi,a) = 
k Pid-Ki 
E  t=1 -ïïidfi* 
k Pid-Ki 
E  
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_ i=l 7I*i d(T _ 
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and define 
Then for 
7Ti 
X 
diu 
On 
k f d2iri 
S \w 
^ I d2Hi 1 dirid-Ki 
5 I dadfi 71 i dfx da 
k J d27Ti 1 d-Kid-Ki 
i = 1  |  d a d / i  7 T i  d f x  d a  
k I d2-Ki 1 
5 I S<72 n 
d-Ki 
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D{n, a) = 
1 d-Ki 1 <9TT2 1 dnk  
— 
71"! djl 7T2 d/JL 7TFE d f J ,  
1 d-K\ 1 Ô7T2 1 DTTFC 
. 7TI da 7T2 9(7 TTFC DCR _ 
B  =  
n° ("' <T)S B 
where 
S = Var(p) 
has entries as in Equation (4), the theory of M-estimation suggests that Lwin's estimator 
(//*, as) is approximately 
MVNo 
X  
and an obvious approximate covariance matrix for Lwin's estimator is 
X ^  / 
where the entries of B  are estimated using Lwin's least squares idea based on the assump­
tion that rj = 3. 
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Variance of nonlinear functions of maximum likelihood estimators 
Let g(.) be a smooth nonlinear function and © the maximum likelihood estimate of 
© = (ixs,as,r],T). The variance of <?(©) can be estimated using the inverse of the Hes­
sian of the loglikelihood at the maximum likelihood estimates E, and a one-term Taylor 
approximation. 
Var (#(©)) 
dg(&) dg{@) dg(@) dg{ S )  
djjbs  ' das  ' drj ' dr 
dg(&) dg{&) dg{&) dg{&) 
djxs  ' das  ' drj ' dr 
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Partial derivatives of #(@) = logt . 
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Variance of TT* using Lwin's estimators 
The variance of ni = ttQu*,as) can be estimated using the covariance matrix of (ju*, as) 
obtained using M-estimation, and a one-term Taylor approximation. 
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STATISTICAL CONSIDERATIONS IN THE DESIGN OF 
PARTICLE SIEVING EXPERIMENTS 
Norma Leyva-Estrada and Stephen B. Vardeman 
Abstract 
Leyva-Estrada and Vardeman (2006) use a multivariate normal approximate likelihood 
to make inferences from weight fraction vectors that result from sieving analysis. Here we 
focus on indentifying sieve configurations that can be expected to provide good information 
on (allow effective statistical estimation of) model parameters. We use the determinant of 
the Fisher Information matrix as a measure of "goodness of a design." We compute an 
approximation of the Fisher Information and study the properties of different choices of 
number of sieves, selection of the finest and coarsest sieves, and placement of the interme­
diate sieves. 
Key words: sieving, sieve sizes, particle size distribution 
1 Introduction 
In sieving, a sample of particles of known total weight is passed through a set of sieves 
with progressively finer meshes using mechanical vibration for a fixed period of time. The 
weight of particles retained on each sieve is measured, producing sample weight fractions 
or what we call a sample "weight-size distribution." 
We study the relation between the choice of particle size intervals (the set of sieve 
"sizes") and the quality of information about a particle system carried by sample weight-size 
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distributions. Our goal is to identify sieve configurations that can be expected to provide 
good information on (allow effective statistical estimation of) important characteristics of 
the particle system. 
A single sieve analysis of a single sample of granular material is usually summarized in 
terms of sample weight fractions or cumulative weight fractions. It is common for subject 
matter scientists to assume that the weight-size distribution follows a standard probability 
distribution "known" to best describe cumulative weights in their areas of study, and to 
use sample weight fractions to somehow estimate parameters. Two common choices of 
parametric forms are the lognormal and Weibull (Rosin-Rammler) distributions. Even 
relatively ad hoc fitting of such forms often provides a useful smoothing of observed weight-
size distributions. But since a weight-size distribution is not even an idealized "relative 
frequency" distribution of the type usually encountered in statistical analyses, how to 
provide measures of precision associated with that fitting is not immediately obvious. 
Lwin (1994) and Leyva-Estrada and Vardeman (2006) have followed a line of inquiry 
opened by Scheaffer (1969) that relates theoretical properties of sample weight-size dis­
tributions to the joint distribution of particle size and particle weight under a "random 
sampling of particles" model. The treatment of Leyva-Estrada and Vardeman (2006) is the 
most comprehensive use of these ideas to date in the realm of inference from sieving data. 
Here we apply the ideas to the question of "How should one choose sieve sizes?" 
2 Model 
For modeling purposes, Leyva-Estrada and Vardeman assume that particles are selected 
one at a time from a large population (large enough to allow one to regard random draws 
as essentially independent) with weights Wx, W2,... being accumulated so that after the 
jth draw one has a value for accumulated weights Aj = W\ + W2 + • • • + Wj for j > 0, 
and the accumulation is stopped the first time that Aj > m, for m a target total weight. 
Scheaffer (1969) notes that renewal theory is useful for describing the nature of the final 
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collections of particles. 
Assume that for 0 < Co < Ci < < C&_i < Ck < oo there are k particle size 
intervals [C0, C\), [Ci, C2), • • • , [C^-i, C^). For Si the size of the ith particle selected, 
Z)i=i < Si < Q\ is the weight in the Ith weight size class accumulated through 
the jth particle selected. 
For f(s\0) a parametric marginal probability density function describing particle size, 
assume the first and second moments of the particle weight distribution conditional on size 
to be 
b = E(W\S = s) = Ks'n and 6(2) = E(W2 \ S = s) = K' S2T>, (1) 
for positive constants K, K' and rj. 
It follows from the analysis of Scheaffer (1969) that a random vector of sample weight 
fractions p = (pi,p2, • • •,Pk-i) is asymptotically (as m —> oo) distributed as (k — 1)-
dimensional multivariate normal with mean tt = (tti, 7r2,..., ftk-i) and a covariance matrix 
rS with entries 
k 
Cov(pi,pu) = r < 
7Ti(l - Xi)j* + tt2 £ Kjl* -1Ï for i = u 
u'=i 
'Ri'R' U  Ë i=i for i 7^ u 
where r = K'/ (m K), 
(2) 
L " a"/(a|6) da 
In the special case when f(s\9) is assumed to be lognormal, it follows that 
$ 
7Ti(0, T ? )  = 
^ log Ci - (/^ + 
y 
$ 
log Ci-1 - (/is + rjafj 
/ 
$ 
log Ck - (/i« 4- \ 
$ 
log Co - Gus + 7?<72) 
CTs 
(3) 
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and 
$ 
^ log Ci - (jia + 2rja2)^ 
l i  =  „T?( As+1.5770-2) \ 
/ 
_ $  
/ 
log Cj_i — (/xs + 2^of) 
cr= 
X 
0 
^ log Ci - {fis + r/o-2)^ 
V 
/ 
$ 
/ 
log Ci_i — ( f j , s  +  T f C T g )  
\ 
Leyva-Estrada and Vardeman consider approximate maximum likelihood estimation for the 
model parameters (0, r), r) based on n weight fraction vectors using the (k — l)-multivariate 
normal distribution with mean TT and covariance matrix rS, as an approximate model for 
an observed weight fraction vector. We apply this model (represented in Equations (2) and 
(3)) to the design (choice of sieve sizes) problem. 
3 Choice of set of sieves 
Associated with the model specified in Equations (2) and (3) there is a Fisher Informa­
tion (FI)  matr ix corresponding to a  single sample weight  fract ion vector  p =  ( p i , p 2 , ,  P k - i ) -
This matrix is related to the large sample (large number of sieve analyses) distribution of 
maximum likelihood estimator of (0, rj, r) and can be thought of as a "per observation" (per 
sieve analysis) measure of how much information a data set provides about a parameter in 
a parametric family with some smoothness properties. 
The "larger" the value of the FI matrix, the more information is conveyed by an obser­
vation. The determinant of the FI matrix is one possible univariate measure of size for the 
matrix and we adopt this as our primary measure of "goodness of a design." 
3.1 Comparing two options 
Let © = (0, r j )  and assume a random vector of sample weight fractions p = (pi, P2, • • •, Pfc-i) 
i s  a s y m p t o t i c a l l y  a  ( k —  l ) - d i m e n s i o n a l  m u l t i v a r i a t e  n o r m a l  w i t h  m e a n  7 r ( © )  =  ( t t i ,  7 r 2 , . . . ,  
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7Tfc_i) and covariance matrix rS(@). Then, 
log/(p|©,r) = ^ ~L\og(2n) - ^  log(det(rS(©))) - -^(p - n)'(Hi®))'1 (p - TT) . 
In order to obtain the FI, one should compute 
6 P  k - 1  1  
-
e^21oS/(PI 0 > t )  =  ~^pr  +  ^ e ( P ~ 7r(0))/(s(@))"1(p - ^ C0)) 
k- 1 
= (4) 
i a 
-B—iog/(p|e,T) = __s—(p-,r(e)y(E(e))-'(p-^(e)) 
1 d 
= ^log(det(S(e))) (5) 
d2 1 d2 
-
ESM^log/(p|e'T) = 2âEÂlog(det(s(e,)) 
1 d2 
+27Em^m(p ~ •"•(e))'(s(®))"1 (P - *-(®)) • 
Let the (i, j )  entry of (£(©))_1 be written as gij( S ) ,  and p i  and TT* denote the i-th element 
of p and TT(©), respectively. Then we write 
(P - 7r(©)),(S(©))"1(p - 7r(©)) = ]T^(©)(p; - 7Ti)(p3- - 7T,) . 
V 
So, 
\ 9 diTi d-Kj 
-QQ 2_y 9ij (©) (Pt - TTi) (Pi ~ = 2-y (©) g^(p, ~ g^(p« -
i,j i,j '  / 
%,(e) ^ , 
+ IP; - ) 
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and 
E  dQJdi t y j  (Pi - 7Ti)(pj - TTj) — ~ J2 • f ) f )  i,j Qv>m 
( X  
d-Ki d-Kj 
gf t(Pi - *i) + g^(Pi - *i) 
h3 
{ P j  -  K j )  + 
d27Tj 
X 
|+5te(0) ^ d-Ki dnj CfTT j (.'7T, ^ ddi ddm dOi dd, 
- E  
hi ddi 
X / 
Since E (pi — ir») = 0, we then have that 
d-Ki d-Kj \ d2gtJ(®) 
(Pi - Kj) + - 7Ti) I + E a/, a (p* - (Pj - Tj) • 
V 
i,j ddm6i 
E (Pi-7Ti)(p,—7Tj) = 
i,i 90, 
Ô7T, d-Kj d-Kj d-Ki \  d2gij (©) 
+E A4 (Pt-7ri)(pJ-7TJ) 
X 
ddl ddm dOi ddm 
«J ddmddi 
Let Ami(©) be the matrix of and 0i second partials of the entries of (£(©)) 1 and we 
then have 
d2 i 
-E 
ddmddi 
log/(p|@,r) = -
2 ddmdd, 
1 
H E-
2r ddmddi 
1 
log(det(©)) 
(p -  7r(©))'(S(©))-1(p -  7r(©)) 
2 ddmddi 
log(det(©)) 
1 
hi 
1 
ÔTTi <9 TTj 07Tj d-TTj 
+ 
X  
ddi ddm ddi dd, 
(6) 
+ 77~E(P  ™ 7 r(©))'(Amz(©)) HP-•«•(©)) 
ZT 
where the first and last summands in Equation 6 are independent of r. For small r (large 
amount of material sieved m), the second summand will dominate Equation 6. 
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Using the information from Equations 4, 5 and 6, 
d2 
dr 
82 
hd 
d2 
-E—log/(p|0,r) = - — 
d 
~
Edïddlhg^P\@,T"> = g^log(det(S(©))) 
1 
So, the FI matrix is 
~
EâOw;log/(p|®'r) 2?E»y(@) 
*,3 
^ d-Ki d-Kj d-Kj d-Ki ^ 
ma# 
V 7 
FI ^ 2r 
An(0) We) 
A i z(ey (A;-l)/T 
for 
An(@) = 
d-Ki d-Kj d-Kj d-Ki 
ddi ddm + ddi dd„ 
V 
and 
AI2(©) — 
d 
— log (det (£ (0) ) ) 
where M is the dimension of 0. Therefore, for small r, 
det FI « — 
X 2 r T 
det An(0) (7) 
Thus, (at least approximately) r is a constant of proportionality in the determinant of the 
FI matrix, and in a sense does not need to be considered in the design problem. That is, 
for the same k number of size intervals, the same set of size boundaries C\, C2,..., Ck-1, 
the determinant of the FI matrix with (9,r),r) is proportional to that with (0, r), r'). So 
(provided they are both small) a design that is good for r will be good for r'. 
For a given set of parameters (0,77, r) and k size intervals, comparison of determinants 
of FI matrices (preferring large values) is a way of comparing two choices of boundaries 
C\,..., Ck-1 and C[,..., C'k_x. 
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It does not seem either feasible or desirable to exactly optimize the choice of C%,..., Ck-\ 
without any constraints (beyond the ordering Cj < Cj+l). In the first place, a search in 
(k-1) dimensional space would be required and this does not seem computationally feasible. 
Secondly, since one can not know in advance the actual parameters © to be faced in a 
particular application of a design, exact optimality for a particular © is in practical terms 
probably not as important as near optimality at that particular © and "good" predicted 
performance for parameter vectors near that particular © That is, in (nonlinear) design 
problems like this, there are robustness issues to consider beyond local optimality. 
3.2 Results 
Assume that particle size follows a lognormal distribution. That is, that log size has a 
normal distribution with mean fxs and standard deviation crs. To begin, suppose that the 
lognormal shape parameter is 1 and that log size has been coded so that the mean of interest 
is /J,s = 0. Also assume that the first and second moments of the particle weight distribution 
conditional on size are as in Equation (1) and consider rj — 0,1, 2, 3 and r = .0001. 
In what follows, we use Co = —oo and Ck  = oo and, to specify a set of particle size 
intervals [C0, C%), [Ci, C2),..., [Ck-\, Ck), we specify k, C\ and C&_i and a "type" of spacing 
for C2, C3,..., Ck-2 between C\ and Ck-1-
For each 77 we considered designs with k from 5 to 20 size intervals (involving 4 to 19 
sieves/size boundaries). 
For each combination of k and 77 we considered 23 different choices of C\ and Ck-1-
Candidates for Cx and Cfe_ 1 were chosen such that (—00, Ci) and [Ck-\, 00) each had 
fractions (TTI and nk, respectively) between .001 and .450 of the total weight, under the 
planning values jis = 0, as = 1 and 77. See Table 1 for the exact values considered. 
.001 .005 .010 .020 .030 .040 .050 .060 .070 .080 .090 .100 
.110 .120 .130 .140 .150 .200 .250 .300 .350 .400 .450 
Table 1 Proportions of weight in the smallest and largest size intervals used in 
the simulation, TTI and trk. 
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For a fixed number of size intervals k, since the normal weight-size distribution is cen­
tered at fis  + r)o2s  = jit*, both C\ and Ck-1 increase linearly in rj. 
By keeping /j,s  = 0 and as  = 1, as the value of rj increases, more of the weight is 
assigned to larger (and heavier) particles. Therefore, the value of the largest boundary 
increases as rj increases. The determinant of the FI (Equation (7)) was computed for each 
given number k of size intervals, values for rj, size boundaries C\ and Ck-i, and type of 
spacing of C2, • • •, Ck-2-
In Table 2 we present the three types of spacing C2, • • •, Ck-2 we considered. 
Type Size intervals boundaries 
1 Equally spaced in size units. 
2 Equally spaced in log size units. 
3 Spaced with equal probability in the weight-size distribution. 
Table 2 Choices of types of spacing of size boundaries C2,..., Ck-2-
For each given number of size intervals (5 < k < 20) we computed the determinant 
of the FI matrix for r] = 0,1,2,3 and for all combinations of C\, Ck-1 and spacing of 
C2,..., Ck-2 and tried to identify "good" choices of sets of sieves. 
As intuition would suggest, the more sieves, the larger the determinant of the best FI 
matrix, when keeping model parameters (/zs = 0, as = 1, 77, r = .0001) fixed, but allowing 
for different boundaries Q and Ck-1 and different types of spacing C2,..., Cfc_2. 
Figure 1 shows the efficiency (the ratio) of the largest determinant of the FI matrix at 
each k (number of size intervals) compared to the value of the maximum determinant of the 
FI matrices computed (determinant when k = 20) for all values of rj. The monotone non-
decreasing behavior is similar for all values of rj although the efficiency increases slightly 
more slowly when 77 = 1 than in the other cases. 
At each k the determinant of the FI matrices were compared with the largest determi­
nant at that number of size intervals. Figure 2 shows the efficiencies of the cases with the 
three largest determinants for each type of spacing at each number of size intervals. 
The top four panels of Figure 2 illustrate the efficiencies of the three best choices 
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Figure 1 Efficiency of the largest determinant of the FI matrix for each k number 
of size intervals with respect to the determinant when k = 20. 
(largest ratios of FI matrix determinant to the optimum). These choices correspond to the 
placement of smallest sieve size C\ and largest sieve size Ck_1 such that values for TTI and 
70c are as shown in the second and last rows of plots in Figure 2. 
The plots in the first column of Figure 2 show that when rj = 0 the best choices (largest 
determinants of FI matrices) come from cases where intermediate sieves C2,..., Ck-2 are 
equally spaced in size units (Type 1 spacing). These Type 1 cases place the smallest 
size boundary C\ such that the first weight fraction -ÏÏ\ is about .15, and the largest size 
boundary Ck-\ such that the weight fraction in the last size interval is irk — .001 (the 
smallest weight fraction used in this study.) When rj = 0, as the number of size intervals 
increases, having the spacing of intermediate sieves C2,..., Ck-2 such that there is equal 
probability placed in the weight-size distribution in log size units (Type 3 spacing) is more 
desirable. In fact, when k > 15, Type 1 and Type 3 efficiencies overlap as the top choices. 
In these cases the placement of boundary weight fractions and 7rfe for Type 3 spacing 
cases coincide with those of Type 1 cases. 
For rj = 1 and k < 10 more information is gathered from the data when C2,..., Ck_2 
are equally spaced in log size units (Type 2 spacing). When k > 10, Type 1 spacing of 
intermediate sieves is preferred. Here, optimal TTI and nk are also small (.02 and .001, 
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Figure 2 Efficiency, TTI and ?(& for the best choices of each type of spacing. 
respectively.) 
When 77 = 2,3, Type 2 spacing and placing C\ and Cfc_i to have -K\ and 7rfc small 
produces large efficiency. In these cases, we are placing negligible weight fractions in the 
first and last size intervals. 
For each design point from Figure 2, we considered fis = (-.5,0, .5), as = (.75,1,1.25) 
and 77 + (—.5,0, .5). (For 77 = 0 we only considered 77 = 0, .5.) We computed efficiencies 
with respect to the largest determinant at each point in this 3x3x3 cube. Averages of 
efficiencies (across all 27 desing points) were computed and results are presented in Figure 
3. On average, the choices of type of spacing are robust to perturbations of the model 
parameters. Results in Figure 3 are compatible with those from Figure 2. 
Notice that as  is the shape parameter for the distribution of particle size f(s |0), and that 
problems with different values of crs have non-negligible probabilities spread over different 
relative range of values. Therefore, different planning values for 77 do not produce equivalent 
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Figure 3 Average of efficiencies (across 27 design points) for the best choices of 
each type of spacing. 
design problems. 
Figure 2 shows the best choices for cases with crs = 1. These are not necessarily the 
best choices for other values of a,Figure 4 illustrates the best choices for crs = 0.5 and 
(7s 1.5. 
4 Example 
Leyva-Estrada and Vardeman (2006) used a data set from Lwin (1994). Applying the 
model described in Section 2, the following maximum likelihood estimates of the model 
parameters were obtained (/ts = —1.256, as = 1.378,rj = .798,f = .0013). For details of 
the analysis, the reader is referred to the earlier paper. 
For {5,..., 20} number of size intervals, direct search for the set of sieves with largest 
determinant of the FI matrix suggests that one chooses sieves with a geometric progression 
of sizes, chooses the smallest sieve size C\ = .018 (such that TTI = .001) and a largest sieve 
size Cfc_ 1 = 1.541 (such that 7T& — .55). For 11 size intervals, the suggested sieve sizes are 
(.018, .030, .049, .080, .131, .215, .352, .576, .942,1.541). 
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5 Discussion 
The Manual on Test Sieving Methods prepared by American Society for Testing and 
Materials (ASTM) gives guidelines on how a sample of powder should be taken, graphic 
presentation of test results, the volume of material for a test sample, and the particle size 
range of different particulate materials. However, it does not give suggestions of "reason­
able" numbers of sieves to be used in the analysis, or suggest whether the sieves should be 
chosen so that all the material passes through the coarsest sieve (in order to have size trun­
cation). It also leaves the decision of placement of intermediate sieves to the subject-matter 
specialist. 
Therefore, sieve analyses are typically carried out based on practical guidelines estab­
lished through experience in the subject. Usually, scientists choose the number of sieves 
according to availability, and they usually use as many sieves as an instrument can handle. 
(Practically in laboratories where frequent sieve analysis are made, sieve shakers are used, 
and it seems that currently industry rarely produces sieve shakers that handle more than 
15 sieves at a time.) 
In this article we propose an approximation of the determinant of the FI matrix to 
compare two designs. We worked with a (non-truncated) particle log size distribution with 
Us = 0 and as — 1. Under these conditions, in general, for all values of rj, it is preferred to 
choose sieve sizes such that essentially all the material passes through the coarsest sieve. 
Also, ideally, when rj > 1 one would preferred that no material passes through the finest 
sieve. 
In rj = 0,1 cases, intermediate sieves C2,..., Cfc_2 equally spaced in size units are 
preferable. Although, as the number of size intervals increases, spacing the size boundaries 
to have equal fractions in the weight-size distribution is also a good choice. When r/ — 2,3, 
equally spaced size boundaries in log size units is a good choice. 
These choices of placement of size boundaries C\,..., Ck-1 are robust to slight deviations 
from the design planning parameter values. However, it is difficult to choose these values 
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by intuition if no previous analyses have been carried out. 
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BAYES STATISTICAL ANALYSES OF SIEVING DATA 
Stephen B. Vardeman, Norma Leyva-Estrada, Joanne R. Wendelberger, 
Jennifer C. Huckett, and Michael A. Fletcher 
Abstract 
Leyva-Estrada and Vardeman (2006) have used likelihood methods and an approxi­
mate multivariate normal likelihood (of Scheaffer (1969) and Lwin (1994)) for measured 
weight fractions in a particle sieving study with replication to provide inferences concern­
ing "population" weight-size distributions and particle size distributions. In this article we 
consider Bayes analyses for data from particle sieving studies based on the model employed 
by Leyva-Estrada and Vardeman. In the "one sample" (replicated sieve analyses from a 
single batch of particles) context, we treat both analyses based on the same approximate 
likelihood used in the earlier work and also a corresponding approximate likelihood for 
vectors of log ratios of weight fractions. We demonstrate that for the motivating exam­
ple of Leyva-Estrada and Vardeman (taken from Lwin (1994)), likelihood inferences are 
essentially obtainable from the use of "flat" priors on the model parameters. We then con­
sider a hierarchical context, where a single process produces batches of particles and the 
data available are (replicated) weight fraction vectors from several different batches. For 
an example involving PBX powder, we make Bayes inferences about the process and the 
batches using approximate multivariate normal likelihoods for both weight fractions and 
for log ratios of weight fractions. 
Key words: particle size distribution, Bayesian sieve analysis 
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1 Introduction 
We consider contexts where specimens of a granular material are taken from a large 
supply of the material and run through a set of progressively finer sieves and the frac­
tions of the specimen weight captured on each sieve are measured to provide the basis for 
a characterization of the material. Following Scheaffer (1969) and Lwin (1994), Leyva-
Estrada and Vardeman (2006) noted that a model of random sampling of particles up to a 
fixed target specimen weight produces an approximately multivariate normal distribution 
for weight fraction vectors, whose parameters depend upon the bivariate distribution of 
sizes and weights of particles in the supply of material. In particular, Leyva-Estrada and 
Vardeman used a lognormal assumption on the (marginal) distribution of particle sizes and 
a power law assumption on the mean and standard deviation of weight for particles of a 
given size to arrive at relatively simple 4-parameter multivariate normal approximate dis­
tributions for weight fraction vectors. (Notice that in some sieving studies many sieves will 
be used, so that highly pattered covariance matrices will be involved for any such model 
with relatively few parameters.) For details of that development, the reader is referred to 
the earlier paper. But we will need the notation of Leyva-Estrada and Vardeman here, 
so proceed to summarize those parts of their modeling that are required for the present 
analysis. 
Let particle size be denoted by S and particle weight be denoted by W. Suppose 0 < 
C 0  < C\ < • • • < Ck < oo and k particle size intervals are [Q_i, Q) for i = 1, 2,,.., k (and 
therefore corresponding sieve sizes C\ < • • • < Ck-1) and that observed specimen weight 
fractions are pi,p2, • • • ,Pk• If S is lognormal, E[VK|6" = s] — KSV and E[^|6" = s] = K'S2,?, 
and one adopts a model for the generation of specimens of random sampling of particles 
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up to a fixed weight, it follows that 
P2 
~ MVNfc (ir, E) 
for 7T and S relatively simple functions of the lognormal parameters, r j ,  and r = K' / ( m k )  
for m the specimen target weight. 
That is, if log S is N(jLts, of), the cumulative weight fraction up to size s turns out to be 
A , . /, _ , . 
$ 
log s  ~ ( n a  +  T ) C T g )  log Co - (/Ms + rjcrl) 
a. 
CHf(a) = V / X / 
$ 
^ log Ck - (JJLS + RJA^)\ ( 
- <É> log Co - ( f i s  +  T ) ( j f )  
We will write 
AC = fJ" + V°s 
and thus have 
and 
/ 
$ 
log s -
<£> 
log C0 — n 
Us = fi*s — r}a2s and CW (s) V 
logCt -X 
$ I I - 5> 
/ log C0 - n \ ' 
/ 
7T — 
/ X 7Tl 
7T2 
\ 7T& / 
for TTi = CMf (Ci) - CMT (Q_i) i = 1,2,... ,t. 
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Then, let 
/ 
$ 
logQ- + X / 
— pV(ni+-SvVs) X H ~c / 
log Cj_i — (/j,* + r)a2s) 
\ 
$ 
( log Ci - n*\ 
\ 
- $ 
/ 
log Cf_i — //* 
It follows then that we may write the entries of S as 
Coy(pi,pu) = T < 
7Ti(l - TTib* + 7T»? ( £ T T j l f j  ~  l * i  )  i O T  i  =  U  
TTiTTVi E ^ 7; -7Z - iC 
3 = 1 
for i ^  u 
(1) 
and we have an approximate distribution of p' = (pi,p2, • • • , P k )  parameterized by the 4 
parameters /xs and <7S (that describe the normal or truncated normal "cumulative weight 
fraction as a function of log size" function), rj (that other authors have pointed to as 
potentially characterizing the "shape of average particles" and suggested should be between 
0 and 3) and T that is some scaling factor on the covariance matrix (that is inversely 
proportional to the total weight of the specimen being sieved). 
Whether or not one is completely comfortable with the set of assumptions that were 
employed to produce this large m distribution for p, the final form is an extremely attractive 
one. It is completely common practice in the analysis of sieving data to treat the cumulative 
weight fraction function as having the shape of a normal cdf in the argument logs. That 
the expected value of p is TT can not be more natural. Large m multivariate normality is 
surely plausible. And form (1) provides a defensible patterned structure for E, without 
which for typical large numbers of sieves and typical very small numbers of observation 
vectors, anything like formal statistical inference seems quite hopeless. 
Probably the biggest drawback of the modeling just described is that although the 
approximate model guarantees that with probability 1 the observed weight fractions sum 
to 1, there is positive (and appreciable for m small enough) probability assigned to the 
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event that at least one observed weight fraction is negative. An alternative to direct use of 
the limiting distribution for p under the Leyva-Estrada and Vardeman assumptions is to 
consider instead the limiting distribution of the vector of log ratios of k — 1 elements of p 
to the other (fixed) element of p. For example, choosing to make ratios to px, one might 
consider the limiting distribution of 
^ log P2 - log pi X 
log p3 - log Pi 
^ logPfc - log Pi 
This is MVNfc-i ( S ,  A) for 
<5 = with 5i = log 7Tj — log Tri i = 2,..., k, 
\ ^  7 
and A with entries 
Cov(8i ,  8U )  =  r  < 
1 1 
—7* H 7i for i = u 
1 
' • (2) 
for i ^ u 
Of course, one can write the population weight fractions associated with the various inter­
vals in terms of the quantities & as 
exp (5i) 
7ÏV = for 2 j . . .  j  1c. 
1 + Ei=2 exp (^) 
Our intention in this article is to consider Bayes analyses of replicated sieving data based 
on approximate MVN likelihoods for either p or q parameterized by yit*, crs, 77 and r. Among 
other things, this will allow us to place completely rational "error bounds" on values of the 
cumulative weight fraction function and its inverse, a development that should be of some 
real interest to practitioners. 
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2 Bayes analyses of "one sample" sieving studies 
First consider a situation where n specimens of the same supply of material are sieved 
and weight fraction vectors Pi,p2, • • • ,pn are observed. Let = 1 and r2, r3,..., rn be the 
weights of specimens 2 through n relative to the weight of specimen 1. For an arbitrary 
choice of k — 1 of the k weight fractions (for sake of example we will use those for size 
intervals 2 through k), we will let 
Pi = the (k - 1) -dimensional sub-vector of p{, 
and let 
Qi = the (k — 1) -dimensional vector of log weight fraction ratios corresponding to p, 
as considered in the Introduction. 
2.1 Generalities 
According to the models in the Introduction, both p^ and ^ have non-singular approx­
imately MVNfc_i distributions. So, let 
be the MVN&_i pdf made using the appropriate (k — 1) entries of tt and the appropriate 
(k — 1) x (k — 1) sub-matrix of £. Similarly, let 
h ( q \ v * s , V s , r i , T )  
be the MVN&-1 (5, A) pdf. 
With this notation, a likelihood function based on the weight fraction vectors is 
n 
L p ( l i * s , v s , V , T )  =  f  (Pi\li*s,(Ts,V, T r i )  (3) 
i—1 
and a likelihood function based on the vectors of log ratios of the weight fractions is 
Lq (/4 &S, V, T) = fiH VA, V, RN) (4) 
i= 1 
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Then, for g  ( / / * ,  c r s ,  r j ,  r) a joint prior density for the parameters //*, a s ,  77, and r, posterior 
densities for the parameters are 
g ( v * s , V s , V , T \ p 1 , p 2 , - - - , p n )  OC L p  A S ,  T ] , T )  g  ( F J , * S ,  A S ,  77, r) (5) 
and 
ce r) (6) 
Upon employing Markov Chain Monte Carlo to sample from one of these posteriors, credible 
intervals for parametric functions t (//*, as, r),r) are immediate, as are predictive posteriors 
of an additional weight fraction vector pnew. 
2.2 An example 
Leyva-Estrada and Vardeman (2006) use a data set from Lwin (1994) consisting of 
sieving results from 6 specimens of about 2g each of scheelite-ore fines, pre-truncated to 
contain only particles below 9.00 pim in size. These data are reproduced in Table 1. 
Particle size 
(pm) 
n 
1 2 3 4 5 6 
[0,1.42) .523 .658 .557 .641 .492 .550 
[1.42,1.74) .070 .061 .062 .068 .073 .068 
[1.74,2.01) .041 .035 .042 .036 .042 .042 
[2.01,2.47) .064 .048 .057 .053 .059 .056 
[2.47,3.02) .065 .041 .058 .046 .063 .055 
[3.02,3.49) .047 032 .046 .031 .048 .043 
[3.49,4.03) .038 .023 .036 .028 .040 .035 
[4.03,4.94) .045 .037 .052 .036 .065 .052 
[4.94, 5.70) .038 .024 .035 .027 .046 .031 
[5.70,6.98) .046 .029 .037 .028 .055 .051 
[6.98,9.00) .023 .012 .018 .006 .017 .017 
Table 1 Six vectors of weight fraction vectors p from Lwin (1994). 
A relatively ad hoc analysis of Lwin suggests that roughly pi* « .25 and as œ 1.29 
are consistent with the data. Figure 1 is a plot of six sample cumulative weight fraction 
functions and CW(s) (for s on a log scale) for these values. 
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O tti oo 
log size 
Figure 1 Lwin's data and his suggested C W { s ) .  
The maximum likelihood analysis of Leyva-Estrada and Vardeman based on likelihood 
(3) produced point estimates /2* = .259, as = 1.378, rf — .798, and f = .0013. Maximum 
likelihood based on likelihood (4) produces point estimates fi* = .217, as = 1.286, rf = 1.177, 
and T = .0009. We wish here to consider Bayes analyses of Lwin's data. 
We used the WinBUGS package to do the Bayes analyses we will present in this article. 
Using this software, we had substantial difficulty implementing a Bayes analysis based on 
the likelihood (3). It appears that reasonable priors in this problem produce posteriors (5) 
placing nontrivial probability on parameter vectors (yn*, <7S, 77, r) that have nearly singular 
(k — 1) x (k — 1) sub-matrix of S needed to compute / (p\n*s, as, rj, T). The same priors 
that led to numerical difficulties with likelihood (3) did not lead to numerical problems 
based on likelihood (4). So henceforth we proceed to discuss the results of Bayes analyses 
based on the likelihood (4). 
Prior Prior for /1* Prior for l / a 2 s  Prior for r )  Prior for r 
1 Normal (0,1000) Gamma(36,60) Uniform(0,3) Exp(.OOl) 
2 Normal (0,1000) Gamma(6,10) Uniform(0,3) Exp(.01) 
3 Uniform(—100,100) Uniform(.Q01,1000) Uniform(0,3) Uniform(0,1) 
Table 2 Priors for Bayes analyses of Lwin's data. 
57 
We employed priors of independence for the elements of (//*, crs, 77, r). Our choices are 
summarized in Table 2. (The second parameter of the normal distributions is the variance 
and the parameters of the exponential distributions are the means.) 
Approximate posterior medians and 95% credible intervals for the model parameters 
are summarized in Table 3. 
Prior At* CTs V T 
1 median .22 1.29 1.17 .0010 
credible interval (14,32) (1.17,1.43) (.43,1.89) (.0004, .0025) 
2 median .22 1.27 .98 .0013 
credible interval (.13, .33) (1.13,1.46) (.13,1.82) (.0004, .0039) 
3 median .22 1.25 .87 .0015 
credible interval (.13, .32) (1.11,1.44) (.08,1.74) (.0005, .0043) 
Table 3 Posterior medians and 95% credible intervals for model parameters from 
Lwin's data. 
In qualitative terms, the story told by Table 2 is that inferences for the two parame­
ters /i*s and as (that completely determine CW(s) and are to some extent easily estimated 
t h r o u g h  t h e  f a c t  t h a t  a v e r a g e  s a m p l e  c u m u l a t i v e  w e i g h t  f r a c t i o n s  a r e  c o n s i s t e n t  f o r  C W ( s ) )  
are relatively insensitive to the choice of prior. According to the modeling, sample infor­
mation about rj and r is available only through the dependence structure internal to the 
sample weight fraction vectors, and can be expected to be much weaker than that available 
on fi*s and as. So it is not surprising that (at least in light of the fact that log (9.00) = 2.20 
and log (1.42) = .35) n* and as seem far more precisely determined than the parameters rj 
and r, and that inferences for the latter seem far more sensitive to the precise form of prior 
assumptions employed. It is also worth noting that the inferences summarized in Table 2 
are completely compatible with the maximum likelihood estimates of the model parameters 
based on likelihood (3). 
This kind of statistical analysis is one where there is probably more practical interest in 
parametric functions and predictions associated with the model than there is in the specific 
values of individual model parameters. In particular, there is typically scientific interest in 
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a sieving study in values of the parametric functions 
CW(a)andCW-i(p) (7) 
(the cumulative weight fraction function and the function giving particle sizes corresponding 
to input cumulative weight fractions), perhaps 
ni = CW(Q) - CMf(Q_i), (|g) 
and for pnew (an additional unobserved weight fraction vector) the values 
i 
Pnew.i and tnew,i = ^ ] Pnew,i (9) 
j=1 
(the last of these is the set of empirical cumulative weight fractions associated with pnew). 
For a given s, p G (0,1), or i, all of the values (7) and (8) are parametric functions 
whose posteriors are easily approximated during the run of an M CMC algorithm. Posterior 
predictive distributions for (9) are equally easily approximated. For purposes of illustration, 
Tables 4, 5 and 6 summarize Bayes inferences for some quantities like these for Lwin's data 
and the priors of Table 2. 
Prior 1 Prior 2 Prior 3 
Particle size 
median credible median credible median credible (/mi) interval interval interval 
[0,1.42) .58 (.55, .60) .58 (.55, .60) .58 (.55, .60) 
[1.42,1.74) .64 (.62, .66) .64 (.62, .66) .64 (.62, .66) 
[1.74,2.01) .69 (.67, .71) .69 (.66, .71) .69 (.67, .71) 
[2.01, 2.47) .75 (.73, .77) .75 (.73, .77) .75 (.73, .77) 
[2.47,3.02) .80 (.78, .82) .81 (.78, .83) .81 (.78, .83) 
[3.02,3.49) .84 (.82, .86) .84 (.82, .86) .84 (.82, .86) 
[3.49,4.03) .87 (.86, .89) .87 (.85, .89) .88 (.86, .90) 
[4.03,4.94) .91 (.90, .93) .92 (.90, .93) .92 (.90, .93) 
[4.94, 5.70) .94 (.93, .95) .94 (.93, .95) .94 (.93, .95) 
[5.70,6.98) .97 (.96, .98) .97 (.96, .98) .97 (.96, .98) 
[6.98,9.00) 1.00 1.00 1.00 
Table 4 Posterior medians and 95% credible intervals for some values of cumu­
lative weight fraction CW(s), based on Lwin's data. 
Table 4 suggests no appreciable difference between posterior inferences for the values of 
CW(s) based on the three different priors. 
59 
Prior 1 Prior 2 Prior 3 
median credible median credible median credible V interval interval interval 
.1 -1.48 (-1.65,-1.32) -1.46 (-1.68,-1.26) -1.44 (-1.66,-1.23) 
.2 -.93 (—1.05, —.81) -.91 (-1.06,-.77) -.90 (—1.05, —.74) 
.3 -.53 (-.62,-.44) -.52 (-.63,-.41) -.51 (—6.2, —.39) 
.4 -.19 (—.26, —.12) -.19 (—.27, —. 10) -.18 (-.26,-.09) 
.5 .12 (.06,. 18) .12 (.05,.19) -.12 (.06, .20) 
.6 .42 (.36, .47) .42 (.36, .49) .42 (.36, .49) 
.7 .74 (.67, .81) .74 (.67, .82) .73 (.66, .81) 
.8 1.09 (1.02,1.17) 1.08 (1.01,1.18) 1.08 (1.00,1.17) 
.9 1.52 (1.45,1.60) 1.52 (1.44,1.60) 1.51 (1.42,1.60) 
Table 5 Posterior medians and 95% credible intervals for some values of (log) 
p a r t i c l e  s i z e  c o r r e s p o n d i n g  t o  c u m u l a t i v e  w e i g h t  f r a c t i o n  p ,  C W ~ 1 ( p ) ,  
(expressed on a log scale) based on Lwin's data. 
In Table 5 notice that for values of p much below about .6, the inferences concerning 
CW~1(p) are extrapolations from Lwin's data, and are based entirely on the assumed 
functional form of CW(s). It is thus not surprising that while there are no huge differences 
between the results for the three priors indicated in Table 5, those that are most evident 
are those associated with small p. Qualitatively, it seems that the data carry enough 
information to outweigh the influence of the prior on those inferences that have some direct 
connection to observables. 
Prior 1 Prior 2 Prior 3 
Particle size 
(/xm) median 
prediction 
interval median 
prediction 
interval median 
prediction 
interval 
[0,1.42) .56 (.50, .62) .56 (.50, .62) .56 (.50, .62) 
[1.42,1.74) .63 (.56, .69) .63 (.56, .69) .63 (.56, .69) 
[1.74,2.01) .67 (.60, .73) .68 (.60, .74) .68 (.60, .74) 
[2.01,2.47) .74 (.66, .80) .74 (.66, .80) .74 (.76, .80) 
[2.47,3.02) .79 (.71, .85) .80 (.71, .85) .80 (.72, .85) 
[3.02,3.49) .83 (.74, .88) .83 (.75, .89) .83 (.75, .89) 
[3.49,4.03) .86 (.78, .91) .87 (.78, .92) .87 (.79, .92) 
[4.03,4.94) .91 (.82, .95) .91 (.83, .95) .91 (.84, .95) 
[4.94,5.70) .94 (.86, .97) .94 (.86, .97) .94 (.87, .97) 
[5.70,6.98) .97 (.90, .99) .97 (.91, .99) .97 (.92, .99) 
[6.98,9.00) 1.00 1.00 1.00 
Table 6 Posterior medians and 95% prediction intervals for cumulative sums of 
entries of a new weight fraction vector pnew. 
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Table 6 presents what is effectively a cumulative view of the kind of predictions provided 
in Table 5. Once again, there is not much variation in the predictions across the three priors. 
0> 
o 
c 
o 
t> 2 . 
£ 
? 
5  2 -
Figure 2 Posterior inferences with Prior 1 based on Lwin's data. 
Figure 2 summarizes the inferences for Prior 1 provided in Tables 3, 4, 5, and 6 along 
with again presenting Lwin's data. The continuous curve is a plot of CW(s) based on the 
posterior median values of the model parameters. The figure shows that the Bayes calcu­
lations provide quite plausible quantifications of uncertainty of estimation and prediction 
relative to the variation seen in Lwin's six data vectors. 
3 Bayes analyses of sieving studies with hierarchical structure 
In the previous section we addressed the case where from the same supply of material 
(say, a jth batch), n weight fraction vectors Pji,Pj2, • • • ,Pjn were gathered. Here we 
consider the possibility of sampling n specimens from each of j > 1 different batches. 
sample and fitted cumulative p\ 
CW{s)  
cumulative p„ew 
log(s) corresponding to CW(s) = p 
0.0 0.5 1.0 
log size 
1.5 2.0 
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3.1 Generalities 
Let denote the it h replicate taken from the jth batch of material. As before, let 
pji and be the (k — l)-dimensional sub-vectors of and the corresponding vector of 
sample log ratios of weight fractions, respectively. 
Let S be the size of a particle and assume that log5 is N(/xs, erf). Then the cumulative 
weight fraction function is the N(//*, of) cdf for size on the log scale. In order to accommo­
date samples from different batches, we modify the model in the last section by allowing 
the model parameters /i* and as to vary batch-to-batch (around the characteristics of the 
process that generated the different batches). That is, we suppose that 
hUh ~ild N(*c I/O 
independent of I/olatch = £batch, 
Wet r(a, /?). 
We will adopt priors of independence 
/j,*s ~ N(/t0,1/Co) 
£ ~ Unif(ao, bo) 
a ~ Exp(lOOO) 
P ~ Exp(lOOO) 
where all variables with a subscript 0 (e.g., /x0) are constants, the second parameter of a 
normal distribution is the variance and the parameter of an exponential distribution is the 
mean. 
In light of the potential interpretation of rj as a parameter related to particle shape, we 
assumed all batches had the same parameter rj. We also assumed that specimens were of 
the same size (all r# = 1) and used the following priors, 
ri ~ Unif(0,3) 
T  ~ Exp(Ao) • 
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As in the "one sample" case, using an MCMC algorithm, we can obtain posterior 
distributions of the model parameters and parametric functions. Also, predictive posteriors 
distributions for an unobserved weight fraction vector are possible. 
3.2 An example 
Sieving data from plastic-bonded explosive (PBX) 9501 powder collected at the Mason 
& Hanger-Silas Mason Co., Inc., Pantex Plant were obtained from scientists at Los Alamos 
National Laboratory, and were previously studied by Huckett and Wendelberger (2002). 
Samples were obtained from 6 different batches of material, taking 2 specimens from each 
batch. Each sample was divided in 22 size intervals, without truncating particle sizes (i.e., 
Co = 0 and C& = oo.) The weight retained in each sieve was measured. These data are 
shown in Table 7. 
Figure 3 presents a plot of 
Under the assumption that particle size follows a lognormal distribution and a power 
law regression of the average conditional weight (across all specimens) on size, one should 
expect this "normal plot" to be reasonably linear. However, we could argue that the plotted 
points for the first and second halves of the size intervals look linear only if the two parts 
of the plot are considered separately. 
Note that the progression of sieve sizes used in this study changes around mid-range 
of log size. The first half of the sequence of sieve sizes has constant differences in raw size 
units, and the second half has roughly constant differences in log size units. This, together 
with the "broken stick" looking "normal plot" for the average empirical cumulative weight 
fraction suggest two intrinsically different measuring methods for small and large particles. 
Therefore, we conducted separate analyses for small and large particles. 
Figure 3 suggests that the mean of the cumulative weight distribution (fi*) of the particle 
process is about log S = 4.7. We assumed that the mean of cumulative weight for each 
$ 1 vs log Ci+1 for i — 0,1,. . . ,  k  -  1.  
Particle size Batch 1 Batch 2 Batch 3 Batch 4 Batch 5 Batch 6 
(jim) i = 1 i = 2 i = 1 i = 2 i = 1 i = 2 i = 1 i = 2 i = 1 i = 2 i = 1 i = 2 
[0,10) .1925 .2023 .2051 .1962 .1873 .1790 .2352 .2408 .1211 .1462 .2013 .1730 
[10,20) .0594 .0540 .0657 .0632 .0562 .0593 .0537 .0605 .0550 .0548 .0524 .0521 
[20, 30) .0426 .0275 .0331 .0430 .0429 .0451 .0241 .0364 .0579 .0405 .0282 .0276 
[30,40) .0273 .0335 .0358 .0291 0282 .0290 .0279 .0225 .0419 .0548 .0341 .0355 
[40, 50) .0273 .0282 .0284 .0247 0256 .0259 .0232 .0220 .0440 .0504 .0263 .0285 
[50,60) .0416 .0331 0333 .0370 .0384 .0393 .0278 .0324 .0611 .0480 .0281 .0291 
[60, 70) .0261 .0314 .0271 .0222 .0229 .0253 .0224 .0193 .0332 .0397 .0259 .0265 
[70,80) .0342 .0364 .0287 .0283 .0335 .0319 .0232 .0261 .0431 .0409 .0299 .0297 
[80,90) .0294 .0209 .0192 .0246 0259 .0291 .0164 .0218 .0350 .0238 .0207 .0187 
[90,100) .0237 .0270 .0265 .0210 .0233 .0238 .0225 .0183 .0320 .0262 .0253 .0260 
[100,130) .0970 .0999 .0751 .0853 .0940 .0978 .0751 .0740 .0917 .0885 .1117 .0970 
[130,150) .0678 .0635 .0528 .0579 0652 .0597 .0516 .0545 .0581 .0631 .0631 .0764 
[150,180) .0852 .0973 .0834 .0737 .0682 .0683 .0901 .0731 .0725 .0781 .1182 .1187 
[180,212) .0759 .0636 .0660 .0743 .0577 .0581 .0687 .0763 .0652 .0524 .0752 .0790 
[212,250) .0606 .0660 .0723 .0690 .0631 .0634 .0858 .0765 .0574 .0598 .0622 .0749 
[250,300) .0450 .0455 .0572 .0555 .0695 .0687 .0781 .0716 .0460 .0468 .0419 .0483 
[300, 355) .0206 .0200 .0247 .0264 .0347 .0335 .0314 .0306 .0255 .0227 .0176 .0202 
[355,420) .0189 .0181 .0230 .0253 .0305 .0267 .0226 .0213 .0252 .0240 .0156 .0165 
[420, 500) .0129 .0150 .0195 .0192 .0186 .0190 .0127 .0121 .0189 .0181 .0114 .0107 
[500,600) .0072 .0062 .0099 .0125 .0086 .0095 .0048 .0059 .0103 .0111 .0051 .0067 
[600,710) .0031 .0053 .0064 .0051 .0033 .0056 .0018 .0023 .0032 .0065 .0023 .0029 
[710, oo) .0017 .0055 .0067 .0064 .0026 .0020 .0008 .0018 .0017 .0036 .0034 .0019 
Table 7 PBX weight fraction vectors from 6 batches, with 2 specimens each. 
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Figure 3 "Normal plot" for average empirical cumulative weight fractions of the 
PBX data. 
batch varies around the process mean and ultimately employed the hopefully relatively flat 
priors 
K - N(4.7,100) 
£ ~ Unif(l, 100000) 
rj ~ Unif(0,3) 
T  ~ Exp(.Ol) 
These priors were used in Bayes analyses to estimate the process and batch parameters 
based on the likelihoods (3) and (4). 
In sieving experiments there is more practical interest in predictions associated with the 
model than in the model parameters. However, we include posterior inferences for model 
parameter estimates in Table 8. 
Prediction inferences for C W ( s )  and CW-1(p) shown in Tables 9 and 10 from both 
models are closer than the inferences for model parameter estimates from Table 8. 
Note also that the 95% credible intervals for these predictions are narrower when mod­
eling q (log ratios of weight fractions) than when modeling p (weight fractions). 
In Tables 9 and 10 we present estimates for a "new" batch, a realization of the overall 
log size 
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Modeling p Modeling q 
Sieves Parameter median interval median interval 
smallest K 4.72 (4.59,4.87) 4.77 (4.64,4.89) 
f^^batch 2.69 (2.40,3.07) 2.76 (2.48,3.13) 
V .081 (.003,.292) .042 (.002,.165) 
T .003 (.001,.005) .003 (.001,.004) 
largest K 4.73 (4.69,4.77) 4.63 (4.59,4.67) 
l^&batch .701 (.670,.736) .792 (.762,.824) 
V .029 (.001,.155) .035 (.001,.184) 
T .002 (.001,-002) .004 (.002,.005) 
Table 8 Posterior medians and 95% credible intervals for model parameters. 
process. Table 11 shows estimates of the mean and standard deviation of the weight-size 
distribution of log size for the 6 observed batches. 
4 Conclusion 
The present Bayesian approach used with a "one sample" sieving experiments (when 
n specimens are drawn from one batch of material) is easily generalized to hierarchical 
modeling where n specimens are drawn from more than one batch of material. It seems 
reasonable that there is an underlying weight fractions distribution of the whole process, 
and that the model parameters from each single batch of material share the characteristics 
of the process. 
The estimates obtained from the Bayesian model analyses in this article are not sensitive 
to the choice of prior distributions. In the "one sample" scenario, the model parameter esti­
mates based on the log weight fraction ratios are compatible with the maximum likelihood 
estimates obtained in Leyva-Estrada and Vardeman (2006). Point and interval estimates 
obtained from this likelihood are reasonable. 
The analysis presented here provides a rational quantification of uncertainty to associate 
with inferences from sieving data. Predictions associated with parametric functions of 
model parameter estimates from each one of two likelihoods are compatible. However, 
predictions based on the likelihood of log ratios of weight fractions tend to produce narrower 
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Modeling p Modeling q 
Sieves Ciy(a)m«o median interval median interval 
smallest [0,10) .18 (.12,.25) .18 (.12,.25) 
[10,20) .26 (.20,.32) .26 (.20,.32) 
[20,30) .31 (.25,.36) .31 (.26,.36) 
[30,40) .35 (.30,.39) .35 (.30,.39) 
[40,50) .38 (.34,.42) .38 (.34,.41) 
[50,60) .41 (.37,.44) .40 037,.43) 
[60,70) .43 (.39,.46) .42 (.39,.45) 
[70,80) .45 (.42,.48) .44 (41,-47) 
[80,90) .47 (.44,.49) .46 (.43,.49) 
[90,100) .48 (.45,.51) .48 (.45,.50) 
largest [100,130) .58 (.53,.62) .62 (.59,.65) 
[130,150) .66 (.61,.70) .68 066,.71) 
[150,180) .75 (.71,.78) .76 (.74,.78) 
[180,212) .81 (.78,.85) .82 (.80,.84) 
[212,250) .87 (.84,.90) .87 (.85,.89) 
[250,300) .92 (.89,.94) .91 (.90,.93) 
[300,355) .95 (.93,.97) .94 093,.95) 
[355,420) .97 (.95,.98) .96 (.95,.97) 
[420,500) .98 (.97,.99) .98 (.97,.98) 
[500,600) .99 (.98,1.00) .99 (.98,.99) 
[600,710) 1.00 (.99,1.00) .99 (.99,1.00) 
[710, oo) 1.00 1.00 
Table 9 Posterior predictive medians and 95% credible intervals for sums of en­
tries of a new weight fraction vector pnew. 
Modeling p Modeling q 
Sieves V median interval median interval 
smallest .2 2.49 (1.65,3.02) 2.47 (1.70,2.99) 
.3 3.33 (2.79,3.69) 3.34 (2.84,3.68) 
.4 4.04 (3.74,4.28) 4.07 (3.79,4.29) 
.5 4.72 (4.55,4.91) 4.77 (4.60,4.94) 
largest .6 4.91 (4.83,4.99) 4.83 (4.77,4.89) 
.7 5.10 (5.02,5.18) 5.05 (4.99,5.10) 
.8 5.32 (5.23,5.42) 5.30 (5.24,5.36) 
.9 5.63 (5.52,5.75) 5.65 (5.58,5.72) 
Table 10 Posterior predictive medians and 95% credible intervals for some values 
of (log) particle size corresponding to cumulative weight fraction p,  
CW~l{jp)new, (expressed on a log scale). 
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Modeling p Modeling q 
V'batch &batch ftbatch Gbatch 
Batch median interval median interval median interval median interval 
1 4.71 (4.56,4.88) 2.69 (2.41,3.01) 4.77 (4.62,4.91) 2.81 (2.50,3.16) 
2 4.72 (4.57,4.88) 2.78 (2.49,3.11) 4.76 (4.61,4.90) 2.80 (2.50,3.14) 
3 4.72 (4.56,4.89) 2 62 (2.36,2.93) 4.77 (4.63,4.91) 2.69 (2.41,3.01) 
4 4.72 (4.57,4.89) 3.20 (2.81,3.66) 4.77 (4.61,4.91) 3.21 (2.81,3.69) 
5 4.71 (4.55,4.87) 2.11 (1.89,2.38) 4.76 (4.62,4.89) 2 23 (1.94,2.55) 
6 4.73 (4.59,4.93) 2.75 (2.46,3.10) 4.78 (4.65,4.97) 2.82 (2.52,3.16) 
1 4.71 (4.66,4.75) .69 (.65,.73) 4.63 (4.58,4.68) .79 (.75,.83) 
2 4.74 (4.70,4.78) .72 (.69,.78) 4.64 (4.59,4.69) .81 (.77,.86) 
3 4.74 (4.70,4.78) .72 (.68,.78) 4.63 (4.59,4.68) .79 (.76,.83) 
4 4.75 (4.71,4.80) .69 (.65,.73) 4.63 (4.57,4.67) .79 (.75,.82) 
5 4.71 (4.65,4.75) .71 (.68,.77) 4.63 (4.57,4.67) .79 (.76,.83) 
6 4.73 (4.70,4.78) .66 (.61,.71) 4.63 (4.58,4.68) .78 (.74,.82) 
Table 11 Posterior predictive medians and 95% credible intervals for batch 
parameters. 
95% credible intervals than those based on raw weight fractions. 
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CONCLUSIONS 
This dissertation has presented methods for handling information from sieving data 
studies. Based on ideas of Scheaffer (1969) and Lwin (1994). The model employed assumes 
random sampling of particles up to a total target weight and uses a limit result that says 
the random vector of weight fractions is approximately multivariate normally distributed 
for large enough samples. The underlying model for particles sizes and weights is built 
on a choice of a standard form for the marginal distribution of particle sizes and a power 
law relatioship for the first and second moments of the conditional distribution of particle 
weight given size. It is very common to assume particle size has a lognormal distribution, so 
the specific analyses presented here are also based on that assumption. However, the model 
is described in general terms and can be directly modified to allow different distributions 
for particle size. 
Maximum likelihood estimates were obtained for model parameters. But of even more 
importance for subject-matter specialists, estimates of nonlinear functions of these pa­
rameters were also computed, namely weight fractions and quantiles of the weight-size 
distribution. Standard errors of these statistics have not been previously presented in the 
literature. So through a simulation experiment, it was shown that confidence intervals built 
for these population quantities using "obvious" standard errors hold their nominal value. 
Sieve analysis is widely used in a diverse range of disciplines. The American Society 
for Testing and Materials has developed guidelines for sieving analysis. But in the design 
of sieving experiments, it also leaves freedom to practitioners to take advantage of the 
experience gained in their own disciplines. While it is common that decisions on the set of 
sieves to be used are made based on sieve availability, there is the possibility of theoretical 
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guidance for some choices. 
The Fisher Information matrix for an observation is a theoretical measure of the amount 
of information it provides about a parameter. It seems reasonable to use the determinant 
of the Fisher Information matrix for a weight fraction vector as a measure to compare 
choices of sets of sieves. However, the "exact" computation of this quantity is not easily 
implemented. An effective approximation to the determinant is proposed in this dissertation 
and used to compare choices of sets of sieves. Assuming a stardard normal distribution of 
log particle size, when r) < 1 it is desirable to choose sieves with equally spaced sizes, while 
when r) > 2, it is suggested to choose sieves with a geometric progression of sizes. 
In the literature, the model parameter r)  has been considered to be a parameter related 
to the shape of the particles. Although it has been proposed as a possible parameter to be 
estimated, in published work it has always been assumed to be equal to 3, consistent with 
constant density material and constant shape particles. Here, rj was estimated, but contrary 
to intuition, maximum likelihood estimates of this parameter using real data tended to be 
small values. Physical interpretation of rj thus seems strained and it is probably better 
to parameterize the model in terms of {N*S, HS,GS,T), where /I* = FIS + RJA2, than in terms 
of (rj, (J,s,(Ts,T). Estimates of practical interest would not change, but it seems reasonable 
to talk about the parameter //*, the mean for the log size weight-size distribution, and in 
these terms there might be more intuition about planning design parameter values. 
A detailed examination of the form of the covariance matrix of the empirical weight 
fractions used in this dissertation needs to be carried out. It is not obvious how this 
covariance structure varies with rj, and thus exactly how a planning value for rj should 
impact design choice for a sieving study. 
It was shown that maximum likelihood and Bayesian estimates are easily computed 
when, from one batch of material, several specimens are obtained. Using non-informative 
priors, estimates from these two methods were compatible. Also, an intuitively appealing 
hierarchical Bayesian model was used to describe a case where there were several batches 
of material, and several specimens were obtained from each batch. Estimated cumulative 
70 
weight fractions and quantiles of the log size distribution were obtained, along with credible 
intervals. 
The hierarchical analysis provided here is from one point of view the introduction of 
a qualitative covariate into the particle size analysis. A natural step after this work is to 
consider including general covariate information in the modeling. For example, in geological 
applications, one would expect the nature of particle systems to vary with depth. 
A common generalization of the parametric modeling of particle size distributions is the 
use of mixtures of such. Some rethinking of the asymptotics of the weight fraction vector 
and corresponding generalization of the current maximum likelihood and Bayes estimation 
will be required in order to extend the work to those cases. 
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