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Abstract. We present conditions for hyperbolicity and existence of an
invariant measure for the GMA flow of a non-linearly constrained me-
chanical system. The conservation of volume in the linear constrained
problem corresponding to the rolling of a ball on a surface parallel to
Delaunay is also considered.
1. Introduction
This paper concerns the flow of the GMA vector field of a non-linearly
constrained mechanical system. Our main results are: (1) a condition
for hyperbolicity, based on a Wojtkowski’s criterion for hyperbolicity (see
[42]), (2) a condition for the existence of an invariant measure for such
1The first author wishes to thank Ana Rita Pires for all the fruitful discussions on
Delaunay Sufaces and also to FCT (Portugal) for the support through the Program POCI
2010 and by the Project PDCT/MAT/56476/2004.
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a flow, which generalizes a theorem of Blackall ([5]) on the existence of
invariant measures for linearly constrained systems and (3) the problem
corresponding to the rolling of a ball on a parallel to a Delaunay surface.
The constrained mechanical system is modelled by the following setup. We
consider a smooth finite dimensional manifold M, called the configuration
space of the mechanical system, and a smooth function K : TM → R, called
the kinetic energy, which we assume to be a positive definite quadratic
form on each fiber of the velocity phase space TM. By polarization of this
quadratic form on each fiber of TM, we obtain a smooth metric tensor g on
M, endowed of which it becomes a Riemannian manifold. The constraint
is given by a smooth embedded submanifold C of the tangent bundle τM :
TM → M, such that the restriction τM|C : C → M is a submersion 1. C
is called the constraint manifold (or simply constraint). We say that the
constraint is linear if C is a vector sub-bundle of TM 2. A curve γ on M
is a motion or trajectory compatible with the constraint, or horizontal with
respect to the constraint, if it is differentiable and its velocity lies in C
almost everywhere on its domain. The dynamics of the mechanical system
is given by a smooth fiber bundle morphism (i.e. it is a smooth map and
preserves fibers) F : TM → T∗M, called the external force. We say that
the external force F derives from a potential V ∈ F(M) if it is of the form
vq ∈ TM 7→ −dV(q) ∈ T∗M.
In the unconstrained case, i.e. if C = TM, we say that a curve γ on M is
a motion or trajectory of the mechanical system (M,K,F) if it is a solution
of Newton’s equation [33]:
F(γ˙) = µ(∇tγ˙), (1)
where ∇ is the Levi-Civita connection of the Riemannian manifold (M, g),
∇t is the induced covariant derivative on fields along the curve γ and µ =
g[ : TM → T∗M is the Legendre transformation induced by the metric
tensor. Using the notation g] := (g[)−1 : T∗M → TM and F ] := g] ◦ F
(which we also call external force), we obtain the following equivalent and
more frequently used form of equation (1):
F ](γ˙) = ∇tγ˙. (2)
1. This is Marle’s [28] definition of a “regular constraint”. Other formulations of
systems with non-linear constraints may be found in [38], [39], [37], [24], [25], [26], [3],
[40], [31], [8], [28], [29], [30], [4], [9], [18], among others.
2. The linear constraint case is well known has an extensive literature ranging from
classical texts such as [2], [41], [34] and [14] to a bibliography using modern differential
geometry [7], [20], [12], [23], [6], [33] and [27], among others.
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Taking vertical lifts on both members of the last equation, we obtain
T γ˙
dt
− Hγ˙(γ˙) = λγ˙
(F ](γ˙)), showing that the solutions of (2) are the base
integral curves (i.e. the projections on M of its integral curves) of the
second order vector field XF ∈ X(TM) defined by, for all vq ∈ TM,
XF (vq) = S(vq)+λvq
(F ](vq)), where S is the geodesic spray of (M, g). XF
is called the Gibbs-Maggi-Appell vector field (GMA) 3 of (M,K,F).
In the general case, we define a motion or trajectory of the constrained
mechanical system (M,K,F ,C ) as a curve γ on M which is compatible with
the constraint C and which satisfies Newton’s equation with reaction term
R:
∇tγ˙ = F ](γ˙) +R(γ˙), (3)
for some fiber preserving map R : C → TM, called the reaction force field.
We assume that R is an admissible reaction in the sense of definition 5,
what ensures the existence of a second order vector field XR
C
on C (i.e. a
vector field XR
C
: C → TC such that TτM ◦XRC = idC ) whose base integral
curves are the solutions of (3). This vector field is obtained by taking
vertical lifts on both members of equation (3).
As we can see in a previous paper (see [36]), a convenient choice R = RA
of the admissible reaction force mentioned above, through a rule which
generalizes d’Alembert’s principle for linearly constrained systems, leads to
the so called d’Alembert-Chetaev mechanics. The present paper focuses on
the study of hyperbolicity and existence of invariant measures for the flow
of the vector field XR
A
C
obtained by this choice of the reaction force, called
the GMA vector field of the constrained mechanical system (M,K,F ,C ).
The organization of the paper is the following: in section 2, we set up
notation and recall some basic definitions from [36] concerning the geometry
of the constraint manifold. In sections 3 and 4 (see theorems A and B)
we prove, respectively, conditions for the GMA flow to be hyperbolic and
to admit an invariant measure. Finally, in section 5 (see theorem C) we
study the conservation of a Riemannian volume under the GMA flow on a
concrete example, given by the non-slipping rolling of a homogeneous ball
over a parallel surface to a Delaunay surface in R3.
2. Basic notations and definitions
In this section we set up the notation and recall basic definitions con-
cerning the geometry of the constraint manifold, parallel derivatives and
d’Alembert-Chetaev trajectories. For more details, we refer the reader to
3. This nomenclature was suggested by Fusco and Oliva [12] in the context of linearly
constrained mechanical systems.
Sa˜o Paulo J.Math.Sci. 2, 1 (2008), 55–76
58 Waldyr Muniz Oliva, Marcelo Hissakiti Kobayashi, and Gla´ucio Terra
[36] (concerning the formulation of d’Alembert-Chetaev mechanics for non-
linearly constrained mechanical systems) and to [27] (for linearly
constrained systems).
M will denote a smooth connected finite dimensional manifold; TM (resp.
T∗M) denotes the tangent (resp. cotangent) bundle of M and τM : TM → M,
τ∗
M
: T∗M → M the associated projections. We denote the trivial bundle
over M with fiber F by FM. In the present work, “smooth” means C
∞.
Following Helgason [15], the set of smooth functions on M, smooth vector
fields on M and Pfaffian forms on M are denoted by F(M), X(M) and U1(M),
respectively. If piE : E → M is a smooth vector fiber bundle over M then
OE will denote the zero section of E, that is, OE = {Op : p ∈ M}, with
Op the zero vector of Ep = pi
−1
E [p], p ∈ M. The set of smooth sections of
piE : E → M is denoted by Γ∞(E).
Let E ⊕M E denote the Whitney sum of piE : E → M with itself. The
vertical lift is the map λE : E ⊕M E → TE such that, for any q ∈ M,
vq ∈ Eq, λEvq = λE(vq, ·) : Eq → TvqE is the tangent map at vq of the
inclusion Eq → E, using the canonical identification Tvq(Eq) ≡ Eq. That
is, for all wq ∈ Eq, we have: λEvq(wq) = Tdt |t=0 (vq + t wq).
The map λE is a smooth VB-monomorphism defined on the smooth
vector bundle pr1 : E ⊕M E → E whose image is the vertical sub-bundle
Ver(E) = ker (TpiE).
Let ∇ : Γ∞(E) → Γ∞(T∗M ⊗ E) (or ∇E, if there is a risk of confusion)
denote a connection on piE : E → M. That is, ∇ is an R-linear map
which satisfies the condition that, for any f ∈ F(M) and any σ ∈ Γ∞(E):
∇(fσ) = df ⊗ σ + f∇σ. The connection ∇ gives rise to a smooth VB-
morphism HE : E ⊕M TM → TE: for any q ∈ M, wq ∈ Eq and vq ∈
TqM, choose any smooth curve γ : (−, ) → M , t 7→ γ(t), such that
Tγ
dt |t=0 = vq. Let τγ(t) : Eq → Eγ(t) be the parallel transport along γ
defined by the connection. Then the tangent vector at 0 of the smooth
curve t ∈ (−, )→ τγ(t)wq is independent of the choice of γ — it depends
only on the pair (vq, wq). We denote it by H
E
vq
(wq) = H
E(vq, wq). H
E defines
a VB-monomorphism of the smooth vector bundle pr1 : E⊕MTM → E into
τE : TE → E. Its image Hor(E) is the horizontal sub-bundle induced by
the connection. HE(vq, wq) is called the horizontal lift of wq at vq, and is
the unique vector at Horvq(E) which projects (through TpiE) to the vector
wq ∈ TqM.
The smooth vector bundle τE : TE → E is the Whitney sum Hor(E)⊕E
Ver(E) of its horizontal and vertical sub-bundles.
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With a connection we can define the connector κE : TE → E, which is
a VB-epimorphism from τE : TE → E to piE : E → M such that for each
Xvq ∈ TE, κE(Xvq) ∈ Evq is the unique vector which satisfies:
Xvq = H
E
vq
(
TpiE ·Xvq
)
+ λEvq
(
κE ·Xvq
)
. (4)
The main significance of the preceding operators is that they allow us
to work with objects in M and E instead of TE. For example, let u :
(−, )→ E be a differentiable curve and γ : (−, )→ M be its projection
on M, γ = piE ◦u. Denoting by u˙ := Tudt the tangent vector field along u, we
have κE · u˙ = ∇tu, where ∇t is the covariant derivative along γ associated
to the connection ∇. Therefore, we have the following modified version of
equation (4):
u˙ = Hu(γ˙) + λu(∇tu).
For the sake of simplicity, from now on we will omit the “E” from the
notation, using H, λ, κ instead of HE , λE and κE , respectively, whenever
there is no risk of confusion.
2.1. The fiber and parallel derivatives. Let piE : E → M and
piF : F → N be smooth vector bundles over M and N, respectively, and let
b : E → F be a smooth fiber bundle morphism over b˜ : M → N. That is, b,
b˜ are smooth maps such that piF ◦ b = b˜ ◦ piE .
The concept of fiber derivative of b is well known (see, for example, [1]);
it is the fiber bundle morphism Fb defined by:
Fb : E −→ L(E, b˜∗F )
vq 7−→ Fb(vq) ,
where b˜∗F is the pull back vector bundle of F by b˜ and, for all wq ∈ Eq:
Fb(vq) · wq := κVF · Tb · λvq(wq) =
d
dt |t=0
b(vq + twq) ∈ Fb˜(q),
where d
dt
denotes the derivative of the curve t 7→ b(vq + twq) on the linear
space F
b˜(q)
.
Given connections ∇E and ∇F on the vector bundles piE : E → M and
piF : F → N, respectively, we introduce in the following definition a dual
concept to the fiber derivative of b:
Definition 1. The smooth fiber bundle morphism Pb : E → L(TM, b˜∗F )
given by, for all vq ∈ E and all zq ∈ TqM:
Pb(vq) · zq := κF · Tb ·Hvq(zq) ∈ Fb˜(q)
is called the parallel derivative of b.
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The idea of introducing these objects is to use the globally defined “par-
tial derivatives” Fb and Pb to compute the tangent map of b. The following
formulae will be extensively used:
TpiF · Tb ·Xvq = Tb˜ · TpiE ·Xvq ,
κF · Tb ·Xvq = Fb(vq) · κE ·Xvq + Pb(vq) · TpiF ·Xvq .
so that, given a curve γ in M and a differentiable section X of E along γ,
we have:
∇Ft (b ◦X) = Fb(X) · ∇Et X + Pb(X) · γ˙.
2.2. The geometry of the constraint manifold. In this subsection we
describe some notation and facts concerning the geometry of the constraint
manifold.
Definition 2 (Marle). A constraint on M is a smooth embedded submani-
fold C of TM such that the restriction to C of the projection of the tangent
bundle τM : TM → M, henceforth denoted by piC , is a submersion. The
constraint is said to be linear if C is a smooth vector sub-bundle of TM; we
use the symbol D to denote linear constraints.
Given q ∈ M, we denote by Cq the embedded submanifold
pi−1
C
[q] ⊂ TqM. Since piC : C → M is a submersion, TpiC : TC → TM is a
smooth vector bundle epimorphism; then kerTpiC is a smooth vector sub-
bundle of TC , denoted henceforth by Ver(C ), and called the vertical sub-
bundle of TC . This sub-bundle is integrable; indeed, for all vq ∈ C , we have
Tvq(Cq) = Vervq(C ). Given vq ∈ C , we call Cvq := κV · Vervq(C ) ⊂ TqM
the subspace of virtual velocities (following the nomenclature of [3]) at vq;
Cvq is the subspace of TqM which is the image of the tangent map at vq of
the inclusion Cq → TqM.
Denoting by ιC : C → TM the inclusion, TC is a vector sub-bundle
of the pull back vector bundle ι∗
C
TTM, also denoted by TTM|C . Let us
endow the vertical bundle Ver(TM) with the metric tensor induced by the
metric g of M through the vertical lift, i.e. such that
(∀ vq ∈ TM)λvq :
TqM → Vervq(TM) is a linear isometry. Since Ver(C ) is a vector sub-bundle
of the pull back ι∗
C
Ver(TM), it makes sense to consider the orthogonal
sub-bundle W of Ver(C ) in i∗
C
Ver(TM). That is to say, for all vq ∈ C ,
Wvq := Vervq(C )
⊥ is the orthogonal complement of Vervq(C ) in Vervq(TM).
The vector bundle piW : W → C is called the projection bundle (W is
the pull back by the Legendre transformation µ of Marle’s [28] projection
bundleW over D := µ(C ) ⊂ T∗M) on C , induced by g. For all vq ∈ C , the
restrictions of the vertical lift at vq to Cvq and to its orthogonal complement
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are linear isometries: λvq : Cvq → Vervq(C ) and λvq : C⊥vq → Wvq . We
denote the orthogonal projections TqM → Cvq and TqM → C⊥vq by P(vq)
and P⊥(vq), respectively.
By the construction of W , we have the Whitney sum decomposition
i∗
C
Ver(TM) = Ver(C )⊕C W . Besides, we also have the Whitney sum given
by the following proposition ([28]):
Proposition 1. In the above situation, the following Whitney sum decom-
position holds:
i∗C (TTM) = TC ⊕
C
W. (5)
We denote by PC and PW the projections on the first and second factor of
(5), respectively. Note that we have made use of the hypothesis of piC being
a submersion to construct the above splittings of TTM|C and V er(TM)|C .
Let us now consider the Levi-Civita connection ∇ of (M, g), and the cor-
responding horizontal sub-bundle Hor(TM) ⊂ TTM. We denote by Hor(C )
the image by PC of ι
∗
C
Hor(TM). We call Hor(C ) the horizontal sub-bundle
of TC , induced by g, and we have the following Whitney sum decomposi-
tion:
TC = Hor(C )⊕
C
Ver(C ). (6)
We denote by PCH : TC → Hor(C ) and PCV : TC → Ver(C ) the projec-
tions on the first and second factor of (6), respectively. Given vq ∈ C , we
define the vertical and horizontal lifts in TC , λCvq :=λvq ◦ Pvq= PC ◦ λvq :
TqM → Vervq(C ) and HCvq :=(TτM|Horvq (C ))−1= PC ◦Hvq : TqM → Horvq(C ).
Note that, for all vq ∈ C , HCvq : TqM → Horvq(C ) and
λCvq |Cvq : Cvq → Vervq(C ) are linear isomorphisms. We can now use these
linear isomorphisms to define a metric tensor on C through a construction
which generalizes that of the definition of the Sasaki metric tensor on TM.
Definition 3 (The Sasaki metric tensor on C ). The Sasaki metric tensor
or, simply, the Sasaki metric on C is the unique metric tensor gC on C such
that, for all vq ∈ C , λCvq |Cvq : Cvq → Vervq(C ) and HCvq : TqM → Horvq(C )
are linear isometries.
In the case of a linear constraint D , the Whitney sum decomposition (6)
coincide with the one induced by the connection on D defined by
∇D : X(M)×Γ∞(D)→ Γ∞(D), ∇DXY := PD ·∇XY , where PD : TM → D
is the orthogonal projection. In that case, given vq ∈ D , λDvq and HDvq
are the usual vertical and horizontal lifts at vq, and we have Cvq = Dq,
Wvq = λvq(D
⊥
q ), so that PD = TPD : TTM|C → D .
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We define next the fiber and parallel derivatives for maps : C → E,
where piE : E → M a smooth vector bundle, which preserve fibers. That is
the case, for example, of the maps P,P⊥ : C → L(TM,TM).
Definition 4. Let piE : E → M be a smooth vector bundle, endowed with
a connection ∇E, and f : C → E a smooth map such that, for all q ∈ M,
f(Cq) ⊂ Eq. We define the fiber derivative Ff : C → L(TM, E) and the
parallel derivative Pf : C → L(TM, E) by, for all vq ∈ C :
Ff(vq) := κE ◦ Tvqf ◦ λCvq ∈ L(TqM, Eq),
Pf(vq) := κE ◦ Tvqf ◦ HCvq ∈ L(TqM, Eq).
Therefore, given vq ∈ C and Xvq ∈ TvqC , we have:
κE · Tvqf ·Xvq = Ff(vq) · κ ·Xvq + Pf(vq) · TpiC ·Xvq ,
and Ff(vq) · κ ·Xvq = Ff(vq) ·Pvq · κ ·Xvq , i.e. C⊥vq ⊂ kerFf(vq).
As a final remark, given f ∈ F(TM), we use the notation F]f and P]f to
denote, respectively, the maps g] ◦Ff : TM → TM and g] ◦Pf : TM → TM,
where g] is the inverse of the Legendre transformation g[ : TM → T∗M
induced by the metric tensor g.
2.3. d’Alembert-Chetaev Trajectories. In this subsection we recall the
definition of the d’Alembert-Chetaev trajectories of the constrained me-
chanical system (M,K,F ,C ). Firstly, we introduce the concept of admis-
sible reaction.
Definition 5. We say that a continuous map R : C → TM is an admis-
sible reaction field for the constrained mechanical system (M,K,F ,C ) if
it is fiber preserving and if there exists a second order vector field XR
C
on
C whose maximal integral curves with fixed initial condition exist and are
unique, and whose base integral curves are solutions of Newton’s equation
with reaction term (3).
We denote by R the set of all admissible reaction fields for (M,K,F ,C ).
If R ∈ R, we call the base integral curves of XR
C
the trajectories of the con-
strained mechanical system (M,K,F ,C ), induced by the admissible reaction
R.
Remark 1. Note that, if R is an admissible reaction field for (M,K,F ,C ),
then XR
C
is univocally determined by R. In fact, taking vertical lifts in (3),
it follows that XR
C
must be given by:
S(vq) + λvq{F ](vq) +R(vq)}, (7)
where S is the geodesic spray of (M, g) and F ] .= g] ◦ F : TM → TM.
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Let XF : TM → T(TM) be the GMA vector field of the unconstrained
mechanical system (M,K,F) (i.e. the second order vector field whose base
integral curves are the solutions of Newton’s equation (2)). That is to say,
XF : vq ∈ TM 7→ S(vq) + λvq{F ](vq)}. Using the Whitney sum decomposi-
tion TTM|C = TC ⊕C W , the restriction of XF to the constraint manifold
C splits into a sum XF |C = XC +XW , where XC is a smooth second-order
vector field on C and XW a smooth section of the projection bundle W .
Definition 6. Using the notation above, we call the second order vector
field XC ∈ X(C ) the Gibbs-Maggi-Appell (GMA) vector field of the con-
strained mechanical system (M,K,F ,C ). The base integral curves of the
GMA vector field XC are called the d’Alembert-Chetaev trajectories of
(M,K,F ,C ).
It is shown in [36] that the GMA vector field of (M,K,F ,C ) is induced by
an admissible reaction RAF that has the remarkable property of minimizing
the intensity of the admissible reactions (i.e. it satisfies the Gauss principle
of least constraint). This reaction is given by, for all vq ∈ C :
RAF (vq) = −κ · PW · S(vq)−P⊥(vq) ·
(F ](vq)) (8)
so that XC is given by (7) with R replaced by R
A
F given by the formula
above.
3. A criterion for hyperbolicity
In this section, we consider a constrained mechanical system (M,K,F ,C )
with M compact and establish sufficient conditions such that the flow asso-
ciated withXC (RF ) be hyperbolic. Let us recall the definition of hyperbolic
flow.
Definition 7. Let (M, g) be a Riemannian, compact manifold and X ∈
X(M) a vector field in M such that X(q) 6= 0, for all q ∈ M. We denote by
(φt)t∈R the flow of X. The flow φt is hyperbolic or Anosov if there exist
Tφt-invariant distributions on M: E0, E+ and E−, such that:
(1) for all q ∈ M, TqM = E0q ⊕ E+q ⊕ E−q ;
(2) for all q ∈ M, E0q = [X(q)], where [X(q)] denotes the linear closure
of X(q);
(3) there exist constants a, b > 0 such that, for all q ∈ M and all t ≥ 0
we have:
‖Tφt · v‖ ≤ b e−ta‖v‖,∀v ∈ E−q
‖Tφ−t · v‖ ≤ b e−ta‖v‖,∀v ∈ E+q
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The distributions E0, E+ and E− are called, respectively, neutral, unstable
and stable.
It follows from the previous definition that E+ and E− have constant
rank in each connected component of M and are continuous, that is, they
are locally generated by local sections of τM : TM → M.
Definition 8. We denote by T̂M the quotient fiber bundle TM/E0, such
that for all q ∈ M, T̂qM = TqM/[X(q)]. Let pi : TM → T̂M denote the
canonical quotient projection. Assume there is a continuous, quadratic form
Q : TM → R (that is, a continuous function, which is a quadratic form in
each fiber) satisfying the following conditions:
EM1 for all q ∈ M, vq ∈ TqM and s ∈ R we have Q(vq+ sX(q)) = Q(vq),
so that there exists a continuous, quadratic form Q̂ : T̂M → M such
that Q̂ ◦ pi = Q;
EM2 the Lie derivative LXQ : TM → R, (∀vq ∈ TM) LXQ(vq) =
d
dt |t=0 Q(Tφ
t · vq), exists and is continuous. It follows from EM1
that there exits L̂XQ : T̂M → R such that L̂XQ ◦ pi = LXQ;
EM3 Q̂ in non-degenerate and L̂XQ is positive definite.
If such a quadratic form Q exits, we say that the flow (φt)t∈R is strictly
monotone.
We will use the following theorem to establish the condition for hyper-
bolicity mentioned at the beginning of this section:
Theorem (Wojtkowski [42]). If the flow (φt)t∈R is strictly monotone then
it is hyperbolic.
The following result provides a criterion for the hyperbolicity of the GMA
flow (φt)t∈R of XC (RF ):
Theorem A. Let M be a compact, φt-invariant submanifold of C , with
empty intersection with the the zero section of TM. Given vq ∈ C and
vq 6= 0, consider the following quadratic forms defined on T̂vqC :
Sa˜o Paulo J.Math.Sci. 2, 1 (2008), 55–76
Anosov Flows and Invariant Measures 65
Q1(vq) : Xvq 7→
〈
κ ·Xvq ,TpiC ·Xvq
〉
Q2(vq) : Xvq 7→
〈
TpiC ·Xvq ,R(vq,TpiC ·Xvq) · vq
〉
+
〈
TpiC ·Xvq ,FF ](vq) · κ ·Xvq + PF ](vq) · TpiC ·Xvq
〉
+
〈
TpiC ·Xvq ,FRF (vq) · κ ·Xvq + PRF (vq) · TpiC ·Xvq
〉
+
〈
κ ·Xvq , κ ·Xvq
〉
+
[
2
〈F ](vq) +RF (vq), vq〉
〈vq, vq〉2
−
〈
κ ·Xvq , vq
〉
+
〈F ](vq) +RF (vq),TpiC ·Xvq〉
〈vq, vq〉
] [〈
κ ·Xvq , vq
〉
+
〈
F ](vq) +RF (vq),TpiC ·Xvq
〉]
,
where R is the curvature tensor associated with the Levi-Civita connection
of (M, g).
If for all vq ∈ M , Q1(vq) is non-degenerate and Q2(vq) is positive defi-
nite, then the flow (φt|M )t∈R of XC (RF )|M is hyperbolic.
In the proof of the previous theorem we will use the following lemma,
which provides the equation of the Jacobi fields associated to the flow of
XC (RF ):
Lemma 1. Given Xvq ∈ TC we have, for all t ∈ R, Tφt ·Xvq = Hγ˙(t)J(t)+
λγ˙(t)∇tJ(t), where γ˙ = φt(vq) and J ∈ X(γ) is a solution of
∇2tJ = R(γ˙, J)·γ˙+FF ](γ˙)·∇tJ+PF ](γ˙)·J+FRF (γ˙)·∇tJ+PRF (γ˙)·J (9)
with initial condition J(0) = TpiC ·Xvq , ∇t|t=0J = κ ·Xvq .
Proof. Take c : (−, ) → C such that c′(0) = Xvq and for all t ∈ R,
s ∈ (−, ) let γ(t, s) := piC ◦φt◦c(s). Then, for each s ∈ (−, ), γs := γ(·, s)
is a the integral base curve of the vector field XC (RF ), that is,
∇tγ˙s = F ](γ˙s) +RF (γ˙s),
and taking ∇s|s=0 to both sides of the previous equation, we obtain (9). 
Proof of Theorem A. For XC (RF ) we can identify, for all vq ∈ C and
vq 6= 0,
T̂vqC := TvqC /[XC (RF )(vq)]
≡ {Xvq ∈ TvqC | 〈TpiC ·Xvq , vq〉 = 0} .
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Indeed, it suffices to show that for all vq ∈ C and vq 6= 0,
〈TpiC ·XC (RF )(vq), vq〉 6= 0. But XC (RF )(vq) = S(vq) + λvq(F ](vq) +
RF (vq)), where S is the geodesic spray of the Levi-Civita connection as-
sociated to (M, g), so that 〈TpiC ·XC (RF )(vq), vq〉 = 〈vq, vq〉 > 0, since
vq 6= 0.
Define H : TC → R as H(Xvq ) := 12‖P[vq ]⊥ · TpiC · Xvq‖2, where P[vq]⊥
is the orthogonal projection. Then, for all vq ∈ C , Xvq ∈ TvqC , s ∈ R, we
have H(Xvq + sXC (RF )) = H(Xvq ), so that H passes to the quotient T̂C .
Let Q := LXC (RF )H, so that Q also passes to the quotient T̂C . Applying
Lemma 1 we obtain, after a direct computation:
Q(Xvq ) =
d
dt |t=0
H(Tφt ·Xvq) =
=
〈
TpiC ·Xvq , κ ·Xvq
〉
−
〈
TpiC ·Xvq , vq
〉
〈vq, vq〉
(〈
κ ·Xvq , vq
〉
+
〈
TpiC ·Xvq ,F ](vq) +RF (vq)
〉)
+
〈
TpiC ·Xvq , vq
〉2
〈vq, vq〉2
〈
vq,F ](vq) +RF (vq)
〉
In T̂C putting
〈
TpiC ·Xvq , vq
〉
= 0 in the right hand side of the previous
equation we obtain Qˆ(Xvq ) = Q1(vq)(Xvq ).
Computing the Lie derivative LXC (RF )Q using Lemma 1 and again
putting
〈
TpiC ·Xvq , vq
〉
= 0 to pass to the quotient T̂C , we obtain
̂LXC (RF )Q(Xvq) = Q2(vq)(Xvq ). So the hypotheses of the proposition
guarantees that the flow (φt)t∈R is strictly monotonous and thus hyperbolic.

Example 1. Let (M, g) be a compact, Riemannian manifold and consider in
M the isokinetic constraint given by C =
{
vq ∈ TM | 〈vq, vq〉 = e2
}
, e 6= 0
(see [16], [35], [13] and [42]). Consider also a magnetic field B ∈ Ω2(M),
with the corresponding Lorentz force Y : TM → TM
(∀q ∈ M, vq, wq ∈ TqM) 〈vq,Y (wq)〉 = B(vq, wq),
and a potential V ∈ F(M). Let F ] := Y − grad V ◦ τM. We will obtain a
condition such that the flow of the GMA vector field XC is hyperbolic on
M = C .
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Given vq ∈ C , we have Cvq = [vq]⊥, Wvq = λvq [vq]. Therefore,
TvqC =
{
Xvq ∈ TvqTM |
〈
κ ·Xvq , vq
〉
=
〈
TpiC ·Xvq , vq
〉
= 0
}
, and by po-
larization Q1 is non-degenerate. Moreover, writing ξq := TpiC ·Xvq ,
ηq := κ ·Xvq , a simple computation shows that:
Q2(vq)(Xvq ) = ‖ηq −
Y (ξq)
2
− 1
2e2
〈grad V (q), vq〉 ξq‖2
− ‖Y (ξq)‖
2
4
− 1
4e4
‖〈grad V (q), vq〉 ξq‖2 + 〈R(vq, ξq) · vq, ξq〉
− 〈∇ξqgrad V , ξq〉+ 〈(∇ξqY )(vq), ξq〉
− 1
e4
〈ξq,− grad V (q) + Y (vq)〉2 .
Hence, if for all vq ∈ C the quadratic form:
ξq 7→ −‖Y (ξq)‖
2
4
− 1
4e4
‖〈grad V (q), vq〉 ξq‖2 + 〈R(vq, ξq) · vq, ξq〉
− 〈∇ξqgrad V , ξq〉+ 〈(∇ξqY )(vq), ξq〉
− 1
e4
〈ξq,− grad V (q) + Y (vq)〉2
is positive definite in [vq]
⊥ ⊂ TqM, then the flow of the GMA vector field
XC is hyperbolic. This result agrees with the quadratic form in theorem 4.1
of [42] and, for example, if the Riemannian manifold (M, g) has a sectional
curvature smaller than −k2 < 0 and if B and V are such that:
‖∇Y ‖
e
+
‖∇grad V ‖
e2
+
(‖Y ‖
e
+
grad V
e2
)2
< k2,
then the flow of XC is hyperbolic. Note that in the particular case of B ≡ 0
and V ≡ 0, we recover the well known result of Anosov, which asserts that
the geodesic flow in the unitary tangent bundle of a Riemannian manifold
with negative sectional curvature is hyperbolic.
4. A GMA invariant measure
In [21] and [22] it is considered the question of the conservation of Rie-
mannian volume in a series of classical examples of non-holonomic mechan-
ical systems with linear as well as non-linear constraints. General necessary
and sufficient conditions for the conservation of volume for both latter cases
have been reported in [27] and [36] (see also [43]).
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Given a constrained mechanical system (M,K,F ,C ), let µ be the Radon
measure induced on C by the Sasaki metric gC (see definition 3 on page
61). We present a necessary and sufficient condition for the existence of a
GMA invariant measure of the form (f ◦piC )µ, where f is a smooth positive
function on M. This is a generalization of a similar condition stated in [5]
for linearly constrained systems.
We recall the following definition from [36]:
Definition 9. We denote by A : C → L(TM,TM) the smooth map defined
by, for all vq ∈ C , A(vq) := κ ◦ PC ◦ Hvq : TqM → TqM, where κ is the
connector induced by the Levi-Civita connection of (M, g).
Remark 2. For a linear constraint D , a direct computation shows that the
map A of the previous definition is given by, for all vq ∈ D ,
A(vq) = BD(vq), whereBD : TM⊕M D → D⊥ is the total second fundamen-
tal form of (M, g,D) — see [27] — and BD(vq) = BD(·, vq) : TqM → D⊥q .
In this sense, the map A of the previous definition plays the role, in the
non-linearly constrained case, of the total second fundamental form.
Notation. Given q ∈ M, vq ∈ Cq and wq ∈ TqM, we denote by F∗P(vq) ·wq
the adjoint map of FP(vq) · wq : TqM → TqM with respect to the metric
tensor. This defines the map: F∗P : C → L(TM,L(TM,TM)) ≡ L(TM ⊗
TM,TM).
We can now state the following:
Theorem B. With the definition and notation stated above, let µ be the
Radon measure induced on C by the Sasaki metric gC . The existence of a
GMA invariant measure of the form (f ◦piC )µ, where f is a smooth positive
function on M, is equivalent to the existence of an exact 1-form θ on M such
that the restriction to C of the smooth function θ̂ : TM → R induced by θ
coincides with vq 7→ − tr A(vq)− 〈tr F∗P(vq)|Cvq×Cvq , RAF (vq)〉, where RAF
is given by (8).
Proof. Let ω be the Riemannian volume induced on C (locally defined if
C is not orientable) by the Sasaki metric tensor. The Radon measure µ
is then induced by the volume form ω and, for a given smooth positive
function f on M, the Radon measure (f ◦ piC )µ is induced by the volume
form Ω
.
= (f ◦piC )ω. Since LXC [(f ◦ piC )ω] = XC [f ◦piC ]ω+(f ◦piC )LXCω,
it follows that the divergences of the GMA vector field XC with respect to
these volume forms are related by div ΩXC =
XC [f◦piC ]
f◦piC + div ωXC . But,
as
XC [f◦piC ]
f◦piC = XC [log ◦f ◦ piC ] and XC is a second order vector field (i.e.
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TpiC ◦XC = idC ), we have, for all vq ∈ C , XC [f◦piC ]f◦piC (vq) = d(log ◦f) ·TpiC ·
XC (vq) = d(log ◦f) · vq. Hence, for all vq ∈ C :
div ΩXC (vq) = d(log ◦f) · vq + div ωXC (vq) (10)
From the equation above we conclude that, if the Radon measure (f ◦
piC )µ is invariant under the flow of XC (i.e. if div ΩXC vanishes on C ),
the function TM → R induced by the exact 1-form θ .= d(log ◦f) coincides
on C with − div ωXC . Conversely, if there exists an exact 1-form θ = dg
on M satisfying the last condition, we take f
.
= exp g, and then div ΩXC
vanishes on C , by equation (10). Since, for all vq ∈ C , div ωXC (vq) =
tr A(vq)+〈tr F∗P(vq)|Cvq×Cvq , RAF (vq)〉, as it is computed in [36], the thesis
follows. 
Example 2. We now apply theorem B to show that the GMA flow of a
constrained mechanical system (M,K,F ,C ) where
C = {vq ∈ TM | 〈vq, vq〉 = 1}, the isokinetic dynamics (see references in
example 1), admits an invariant measure if the force field derives from a
potential, i.e. if F = dV for some smooth function V on M (or, more
generally, if F coincides on C with dV).
Using the notation fixed in section 2.2, we have Cvq = [vq]
⊥ and
Wvq = λvq [vq]. Then P : C → L(TM,TM) is given by, for all vq ∈ C ,
P(vq) : wq 7→ wq − 〈wq, vq〉vq, and PW : i∗C (TTM)→W is given by
Xvq 7→ λvq
(〈κ ·Xvq , vq〉vq). It then follows that, for all vq ∈ C ,
A(vq) = κ · PC · Hvq = −κ · PW · Hvq = 0, i.e. A ≡ 0. Besides, a direct
computation shows that, for all vq ∈ C and all wq ∈ Cvq ,
FP(vq)
(
wq, R
A
F (vq)
)
= −〈F(vq), vq〉wq. Thus
(∀vq ∈ C ,∀wq, zq ∈ Cvq)〈F∗P(vq)(wq, zq), RAF (vq)〉 = −〈zq, wq〉〈F(vq), vq〉.
Hence, for all vq ∈ C :
− tr A(vq)− 〈tr F∗P(vq)|Cvq×Cvq , RAF (vq)〉 = tr g|Cvq×Cvq 〈F(vq), vq〉 =
= (n− 1)dV(q) · vq
where n = dimM. By theorem B, we conclude that the GMA flow admits
an invariant measure. Explicitly, the measure exp[(n − 1)V]µ, where µ is
the Radon measure induced by the Sasaki metric tensor on C , is invariant
under the flow of XC .
Example 3. For a linearly constrained mechanical system (M,K,F ,D), we
have FP ≡ 0 and (∀vq ∈ C )A(vq) = BD(vq) = BD(·, vq) : TqM → D⊥q .
Thus (∀vq ∈ C )−tr A(vq)−〈tr F∗P(vq)|Cvq×Cvq , RAF (vq)〉 = − tr BD(vq) =
−〈tr BD⊥ |D⊥q ×D⊥q , vq〉. It then follows that the condition stated in theorem
B for the existence of a GMA invariant measure is equivalent to the section
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of D∗ given by q ∈ M 7→ 〈tr BD⊥ |D⊥q ×D⊥q , ·〉 ∈ D∗q being extendable to
an exact 1-form on M. 4 Note that this condition is independent of the
force field F . This is a slight improvement on Blackall’s condition for the
existence of such an invariant measure (see [5]).
5. Conservation of volume: the rolling of a ball on a surface
parallel to Delaunay
In the linear case, that is, when the constraint is a vector sub-bundle
D ⊂ TM of the tangent bundle TM, the conservation of the Riemann-
ian volume is equivalent to the trace of the restriction of the total second
fundamental form to the sub-bundle D⊥ ⊂ TM being null; in particular
(see Corollary 3 of [21]) that condition together with the integrability of
the distribution D⊥ imply that D⊥ defines a foliation on M with minimal
leaves.
One of the most significant examples is given by the non-slipping rolling
of a homogeneous ball of radius δ > 0 over an embedded surface S ⊂ R3.
For this kind of non-holonomic mechanical system with linear constraint D ,
its GMA flow always conserves the Riemannian volume (see Theorem 6 of
[22]) induced on D (see [27], [36]). Moreover (see Theorem 6 [22]), in that
case the distribution D⊥ is integrable (involutive) if and only if the surface
parallel to S, defined as the set C of all centers of all possible positions
of the ball, is a surface of constant mean curvature with modulus equal to
5/4δ (for the definition of parallel surface see [32]). Since Delaunay surfaces
represent all the surfaces of revolution embedded in R3 with constant mean
curvature (with the exception of spheres) the question one needs to analyze
now is the following: what is the surface S such that its “parallel” surface
C is a Delaunay surface?
In order to answer that last question we start by recalling some properties
of Delaunay surfaces.
In 1841 Delaunay [10] was able to obtain the following description of all
surfaces of revolution in R3 of constant mean curvature (see also [17]). By
rolling a given conic section on a line in a plane, and rotating about that
line the trace of a focus, one obtains a surface of constant mean curvature
in R3. Conversely, all the surfaces of revolution of constant mean curvature
in R3 (with the exception of spheres) can be described in this way:
Theorem (Delaunay [10]). For finding the meridian curve of a surface
of revolution of which the mean curvature is constant and equal to (2a)−1,
4. For instance, if the first Betti number of M is null, it is sufficient for the existence
of a GMA invariant measure that d
[
tr BD⊥ |D⊥×D⊥
][
= 0.
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it must be done by rolling upon the axis of the surface an ellipse (or a
hyperbola) such that the major axis (or the transverse axis) is equal to 2a,
and the focus describes the desired curve.
The limiting case, that is, if is equal to zero the mean curvature of a
surface of revolution of which one seeks the meridian curve, then this curve
will be generated by the trace of the focus of a parabola rolling upon the
axis of the surface. One knows that this curve is the catenary and the
surface of revolution is the catenoid, a minimal surface of R3.
Delaunay obtained also parametric equations for the surface in terms of
positively oriented orthogonal coordinates (x, y) on the plane of the meri-
dian curve, the x coordinates giving the orientation of the axis of rotation
of the surface. For the proof he started by integrating the equations for
an evolute of the meridian curve and from that he obtained the parametric
equations. Therefore these last equations hold only on some intervals on
which the evolute can be defined.
Kenmotsu [19] found nice expressions for the meridian curve in terms of
the arc length parameter and described, among other interesting results,
all complete surfaces of revolution in R3 with constant mean curvature. In
fact, Kenmotsu studied the surfaces of revolution in R3 with prescribed
mean curvature H(s) where s is the arc length of the C2 meridian curve
(x(s), y(s)), s ∈ I. The surface of revolution generated by the rotation of
that meridian curve, around the x-axis, have the following representation:
(x(s), y(s) cos θ, y(s) sin θ), s ∈ I θ ∈ [0, 2pi].
By the regularity of the surface, we may assume y(s) > 0 on the interval I.
So the mean curvature H(s), satisfies,
2H(s)y(s)− x′(s)− y(s)[x′′(s)y′(s)− x′(s)y′′(s)] = 0 (11)
where x′(s)2 + y′(s)2 = 1, s ∈ I.
If the mean curvature is constant and non zero, H(s) = H 6= 0,
Kenmotsu derived the following expression for the meridian curve
(x(s), y(s)) = X(s;H,B), where B is any constant (see [19]):
X(s;H,B) =
=
(∫ s
0
1 +B sin 2Ht√
1 +B2 + 2B sin 2Ht
dt,
1
2|H|
√
1 +B2 + 2B sin 2Hs
)
,
(12)
s ∈ R.
The following interesting remarks are useful (see [19]):
(a) X(s;−H,B) = X(s;H,−B);
(b) X(s;H,−B) = X(s − pi
2
H;H,B) + a constant vector;
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(c) X(s;λH,B) = 1
λ
X(λs;H,B), λ > 0.
So, without loss of generality, it is enough to consider the cases
B ≥ 0 and H > 0.
(d) X(s;H, 0) is the generating line of a circular cylinder;
(e) X(s;H, 1) represents a sequence of continuous half circles over the
x-axis which have the radii;
(f) If 0 < B < 1, x(s) is monotone increasing as s→∞.
(g) If B > 1 x(s) is not monotone.
In the last two cases, limx(s) = ∞ as s → ∞ because X(s;H,B) is
periodic, with period pi/H. Moreover, using Delaunay’s Theorem 5 a sim-
ple computation shows that the constants H and B appearing in (12) are
given by H = 1/2a and B = e, where a and e are the semi-axis and the
eccentricity of the rolling ellipse or hyperbola. Note that in the case B > 1
we obtain points where x′(s) vanishes, that is, the values of s ∈ R such that
sin 2Hs = − 1
B
.
From (11) one obtains
2H =
x′
y
+ x′′y′ − x′y′′ = 1
a
.
Since τ = (x′, y′), n = (−y′, x′) for (τ, n) positively oriented and τ ′ = kcn
(see [11]) we have x′′y′ − x′y′′ = −kc. And so we can rewrite (11) as
kp + km =
1
a
where kp and km are the principal curvatures
kp =
x′
y
,
and
km = −kc = x′′y′ − x′y′′.
Remark 3. Standard computations give us the following expressions
kp =
y2 ± b2
2ay2
(13)
and
km =
y2 ∓ b2
2ay2
(14)
where the upper (resp. the lower) sign corresponds to the ellipse of equation
x2
a2
+ y
2
b2
= 1 (resp. hyperbola of equation x
2
a2
− y2
b2
= 1).
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We will show that the surface S ⊂ R3 where the sphere rolls is well
defined, globally, as an embedding. The surface S is parallel to the given
Delaunay surface C ⊂ R3 defined by the locus of the positions of the center
of the sphere when it rolls over S. We consider two types of Delaunay
surfaces. For 0 < B < 1 the meridian curve generating the Delaunay
surface is periodic and x′ > 0. In this case, there is no “loop” in the
meridian and we consider S± generated by the meridian curve extending
from x → −∞ to x → +∞. When B > 1, the meridian is still periodic,
but the curve extending from x → −∞ to x → +∞ presents loops. So to
avoid these loops, we consider in the sequel the Delaunay surface generated
by rotating the generating curve (x(s), y(s)) above over one period and
starting at any point where x′ = 0.
Let us now choose the field of unit normal vectors ξ on the surface C
such that at each point ξ coincides with −n, where n is the above unit
normal to the meridian at that point.
Define S+ (resp. S−), the parallel surface to C, by S+ = C + δξ (resp.
S− = C − δξ), with δ to be chosen properly. The condition for S+ to be
an immersion in R3 is that the parallel distance between S+ and C, given
by the radius of the sphere, be distinct from the reciprocal of the curvature
kc of the meridian generating C. To show that, let us denote by (x¯, y¯) a
generic point of the meridian of S+. So
(x¯, y¯) = (x, y) + δ(ξx, ξy),
and
(x¯′, y¯′) = (x′, y′) + δ(ξ′x, ξ
′
y),
where ′ denotes the derivation with respect to the arc length of the meridian
curve of the surface C. From what we saw above one has
ξ′ = kc(x′, y′);
then
(x¯′, y¯′) = (x′ + δkcx′, y′ + δkcy′) = (1 + δkc)(x′, y′).
So we have immersion if and only if 1 + δkc 6= 0 along the meridian curve
(in fact, we only need to check the previous condition for points where
kc < 0). For S− the condition for immersion is 1− δkc 6= 0 and is obtained
analogously.
We will prove that the same condition obtained for the immersion is
enough to show that we obtain the embedding of the surfaces S+ and S−.
Start by fixing s˜ ∈ R and consider the map f : s 7→ x¯(s) − x¯(s˜) ∈ R. We
need to show the injectivity of the function (x, y) ∈ C 7→ (x¯, y¯) ∈ S+ and
for that it is enough to show that for any s 6= s˜ we have x¯(s) 6= x¯(s˜). Now
assume by contradiction that there exists an sˆ 6= s˜ such that x¯(sˆ) = x¯(s˜),
so we have f(sˆ) = 0 and also f(s˜) = 0. By the classical Rolle’s theorem
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there exists s0 strictly between sˆ and s˜ such that f
′(s0) = x′(1− δkc) = 0,
with δkc 6= 1, which is a contradiction because the meridian curve of the
Delaunay surface does not have vertical tangents (the same happens with
S−). That proves the following proposition:
Proposition 2. Let kc be the curvature function of the meridian curve of
the Delaunay surface and δ > 0 such that kcδ 6= 1 (resp. kcδ 6= −1). Then
S+ (resp. S−) is an embedded parallel surface to a given Delaunay surface.
The existence of a “free” rolling motion of a ball of radius δ > 0 over the
surface S+ (resp. S−) requires that the sphere is not “locked” during its
motion over that surface. Here not locked means that the reciprocal of the
radius δ of the ball is bigger than the maximum of the absolute values of the
principal curvatures of the surface S+ (resp. S−) for all points where the
ball touches the closure of the set of points of the meridian of the surface
S+ (resp. S−) in which this meridian is convex.
Using the previous definitions and results, and using the relation between
the principal curvatures of the Delaunay surface C and its parallel surfaces
S± (see [32])
k
S
±
i =
kCi
1∓ δkCi
valid for δ < |kCi |; a simple computation then shows:
Theorem C. The surface S+ (resp. S−) parallel to a given Delaunay
surface C, as defined above, is well defined and the ball can freely roll over
it, if the appropriate condition in the table below is satisfied.
Table 1. Conditions for the sphere to roll over a surface
parallel to a Delaunay surface.
Ellipse Hyperbola
S− δ <
{
a if 0 < e < 1/2
a(1−e)
e
if e ≥ 1/2 δ < a(e− 1)
S+ δ < a(1− e) δ < a(e−1)e
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