The finite-difference time-domain (FDTD) method is an explicit time discretization scheme for Maxwell's equations. In this context it is well-known that explicit time discretization schemes have a stability induced time step restriction. In this paper, we recast the spatial discretization of Maxwell's equations, initially without time discretization, into a more convenient format, called the FDTD state-space system. This in turn allows us to derive a new algorithm in order to determine the stability limit of FDTD for lossy, inhomogeneous finite problems. It is shown that a crucial parameter is the spectral norm of the matrix resulting from the spatial discretization of the curl operator. In a rectangular simulation domain the time step upper bound can be calculated in closed form and results in a time step limit less stringent than the Courant condition. Finally, the validity of the technique is illustrated by means of some pertinent numerical examples.
Introduction
The finite-difference time-domain (FDTD) method is a popular simulation technique to solve Maxwell's equations [1] . The standard technique uses, as a result of spatial discretization, a uniform staggered so-called Yee grid to discretize Maxwell's curl equations. Subsequently time is discretized using an explicit method leading to an efficient leapfrog iteration scheme. This technique was first presented in 1966 [2] .
A consequence of using an explicit method, except e.g. in the Dufort-Frankel scheme for parabolic problems, is a time step restriction in general: for time steps chosen too large, the values of the variables grow without bound leading to instability and unphysical results. The stability limit, known as the Courant-Friedrichs-Lewy [3] condition, in short the Courant condition, was presented in the case of the two-dimensional wave equation in [4] , and for the first time in the context of Maxwell's equations in [5] . In this last paper it was calculated using the Von Neumann method, determining, as a function of the time step, the growth factor of the Fourier spatial modes in an infinite lossless homogeneous medium. Later this analysis was extended to infinite lossy homogeneous media [6] and in [7] the instability of the FDTD algorithm at the so-called "Magic Time
Step" in 1D and 2D was proved using the Von Neumann method for infinite homogeneous media.
Although the FDTD method seems to be stable for inhomogeneous finite problems using the same time step limit, this has not been proved up to now. Only recently [8, 9] a new approach was presented to study the stability condition of the FDTD method. The FDTD iteration scheme is described using sparse matrices and the eigenvalues of the iteration matrix are examined. In [8] the stability of nonorthogonal FDTD methods was investigated. In [9] , it was shown, working with a uniform grid, that a time step limit certainly exists for inhomogeneous finite problems and that this limit was related to the largest eigenvalue of a sparse matrix. A useful bound could be derived; however, for 2D problems, this bound was √ 2 times more strict than the Courant limit. Later [10] the same author presented a result for homogeneous finite 2D problems, showing a bound similar to the Courant limit.
In this paper, we recast the spatial discretization of Maxwell's equations, initially without time discretization, into a more convenient format, called the FDTD statespace system. This in turn allows us to derive a new algorithm in order to determine the stability limit of FDTD for lossy, inhomogeneous finite problems. The new algorithm shows that the stability limit for the FDTD method is independent of the losses in the problem. It is furthermore shown that a stability limit for homogeneous media is also a sufficient, albeit not necessary, condition for inhomogeneous problems. For a 3D rectangular domain this limit can be calculated in closed form, leading to a useful stability condition for 3D lossy inhomogeneous finite problems.
In Section 2 the FDTD state-space system is analyzed with special emphasis on some key properties of the sparse matrices involved. In Section 3 the time discretized version of the FDTD state-space system is presented and it is shown that a stability limit, depending only on the spectral norm K 2 , presents a sufficient condition independent of losses and (an)isotropic inhomogeneities. In Section 4, K 2 is calculated for a rectangular simulation domain and the final result is discussed in Section 5 and compared to the well known Courant limit. Finally, in Section 6, some numerical results are presented that clearly illustrate the usefulness of our approach.
The FDTD state-space system
Consider a finite FDTD simulation domain terminated by perfect electric conductors (PEC). The FDTD equations for a medium with relative permittivity r , relative permeability µ r , electric conductivity σ e and magnetic conductivity σ m take on the following form:
where we kept the time derivatives and only discretized the spatial coordinates. We have also normalized the magnetic field by a factor R 0 = √ µ 0 / 0 and the normalized time τ is defined as τ = c 0 t, where c 0 = 1/ √ 0 µ 0 is the speed of light. The grid steps are ∆ x , ∆ y and ∆ z and we have used the traditional FDTD index notation.
It is seen that there is a reciprocity between equations (1) and (2); e.g. in (1) the coefficient of
By imposing PEC boundaries, this mutual coupling property is valid for each equation throughout the entire simulation domain. This was first observed in [11] and in [12] and called reciprocity in [13] . It was also exploited in [14] . Here, we call this mutual coupling property spatial reciprocity, since it is related to the way the spatial domain is discretized. This allows us, by grouping the electric field variables in a vector e, and the magnetic field variables in a vector h, to write down the FDTD equations (1) and (2) in block state space form as follows:
or, still more compactly [15] as
whereẋ is shorthand notation for dx/dτ. The off-diagonal blocks of C are zero and the diagonal blocks, C 11 = D and C 22 = D µ , are diagonal matrices containing the relative permittivity of each electric field variable or the relative permeability of each magnetic field variable respectively. Each diagonal element of D is strictly positive and moreover each diagonal element has at least the value 1:
This is also true for D µ :
These relations also hold for anisotropic media for which the principal axes coincide with the coordinate axes. The diagonal blocks in G, are diagonal matrices and contain the losses corresponding to each field variable: G 11 = D σ e contains the normalized electric losses, and G 22 = D σ m , contains the normalized magnetic losses. Each diagonal element of D σ e and of D σ m is non-negative:
therefore D σ e and D σ m are positive semi-definite. In (3) the spatial reciprocity manifests itself by considering the off-diagonal blocks of G: block G 21 = −K T , representing the relations between the magnetic and the electric field variables, is the skew transpose of block G 12 = K, representing the relations between the electric and magnetic field variables.
As will become clear later on, the stability of the FDTD algorithm depends on the matrix K in (3). It can be written down explicitly when the simulation domain is the rectangular box of Fig. 1 . The simulation domain is terminated by perfect electric (PEC) conductors and hence the tangential electric fields and normal magnetic fields at the boundaries are zero, i.e.:
• e y = e z = 0, h x = 0 at x = 0 and x = n x ∆ x • e x = e z = 0, h y = 0 at y = 0 and y = n y ∆ y • e x = e y = 0, h z = 0 at z = 0 and z = n z ∆ z One can show that the explicit expression for the matrix K is as follows: with N α = n α − 1 for α = x, y, z and where the matrix W r ∈ R r×(r+1) is given by
with I r the identity matrix of dimension r. The Kronecker product ⊗ is defined in the Appendix.
Time discretization of the FDTD state-space system
In this section the FDTD time discretization of the statespace system (3) will be discussed, and stability can only be assured for limited time steps, with a limit related to the spectral norm K 2 . For the moment we do not make any assumptions concerning the shape of the simulation domain. If we use the standard FDTD central difference approximations we obtain:
where the superscripts represent the normalized time, i.e. n represents τ = n∆ τ . Just as the field variables inside each cell are interleaved, the field variables are updated in an alternating way, i.e. at different moments in time:
• at τ = n∆ τ , the magnetic field variables are updated • at τ = (n + 1/2)∆ τ , the electric field variables are updated. Old values at previous time instants do not need to be stored, therefore this alternating scheme is called a leapfrog iteration scheme. This can be written in matrix form as:
where
For each time step y = (E − F)x| n is calculated and (E + F)x| n+1 = y is solved for x| n+1 . Since (E − F) and (E + F) are sparse upper triangular and lower triangular matrices, this can be implemented very efficiently. Of course, this is just one of the main advantages of the FDTD method.
The stability of the FDTD equations is related to the spectral radius, defined as the maximum of the absolute values of the eigenvalues, of the iteration matrix
Each eigenvalue, γ , of (15) is related to the eigenvalue, λ, of E −1 F by means of the bilinear transformation
and the condition, |γ | ≤ 1, to ensure stability, is equivalent with the condition Re[λ] ≥ 0. The eigenvalue λ and the associated eigenvector z satisfy the relation
By left multiplying (17) with z H , the Hermitian transpose of the eigenvector z, this becomes:
The Hermitian transpose of (18) is:
where we took into account that E and F are real matrices and that E is symmetric such that F H = F T and E H = E T = E. Adding (18) and (19) yields:
Note that
is a diagonal matrix with no negative entries, i.e. a positive semi-definite matrix. This ensures that the left hand side of (20) is real and non-negative. With this result, it suffices to determine in which case the symmetric matrix E is positive definite, as from (20) it follows that in that case Re(λ) ≥ 0. Therefore only the matrix E determines the stability of the FDTD method, and (13) shows that E does not depend on the conductivities σ e , σ m . Hence it is clear that losses do not play a role regarding the stability of the FDTD method. This is in agreement with [6] , where based on the Von Neumann analysis for homogeneous media, it was shown that, when using central difference approximations, losses do not affect the stability constraint. Here we have extended this conclusion to finite inhomogeneous media. Matrix E must be positive definite in order to have a stable algorithm. Suppose, as a first step, that the medium is vacuum, i.e.
Consider the singular value decomposition of K ∈ R n 1 ×n 2 , with n 1 = dim[e] and n 2 = dim[h]:
Here ∈ R n 1 ×n 2 , U ∈ R n 1 ×n 1 and V ∈ R n 2 ×n 2 , and both U and V are orthogonal matrices: U T U = UU T = I n 1 and
Matrix has only non-zero elements on the diagonal and each of these elements, s p for p = 1, . . . , n 1 , is called a singular value i.e.
Hence we can put
implying that the eigenvalues of E are equal to the eigenvalues of
Supposing n 1 ≤ n 2 , which is the case for the rectangular simulation domain in Fig. 1 (a similar reasoning is possible for n 1 > n 2 and leads to an identical result), we can define a permutation matrix P
showing that (26) is similar to a block diagonal matrix:
where has n 1 blocks of size 2 × 2, and (n 2 − n 1 ) times 1/∆ τ on the diagonal:
Since E is similar to , the eigenvalues are identical. The eigenvalues of are 1/∆ τ with multiplicity (n 2 − n 1 ) and the eigenvalues of the diagonal blocks, i.e.
All these eigenvalues are strictly positive when ∆ τ < 2/s p for all s p or
where s = max(s p ). Equation (30) ensures the positive definiteness of E and the stability of the FDTD method.
On the contrary when (30) is violated E will not be positive definite and the FDTD method becomes unstable.
Since s = max(s p ) = K 2 [16] , (30) can also be written as:
When condition (30) is satisfied, the matrix (22) is positive definite for vacuum. Making use of the block structure of E, this is equivalent to the statement that for each
By exploiting (5), the following inequalities hold for every z:
Therefore, when (32) is satisfied, the following inequality also holds:
and hence the matrix E of (13) is positive definite, or in other words, the algorithm is stable, independently of the materials used inside the simulation domain provided (30) is satisfied. Summarized, it can be stated that the stability condition is only determined by the largest singular value, S, of K satisfying the condition (30). In [9] , for the lossless case, a necessary and sufficient condition for stability was given:
where ρ is the spectral radius of the matrix
are easily calculated since D and D µ are diagonal matrices with strictly positive diagonal elements (5) . For D = I and D µ = I, or in other words for vacuum, this is the same as (30). It should be stressed that we have shown that result (30) is also sufficient for stability of inhomogeneous problems. Now that we have derived the stability condition (30) or (31) and before expliciting the stability condition for a rectangular region, we want to emphasize that if (30) is satisfied for free space, we have shown that stability remains guaranteed when introducing material of any type. However, (30) is sufficient but not always necessary (as will be shown in one example in Section 8), i.e. it may well be that when introducing material, a larger time step than the one given by (30) still leads to a stable iteration scheme. Remark however that introducing losses will not allow for a larger time step.
The obtained result can indeed be generalized as follows. Suppose that the r and µ r -values of the material satisfy:
This would in particular be the case for a homogeneous material with parameters r and µ r . It now suffices to replace c 0 and R 0 by c and R c given by
and to repeat the complete analysis, to come to the conclusion that (30) remains valid, implying that the actual time step ∆ t is now larger as c < c 0 .
Singular values of K
In this section the singular values of K (9) will be determined when the simulation domain is a rectangular box, see Fig. 1 . First of all consider the singular value decomposition of W α /∆ α :
for α = x, y, z, where
and V α ∈ R n α ×n α and keeping in mind that U α and V α are orthogonal.
Making use of the singular value decomposition of the different W-matrices, and some readily established properties of the Kronecker product, see the Appendix, K is:
Both U 1 and V 1 are orthogonal matrices, U 2 , therefore the singular values of K are equal to the singular values of 1 . As a next step two permutation matrices can be introduced, the first permutation matrix P rearranging the rows of 1 , the second permutation matrix Q rearranging the columns of 1 . This results in transforming 1 to 2 :
such that 2 is a block diagonal matrix, where the blocks on the diagonal are not necessarily square, but the elements above and below these blocks are zero. For brevity P and Q are not given, but the idea is similar to what was done in (28). The resulting block diagonal matrix is of the following form: Where s x,i is the i th singular value of x , s y, j is the j th singular value of y and s z,k is the k th singular value of z appearing in (40). Since both U 1 and P are orthogonal and have the same dimension, their product PU 1 is orthogonal. The same remark can be made for QV 1 .
In this way, the problem of finding the singular values of K has been simplified to finding the singular values of 2 . The singular values of 2 are the singular values of each of the block matrices on the diagonal. For both types of matrices the singular values are:
where s(A) lists the singular values of A. From this result it is clear that the spectral norm of K is given by:
Finally we need to determine the largest singular value of W r (10) . The singular values of W r , as can be seen by considering the singular value decomposition of W r , correspond to the positive square root of the eigenvalues of W r W T r :
and from [17] , it is found that these eigenvalues are:
therefore:
Introducing this result in (44), the largest singular value of K becomes:
Stability criterion
Combining (30) and (51) yields a stability condition for a 3-D finite inhomogeneous lossy FDTD scheme:
Note that the validity of (52) includes anistropic media. Based on the fact that:
it can be concluded that result (52) is less stringent than the well known result [5] obtained via the Von Neumann method, i.e.
which is better known as the Courant limit. From (52), it can be observed that for an infinitely large grid our result approaches the Courant condition (54) since cos 2 (π/2n α ) approaches one for n α → ∞. It is important to note however that our result has been proved for finite lossy inhomogeneous problems.
A similar algebraic approach was presented recently for 2-D systems in [10] , the analysis was limited to homogeneous and lossless media.
Numerical examples
In this section the derived stability conditions are illustrated by means of two-dimensional (2D) FDTD simulations. The advantage of 2D examples over 3D ones, is that the set of relevant equations is greatly simplified while keeping all the essential features of the 3D case. In the 2D case all fields are independent of one coordinate (say z) and the 2D problem falls apart into a TM-case for the h x , h y and e z components and a TE-case for the e x , e y and h z components. The example that we will treat here is that of the TE-case for the rectangular and L-shaped regions of Fig. 2 .
We will start with the rectangular region of Fig. 2a for which n x = 10, n y = 10 with ∆ x = ∆ y = ∆.
According to (52), the FDTD time step must satisfy
The field components are arranged as shown in a part of Fig. 2a with the tangential electric fields put to zero on the boundary. Next, we will investigate how the stability condition evolves when going from the situation of Fig. 2a to that of Fig. 2c where n x = 12, n y = 10 through intermediate L-shaped situations, one of which is shown in Fig. 2b . Remark that for Fig. 2c , (55) again applies while for the intermediate situations the maximum singular value s max of K will have to be determined numerically. For the L-shaped cases we then have
The field equations which govern the problem are: 
After time and spatial discretization, (57) becomes:
Equation (60) applies for each elementary cell of the whole configuration with zero tangential electric fields at the boundary. Equations (58) and (59) in discretized form become:
with
The stability analysis now proceeds as follows. We introduce a very simple source term, i.e. R 0 J source,y 1 / 2 = 1 at the point indicated with a star on Fig. 2a . This source is again put to zero for other time instants. Stability does not depend upon the source terms, hence such a simple injection of energy into the system suffices. We can now calculate the fields resulting from this source excitation. We are not interested in the accuracy of the results but rather in finding out which is the maximum allowable time step ∆ τ to keep the FDTD scheme stable. To monitor stability the following quantity is calculated
In the case of Fig. 3a e.g., there are 100 cells, each with their corresponding h z variable. The time series q n+ 1 / 2 corresponding to the instant (n + 1 / 2 )∆ τ will grow exponentially for large time steps if the FDTD scheme is unstable.
Let us first concentrate on the vacuum case, i.e. r = µ r = 1 and σ e = σ m = 0 in (60-62). Table 1 The intermediate values in Table 1 apply to Fig. 2b and were obtained by constructing the K-matrix and numerically determining its largest singular value. Results are To normalize the results, we have first calculated q n+ 1 / 2 for ∆ τ = ∆ τ,max and we have divided all other results by the value of q n+ 1 / 2 for this limiting case by the q-value at n = 200. As can be seen from Fig. 2 , this limiting case leads to a result which increases with time, to reach a maximum value of 1 (as a consequence of our normalization of the results). It can now very clearly be observed that time steps only by very little exceeding the maximum allowable time step, lead to exponentially unstable results, while just below the maximum allowable time step the algorithm remains stable. A very much similar set of results (see Fig. 4 ) is obtained for the L-shaped situation of Fig. 2b (D = 5∆, ∆ τ,max = 0.715498). To further stress how the predicted stability limit shows up in the numerical data, the curves of Fig. 4 include two values of p, namely p = 1.000001 and p = 0.999999, which are closer to unity than the corresponding values of Fig. 2 . It is seen that the numerical results clearly confirm the theoretical derivations of the previous sections. Finally, just by way of example, we investigate the effect of introducing material into the configuration of Fig. 2a . We do this in the following way. Starting from the vacuum case, the first row is filled with a non-conducting material with r = 1 and µ r = 4. Next, the second row is filled and so on until a fully homogeneous cross-section is again obtained. We have proved that the FDTD algorithm will remain stable when using (65), the vacuum result. However, as already explained, we have only proved that respecting (65) is sufficient but not necessary when introducing material. Hence, in the presence of material, we have determined the actual stability limit experimentally by performing many FDTD solutions and by carefully observing the behaviour of q n+ 1 / 2 for large values of time. The obtained results are given in Table 2 under the form of a multiplication factor with which the vacuum limit (65) has to be multiplied. As claimed theoretically, this factor indeed always exceeds 1. For the homogeneous case with r = 1 and µ r = 4, we refer to the remark at the end of Section 5 and to (37). As the speed of light is now two times smaller than in the vacuum case, the multiplication factor must exactly become 2. This is also confirmed by our numerical experiment, but the gradual transition from the vacuum case to the fully filled cross-section certainly does not lead to a similar gradual increase in the multiplication factor. To obtain the data in Table 2 with an accuracy of 5 digits about 2000 time steps were necessary. To conclude, the effect of losses is illustrated in Fig. 5 and Fig. 6 .
The displayed results are similar to the ones shown in Figs. 3 and 4 . The configuration we consider is that of Fig. 2a (the 10 × 10 case) with r = 1 and µ r = 1.
However, half of the cross-section has been filled with material with magnetic losses for which γ = 1 in the case of Fig. 5 and γ = 10 in the case of Fig. 6 . We have retained three values for p and the results for q n+ 1 / 2 have now been normalized with the values of q n+ 1 / 2 at n = 200 for p = 1, i.e. ∆ τ = ∆ τ,max with ∆ τ,max the free space value of 0.715921. The numerical results confirm that stability is independent from losses. Although the three curves are very close to each other for early time, they clearly separate when time increases with clear stability for p < 1. 
Conclusion
We have presented a new algorithm to assess the stability of the FDTD method. It is based on the spatial discretization of Maxwell's equations, initially without time discretization, leading to an FDTD state-space system. From the subsequent time discretization of the FDTD statespace system, a technique was derived to determine the stability limit for lossy, inhomogeneous finite problems. This stability limit, related to the spectral norm of the discretized curl operator, only depends on the grid of the FDTD method and is a sufficient condition independent of inhomogeneous lossless media inside the problem. It has also been proved that the stability limit is not influenced by the insertion of electric or magnetic losses. For a rectangular simulation domain this limit can be calculated and results in a stability limit less strict than the Courant condition.
To give the reader a feeling about the way in which the derived time step stability limit manifests itself in numerical calculations, a 2D FDTD example was studied in detail. Both the effect of a change in shape of the simulation domain as well as the effect of introducing lossless and lossy material are examined and the obtained results are fully consistent with the theory.
