ABSTRACT
INTRODUCTION
Due to the natural factors such as weather conditions, economic activities and the impact of human factors, changes in short-term load are usually seen as a random process [1] . In recent years, artificial neural network, support vector machine and other nonlinear predicting models have been used to fit the load curve, which have achieved a good forecasting performance [2, 3] . However, when the input factors are excessive, it will make the predicting model complex and the training efficiency low. Therefore, choosing reasonable predicting model is one of the key issues to improve the predicting accuracy. In [4] , the predicting model is built based on constructing a linear combination of the original variables by principal component analysis (PCA) method, which can extract the main components from the original data set and reduce the dimensions so that the problem was simplified. In [5] , noise reduction filtering algorithm based on singular value decomposition was used to eliminate noise and extract the main features. In fact, the aforementioned methods can merely analyze sample matrix from the algebraic point of view, thus the decomposition results will bring negative values. Non-negative matrix factorization (NMF) algorithm is a new matrix decomposition algorithm proposed by Lee and Seung in 1999 [6] , compared with other feature extraction algorithms, the decomposition of this algorithm is non-negative and has the advantages of simplicity realization, interpretable decomposition form and decomposition result, etc. On the other hand, relevance vector machine (RVM) is a probability learning method based on Bayesian theory [7] . In [8] , empirical mode was used to divide load into several components, then using RVM to establish predicting model for each component, as a result, the predicting effect has been improved obviously. Based on the above discussions, this paper uses the NMF algorithm and extracts the main features of the input variables, then the non-negative matrix with lower dimensions is derived and is taken as the input of RVM, thus it can improve the predicting accuracy.
METHODOLOGY

Non-negative matrix factorization
Non-negative matrix factorization can be described as follows [9, 10] : For a given nonnegative dataset expressed by m n V  , it can be decomposed as the product of two nonnegative matrices: 
Relevance vector machine
The output of RVM model can be defined as follows [11, 12] : (6) where N is the length of the data, ) , (
i  is the model weights.
In RVM, the priori probability distribution for each model weight is given as: 
, and  is the design matrix given by:
Based on priori probabilities distribution and likelihood distribution, the posterior distribution over the weight form Bays rule can be written as:
where
The marginal likelihood distribution of the hyperparameters can be obtained as: x , then the corresponding output probability distribution obeys the Gaussian distribution, and the corresponding predictive value can be derived by:
SHORT-TERM LOAD FORECASTING METHOD BASED ON RVM WITH NMF ALGORITHM
Data pre-processing
This paper selects the data collection and monitoring system measurement data acquisition (SCADA) as the original data source, the collected data often contains a lot of abnormal data. Therefore, it is necessary to detect and eliminate the dad data, in this paper, the transverse, longitudinal correlation method is used for pretreatment [11] .
Sample selection
The characteristic factors selected in this paper include the following categories, as shown in table 1. 
NMF algorithm decomposition of the input sample
Due to the load data and meteorological data is not comparable in their respective dimensions, the data is mapped by using the following mapping formula:
where max x and min x are the maximum and minmum values of the original data x respectively； max y and min y are the mapping interval of maximum and minimum value respectively. This paper introduces the k-fold cross-training method to get the optimal values of dimension, typically value of k =10 [12] . The specific process is as follows:
Step 1: Training samples are randomly divided into k mutually disjoint, equal to the number of a subset, which is . , , 2 1 K S S S

Step 2: The dimension r must satisfy the condition mn r n m
, then the NMF method can be used to reduce the data dimension.
Step 3: For k wheel training and testing, which k i Step 4: Repeat Step 1 and 2 to get r cross-validation errors, selecting the minimum corresponding dimension as the optimal dimension.
RVM Modeling
This paper chooses the combination of the typical local nuclear-RBF kernel with the global nuclear-polynomial kernel [13] , the polynomial kernel used in the binomial is shown as follows type:
is binomial kernel function;  is the weight of the kernel function;
 is the kernel width;
 and  are the parameters to be optimized. The grid search method is employed to get the optimal value of  and  . In which  =0.471,
SIMULATION ANALYSIS
In order to verify the effect of the model's prediction, this paper uses the data of a city in East China from September 15 to September 29 (24 points one day) for a simulation test, and the original data is 18-dimensional. In order to compare the predicting effect of different models, the data is used as a training set to set up the predicting model, which can check the prediction effect. Since the NMF algorithm requires the original input matrix elements non-negative, so the samples are mapped to [0, 2] . The K-fold cross-validation method is used to get the optimal dimension. The training set is decomposed into 7-dimensional, then it is taken as the input of RVM for training to get the predicting model. Extracting 5 groups of samples from the sample after dimension reduction, as shown in table 2, the data is nonnegative and retains the actual meaning of the original sample. In order to make a comparison, this paper uses the RVM method and the RVM based on PCA(PCA-RVM) method to make a forecast. In PCA-RVM model, the PCA Stockholm, 10-13 June 2013
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information contribution is 90% and the result of the train sets are reduced to 10-dimensional. As shown in table 3, 5 set of sample data extracted by PCA method appears a large number of negative data. The errors of three predicting methods are shown in Table  4 . 50s Forecasting curves of load by PCA-RVM and NMF-RVM are given in Fig.1 . Fig.1 Forecasting curves of load by PCA-RVM and NMF-RVM It can be clearly seen that compared with RVM method, the number of input variables is reduced based on NMF-RVM, the average relative error and training time are reduced. Besides, compared with PCA-RVM, the proposed method improves the accuracy of prediction obviously, the effect of dimension reduction is slightly better, but the training time becomes longer, this is mainly due to the use k-fold cross-training method to find the optimal number of dimensions and repeating use of RVM.
CONCLUSIONS
NMF algorithm theory and computational methods are still evolving. Further work of this paper is to find an effective way to reduce the time consumed by the algorithm in finding the optimal dimension. At the same time, the initialization of the algorithm, the convergence rate problems are worth further exploration and study.
