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ATIYAH AND TODD CLASSES ARISING FROM INTEGRABLE DISTRIBUTIONS
ZHUO CHEN, MAOSONG XIANG, AND PING XU
ABSTRACT. In this paper, we study the Atiyah class and Todd class of the DG manifold (F [1], dF ) corre-
sponding to an integrable distribution F ⊂ TKM = TM ⊗R K, where K = R or C. We show that these
two classes are canonically identical to those of the Lie pair (TKM,F ). As a consequence, the Atiyah class
of a complex manifold X is isomorphic to the Atiyah class of the corresponding DG manifold (T 0,1X [1], ∂¯).
Moreover, if X is a compact Ka¨hler manifold, then the Todd class of X is also isomorphic to the Todd class of
the corresponding DG manifold (T 0,1X [1], ∂¯).
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1. INTRODUCTION
Atiyah classes were introduced by Atiyah [1] to characterize the obstruction to the existence of holomorphic
connections on a holomorphic vector bundle over a complex manifold. In [5], Kapranov showed that the
Atiyah class αX ∈ H1(X,T∨X ⊗ End(TX)) of a Ka¨hler manifold X induces an L∞ algebra structure on
Ω0,•−1X (TX) (see [7, 8] for the complex manifold case), which plays an important role in the formalism of
Rozansky-Witten theory. In his seminar work [6], Kontsevich indicated a deep link between the Todd genus
of complex manifolds and the Duflo element of Lie algebras. See [9] for the formality theorem for smooth
DG manifolds, which implies the Kontsevich-Duflo theorem for Lie algebras and Kontsevich’s theorem for
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2 ZHUO CHEN, MAOSONG XIANG, AND PING XU
complex manifolds [6] under a unified framework. Inspired by the work of Kapranov and Kontsevich, Chen,
Stie´non and Xu introduced the Atiyah class of Lie algebroid pairs in [3], which encodes both the Atiyah
class of complex manifolds and the Molino class [14] of foliations as special cases. Towards a different
direction, Mehta, Stie´non and Xu [13] introduced Atiyah classes and Todd classes of DG manifolds. The
Duflo element of a Lie algebra g is identified with the Todd class of the associated DG manifold (g[1], dCE).
Let F ⊂ TKM = TM ⊗R K be a subbundle whose space of sections forms an integrable distribution,
where K is either the field R or C. When K = R, it corresponds to the tangent bundle of a regular foliation
F in M . We will also say that F is a regular foliation. Then the graded manifold F [1] together with the
Chevalley-Eilenberg differential dF on the Lie algebroid F overK is a DG manifold. Thus we may consider
the Atiyah class and the Todd class [13] of this DG manifold. Meanwhile, (TKM,F ) is a Lie algebroid pair
over M . We may also consider the Atiyah class and the Todd class [3] of the Lie pair (TKM,F ).
The main purpose of this paper is to investigate the relation between these two types of Atiyah classes and
Todd classes. First of all, we prove the following theorem in Section 2 regarding the cohomology groups of
tensor fields of the DG manifold (F [1], dF ).
Theorem A. For any pair of non-negative integers (n,m), there exists a canonical isomorphism
Φnm : H
•(Tnm(T (F [1])), LdF )
∼=−→ H•CE(F,Tnm(TKM/F ))
from the cohomology of (n,m)-tensor fields Tnm(T (F [1])) of the DG manifold (F [1], dF ) to the Chevelley-
Eilenberg cohomology of the F -module Tnm(TKM/F ) (see Equation (1.1) for notations). Moreover, the
following diagram commutes:
H•(Tn1m1(T (F [1])), LdF )⊗K H•(Tn2m2(T (F [1])), LdF )
⊗
//
(Φ
n1
m1
,Φ
n2
m2
)

H•(Tn1+n2m1+m2(T (F [1])), LdF )
Φ
n1+n2
m1+m2

H•CE(F,Tn1m1(TKM/F ))⊗K H•CE(F,Tn2m2(TKM/F ))
⊗
// H•CE(F,T
n1+n2
m1+m2(TKM/F )).
Moreover, we have a homotopy contraction between Γ(M,∧•F∨⊗∧•(TKM/F )) and the space of polyvec-
tor fields Γ(F [1],∧•T (F [1])) of the DG manifold (F [1], dF ). Note that
(Γ(F [1],∧•T (F [1])), LdF ,∧, [−,−]SN )
is a differential Gerstenhaber algebra, thus also a (−1)-shifted derived Poisson algebra [2], where [−,−]SN
is the Schouten-Nijenhuis bracket. Op cit, a (−1)-shifted derived Poisson algebra structure is constructed
on Γ(M,∧•F∨ ⊗ ∧•(TKM/F )). We show in Proposition 2.31 that this structure in fact results from the
homotopy transfer of the differential Gerstenhaber algebra structure in Γ(F [1],∧•T (F [1])) via the afore-
mentioned contraction data.
Then we prove the following main theorem in Section 3.
Theorem B. Under the canonical isomorphism as in Theorem A,
(1) The Atiyah class αF [1] of the DG manifold (F [1], dF ) corresponds to the Atiyah class αTKM/F of
the Lie pair (TKM,F );
(2) The scalar Atiyah classes ck(F [1]) (k = 1, 2, · · · ) of the DG manifold (F [1], dF ) correspond to the
scalar Atiyah classes ck(TKM/F ) of the Lie pair (TKM,F );
(3) The Todd class TdF [1] of the DG manifold (F [1], dF ) corresponds to the Todd class TdTKM/F of
the Lie pair (TKM,F ).
As a main application, consider a complex manifold X . Let T 1,0X and T
0,1
X be its holomorphic and anti-
holomorphic tangent bundle, respectively. By considering the particular integrable distribution F := T 0,1X ⊂
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TCX , we get a Lie pair (TCX,T
0,1
X ) and a DG manifold (T
0,1
X [1], ∂¯), where ∂¯ : Ω
0,•
X → Ω0,•+1X is the
Dolbeault differential operator. Applying Theorems A and B, we have the following
Theorem C. Let ΘX and ΩX be the holomorphic tangent sheaf and holomorphic cotangent sheaf of X ,
respectively. Then
(1) There exists a canonical isomorphism
Φnm : H
•(Tnm(T (T
0,1
X [1])), L∂¯)
∼=−→ H•(X, (ΩX)⊗m ⊗OX (ΘX)⊗n),
where H•(X, (ΩX)⊗m ⊗OX (ΘX)⊗n) denotes the sheaf cohomology of (ΩX)⊗m ⊗OX (ΘX)⊗n.
(2) The canonical isomorphism Φ12 sends the Atiyah class αT 0,1X [1]
of the DG manifold (T 0,1X [1], ∂¯) to
the Atiyah class αX ∈ H1(X,Ω⊗2X ⊗OX ΘX) of the complex manifold X .
(3) The canonical isomorphism Φ0• sends the Todd class TdT 0,1X [1] of the DG manifold (T
0,1
X [1], ∂¯) to
the Todd class Td
T 1,0X
∈ ⊕k Hk,k(X) of the Lie pair (TCX,T 0,1X ).
Notations:
In this note, the symbol K denotes either the field R or C, and graded means Z-graded. By a graded
manifold M over K, we mean a pair (M,OM), where M is a smooth manifold, and OM is a sheaf of
graded commutative K-algebras over M , locally isomorphic to C∞(U,K) ⊗K Ŝ(V ∨) for a graded vector
space V over K, and U ⊂ M open. We denote by C∞(M,K) the space of K-valued smooth functions on
M, i.e., the space of global sections of OM. A graded vector bundle is a vector bundle in the category of
graded manifolds(cf.[12]).
For any graded vector bundle E over a graded manifoldM, denote by
Tqp(E) = E⊗q ⊗ (E∨)⊗p, Tqp(E) = Γ(M;Tqp(E)), (1.1)
the tensor product of q-copies of E and p-copies of its dual E∨, and the corresponding global section space,
respectively. In particular, T10(TM) = Γ(TM) is the space of vector fields of M, which will also be
denoted by X(M).
A DG manifold is a pair (M, Q), whereM is a graded manifold, and Q ∈ X(M) is a homological vector
field onM, i.e., a degree +1 derivation of C∞(M) such that [Q,Q] = 0. A DG vector bundle is a vector
bundle in the category of DG manifolds(cf.[12]).
Let E →M be a graded vector bundle and assume thatM is a DG manifold. Then a DG-module structure
on Γ(E) over C∞(M) induces a homological vector field on E such that E →M is a DG vector bundle. In
fact, the category of DG vector bundles and the category of locally free DG-modules are equivalent(cf. [13]).
Let (M, Q) be a DG manifold. Then for any p, q ≥ 0, the vector bundle
Tqp(TM) = (TM)⊗q ⊗ (T∨M)⊗p,
together with the Lie derivative LQ along the homological vector field Q, is a DG vector bundle over
(M, Q). And (∧q(TM)⊗ ∧p(T∨M), LQ) is a DG subbundle of (Tqp(TM), LQ).
Acknowledgements: Xiang is grateful to his advisor Xiaobo Liu for his constant support and encourage-
ment, to Pennsylvania State University for its hospitality and to China Scholarship Council for the financial
support during his 20-months stay at Penn State. We would like to thank Ruggero Bandiera for telling
us reference [10] on the tensor product of homotopy contractions. We also wish to thank Damien Broka,
Hsuan-Yi Liao and Mathieu Stie´non for helpful discussions.
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2. COHOMOLOGY OF DG MANIFOLDS OUT OF INTEGRABLE DISTRIBUTIONS
In this section, we prove Theorem A concerning the cohomology of (n,m)-tensor fields on the DG manifold
(F [1], dF ) via constructing a homotopy contraction explicitly.
2.1. The contraction data. Let F ⊂ TKM be an integrable distribution. For simplicity, we will denote the
quotient bundle TKM/F by B from now on. There is a short exact sequence of vector bundles over M :
0 // F
i // TKM
prB // B = TKM/F // 0. (2.1)
There exists a flat F -connection∇Bott on B, called Bott representation, which is defined by
∇BottV Z := prB[V, j(Z)], ∀V ∈ Γ(F ), Z ∈ Γ(B),
where j : B → TKM is any splitting of the short exact sequence (2.1).
Meanwhile, there associates to F a DG manifold (F [1], dF ), whose space of K-valued smooth functions is
C∞(F [1],K) = Γ(M ;∧•F∨) : = Ω•F .
Here dF : Ω•F → Ω•+1F is the Chevalley-Eilenberg differential of F . Let pi : F [1] → M be the bundle
projection map. For any vector bundle E over M , we denote the space of smooth sections of the pull-back
bundle pi∗(E) over F [1] by
Γ(F [1], pi∗(E)) ∼= Γ(M ;∧•F∨ ⊗ E) := Ω•F (E).
In particular, the covariant derivative dB of the Bott connection∇Bott on B gives rise to a cochain complex
(Ω•F (B), dB), which is called the Chevalley-Eilenberg complex of F with respect to B. And dB is also
called the F -module structure on B.
The following lemma appeared without explicit proof in [15]. For completeness, we give a proof here.
Lemma 2.2. For any splitting j : B → TKM of the short exact sequence (2.1), there exists a contraction
data
(X(F [1]), LdF ) (Ω
•
F (B), dB),hj
φ
ψj
satisfying
φ ◦ ψj = id : (Ω•F (B), dB)→ (Ω•F (B), dB), (2.3)
id−ψj ◦ φ = [LdF , hj ] : (X(F [1]), LdF )→ (X(F [1]), LdF ), (2.4)
with side conditions
hj ◦ ψj = 0, φ ◦ hj = 0, h2j = 0,
where dB is the Chevalley-Eilenberg differential of F with respect to the F -module B.
Proof. Let us choose a splitting of the short exact sequence (2.1), i.e., a pair of bundle maps j : B → TKM
and prF : TKM → F such that prB ◦j = idB, prF ◦i = idF , and idTKM = j ◦ prB +i ◦ prF :
0 // F
i //
TKM
prF
oo
prB //
B
j
oo
// 0.
By abuse of notations, we will use same notations to denote the corresponding splitting of the short exact
sequence:
0 // Ω•F (F )
i //
Ω•F (TKM)
prF
oo
prB //
Ω•F (B)
j
oo
// 0.
In the sequel, we consider B as a subbundle of TKM transversal to F via the isomorphism TKM ∼= F ⊕B
determined by j. The symbol R denotes the space C∞(M,K) of K-valued smooth functions on M . The
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space of vector fields on F [1] is canonically isomorphic to the graded Lie algebra of K-linear derivations of
Ω•F :
X(F [1]) ∼= Der(Ω•F ).
First of all, we define the maps φ, ψj and hj as follows:
• Let φ be the Ω•F -linear map
φ : = prB ◦pi∗ : X(F [1])→ Ω•F (B), (2.5)
where pi∗ : X(F [1]) → Ω•F (TKM) is the tangent map of the bundle projection pi : F [1] → M . In
fact, pi∗(X ) ∈ Ω•F (TKM) ∼= Ω•F ⊗R Der(R) is determined by
pi∗(X )(f) = X (pi∗f) ∈ Ω•F , ∀f ∈ R.
• The map
ψj : Ω
•
F (B)→ X(F [1]) (2.6)
is the Ω•F -linear extension of the R-linear map
ψj : Γ(B)→ Der(Ω•F ) ∼= X(F [1])
specified by the following relations:
ψj(Z)(pi
∗f) = j(Z)(f), ψj(Z)(ξ) = prF∨(Lj(Z)ξ) ∈ Ω1F , (2.7)
for all Z ∈ Γ(B), f ∈ R and ξ ∈ Ω1F . More precisely, we have
ιV (ψj(Z)(ξ)) = j(Z)〈V, ξ〉 − 〈prF [j(Z), V ], ξ〉, (2.8)
for all V ∈ Γ(F ). It is easy to see that the map ψj is well-defined.
• Let hj : X(F [1])→ X(F [1]) be the Ω•F -linear map of degree (−1) determined by
hj(X ) = (−1)|X |ιprF (pi∗(X )) ∈ Der(Ω•F ) ∼= X(F [1]) (2.9)
for all X ∈ X(F [1]). Here prF (pi∗(X )) ∈ Ω•F (F ), and ι is the contraction operator
ια⊗RV ω := α ∧ ιV ω, ∀α, ω ∈ Ω•F , V ∈ Γ(F ).
In particular, we have, for any f ∈ R,
hj(X )(pi∗f) = 0, hj(X )(dF (pi∗f)) = (−1)|X | prF (pi∗(X ))(f). (2.10)
The rest of proof is divided into several steps:
• The map φ is a cochain map.
It suffices to show that for any X ∈ X(F [1]),
φ([dF ,X ]) = dB(φ(X )) ∈ Ω•F (B).
We prove, for any ω ∈ Γ(B∨), that the identity
〈ω, φ([dF ,X ])〉 = 〈ω, dB(φ(X ))〉 ∈ Ω•F (2.11)
holds. Note that pr∨B(ω) ∈ Ω1(M) is locally of the form
∑
k gkdfk, where fk, gk ∈ R. It thus
follows that ∑
gkdF (pi
∗fk) = i∨
(∑
gkdfk
)
= i∨(pr∨B(ω)) = 0. (2.12)
Now
LHS of (2.11) = 〈pr∨B(ω), pi∗[dF ,X ]〉 =
∑
gk〈dfk, pi∗[dF ,X ]〉 =
∑
gk[dF ,X ](pi∗fk)
=
∑
gkdF (X (pi∗fk))−
∑
(−1)|X |gkX (dFpi∗fk) by Equation (2.12)
= dF
(∑
gkX (pi∗fk)
)
−
∑
dF (pi
∗gk)X (pi∗fk) + (−1)|X |
∑
X (pi∗gk)dF (pi∗fk)
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= dF 〈ω, φ(X )〉 −
∑
dF (pi
∗gk)X (pi∗fk) +
∑
dF (pi
∗fk)X (pi∗gk).
Here in the last equality we have used the following identity
〈ω, φ(X )〉 = 〈pr∨B(ω), pi∗(X )〉 =
∑
gk〈dfk, pi∗(X )〉 =
∑
gkX (pi∗fk).
On the other hand, to compute the right-hand side of Equation (2.11), we first note that the Lie
algebroid cohomology differential dB∨ corresponding to the dual F -module structure on B∨ can be
computed by the following commutative diagram
Γ(B∨)
dB∨ //
pr∨B

Ω1F (B
∨) ⊂ Ω1F (TKM)
Ω1(M)
dDR // Ω2(M).
RF
OO
Here the right vertical map RF is defined by
RF (α ∧ β) = (i∨ ⊗ id)(α⊗ β − β ⊗ α) = i∨(α)⊗ β − i∨(β)⊗ α,
for all α, β ∈ Ω1(M). And the fact that Im(RF ◦ dDR ◦ pr∨B) = Ω1F (B∨) ⊂ Ω1F (T∨KM) follows
from the assumption that F ⊂ TKM is integrable. Thus,
RHS of (2.11) = dF 〈ω, φ(X )〉 − 〈dB∨(ω), φ(X )〉
= dF 〈ω, φ(X )〉 − 〈RF
(∑
dgk ∧ dfk
)
,prB(pi∗(X ))〉
= dF 〈ω, φ(X )〉 −
〈
pr∨B
(∑
dF (pi
∗gk)⊗ dfk − dF (pi∗fk)⊗ dgk
)
, pi∗(X )
〉
= dF 〈ω, φ(X )〉 −
∑
dF (pi
∗gk)X (pi∗fk) +
∑
dF (pi
∗fk)X (pi∗gk).
• The map ψj is a cochain map, i.e., ψj ◦ dB = LdF ◦ ψj . We have
ψj(dB(α⊗R Z)) = dF (α)⊗R ψj(Z) + (−1)|α|α⊗R ψj(dB(Z))
and
LdF (ψj(α⊗R Z)) = dF (α)⊗R ψj(Z) + (−1)|α|α⊗R LdF (ψj(Z)),
for any α⊗R Z ∈ Ω•F (B), where α ∈ Ω•F , Z ∈ Γ(B). Thus it suffices to prove that
ψj(dB(Z)) = LdF (ψj(Z)) = [dF , ψj(Z)] ∈ X(F [1]).
Let us examine this relation on the generators {pi∗f, dF (pi∗f) : f ∈ R} of the K-algebra Ω•F :
On the one hand, for any V ∈ Γ(F ), by the defining Equation (2.7) of ψj , we have
ιV (ψj(dB(Z))(pi
∗f)) = ψj(∇BottV (Z))(pi∗f) = j(prB([V, j(Z)]))(f)
= [V, j(Z)](f)− prF ([V, j(Z)])(f)
= V (j(Z)(f))− (j(Z)(V (f))− prF ([j(Z), V ])(f)) by Equation (2.8)
= ιV ([dF , ψj(Z)](pi
∗f)).
Therefore, we have
ψj(dB(Z))(pi
∗f) = [dF , ψj(Z)](pi∗f). (2.13)
On the other hand, we have
[dF , ψj(Z)](dF (pi
∗f)) = −dF ([dF , ψj(Z)](pi∗f)) by Equation(2.13)
= −dF (ψj(dB(Z))(pi∗f))
= −[dF , ψj(dB(Z))](pi∗f) + ψj(dB(Z))(dF (pi∗f)) by Equation(2.13)
= −ψj(d2B(Z))(pi∗f) + ψj(dB(Z))(dF (pi∗f))
= ψj(dB(Z))(dF (pi
∗f)).
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Hence, ψj is a cochain map.
• Proof of Equation (2.3). We first claim that
pi∗ ◦ ψj = j : Ω•F (B)→ Ω•F (TKM), (2.14)
Since both ψj and pi∗ are Ω•F -linear, it suffices to show that
pi∗(ψj(Z)) = j(Z) ∈ Γ(TKM) ∼= Der(R), ∀Z ∈ Γ(B).
In fact, by the defining formula (2.7) of ψj , we have
pi∗(ψj(Z))(f) = ψj(Z)(pi∗f) = j(Z)(f), ∀f ∈ R.
This proves Equation (2.14). Hence,
φ ◦ ψj = prB ◦pi∗ ◦ ψj = prB ◦j = id .
• Proof of Equation (2.4). We prove that
X − ψj(φ(X )) = [LdF , hj ](X ) = [dF , hj(X )] + hj([dF ,X ]),
for allX ∈ X(F [1]). It suffices to show that both sides coincide when acting on elements {pi∗f, dF (pi∗f) :
f ∈ R}. That is, for any f ∈ R,
(X − ψj(Φ(X )))(pi∗f) = [dF , hj(X )](pi∗f) + hj([dF ,X ])(pi∗f) = [dF , hj(X )](pi∗f), (2.15)
(X − ψj(Φ(X )))(dF (pi∗f)) = [dF , hj(X )](dF (pi∗f)) + hj([dF ,X ])(dF (pi∗f)). (2.16)
In fact, Equation (2.15) can be verified directly:
[dF , hj(X )](pi∗f) = (−1)|X |hj(X )(dF (pi∗f)) by Equation (2.10)
= prF (pi∗(X ))(f) = (pi∗(X)− prB(pi∗(X )))(f) by Equation (2.5)
= (pi∗(X )− (φ(X )))(f)
= X (f)− ψj(φ(X))(f).
As for Equation (2.16), we compute
(X − ψj(φ(X )))(dF (pi∗f))
= (−1)|X |(dF ((X − ψj(φ(X )))(pi∗f))− [dF ,X − ψj(φ(X ))](pi∗f)) by Equation (2.15)
= (−1)|X |(dF ([dF , hj(X )](pi∗f))− [dF ,X ](pi∗f) + [dF , ψj(φ(X ))](pi∗f))
= (−1)|X |(dF ([dF , hj(X )](pi∗f))− [dF ,X ](pi∗f) + ψj(φ([dF ,X ]))(pi∗f))
= [dF , hj(X )](dF (pi∗f))− (−1)|X |(pi∗([dF ,X ])(f)− j(prB(pi∗([dF ,X ])))(f))
= [dF , hj(X )](dF (pi∗f)) + (−1)|X |+1 prF (pi∗([dF ,X ]))(f) by Equation (2.10)
= [dF , hj(X )](dF (pi∗f)) + hj([dF ,X ])(dF (pi∗f)).
• Side conditions. Note that by Equation (2.14),
(hj ◦ ψj)(Z) = ιprF (pi∗(ψj(Z))) = ιprF (j(Z)) = 0, ∀Z ∈ Γ(B).
Since both hj and ψj are Ω•F -linear, it follows that hj ◦ψj = 0. The verifications of φ ◦ hj = 0 and
h2j = 0 are similar.
This completes the proof. 
We generalize this result to the space of tensor fields on F [1] as follows:
Proposition 2.17. For any splitting j : B → TKM of the short exact sequence (2.1), there exists a
contraction data
(Tnm(T (F [1])), LdF ) (Ω
•
F (Tnm(B)), dB),Hnm
Φnm
Ψnm
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satisfying
Φnm ◦Ψnm = id, Ψnm ◦ Φnm + [LdF , Hnm] = id,
with side conditions
Hnm ◦Ψnm = 0, Φnm ◦Hnm = 0, Hnm ◦Hnm = 0.
Here for simplicity we denote by dB the Chevalley-Eilenberg differential of F with respect to the F -module
Tnm(B) for any pair of non-negative integers (m,n).
Proof. Note that all maps ψj , φ, hj of the contraction data are Ω•F -linear. Their Ω
•
F -dual maps ψ
∨
j , φ
∨, h∨j
give rise to a contraction as well:
(Ω1(F [1]), LdF ) (Ω
•
F (B
∨), dB).h∨j
ψ∨j
φ∨
By considering the Ω•F -dual form of Equations (2.3) and (2.4), it only suffices to show that
[LdF , hj ]
∨ = [LdF , h
∨
j ] : Ω
1(F [1])→ Ω1(F [1]).
In fact, for all α ∈ Ω1(F [1]),X ∈ X(F [1]), we have
〈[LdF , h∨j ]α,X〉 = 〈LdF (h∨j (α)),X〉+ 〈h∨j (LdF (α)),X〉
= LdF 〈h∨j (α),X〉 − (−1)|α|−1〈h∨j (α), LdFX〉+ (−1)|α|+1〈LdFα, hj(X )〉
= (−1)|α|(LdF 〈α, hj(X )〉 − 〈LdFα, hj(X )〉) + 〈α, hj(LdFX )〉
= 〈α,LdF (hj(X )) + hj(LdFX )〉 = 〈α, [LdF , hj ]X〉
= 〈[LdF , hj ]∨(α),X〉.
Define
Ψnm : = (φ
∨)⊗m ⊗ (ψj)⊗n : (Ω•F (Tnm(B)), dB)→ (Tnm(T (F [1])), LdF ), (2.18)
Φnm : = (ψ
∨
j )
⊗m ⊗ (φ)⊗n : (Tnm(T (F [1])), LdF )→ (Ω•F (Tnm(B)), dB), (2.19)
Hnm =
m∑
i=1
(φ∨ ◦ ψ∨j )⊗(i−1) ⊗ h∨j ⊗ (id)⊗(n+m−i) +
n∑
l=1
(φ∨ ◦ ψ∨j )⊗m ⊗ (ψj ◦ φ)⊗(l−1) ⊗ hj ⊗ id⊗(n−l) .
(2.20)
Then according to Lemma 2.2, and the tensor trick in [10, Example 2.6], the maps Ψnm,Φ
n
m, H
n
m constructed
above satisfy the contraction properties. 
Moreover, the quasi-isomorphisms Ψnm and Φ
n
m are, in fact, canonical up to homotopy:
Proposition 2.21. Assume that ĵ : B → TKM is another splitting of the short exact sequence (2.1). Let
(Tnm(T (F [1])), LdF ) (Ω
•
F (Tnm(B)), dB)Ĥnm
Φ̂nm
Ψ̂nm
be the associated contraction. Then there exist two Ω•F -linear maps
Θnm : Ω
•
F (Tnm(B))→ Tnm(T (F [1])), Ξnm : Tnm(T (F [1]))→ Ω•F (Tnm(B))
such that
Ψ̂nm −Ψnm = Θnm ◦ dB + LdF ◦Θnm : Ω•F (Tnm(B))→ Tnm(T (F [1])), (2.22)
Φ̂nm − Φnm = Ξnm ◦ LdF + dB ◦ Ξnm : Tnm(T (F [1]))→ Ω•F (Tnm(B)). (2.23)
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According to the defining formulas (2.18) and (2.19) of Ψnm and Φ
n
m in the proof of Proposition 2.17, the
key step is to study how the quasi-isomorphism ψj depends on the splitting j:
Lemma 2.24. Under the same assumptions as in Proposition 2.21, there exists a Ω•F -linear homotopy
between Ψ̂10 = ψĵ and ψj
Θ : Ω•F (B)→ X(F [1]),
i.e.,
ψĵ − ψj = Θ ◦ dB + LdF ◦Θ : Ω•F (B)→ X(F [1]). (2.25)
Proof. Let θ = ĵ − j ∈ Γ(M ; Hom(B,F )). Define a map
Θ : Ω•F (B)→ Der(Ω•F ) ∼= X(F [1])
by
Θ(α⊗R Z) = (−1)|α|α⊗ ιθ(Z), (2.26)
where α ∈ Ω•F , Z ∈ Γ(B).
We show that this Θ satisfies Equation (2.25). In fact, both sides of (2.25) are Ω•F -linear, since
LdF (Θ(α⊗R Z)) = (−1)|α|[dF , α⊗R Θ(Z)] = (−1)|α|dF (α)⊗R Θ(Z) + α⊗R LdF (Θ(Z)),
Θ(dB(α⊗R Z)) = Θ(dF (α)⊗R Z + (−1)|α|α⊗R dB(Z))
= (−1)|α|+1dF (α)⊗R Θ(Z) + α⊗R Θ(dB(Z)),
for all α⊗R Z ∈ Ω•F (B), where α ∈ Ω•F , Z ∈ Γ(B).
It thus suffices to show that
ψĵ(Z)− ψj(Z) = Θ(dB(Z)) + LdF (Θ(Z)) ∈ X(F [1]). (2.27)
Let us denote by prF , p̂rF : TKM → F the projections corresponding to the two splittings j and ĵ,
respectively. Then
p̂rF = prF −θ ◦ prB : Ω•F (TKM)→ Ω•F (F ).
For any f ∈ R,
(Θ(dB(Z)) + LdF (Θ(Z)))(pi
∗f) = [dF ,Θ(Z)](pi∗f) = [dF , ιθ(Z)](pi∗f) = θ(Z)(pi∗f)
= (ψĵ(Z)− ψj(Z))(pi∗f);
For any ξ ∈ Ω1F , V ∈ Γ(F ), we have
ιV (ψĵ(Z)(ξ)− ψj(Z)(ξ)) by Equation (2.8)
= θ(Z)〈V, ξ〉 − 〈p̂rF ([̂j(Z), V ])− prF ([j(Z), V ]), ξ〉
= θ(Z)〈V, ξ〉 − 〈prF ([̂j(Z), V ])− θ(prB [̂j(Z), V ])− prF ([j(Z), V ]), ξ〉
= θ(Z)〈V, ξ〉 − 〈[θ(Z), V ], ξ〉 − 〈θ(∇BottV Z), ξ〉
= 〈V,Lθ(Z)(ξ)〉 − 〈θ(ιV dB(Z)), ξ〉 = ιV (Lθ(Z)(ξ)) + ιV (Θ(dB(Z))(ξ))
= ιV (LdF (Θ(Z))(ξ) + Θ(dB(Z))(ξ)).
Since Ω•F is generated by R and Ω
1
F , it follows that Equation (2.27) holds. 
Proof of Proposition 2.21. Define
Θnm =
n∑
l=1
(φ∨)⊗m ⊗ (ψĵ)⊗(l−1) ⊗Θ⊗ (ψj)⊗(n−l) : Ω•F (Tnm(B))→ Tnm(T (F [1])),
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Ξnm =
m∑
k=1
(ψ∨
ĵ
)⊗(k−1) ⊗Θ∨ ⊗ (ψ∨j )⊗(m−k) ⊗ (φ)⊗n : Tnm(T (F [1]))→ Ω•F (Tnm(B)).
Here Θ∨ denotes the Ω•F -dual of Θ defined in Equation (2.26).
Then by Lemma 2.24, Equations (2.22) and (2.23) follow from straightforward computations. 
2.2. Proof of Theorem A. Now we are ready to prove Theorem A:
Proof of Theorem A. Let j : B → TKM be a splitting of the short exact sequence (2.1). Applying Propo-
sition 2.17, we obtain an isomorphism
Φnm : H
•(Tnm(T (F [1])), LdF )
∼=−→ H•CE(F,Tnm(B)).
According to Proposition 2.21, Φnm does not depend on the splitting j, and thus is canonical. Finally, the
commutative diagram in Theorem A follows from the commutative diagram on the cochain level
Tn1m1(T (F [1]))⊗ Tn2m2(T (F [1]))
⊗
//
Φ
n1
m1
⊗Φn2m2

Tn1+n2m1+m2(T (F [1]))
Φ
n1+n2
m1+m2

Ω•F (Tn1m1(B))⊗ Ω•F (Tn2m2(B))
⊗
// Ω•F (T
n1+n2
m1+m2(B)).
This completes the proof. 
In the sequel, the contraction data (Φnm,Ψ
n
m, H
n
m) in Proposition 2.17 will simply be denoted by (Φ,Ψ, H):
(Tnm(T (F [1])), LdF ) (Ω
•
F (Tnm(B)), dB).H
Φ
Ψ
It is clear that (Φ,Ψ, H) induces a contraction data on the subcomplexes as well
(Γ(F [1],∧nT (F [1])⊗ ∧mT∨(F [1])), LdF ) (Ω•F (∧nB ⊗ ∧mB∨), dB).H
Φ
Ψ
(2.28)
The following result is an immediate consequence, which implies that cohomologies of Γ(F [1],∧nT (F [1])⊗
∧mT∨(F [1])) are bounded from above:
Corollary 2.29. The cohomology
Hr(Γ(F [1],∧nT (F [1])⊗ ∧mT∨(F [1])), LdF )
vanishes under any of the following conditions:
(1) m > rank(B);
(2) n > rank(B);
(3) r > rank(F ).
2.3. Application. Consider the case m = 0. The contraction data reduces to
(Γ(F [1],∧nT (F [1])), LdF ) (Ω•F (∧nB), dB),H
Φ
Ψ
(2.30)
where
Ψ = ∧nψj : Ω•F (∧nB)→ Γ(F [1],∧nT (F [1])),
Φ = ∧nφ : Γ(F [1],∧nT (F [1]))→ Ω•F (∧nB),
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H =
n∑
l=1
∧(l−1)(ψj ◦ φ) ∧ hj ∧ (id)∧(n−l) : Γ(F [1],∧nT (F [1]))→ Γ(F [1],∧nT (F [1])).
Note that both Ω•F (∧•B) and Γ(F [1],∧•T (F [1])), together with the obvious wedge product, are commuta-
tive graded algebras. It is clear that both Ψ and Φ are compatible with the wedge product, thus are morphisms
of commutative algebras. However, H in general is not a derivation. In fact, we have
H(X1 ∧ X2) = H(X1) ∧ X2 + (Ψ ◦ Φ)(X1) ∧H(X2), ∀Xi ∈ Γ(∧•T (F [1])).
Note that (Γ(F [1],∧•T (F [1])), LdF ) together with the wedge product and the Schouten-Nijenhuis bracket
[−,−]SN, forms a differential Gerstenhaber algebra. By the standard homotopy transfer technique, we
recover the following
Proposition 2.31. Given a splitting j : B → TKM of the short exact sequence (2.1), then
(1) there exists a (−1)-shifted derived Poisson algebra structure {λk}k≥1 on Ω•F (∧•B) such that λ1 =
dB .
(2) this (−1)-shifted derived Poisson algebra structure coincides with the one out of the Lie pair
(TKM,F ) as in [2, Proposition 4.3].
The following technical lemma is needed:
Lemma 2.32. For any X1,X2 ∈ X(F [1]) and Z ∈ Γ(B), we have
φ([hj(X1), hj(X2)]) = 0, (2.33)
hj([hj(X1), ψj(Z)]) = 0. (2.34)
Proof. Note that the space of vertical vector fields
X(F [1])vertical = {ιV ∈ Der(Ω•F ) : V ∈ Ω•F (F )} ∼= ker(pi∗)
is a Lie subalgebra of X(F [1]). Since Im(hj) ⊂ X(F [1])vertical, it follows that
φ([hj(X1), hj(X2)]) = prB(pi∗([hj(X1), hj(X2)])) = 0.
Meanwhile, Since
pi∗([hj(X1), ψj(Z)])(f) = [hj(X1), ψj(Z)](pi∗f) = hj(X1)(j(Z)(f)) = 0,
for all f ∈ R, it follows that pi∗([hj(X1), ψj(Z)]) = 0. According to Equation (2.9), the latter implies
Equation (2.34), as desired. 
Proof of Proposition 2.31. We first use the contraction data (2.30) to prove (1): Note that both Ω•F (∧•B) and
Γ(F [1],∧•T (F [1])) carry natural graded commutative algebra structures, i.e., the wedge products. More-
over,
(Γ(F [1],∧•T (F [1])), LdF ,∧, [−,−]SN)
is a differential Gerstenhaber algebra, and therefore is also a (−1)-shifted derived Poisson algebra. Since
both Ψ and Φ are morphisms of the underlying commutative algebras, by the homotopy transfer for derived
Poisson algebras [2, Theorem 2.16], there induces a (−1)-shifted derived Poisson algebra structure {λk}k≥1
on Ω•F (∧•B), whose first bracket λ1 is dB and higher brackets are defined iteratively op cit.
To prove (2), let us work out higher brackets {λk}k≥2 explicitly:
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k = 2. The binary bracket λ2 is, by definition
λ2(Z1,Z2) = Φ([Ψ(Z1),Ψ(Z2)]SN), ∀Z1,Z2 ∈ Ω•F (∧•B).
More precisely, we consider the situation on generating elements:
λ2(Z1, Z2) = φ([ψj(Z1), ψj(Z2)]SN) = prB([j(Z1), j(Z2)]), ∀Zi ∈ Γ(B), i = 1, 2,
λ2(Z1, ξ) = φ([ψj(Z1), ψj(ξ)]SN) = ψj(Z1)(ξ) = prF∨(Lj(Z1)ξ), ∀Z1 ∈ Γ(B), ξ ∈ Ω1F .
Similarly, it follows that
λ2(Z1, f) = j(Z1)(f), λ2(ω1, ω2) = 0,
for all f ∈ R = C∞(M,K) and ωi ∈ Ω•F .
k = 3. The trinary bracket λ3 is given by
λ3(Z1,Z2,Z3) =
∑
σ∈sh(2,1)
±Φ([H([Ψ(Zσ(1)),Ψ(Zσ(2))]SN),Ψ(Zσ(3))]SN),
for all Zi ∈ Ω•F (∧•B), 1 ≤ i ≤ 3, where sh(2, 1) is the set of (2, 1)-shuffles, and ± is some proper
Koszul sign. In particular, we have, on the generating elements,
λ3(Z1, Z2, ξ) = φ([hj([ψj(Z1), ψj(Z2)]SN), ψj(ξ)]SN) = ιprF [j(Z1),j(Z2)](ξ),
for all Z1, Z2 ∈ Γ(B) and ξ ∈ Γ(F∨), where prF : Γ(TKM) → Γ(F ) is the projection. Further-
more, since
hj([X , ψj(ξ)]SN) = hj(X (ξ)) = 0, ∀X ∈ X(F [1]), ξ ∈ Γ(F∨) ⊂ Ω•F , (2.35)
it follows that λ3 vanishes if restricted to Γ(B) × Γ(B) × Γ(B),Γ(B) × Γ(F∨) × Γ(F∨) and
Γ(F∨)× Γ(F∨)× Γ(F∨).
k = 4. The 4th bracket λ4 acting on the generating elements is of form
λ4(Z1, Z2, Z3, Z4) =
∑
σ∈sh(2,2)
±φ([hj([ψj(Zσ(1)), ψj(Zσ(2))]SN), hj([ψj(Zσ(1)), ψj(Zσ(2))])]SN)
+
∑
τ∈sh(2,1,1)
±φ([hj([hj([ψj(Zτ(1)), ψj(Zτ(2))]SN), ψj(Zτ(3))]SN), ψj(Zτ(4))]SN),
for all Zi ∈ Γ(B), 1 ≤ i ≤ 4. It follows from Lemma 2.32 that λ4(Z1, Z2, Z3, Z4) = 0. Moreover,
it follows from Equations (2.34) and (2.35) that λ4 also vanishes with one or more inputs from
Γ(F∨).
k ≥ 5. The L∞-brackets {λk}k≥5 vanish for similar reasons.
It thus follows that the generating relations of the (−1)-shifted derived Poisson algebra structure on Ω•F (∧•B),
are exactly those of [2, Proposition 4.3]. This concludes the proof. 
Remark 2.36. The (−1)-shifted derived Poisson algebra structure on Ω•F (∧•B) induces a strong homotopy
Lie-Rinehart algebra structure on the subspace Ω•F (B). This result is due to Vitagliano [15].
According to Theorem 1.1 in [2], this (−1)-shifted derived Poisson algebra is in fact canonical up to iso-
morphism. On the other hand, (H•(Γ(F [1],∧•T (F [1])), LdF ),∧, [−,−]SN) is canonically a Gerstenhaber
algebra. As an immediate consequence of Proposition 2.31 and Theorem A, we have
Corollary 2.37. There is a canonical isomorphism of Gerstenhaber algebras
Ψ : (H•CE(F,∧•B),∧, λ2)
∼=−→ (H•(Γ(F [1],∧•T (F [1])), LdF ),∧, [−,−]SN).
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3. ATIYAH AND TODD CLASSES
3.1. Atiyah and Todd classes of DG manifolds. Let (M, Q) be a DG manifold. The Atiyah class αM ∈
H1(T12(TM), LQ) of (M, Q) is, by definition, the Atiyah class of the tangent DG vector bundle TM→M
with respect to the DG Lie algebroid TM [13]: Choose a TM-connection ∇ on the tangent bundle TM.
Then there associates a degree +1 LQ-cocycle α∇M ∈ T12(TM) defined by
α∇M(X,Y ) = LQ(∇XY )−∇LQ(X)Y − (−1)|X|∇XLQ(Y ), ∀X,Y ∈ Γ(TM), (3.1)
which will be called the Atiyah cocycle ofM with respect to∇. The cohomology class
αM = [α∇M] ∈ H1(T12(TM), LQ),
which does not depend on the choice of∇, is called the Atiyah class of the DG manifold (M, Q).
Note that
αM ∈ H1(T12(TM), LQ) ∼= H1(Ω1(M)⊗C∞(M,K) Γ(End(TM)), LQ).
For any positive integer k, one can form αkM, the image of α
⊗k
M under the natural map
⊗kKH1(Ω1(M)⊗C∞(M,K) Γ(End(TM)), LQ)→ Hk(Ωk(M)⊗C∞(M,K) Γ(End(TM)), LQ)
induced by the wedge product in Ω•(M) and the composition in End(TM).
The scalar Atiyah classes [13] of the DG manifold (M, Q) are defined by
ck(M) : = 1
k!
(
i
2pi
)k
str(αkM) ∈ Hk(Ωk(M), LQ), k = 1, 2, · · · , (3.2)
where str : Γ(End(TM))→ C∞(M,K) is the supertrace map.
The Todd class [13] of the DG manifold (M, Q) is defined by
TdM : = Ber
(
αM
1− e−αM
)
∈
∏
k≥0
Hk(Ωk(M), LQ), (3.3)
where Ber : Γ(End(TM))→ C∞(M,K) is the Berezinian (or the superdeterminant) map [11].
In this paper, we focus on the DG manifold (F [1], dF ) corresponding to an integrable distribution F ⊂
TKM . The Atiyah, scalar Atiyah and Todd classes of (F [1], dF ), are denoted respectively by:
αF [1] ∈ H1(T12(T (F [1])), LdF ),
ck(F [1]) ∈ Hk(Ωk(F [1]), LdF ), k = 1, 2, · · ·
TdF [1] ∈
∏
k≥0
Hk(Ωk(F [1]), LdF ).
3.2. Atiyah and Todd classes of the Lie pair (TKM,F ). Given an integrable distribution F ⊂ TKM ,
(TKM,F ) is a K-Lie algebroid pair (or Lie pair for short). We briefly recall from [3] the Atiyah and Todd
classes of the Lie pair (TKM,F ).
Recall that there is a short exact sequence of vector bundles over M :
0 // F // TKM // TKM/F // 0.
Let us choose a splitting j : TKM/F → TKM of the above short exact sequence and a TKM -connection∇
on TKM/F extending the Bott F -connection. The associated Atiyah cocycle
R∇ ∈ Ω1F (T12(TKM/F )) = Γ(M ;F∨ ⊗ F⊥ ⊗ End(TKM/F )),
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where F⊥ = (TKM/F )∨, is defined by
R∇(V,Z)W := ∇V∇j(Z)(W )−∇j(Z)∇V (W )−∇[V,j(Z)](W ),
for all V ∈ Γ(F ) and Z,W ∈ Γ(TKM/F ). The cohomology class
αTKM/F = [R
∇] ∈ H1CE(F,T12(TKM/F )) ∼= H1CE(F, F⊥ ⊗ End(TKM/F ))
does not depend on the choice of j and ∇, and is called the Atiyah class of the Lie pair (TKM,F ).
Remark 3.4. On the one hand, when K = R, this particular class is also known as the Molino class [14] of
the foliation F . On the other hand, the Atiyah class of the Lie pair (TCX,T
0,1
X ) corresponding to a complex
manifold X is identical to Atiyah class αX [1] of the complex manifold X .
The scalar Atiyah classes of the Lie pair (TKM,F ) are defined by
ck(TKM/F ) : =
1
k!
(
i
2pi
)k
tr(αkTKM/F ) ∈ HkCE(F,∧kF⊥), k = 1, 2, · · · . (3.5)
Here αkTKM/F is the image of α
⊗k
TKM/F
under the natural map
⊗kK(H1CE(F, F⊥ ⊗ End(TKM/F )))→ HkCE(F,∧kF⊥ ⊗ End(TKM/F ))
induced by the composition in End(TKM/F ) and the wedge product in ∧•F⊥.
The Todd class of the Lie pair (TKM,F ) is the cohomology class
TdTKM/F = det
(
αTKM/F
1− e−αTKM/F
)
∈
⊕
k≥0
HkCE(F,∧kF⊥). (3.6)
Remark 3.7. Let X be a compact Ka¨hler manifold. Then the natural inclusion
⊕k Hk(X,ΩkX) ↪→ ⊕k H2k(X,C)
maps the scalar Atiyah classes ck(T
1,0
X ) and the Todd class TdT 1,0X
of the Lie pair (TCX,T
0,1
X ) to the k-th
Chern characters chk(X) and the Todd class TdX of X , respectively.
3.3. Splittings and connections. From now on, we fix a splitting j : B → TKM of the short exact
sequence (2.1) so that we can identify TKM with F ⊕B.
Let us choose a T (F [1])-connection∇ on T (F [1]). It induces an operator
∇B : Ω•F (B)× Ω•F (B)→ Ω•F (B)
as follows:
∇BZW = Φ(∇Ψ(Z)Ψ(W)), ∀Z,W ∈ Ω•F (B). (3.8)
Here Φ and Ψ are part of the contraction data in the previous section. The following lemma can be easily
verified:
Lemma 3.9. • The restriction of∇B defines a bilinear map
∇B : Γ(B)× Γ(B)→ Γ(B),
which together with the Bott-F -connection on B determines a unique TKM -connection on B. This
particular TKM -connection on B will also be denoted by∇B by abuse of notation.
• For all Z ∈ Γ(B) and V ∈ Γ(F ), we have
ιprF ([Z,V ]) = [∇BZ , ιV ] = ∇BZ ◦ ιV − ιV ◦ ∇BZ : Ω•F (B)→ Ω•−1F (B), (3.10)
where ιV : Ω•F (B)→ Ω•−1F (B) is the contraction operator, and prF : TKM → F is the projection
determined by the splitting j.
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3.4. Proof of Theorem B.
3.4.1. Atiyah classes. By Theorem A, the first statement of Theorem B follows directly from the following
Lemma:
Lemma 3.11. Under the same hypothesis as in Lemma 3.9, the quasi-isomorphism
Φ = Φ12 : T
1
2(T (F [1]))→ Ω•F (T12(B))
maps the Atiyah cocycle α∇F [1] of the DG manifold (F [1], dF ) with respect to the connection∇, to the Atiyah
cocycle R∇B of the Lie pair (TKM,F ) with respect to the TKM -connection∇B .
Proof. Recall that the Atiyah cocycle α∇F [1] ∈ T12(T (F [1])) is of degree 1. Thus Φ(α∇F [1]) ∈ Ω1F (T12(B)). It
suffices to show that
Φ(α∇F [1])(Z,W ) = R
∇B (−, Z)W ∈ Ω1F (B),
for all Z,W ∈ Γ(B). In fact, by Equation (2.19),
Φ
(
α∇F [1]
)
(Z,W ) = Φ
(
α∇F [1](Ψ(Z),Ψ(W ))
)
by Equation (3.1)
= Φ
(
LdF (∇Ψ(Z)Ψ(W ))−∇LdF (Ψ(Z))Ψ(W )−∇Ψ(Z)LdF (Ψ(W ))
)
= dB
(
Φ(∇Ψ(Z)Ψ(W ))
)− Φ (∇Ψ(dB(Z))Ψ(W ))− Φ (∇Ψ(Z)(Ψ(dB(W )))) by Equation (3.8)
= dB
(∇BZW )−∇BdB(Z)W −∇BZdB(W ).
Hence, for any V ∈ Γ(F ),
ιV
(
Φ
(
α∇F [1]
)
(Z,W )
)
= ιV
(
dB
(∇BZW )−∇BdB(Z)W −∇BZdB(W ))
= ∇BV∇BZW −∇B∇BV ZW − ιV (∇
B
ZdB(W )) by Equation (3.10)
= ∇BV∇BZW −∇B∇BV ZW −∇
B
Z∇BVW +∇BprF [Z,V ]W
= ∇BV∇BZW −∇BZ∇BVW −∇B[V,Z]W = R∇
B
(V,Z)W.
Here we have used the definition of Bott-connection on B, which implies that
−∇BV Z + prF [Z, V ] = −prB[V,Z]− prF [V,Z] = −[V,Z].
This completes the proof. 
3.4.2. Scalar Atiyah classes. In this section, we prove the second statement of Theorem B about scalar
Atiyah classes. Consider the supertrace map
str : Γ(End(T (F [1])))→ Ω•F
and the trace map
tr : Ω•F (End(B))→ Ω•F .
They are both cochain maps, and Ω•F -linear. In an obvious manner, both maps can be extended to
str : Ωm(F [1])⊗Ω•F Γ(End(T (F [1])))→ Ωm(F [1]), tr : Ω•F (∧mB∨ ⊗ End(B))→ Ω•F (∧mB∨),
which are also cochain maps.
Recall that by Proposition 2.17, we have a contraction data
(Ωm(F [1])⊗Ω•F Γ(End(T (F [1]))), LdF ) (Ω•F (∧mB∨ ⊗ End(B)), dB).H
Φ
Ψ
(3.12)
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Lemma 3.13. The cochain maps Φ◦ str and tr ◦Φ are homotopic with Φ◦ str ◦H being the homotopy map,
i.e.,
Φ◦str− tr ◦Φ = dB◦(Φ◦str ◦H)+(Φ◦str ◦H)◦LdF : Ωm(F [1])⊗Ω•F Γ(End(T (F [1])))→ Ω•F (∧mB∨).
Proof. First of all, we prove the following
Ψ ◦ tr = str ◦Ψ : Ω•F (∧mB∨ ⊗ End(B))→ Ωm(F [1]). (3.14)
When m = 0, Equation (3.14) reduces to
tr = str ◦Ψ11 : Ω•F (End(B))→ Ω•F ,
which is clearly true, since all maps involved are Ω•F -linear and elements in Γ(B) are purely even. For any
ω ⊗Ω•F λ ∈ Ω•F (∧mB∨ ⊗ End(B)), where ω ∈ Ω•F (∧mB∨) and λ ∈ Ω•F (End(B)), we have
str(Ψ(ω ⊗Ω•F λ)) = str((∧mφ∨)(ω)⊗Ω•F Ψ11(λ)) = (∧mφ∨)(ω)⊗Ω•F str(Ψ11(λ))
= ∧mφ∨(ω)⊗Ω•F tr(λ) = (∧mφ∨)(tr(ω ⊗Ω•F λ)) = Ψ(tr(ω ⊗Ω•F λ)).
This proves (3.14).
For any Λ ∈ Ωm(F [1])⊗Ω•F Γ(End(T (F [1]))), by the contraction data (3.12), we have
Λ = Ψ(Φ(Λ)) + [LdF , H](Λ).
Thus it follows that
Φ(str(Λ)) = Φ(str(Ψ(Φ(Λ)))) + Φ(str([LdF , H](Λ))) by Equation (3.14)
= (Φ ◦Ψ)(tr(Φ(Λ))) + (Φ ◦ str)(LdF (H(Λ))) + (Φ ◦ str)(H(LdF (Λ)))
= tr(Φ(Λ)) + dB(Φ(str(H(Λ)))) + Φ(str(H(LdF (Λ)))).
Here we used the fact that both Φ and str are cochain maps. 
As an immediate corollary, we have
Corollary 3.15. The following diagram
H•(Ωm(F [1])⊗Ω•F Γ(End(T (F [1]))), LdF )
str

Φ // H•CE(F,∧mB∨ ⊗ End(B))
tr

H•(Ωm(F [1]), LdF )
Φ // H•CE(F,∧mB∨)
commutes, i.e.,
Φ ◦ str = tr ◦Φ : H•(Ωm(F [1])⊗Ω•F Γ(End(T (F [1]))), LdF )→ H•CE(F,∧mB∨).
Proof of Theorem B (2). Recall the defining equations (3.2) and (3.5) of the two types of scalar Atiyah
classes. Then
Φ(ck(F [1])) =
1
k!
(
i
2pi
)k
Φ(str(αkF [1])) by Corollary 3.15
=
1
k!
(
i
2pi
)k
tr(Φ(αkF [1])) since Φ is an algebra morphism
=
1
k!
(
i
2pi
)k
tr((Φ(αF [1]))
k) by Theorem B (1)
=
1
k!
(
i
2pi
)k
tr(αkTKM/F ) = ck(TKM/F ).

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3.4.3. Todd classes. Before we prove the last statement of Theorem B, we recall a general method calcu-
lating the determinant and Berezinian of formal power series of cohomology classes. Let
P (x) = 1 +
∑
i≥1
bix
i,
be a formal power series, where bi ∈ K. According to [4, Lemma 1.2.2], one can associate to P (x) a
sequence of polynomials Kr(p1, · · · , pr), r = 1, 2, · · · , of homogeneous weight r, called m-sequence.
Here by saying that Kr is of homogeneous weight r, we mean that Kr is of the form
Kr(p1, · · · , pr) =
∑
n1+2n2+···+rnr=r
cn1···nr(bi)p
n1
1 · · · pnrr .
It is well-known that
Ber(P (A)) = 1 +
∑
r≥1
Kr(str(A), · · · , str(Ar)),
det(P (A)) = 1 +
∑
r≥1
Kr(tr(A), · · · , tr(Ar))
for any supermatrix A in a graded commutative K-algebra, and any matrix A in an ordinary commutative
K-algebra.
Let
s := min{rank(F ), rank(B)}.
It follows from Corollary 2.29 that for any ω ∈ H1(T12(T (F [1])), LdF ), we have ωr = 0 for all r > s .
Since Kr is of homogeneous weight r, one has
Ber(P (ω)) = 1 +
s∑
r=1
Kr(str(ω), · · · , str(ωr)).
Similarly, for any λ ∈ H1CE(F,B∨ ⊗ End(B)), one has
det(P (λ)) = 1 +
s∑
r=1
Kr(tr(λ), · · · , tr(λr)).
Lemma 3.16. With notations as above, we have, for any ω ∈ H1(T12(T (F [1])), LdF )
Φ(Ber(P (ω))) = det(P (Φ(ω))) ∈
⊕
k≥0
HkCE(F,∧kB∨).
Proof. By Corollary 3.15 and the fact that Φ is an algebra morphism, we have
Φ(str(ωi)) = tr(Φ(ωi)) = tr((Φ(ω))i), ∀1 ≤ i ≤ s.
Therefore,
Φ(Ber(P (ω))) = 1 +
s∑
r=1
Kr(Φ(str(ω)), · · · ,Φ(str(ωr)))
= 1 +
s∑
r=1
Kr(tr Φ(ω), · · · , tr (Φ(ω))r) = det(P (Φ(ω))),
as desired. 
Now we prove the last statement of Theorem B:
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Proof of Theorem B (3). We take the particular power series
P (x) =
x
1− e−x .
By the defining formulas (3.3) and (3.6) of Todd classes, we have
TdF [1] = BerP (αF [1]), TdTKM/F = detP (αTKM/F ).
By Theorem B (1), we have
αTKM/F = Φ(αF [1]).
Hence,
Φ(TdF [1]) = Φ(BerP (αF [1])) by Lemma 3.16
= detP (Φ(αF [1])) by Theorem B (1)
= detP (αTKM/F ) = TdTKM/F .

REFERENCES
[1] M. F. Atiyah, Complex analytic connections in fibre bundles, Trans. Amer. Math. Soc. 85 (1957), 181–207.
[2] Ruggero Bandiera, Zhuo Chen, Mathieu Stie´non, and Ping Xu, Shifted derived Poisson manifolds associated with Lie pairs,
available at https://arxiv.org/abs/1712.00665.
[3] Zhuo Chen, Mathieu Stie´non, and Ping Xu, From Atiyah classes to homotopy Leibniz algebras, Comm. Math. Phys. 341
(2016), no. 1, 309–349.
[4] Friedrich Hirzebruch, Topological methods in algebraic geometry, Classics in Mathematics, Springer-Verlag, Berlin, 1995.
Translated from the German and Appendix One by R. L. E. Schwarzenberger; With a preface to the third English edition by
the author and Schwarzenberger; Appendix Two by A. Borel; Reprint of the 1978 edition.
[5] M. Kapranov, Rozansky-Witten invariants via Atiyah classes, Compositio Math. 115 (1999), no. 1, 71–113.
[6] Maxim Kontsevich, Deformation quantization of Poisson manifolds, Lett. Math. Phys. 66 (2003), no. 3, 157–216.
[7] Camille Laurent-Gengoux, Mathieu Stie´non, and Ping Xu, Exponential map and L∞ algebra associated to a Lie pair, C. R.
Math. Acad. Sci. Paris 350 (2012), no. 17-18, 817–821 (English, with English and French summaries).
[8] , Poincare´–Birkhoff–Witt isomorphisms and Kapranov dg-manifolds, available at https://arxiv.org/abs/
1408.2903.
[9] Hsuan-Yi Liao, Mathieu Stie´non, and Ping Xu, Formality theorem for differential graded manifolds (English, with English
and French summaries). To appear in C. R. Math. Acad. Sci. Paris.
[10] Marco Manetti, A relative version of the ordinary perturbation lemma, Rend. Mat. Appl. (7) 30 (2010), no. 2, 221–238.
[11] Yuri I. Manin, Gauge field theory and complex geometry, 2nd ed., Grundlehren der Mathematischen Wissenschaften [Fun-
damental Principles of Mathematical Sciences], vol. 289, Springer-Verlag, Berlin, 1997. Translated from the 1984 Russian
original by N. Koblitz and J. R. King; With an appendix by Sergei Merkulov.
[12] Rajan Amit Mehta, Q-groupoids and their cohomology, Pacific J. Math. 242 (2009), no. 2, 311–332. MR2546715
[13] Rajan Amit Mehta, Mathieu Stie´non, and Ping Xu, The Atiyah class of a dg-vector bundle, C. R. Math. Acad. Sci. Paris 353
(2015), no. 4, 357–362 (English, with English and French summaries).
[14] Pierre Molino, Classe d’Atiyah d’un feuilletage et connexions transverses projetables., C. R. Acad. Sci. Paris Se´r. A-B 272
(1971), A779–A781 (French).
[15] Luca Vitagliano, On the strong homotopy Lie-Rinehart algebra of a foliation, Commun. Contemp. Math. 16 (2014), no. 6,
1450007, 49.
ATIYAH AND TODD CLASSES ARISING FROM INTEGRABLE DISTRIBUTIONS 19
DEPARTMENT OF MATHEMATICS, TSINGHUA UNIVERSITY
E-mail address: zchen@math.tsinghua.edu.cn
BEIJING INTERNATIONAL CENTER FOR MATHEMATICAL RESEARCH, PEKING UNIVERSITY
E-mail address: msxiang@pku.edu.cn
DEPARTMENT OF MATHEMATICS, PENNSYLVANIA STATE UNIVERSITY
E-mail address: ping@math.psu.edu
