Abstract-We present SPIDER -a system for fast replication or distribution of large content from a single source to multiple sites interconnected over Internet or via a private network. In order to exploit spatial diversity of the underlying network, SPIDER uses an overlay structure composed of dedicated Transit Nodes (TNs). The data transport mechanism in SPIDER leverages this overlay structure to provide a cwrdinated approach that minimizes the maximum time to replicate to all destination sites (the makespan of eontent replication). in order to achieve this objective, SPIDER employs two orthogonal components: a) creation of multiple dynamic distribution trees using the transit nodes b) end-to-end reliable data transport with flow control on these trees by chaining point-to-point TCPs. We further present simulations based results to quantify benefits of tree construction algorithms in random topologies. We evaluate the real implementation of the SPIDER in PlanetLab and observe a 2-6 times speed up compared to different existing schemes.
I. INTRODUCTION The recent emergence of new applications in the entertainment, business and scientific communities has led' to a tremendous growth in the size of data sets in the recent past 113 and has necessitated the research in the area of fast bulk data transfer and replication. For example, in the entertainment community, content providers are now interested in transferring very large content such as digital video programming or video-on-demand movies over the Internet from a central server to geographically distributed edge servers for providing on demand streaming to their clients. Similarly, movie distribulors are considering the use of the Internet to transport movies from their central location to movie theaters around the country and the world. Analogously, wide-area storage backup systems are interested in transporting large volumes of data to be archived from a single location to multiple remote data centers over the Internet. Large software companies have to periodically update their various mirror sites with the latest releases of their software products. In e-science collaboration projects, large experimental data sets need to be transferred to geographically distributed locations for analysis. For all of these applications, the key performance metric is the total time needed to replicate large data sets. This paper presents practical approaches to extract more bandwidth from underlying network in designing a system that can be used to accelerate the data replication. ers, data repositories, or central servers, In this architecture, the content is not directly pushed to the cIients. Instead the source replicates the large volume of data to a relatively small set of edge servers, caches, or data centers. End-users, that are the actual clients of this data, subsequently downloads it from these edge servers. A similar architecture is employed by popular CDNs, like Akamai, to distribute large (more; than 100 MB) movies (bmwfilms [Z]) to edge servers. The edge servers subsequently sueam these movies to millions of clients. With the steady increase in the size of the data sets being disVibuted across such CDNs from a single source to multiple edge servers (destinations), the transfer latency has gained importance. Typically, the source of the data initiates this replication process of a large volume of data to a known set of destinations at a specific time. The objective then becomes to minimize the makespan. i.e., to minimize the total time to replicate content from the source to these chosen destination set. To achieve such data replication our proposed architecture uses a set of special intermediaries called Transit Nodes ('INS), that can be deployed at opportunistic locations in the network, e.g., GigaPoPs, to improve performance. We distinguish such a data replication application from the file sharing applications that are popular in the peer- 
A. Coatent distrjbiition overlay
We consider a CDN architecture as shown in Figure 1 where a set of inlermediaries act as TNs. The TNs are placed at opportunistic locations in the network that organize themselves into a content distribution overlay and are used to replicate and forward data. These nodes typically are servers with fast cache and high access bandwidth. The advantages of TNs are two-fold: (1) They allow us to better exploit available spatial diversity by using multiple alternaiive palhs avaihble within the network from the source to the destinations and thus reduce data transfer time, (2) They allow us to better exploit alternate paths that can be better than the direct unicast paths. Recent research (Detour [13] , RON [141) has shown that in many cases alternate overlay paths have better latency and throughput characteristics than direct IP paths. For example in specific experiments the authors in [13] 
B. Conrribtitions
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We present a stand-alone content distribution system, SPI-DER, based on Spatial Indirection for path Diversity for Expedited Replication. SPIDER utilizes the transit nodes in creating multiple multicast trees and coordinates the transport of data on these trees to the given set of destinations. In SPIDER, the original data is stripped into equal sized blocks and reliably transported to destination using the multicast distribution trees and aggregated into the original file at each destination. We present the design of SPIDER which has two core components: a) computation of multiple distribution trees;
b) flow control in data distribution among trees.
In Section I1 we formulate the data replication problem as an optimization problem -minimizing the replication makespan.
Since this problem is NP-Hard, we propose a polynomialtime approximation (Appendix). Alhough this approximation is polynomial-time, it is still computationally expensive and hence we define a heuristic algorithm (called MBST) for computing multiple trees based on bandwidth measurements. The tree computation method tries to maximize the total throughput achieved using all trees. We compare the proposed algorithm with other alternate aigorithms as well as an upper bound of the optimal.
We subsequently present the data distribution architecture of SPIDER thal defines flow control mechanisms at block level and gracefully adapts to variations of bottleneck bandwidth of a given tree. At the same time, the flow control mechanism ensures an efficient load balancing among the trees based on the long-term average bottleneck bandwidth of the tree. [7] , informed content delivery [41, Slurpie 191 , ROMA [lo] , Splitstream 161.
In most of these approaches, it is the client which is responsible for selecting a set of others of peers from where they downloads a complementary set of blocks forming the original file. In different protocols, such a set of peers are chosen either randomly or based on selective bandwidth estimation for a few peers. Hence these solutions are particularly tailored for P2P download applications, where clients join and leave in ad-hoc fashion. In contrast our work focusses on coordinated replication in Content Distribution Networks in which the objective of the source, Transit Nodes, and destinations is to minimize the makespan of the replication process. We demonstrate the difference of these techniques and ours by experimental comparisons to two of these schemes (BitTorrent, which is widely used today, and Slurpie their approach may lead to low quality trees. Additionally the amount of data transported on each o l these trees does not depend on the tree bottleneck. Consequently Fast Replica would be very inefficient in a scenario where two trees are used and one tree has ten times the bandwidth of the other, Apart from bulk data delivery, the use of path diversity also finds applications in the context of real-time streaming. For these applications, various coding solutions were proposed such as [12] with the main purpose of increasing decoding quality and not minimizing transfer time. Path diversity was also proposed in [3] , where a client establishes parallel connections to multiple sites to download a file. However, our objective is just the reverse -how to replicate from one source to multiple destinations.
D. Organization of the paper
In the next two sections we present the two important components of SPIDER, namely creation of multiple vees and the data distribution mechanism using these trees. We present the results to evaluate the performance of SPIDER based on simularion and experimentation in PlanetLab. Finally, we present conclusions and future directions of work.
TREE COMPUTATION ALGORITHM BASED ON
BANDWIDTH ESTIMATION
SPJDER has two orthogonal components: ( I ) tree computation, and (2) reliable data transport on the computed trees. Such a split allows us to efficiently deploy this system over the Internet as well as over private networks. In many private networks. the topology along with the link bandwidh maybe known a-priori and therefore the distribution trees can be pre-computed and can be passed to SPIDER as parameters.
On the other hand, in Internet, the trees can be created dynamically based on current bandwidth availability and can be reconfigured in the middle of replication process. In this section, we present the algorithm used to compute multiple distribution trees in SPIDER. The distribution system of SPIDER (described in the next section) takes these trees as input parameters and performs data replication using them.
A. Formal Problem
The goal in SPIDER is to minimize the matespan in data replication, where makespan is defined as the total amount of time between the moment the data transfer is initiated and the moment when the data download completes at the last destination. In this section, we focus on algorithms for constructing optimized multiple multicast trees on a capacity constrained graph. Let s denote the source node and D denote the set of destination nodes in a graph G = ( N ? A ) , where N is the set of vertices and A is the set of edges. Given a capacity constrained If D = N -{s}, the total bandwidth B from any set of trees cannot exceed X(G). Further refinement of this observation comes from Edmond's packing theorem t271, which states that in an integral capacity scenario, the maximum value of B is B,,, = A(G). The formulated problem can be considered as maximum packing of directed rooted spanning trees in a graph.
There exists a polynomial time algorithm providing optimal solution lo this problem based on [27] as can be found in [28] . However, the problem in the general non-spanning case, where D c AT -{s} ), is NP-Hard. The solution for this scenario reduces LO solving a set of Steiner tree problem and thereby has same approximation bound as Steiner case.
As we may require fast computation of trees in order to adapt to changing bottleneck bandwidth, we need a practical and efficient algorithm with reduced complexity, than what the approximation algorithm in the Appendix provides. Therefore, we describe a heuristic algorithm to compute the multiple trees, given the estimated bandwidth between different pairs of nodes. In the next two subsections we show the limitations o f simple tree computation algorithms and then describe how our algorithm overcomes these shortcomings. Let the bandwidth between nodes i and j is given by bij (and is the weight of the arc between i and j in G), If the bandwidth between nodes i and j is not known, we set bij to 0. Along with the bandwidth, the outgoing access bandwidth N ) . In all cases, E, 2 bij (for all j E N ) since the outgoing bandwidth to an individual node cannot be more than the access bandwidth of the node.
A Nuive Approach -Shortest Widest Path Tree (SWPT)
Using the above information, one could conceive several algorithms to construct multiple source-rooted trees. We now look at a naive tree constructing algorithm and use it to identify the issues that need to be accounted for in designing a good tree construction algorithm. Note that the tree construction algorithms have to create a directed tree rooted at source, however, for the purpose of exposition we refer to this as a tree.
Since the amount of bandwidth that a tree could provide for transfer is limited by its bottleneck bandwidth, a nalural candidate for tree construction is the Shortest Widest Path Tree (SWPT) algorithm (which is a variant of the shortest path algorithm that maximizes the bottleneck bandwidth from source to any destination). A simple algorithm to create multiple trees is obtained by repeated application of the SWFT algorithm.
I Find a source-rooted SWPT in the graph.
If an SWPT is found, remove the edges in the SWFT from the graph and repeat first step.
Otherwise report all lhe SWPTs found and exit.
While this algorithm is simple, the key problem with this greedy algorithm is that in each iteration it only considers the present tree. There is no notion of leaving enough bandwidth for the trees that would be created in subsequent iterations. This is best illustrated using the example shown in Figure 2 .
The example has a source S and three destination nodes labelled N I , N2, N3. The numbers shown in the figure are the bandwidths of the edges. Figure 2(B) shows the SWPT on the original graph. The bottleneck capacity of this tree is 9 units. We eliminate the 9 units utilized by this tree to get the network shown in figure 2(C) . Notice that the execution of SWFT algorithm uses both of the outgoing links from the source thus leaving only 1 unit of outgoing bandwidth from the source for future. Thus, the next tree created has only 1 unit of bandwidth as shown in figure 2(C). It is important to note that The key insight we get from the example is that any tree creation algorithm cannot be oblivious of the network state left for subsequent iteration. Thus, any algorithm to create multiple trees has to try to leave as much bandwidth for future trees while trying to keep bandwidths of each of the trees as balanaced as possible.
C. Maxirnum Bandwidtli Sum Tree (MBST) Algorithm
Our MBST algorithm incorporates the above insight in building the trees. It does so by checking the amount of outgoing bandwidth left at a node if one of its outgoing edge is added to the current arborescencc. The MBST algorithm is shown in Figure 4 .
The MBST algorithm starts by adding the source (say node 0) to the list of nodes that have been added to the current Inl'ree (line 4). Next, for each node k in the InTree list, we find the maximum outgoing bandwidth arc to nodes outside the InTree list (line 7). For each of node li already in the tree, we compute the leftover outgoing bandwidth Ek, if its maximum outgoing edge is added to the current tree (line 8). The edge which leaves the maximum outgoing bandwidth for its source node, is added to the tree and its destination node is added to the InT?.ee list (lines 10-12). We repeat this process until all nodes have been added to the tree. Then, we reduce the bandwidth on all edges of the tree by the amount of bottleneck bandwidth (lines 14-16). We run this algorithm on
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For each R E ImTree do the remaining graph until we cannot find any more trees. We note that the ability to use a single overlay edge in multiple trees is only available to us because of the sub-file multiplexing capability of the SPIDER architecture.
We trace the MBST algorithm on the example shown in figure 3(B) as it has the maximum outgoing capacity (10 units). This reduces the outgoing capacity of the source (for future trees) by 10 units'(thus E, = 19 -10 = 9). To add the next edge, we have two candidate edges S + and N3 -N I , which are the maximum capacity outgoing edges from the two nodes already in the tree. If we add S + Ail to the tree, then the outgoing capacity at source Es would be reduced to 1 (since the tree would have a bottleneck capacity of 9 and two edges out of S would be used, thus leaving 1 unit of spare capacity on S N I ) . If we add N3 ---r N I to the tree, then El would be reduced to 7. Since adding N3 -N I leaves more bandwidth at the source of the edge, we add it to the tree, despite knowing that S -t N I was more likely to create a larger bandwidth tree (Figure 3(C) ). We update E3 to 7 and also update .Es to 12 to account for the fact chat 3 units of bandwidth on S -NI would be available for future use.
Using a similar procedure, we complete the first tree by adding N I -NZ to the tree. Figure 3(D) shows the complete first tree along with the updated outgoing access bandwidths at each node after the tree is created. We continue this process to get two more trees shown in figures 3(E) and 3(F). Note that the total capacity of these three trees is 16 units (7+7+2) whereas using SWPT we could only get 10 units of bandwidth. It could be verified that 16 units is the maximum transfer capacity one could extract in the above example.
D. Impleineatation note
In the SPIDER system, the MBST algorithm requires the knowledge of measured bandwidth among node pairs and the access bandwidth, In most CDN scenarios, various measurement infrastructure is already in place (e.g. Akamai as referred in [%I) . In measuring the expected TCP throughput between two nodes, we use the following equation given in [31] as where p is the loss event rate, s is the packet size, R is the round-trip time and t~~o is the TCP retransmit value. The above sending rate measurement approach does not inject too much probe traffic. 
CONTENT DISTRIBUTION USING SPIDER
The SPIDER distribution system consists of three entities: source, Transit Nodes (TNs), and destinations. The entire replication process is coordinated by the source and SPIDER agents installed at all destinations and TNs.
A. Black level transfer
At the source, the original data file is splil into equal sized blocks. In our experiments and simulations we considered the size of the blocks as 512 KB. The size was chosen based on experimentation and is balance between large size to achieve high TCP throughput and low sizes for faster adaptation to bottleneck bandwidth fluctuation. For each block, the source decides which specific tree is to be used for the transfer from itself to the entire set of destinations. A block is transported using only a single source-specified tree. Each block is transferred hop-by-hop along'the given tree using TCP or any point-to-point transport protocol as shown in Figure 5 . When the block is completely transferred from transit node TN1 to the next hop TN2, TN2 replicates the block and transfers it to its children in the..tree. The pointto-point transport session is terminated between two overlay nodes which essentially decouples the sending rate of two TCP sessions on any two tree edges -an approach also used in [25] .
In order to avoid application-level buffer space overflow, we perform a window-based flow control at block level a1 the source and TNs (note that TNs may use a fast cache of finite size). Once the block reaches the intended destination, it is directly written into the original file.
B. Distribution tree setup
Each tree has a treeid Z. Each block is mapped to an unique treejd at the time of transfer from the source node. The source sends a control packet before transmitting the block.
The format of the control packet is shown in Figure 6 (b). The fields of the control packet include a block-id (for identifying its position in the file and for acknowledgments) a treeid, and also the topology of the tree (tree-info).
When a n\r receives this control packet, it first adds the tree topology information in its tree-table, and subsequently forwards the control packet to its children on the tree as specified in the tree topology information (Figure 6 (a) ). In this manner the control packet propagates to the entire tree prior to the block. This ensures that the tree forwarding information is always available at TN before the data block arrives. For each subsequent block that is to be distributed using the same tree, the tree topology information is not included in the control packet since it can be extracted by each TN from the treetable maintained locally.
On receiving a block each child sends an acknowledgment back to the parent (Figure 6(a) ). A node waits for ACKs from children before propagating the ACK to its parent node.
In a dynamic network environment such as Internet, it may be necessary to change the topologies of trees in the middle of the replication process in order to adapt to the changing bandwidth conditions. The proposed "tree-per-block" method allows trivial addition, deletion and tree re-configuration at the granularity of single block transfer time. Once the source has assigned a block to a specific tree (as described in the control packet) that block is diskibuted by using that tree alone. By keeping the granularity of block size adequately small (512 KB) in comparison to the total data volume (> 64 MB) such a structure allows us to switch trees quickly based on changing network conditions. C. Flow contra1 at block level When the source receives an ACK for a block from all its direct children: it is guaranteed that that the corresponding block has reached all the intended destinations. For each tree Ti, the source maintains the number of unacknowledged blocks bi, which refers EO the number of blocks that are in flight on the distribution tree. For a given, tree T,. there is a threshold W i which acts as the buffer size at source. Blocks are pushed sequentially on tree i if bi 5 Wi, i.e, there is space in the buffer. The W, is chosen based on the maximum delaybandwidth product for the tree i and can be time varying , The maximum delay can be found from time stamping the control packet and finding the time when it reaches all the destinations. The bandwidth can be computed from the ACKs.
There are two reasons for having this window control. First, it ensures that the application buffer at TNs does not overflow while trying to maintain a non-zero buffer. The nonzero buffer is required to make sure that the TN always has data to send thus maximizing the link utilization. Second, this allows SPIDER to balance the load among trees. With infinite window, blocks will be sent on a tree based on the available bandwidth on the first hop and not on the bottleneck bandwidth of the trees. However, with the window, a tree which has more bandwidth will have ACKs coming at a higher rate increasing the rate of blocks being pushed in that tree. Without load Fig. 7 . Node lzvel components balancing among the trees, the total throughput from the trees will not be maximized.
In certain cases, two trees may share the same overlay link. In the implementation of SPIDER, a single TCP session is opened on which blocks belonging to different trees can be transferred. This is done to avoid establishing multiple TCP connection between two nodes and thus ensuring fairness to other competing traffic. However, blocks may be assigned on the two trees at different rates, which is decided by the tree creation algorithm. In such cases the traffic on the single TCP connection (corresponding to the shared edge) is split between blocks assigned to the two rrees proportionally based on the corresponding rates of the trees.
D. Resilience lo Transit Node/Connection failures
In the unlikely event that a Transit Node fails, a parent wil discover through lack of acknowledgments and attempt to foward data directly to the childen of the failed node.
In the worst case the affected block may need to be retransmitted from the source, possibly using a new tree that will be automatically computed for subsequent blocks as the failure gets detected.
E. Node level architecture
The main components of basic node architecture ( Figure 7) are: a) a Receive queue handler far processing control packets and ACKs. b) an ACK table for keeping track of delivered blocks, c) a buffer table used for flow control d) a scheduler for selecting trees on which to transfer a block and e) a Send queue to enqueue departing blocks on to a single TCP connection.
Iv. PERFORMANCE EVALUATION AND EXPERIMENTS
In this section we present results from both simulation studies (to explain some properties of our proposed scheme) and detailed experimental results conducted on PlanetLab. In all these experiments we examine primarily two metrics of interest -the makespan of the replication process, defined by the last destination to complete the transfer, and net throughput achieved different destinations. we expect that the source, TNs and the destinations are part of a high-speed content delivery network, we assume that these nodes have relatively high bandwidth (-1 Mbps). We will examine more realistic scenarios in the PlanetLab experiments. For different experiments we generated such topologies with varying degree of network connectivity.
Comparison with multiple-unicast: We first compare the performance of SPIDER with a simple multi-unicast approach, in which the data is sent using multiple unicast transfers directly from the source to each destination. In Figure 8 we plot the speedup factor for the makespan, which we define as the ratio of the makespan for multi-unicast to the makespan for SPIDER. We can observe that in general the speedup gained by SPIDER in these experiments vary between 4 and 33 for different network topologies, with greater speedup achieved in more connected networks. This is an expected behavior of SPIDER because increase in connectivity implies increase in path diversity which is efficiently exploited by SPIDER. In particular for network connectivity around 3 4 (as IS true on the Internet) the speedup varies between 9-15.
Comparison of MBST and SWPR In Section I1 we had compared two approaches for tree construcuon, namely SWPT and MBST. and had intuitively explained why the latter is a better choice. We new present experimental verification of this intuition. In Figure 9 we plot the variation of the total throughput achievable on all trees simultaneously, as the location of the bottleneck in the network is varied, (In these experiments we varied the bandwidths of the access links on the topology with respect to the rest of the links.) The Xaxis of the plot shows the ratio of the average bandwidth of the access links Lo the average bandwidth in the rest of We can observe that when the access links serve as bottlenecks (e.g., as access to network bandwidth ratio of 40%) the trees are primarily constrained by access bandwidths in both cases and they achieve the same performance as the minimum max-flow. Note that in such scenarios X(G) is also the optimal value for p. However. as the bottleneck shifts to the network (e.g.. for access to network bandwidth ratio of 100%) our proposed MBST algorithm starts to perform better than SWPT, vindicating our choice. MBST achieves a total throughput within 76% of A(G) in such cases which SWPT achieves a throughout within 65% of X(G).
E. PlanetLab Experiments
We ran the PlanetLab experiments with upto 18 nodes (including source, TNs, and destinations) that were widely distributed in different sites. In order to avoid overloading of the shared PIanetLab nodes with our experimenlal traffic, we restricted our experiments to transfer files of size 64 MB from the single source to multiple destinations in all OUT experiments. In Figure 10 we list all the nodes that we have used in our experiments.
Comparison with multi-unicast and single-tree solutions:
As a base case, we first compare the performance of SPIDER to simple multi-unicast and single tree based solutions with only two destinations and two other nodes as TNs. The source was located in China, the destinations were in Israel and Princeton. and the TNs were in Intel and HP (see labels in Figure 10 ). The top panel in Figure 11 illustrates the different trees that were generated. The leftmost tree was the multiunicast tree [no TNs) and the remaining three topologies indicate the three trees that were created in SPIDER. In the 'total') which is essentially the same as Israel in this case. The replication latency in case of multi-unicast (Iefunost bar) was a factor of 2-3.5 greater than SPKDER (second bar from the left). The remaining three bars indicate the latency incurred if only a singie tree was used for the replication process. In this example we choose the same three trees generated by SPIDER, but individually for this comparison. The advantage of using multiple trees in SPIDER is obvious from this plot. More importantly, replication performance on a single poorly chosen tree alone can be worse than multi-unicast.
In Figure 14 we perform a similar experiment with a total of 7 destinations, 4 TNs, and the source located in Netherlands lared TOlal and present the performance of SPIDER as the number of trees created is varied. We can observe that there is nearly a factor of 1.75 improvement in performance (makespan) when two trees is used instead of one, and a factor of 2.6 improvement in performance when three trees are used instead of one. TNs constant (4), source at Netherlands, and number of trees used by SPIDER constant (3)). We observe that although the absolute performance of SPIDER keeps improving with increasing number of destinations (over multi-unicast), the relative improvement is about 1.75 in all these scenarios.
However, as the number of TNs was increased from 2 to 6, the opportunity for spatial diversity in SPIDER increased and led to improvements in relative performance with respect to multi-unicast, i.e.. increasing speedups (Figure 13 ). This Can be observed in the plot for experiments with dif€erent sources. 
V. CONCLUSIONS
In this paper. we have presented the SPIDER system for coordinated fast disuibution of large content across multiple sites. SPIDER is suitable for replication in different infrastructure based systems such CDNs, scientific data exchange systems. and storage network. In SPIDER, data repikation is accelerated by employing multiple trees rooted at sources that are computed through careful measurements. We present an algorithm for computation of multiple trees and discuss the SPIDER data transfer protocol. In our experimental evaluation of SPIDER on PtanetLab, we observe an improvement factor of 6 when compared to multi-unicast. In comparison to Bittorrent and Slurpie, SPIDEK provides an improvement factor of 4 and 1.5 respectively.
