Abstract-This paper considers the problem of online provisioning and restoration of sharable, restorable connections in a mesh-based optical network. First, we propose a new framework called distributed path selection with local information (DPLI) and discuss in detail a control and management protocol to set up and tear down connections and determine restoration capacity sharability in a distributed manner. Since only local information is maintained at each node, protocol scalability is not a big concern. Second, we discuss the important problem of the network's ability to quickly recover from element failures. We propose a new rapid restoration signaling that minimizes the service interruption time upon the occurrence of a failure in a network with preplanned restoration paths. The significant contribution of this new algorithm is that the connection restoration time is found to be independent of the restoration path length (i.e., eliminating the effect of the propagation delay), of the accumulation of the switch configuration time along the restoration path, and of the switch configuration waiting time at any particular node when multiple configuration requests arrive simultaneously. We evaluate through simulation experiments the effectiveness of the proposed protocols.
I. INTRODUCTION
W AVELENGTH-DIVISION multiplexed (WDM) networks have emerged as a promising transport solution and a technology of choice for implementing next-generation data networks [1] . In this new architecture, dynamic provisioning of high capacity wavelength connections (i.e., lightpaths) is enabled by the recent advances in optical routing and switching, increasing dramatically the network flexibility and resulting in a dynamically reconfigurable all optical network.
In wavelength-routed all optical networks, equally important to the process of dynamic provisioning of lightpaths [2] is the reliability offered by the network to the services and lightpaths it supports. Given the scale at which these networks operate, a short network outage can lead to data losses on the order of several gigabits. Thus, appropriate network survivability schemes, which minimize the data loss when a network element failure occurs, are required. There are many approaches to provide network survivability, supporting a range of tradeoffs between net- work resource utilization and service interruption time. For example, services with the fastest restoration schemes, such as 1 1 dedicated and 1:1 path protection, typically use a large amount of dedicated spare capacity and thus are not cost-effective solutions for most customer applications [5] . On the other hand, significant reduction in spare (or restoration) capacity can be achieved but at the expense of service interruption time, by sharing the spare capacity across multiple failure-independent connections [5] . Moreover, schemes that usually do not rely on preplanned spare capacity but rather depend on dynamic online restoration upon the failure detection result in better network resource utilization; however, no complete service recovery is guaranteed, and it results in increased service restoration time. Thus, in this paper, we only focus our attention on the preplanned shared path protection case. A key issue in the design of a shared mesh network is the online path-provisioning algorithm [3] , [4] . Provisioning requires algorithms for path selection and signaling mechanisms for resource discovery and reservation [2] . In general, path provisioning can be either centralized or distributed. While centralized control is relatively simple and works well for static traffic, it is not scalable and is considered to be infeasible for dynamic traffic in large networks [16] . Distributed control, on the other hand, improves the reliability and scalability, and therefore it is highly desirable. Nevertheless, distributed control schemes add more difficulty to the protocol design, which presents a challenge in designing efficient and scalable path provisioning protocols. One common objective of path selection algorithms in shared mesh network is to maximize the utilization of network resources; however, in networks under decentralized control, link state information (such as resource availability and sharability) needs to be distributed throughout the network [3] , [6] . Depending on how much information is available at each node, path selection algorithms can further be classified into: distributed with full information [3] , [6] , distributed with partial information [4] , [6] , [15] and distributed with no information [7] , [8] . Each of these algorithms has different performance and different scalability concerns. In [6] , a sharing with complete information (SCI) path selection algorithm to route bandwidth guaranteed tunnels was proposed. While SCI leads to a maximal backup bandwidth sharing and maximal overall network improvement over the nonshared (NS) case, it exhibits critical scalability concerns since a controller at each node must maintain complete per flow information, where is the average path length and is the average number of existing connections which could be in the order of thousands. Thus, implementing SCI under decentralized control is prohibitively expensive as the signaling overhead in exchanging that amount of information among controllers is cumbersome.
0733-8724/03$17.00 © 2003 IEEE To cope with the scalability problem, distributed selection with partial information was also proposed in [6] , [4] , [15] , and [17] . In [6] , the authors proposed sharing with partial information (SPI), where each controller needs to maintain partial and aggregated information (such as the fraction of each link's bandwidth currently used by primary and protection paths) to determine the link sharability. The amount of information required to be maintained is only , where is the number of links in the network, but results in much lower improvement compared to SCI. To improve the network performance, [15] proposed a new heuristic called successive survivable routing (SSR). Here, each node is required to maintain complete but aggregate information, instead of per flow based information, to achieve a near optimal solution. However, the scalability of the protocol is still limited. Recently, a distributed partial information management (DPIM) [4] was proposed to enhance the scalability of SSR and improve the performance of SPI. The aggregate information maintained by each node in [14] is partitioned among all the nodes in the network, and thus each node maintains only partial information. Here, besides the local information maintained at each node, aggregate information for each link in the network is also required. DPIM achieves moderate scalability and performance. More recently, the authors of [17] investigated the performance of network management information on lightpath provisioning across administrative domains using only partial information; this partial information includes aggregated information of subnets and local states from wavelength converters at the network domain boundaries. They evaluated the complexity of management information using the number of bits needed to specify the partial information; it was shown that the complexity is reduced from to , where is the number of subnets, is the number of wavelengths per link, and is the total number of links in the network. This approach, however, is not extended to provision protected lightpaths with resource sharing.
Note that extending the previous survivable routing algorithms to a WDM-based framework (with no wavelength conversion) requires additional knowledge of global and complete information. Such information includes the status of each wavelength on each link in the network (i.e., whether the wavelength is free or used by a working or protection connection). In the case where a wavelength is a protection wavelength, it must be associated with the list of all connections protected by this wavelength and the physical paths along which these connections are routed. Generally, the amount of global information a node must maintain is proportional to (i.e., ); this could pose a critical scalability concern, as the network diameter and/or the number of wavelengths per link increases, in addition to the overhead associated with the frequent update of global network resources.
To address this deficiency, distributed path selection with no global information was proposed in [7] and [8] . Unlike the previous approach, here only information about local resource usage is maintained at each node; resource availability and sharability is determined at the time a connection is being set up in a distributed manner using a coordinated probing scheme. Hence, a node is not required to know the status of resource usage throughout the network. Similar to the previous approach, per-wavelength usage information is required at a node, however, only at its local ports, which is only proportional to (i.e., ), where is the number of local ports at the node. Clearly, this approach scales much better than the previous ones and no global network state information exchange is required. The tradeoff, however, is that maximal protection resource sharability cannot be achieved.
The second critical issue that we address in this paper is the network restoration in a survivable network with preplanned spare capacity. Network restoration is the ability of the network to automatically self-heal, upon any network element failure, to restore the affected connections. Devising rapid restoration algorithms is critical in designing a reliable and cost-effective network. Such algorithms require failure detection and notification mechanisms, as well as signaling protocols for configuring the intermediate nodes along the preplanned restoration paths. We propose a new rapid restoration signaling to minimize the service interruption time upon the occurrence of a failure. The significant contribution of this new algorithm is that the connection restoration time is independent of the restoration path length (i.e., eliminating the effect of the propagation delay), the accumulation of the switch configuration time along the restoration path, and the switch configuration waiting time at any particular node.
In this paper, we first present distributed path selection with local information (DPLI) in a shared mesh-based network, then discuss in detail a control and management protocol to set up and release working and shared backup connections. The critical importance of this proposal is that no global knowledge of full, partial, or aggregate information is required to determine the spare capacity sharability. Rather, each node determines the sharability condition of a wavelength locally by maintaining a local sharability database that reflects the usage of only its local resources, thus eliminating the burden of the frequent network state update and achieving much better scalability while keeping the protocol complexity minimal. We study the network performance under DPLI and show that remarkable improvement can be achieved over the NS case; we also show that similar performance to other cases, i.e., partial information, can be achieved. Second, we discuss several restoration algorithms for a WDM mesh network to recover from network element failures and demonstrate a rapid restoration algorithm that, for the first time, can achieve minimal service disruption time while keeping the signaling overhead to a minimum.
The rest of this paper is organized as follows. In Section II, we propose the distributed protocol for provisioning shared connections in mesh-based networks. We then present in Section III several restoration algorithms and propose a new rapid restoration protocol. In Section IV, we evaluate the performance of the various proposed protocols. Section V concludes this paper.
II. DISTRIBUTED PATH SELECTION WITH LOCAL INFORMATION (DPLI)
Provisioning connections in a mesh-based network with shared restoration capacity requires the selection of link-disjoint paths, working and protection, and the allocation of resources along both paths. In this section, we present a hybrid distributed path selection where a link state protocol is used to disseminate information regarding the network connectivity and only local network resource usage information is maintained at each node. The purpose of using a hybrid protocol is twofold: first to guarantee the selection of link-disjoint paths by maintaining a global knowledge of network connectivity and second to achieve better scalability by only maintaining local network state information and improving the network performance by exploiting the restoration capacity sharability.
Alternatively, a new framework for routing protected lightpaths was recently proposed in [18] ; a new partial path protection (PPP) was proposed to select end-to-end backup paths using local information about network failures. Here, unlike the link-disjoint route computation, PPP designates a different restoration path for every link failure on each primary path. This new framework allows reuse of operational segments of the original primary path in the protection path and allows protection paths to share capacity with portions of the primary paths that remain operational after link failure. PPP has shown to be superior and more flexible than path-based and link-based protection schemes [18] in terms of network performance. However, under PPP it is not clear how much extra information each node must maintain to exploit the new framework of resource sharability. Moreover, distributed resource provisioning is not addressed; this provisioning issue constitutes the main focus of the following sections.
A. The Network Model
In the network modeled here, each node consists of an optical switch that can perform all-optical wavelength switching and an electronic controller that controls the optical switch [11] . The controller maintains global information of the physical connectivity of the network; it also maintains local information about wavelengths usage on its outgoing links. Fig. 1(a) shows a typical scenario of a wavelength-routed WDM network architecture where two connections are set up between nodes "a-c" and "d-f," respectively. Two diverse routes are setup for each connection (working and protection). A wavelength on a link can be in one of the following states: "0" if the wavelength is free, "1" if the wavelength is used by a working path, and "2" if it is reserved for a protection path.
This information is maintained by each node in a local information database as shown in Fig. 1(b) . In addition, a sharability database is maintained to reflect the status of each reserved protection wavelength on an outgoing link; this sharability database helps a node to locally determine the sharability status while provisioning a protection path (details are presented in the next section).
Each optical node is assumed to have enough transceivers so that blocking will be due only to insufficient wavelengths along the route or contention over the same wavelength.
As shown in the figure, a node needs to maintain information about wavelength resource usage on its local ports. Compared with the approach where global or partial knowledge of network state information is required, the scalability is not a big concern; also no network-wide state update is required, and the overhead of maintaining local information is much less. 
B. Protocol Description
The two main components of DPLI are the online path selection of link-disjoint paths and the signaling algorithm for setting up and tearing down connections and determining wavelength availability and restoration capacity sharability. Each node in the network maintains a global knowledge of the network connectivity, thus a min-hop based shortest path routing algorithm, such as Dijkistra, can be used to compute explicit link-disjoint paths between each s-d pair. Each node maintains the following two databases: a) a local information database that reflects the local resource usage at that node, e.g., the status of wavelength usage on its own outgoing links; and b) a local sharing database that maintains information about the lightpaths whose protection paths traverse that node. This information assists the signaling protocol in determining whether a wavelength on a link is sharable or not during the provisioning phase. Both the local information and sharing databases at node "d" are shown in Fig. 1 . As can be seen, 2 on the outgoing port "2" is being shared by both connections. Note that the connection ID for each connection is stored along with the physical route of its working path. The routes a, b, c and d, e, f are the corresponding working paths for both connections protected by 2 on link "d-c"; and both routes are link-disjoint (i.e., failure independent).
Upon the arrival of a connection request, the node selects a pair of paths to the destination, and then a distributed signaling protocol is triggered to allocate resources along both paths. Our signaling algorithm is a variation of other well-known protocols [9] , [10] , namely, forward probing with backward reservation. The source node simultaneously probes both paths (Primary_Probe, Secondary_Probe) to determine the resource availability. Initially, Primay_Probe contains 1) a vector of the available wavelengths on the first outgoing link on the primary path, 2) the path on which the connection is routed, and 3) the connection identifier of the request. A wavelength is said to be available if it is not used by any other connection (primary or protection). Besides this information, Secondary_Probe carries the physical route along which the primary path is routed. Here a wavelength is said to be available if it is not used by any connection or if it is a protection sharable wavelength; the sharability of a wavelength is determined locally at the node by checking its sharability database for whether the new connection can use this wavelength without violating the sharability condition (i.e., all primary paths protected by this wavelength have to be link-disjoint). Each probe message is then forwarded along its corresponding path to the downstream node. Upon receiving a probe message, an intermediate node determines the next hop along the path and computes the set of available wavelengths on the outgoing link. This set is then intersected with the received vector in the probe message, and a new vector comprising only the common available wavelengths on the previous links is attached to the probe message and then forwarded to the next hop until it reaches the destination. If the new vector happens to be empty (i.e., no common wavelengths are available), the node then drops the probe message and sends a negative acknowledgment (Primary_NACK or Secondary_NACK) to the source to indicate the failure of the path setup. At the destination, when a probe message is received, a wavelength is selected and a reservation message is sent back to the source node on the same path to allocate the appropriate resources. Note that, due to the distributed nature of this protocol, contention might occur while allocating resources in the backward direction. In this case, a node detecting a contention must release whatever resources have been reserved and send a Primary_NACK (or Secondary_NACK) to the source indicating the failure of the path setup.
While allocating resources, we differentiate between resource allocation on the primary path and the protection path. A Primary_Reserve message will reserve the corresponding wavelength and cross-connect the switch at the corresponding node. The message also will update the local information database maintained at the node to reflect this change in the local resource usage. On the other hand, a Secondary_Reserve message will only reserve the wavelength without changing the status of the switch fabric and will update the local information database as well as the local sharability database (see Fig. 1 ). Finally, upon receiving both reserve messages, the source deems the connection request successful and begins to transmit data on the primary path. Otherwise, if at least one negative acknowledgment message is received, the connection setup fails and any reserved resources must be released.
Tearing down connections, on the other hand, requires also signaling protocols to deallocate any reserved resources and modify the local and sharability database at each node along the path. Here, Primary_Release and Secondary_Release messages are transmitted by the source on both paths and forwarded toward the destination. Each node receiving a Primary_Release message will free the reserved wavelength and update this change into the local information database, and then forward the message downstream toward the destination. On the other hand, a node, upon receiving the Secondary_Release message, first checks the local sharability database. If this connection is the only one using this wavelength, then the wavelength is returned to the Idle status and the local information as well as sharability databases are modified accordingly. Otherwise, if other connections are protected by the same wavelength, then the node searches the sharability database for the connection ID of the lightpath being released and takes off from its database this entry and forwards the message downstream without any further actions. The destination will drop both messages once they are received.
C. Wavelength Assignment
Wavelength assignments are required in WDM networks when provisioning lightpaths [2] . In this paper, we assume the wavelength continuity constraint, i.e., the same wavelength has to be assigned on all links along the path of a connection. The first fit (FF) [1] wavelength assignment is used for assigning wavelengths along the primary path. However, on the protection path, we propose a new assignment scheme that aims for locally maximizing the usage of shared protection wavelengths, thus improving the overall resource utilization. Here, for each element in the wavelength vector attached to the Secondary_Probe message, we append a counter that reflects the number of hops along the route where this wavelength is found sharable. Initially at the source node, the wavelength, which is found sharable, has its counter initialized to "1," whereas all other available wavelengths have their counters initialized to "0." Each intermediate node, upon receiving the probe message, will increment the counter associated with a specific wavelength if this wavelength is found sharable; if not, then the counter keeps its old value. In this approach, the control message collects information regarding the sharability condition of each wavelength along the route, and then the most shared wavelength is selected at the destination. To better illustrate this approach, let and be the received wavelength vector and wavelength counter at the destination, respectively. Let be the set of links along the protection path. Then, an element will take the following value:
where if is not sharable on link otherwise.
A wavelength is selected such that
We refer to this assignment scheme as the most shared wavelength (MSW) assignment. This assignment scheme favors the allocation of protection wavelengths that are already reserved, while deferring the idle wavelengths for other use (e.g., primary path allocation for a different connection). Note that the tradeoff here is the signaling overhead required from the signaling protocols.
III. RESTORATION ALGORITHMS

A. Background and Motivation
Rapid restoration algorithms that minimize the service interruption time are critical for the design of a reliable and cost-effective network. Recovering from any network element failure requires failure detection and notification mechanisms, and signaling protocols for configuring the intermediate nodes along the preplanned restoration paths [13] , [19] , [23] . In this section, we focus on the restoration signaling process in shared mesh networks. As mentioned previously, resources are reserved during the provisioning phase; however, cross-connects along the restoration paths are not configured since switch ports and wavelengths can be shared among multiple connections to achieve better network resource utilization. Hence, the restoration procedure usually involves sending recovery messages to configure the optical cross-connects along restoration paths; as a result, the connection restoration time depends on multiple factors [13] , [23] such as cross-connect architecture, the restoration signaling protocol, the network topology, and the restoration load.
Typically, cross-connect node architecture consists of a controller that processes signaling messages, selects channels, and initiates cross-connection requests, and a switch fabric that responds to a cross-connection request by executing the switch configuration. Hence, the time involved in completing the request consists of the waiting time before the request gets service (i.e., message queuing delays) plus the time to perform a physical cross-connection (which depends on the technology used for the switch fabric). Now as the number of connections affected by a single link failure increases, the number of restoration signaling messages will increase and hence most likely the queuing delays experienced by these messages at particular nodes along restoration paths (switch configuration waiting time). These queuing delays impact the overall failure recovery time especially if the number of failed connections is moderately high. To cope with this, the authors of [19] recently proposed to group individual restoration messages into an aggregate signaling message that is used to restore multiple connections (whether they have the same end-to-end restoration path or have the same next hop). They studied the benefits of message aggregation by comparing it to per-connection restoration and showed improvement in recovery time by reducing the number of signaling messages; the restoration signaling protocol, however, used in [19] is a straightforward two-way messaging scheme [21] . On the other hand, some cross-connects are able to reduce the waiting time by executing multiple cross-connect requests together (batch cross-connects) [20] while others may eliminate the waiting time completely by providing parallel execution of any number of cross-connect requests [13] , [19] .
We consider two categories of cross-connect (XC) architectures: 1) consecutive (or sequential) cross-connects where an XC operation cannot begin until after the previous one has completed and 2) parallel cross-connects where each XC operation is executed immediately without any waiting.
In the following, we will discuss a simple restoration signaling protocol similar to those proposed within the IETF [21] ; then we will present a novel restoration protocol that, if carefully designed, could result in minimal network recovery time. 
B. Source-Based Restoration (SBR)
In source-based restoration (SBR), upon detecting a failure, the source node of each affected lightpath is notified through a failure notification message (FNM) and initiates the protection path setup process by generating a failure recovery message (FRM) to be transmitted along the protection path. Each intermediate node receiving the FRM cross-connects the corresponding switch and forwards the message to its downstream node. After receiving the FRM, the destination sends a Recovery-ACK message to the source to indicate the beginning of data transmission. Fig. 2 shows an example where SBR is employed. Upon detecting the failure of link b-c, the node detecting the failure (each link is carrying two fibers, one in each direction; thus any end-node of the link can detect the failure) sends an FNM toward the source node. Node "a," after receiving the notification message, initiates the protection path setup by sending an FRM message toward the destination on the protection path. Each intermediate node receiving this message cross-connects its switch upon processing the message and forwards the message to its downstream node. At the destination "f," an ACK message is sent back toward the source and the traffic is switched for transmission on the protection path.
The overall restoration time is roughly estimated as follows:
where and are the failure detection time and the failure notification time (time it takes to notify the source of the failed lightpath), respectively; is the time it takes the control message (FRM) to set up all switches on the backup path, and is the time it takes the ACK message to travel back to the source (4) where is the message processing time at node , is the propagation delay on fiber , and is the number of hops between the node detecting the failure and the source.
is the switch configuration time at node and is the number of hops on the protection path. 
C. Enhanced SBR
Given that backup resources are reserved a priori, they only need to be configured upon the failure detection. Here, while restoration resources are being configured, contention is unlikely to occur because resources are already reserved; thus, the source node of each failed connection does not need to wait for an acknowledgment back from the destination to start its data transmission. Rather, and unlike the two-way messaging protocol described in Section III-B where the restoration process depends on the forward and backward message propagation delays, the source needs to properly compute an offset time (guard time) after which data transmission can take place. While the offset time should be selected such that the intermediate switches along the path are configured before data arrival (i.e., large enough), it should also be small enough to guarantee rapid restoration. A straightforward method to determine the offset time is to compute the time the control message takes until the last switch along the protection path is configured. Now, although this approach does not rely on receiving an ACK message to start the transmission, the restoration time still depends on the forward propagation and configuration delays, which could be increasingly high. This can be further improved if the offset time is chosen independent of the propagation delays; here the source node needs to compute just enough time after which it starts data transmission. This time should be chosen such that any intermediate switch has its XC configured to provide a fast cut-through for the data right before its arrival. A reasonable value will be the sum of the message processing time, the XC switching time (SCT), plus some small value epsilon ( ) to ensure that the destination has its XC configured by the time the data are received, thereby eliminating the impact of the message propagation delay along the protection path.
The guard time can then be estimated as (5) where is the number of hops along the backup path and and are the message processing time and the switch configuration time at node , respectively. The restoration time is then measured as follows: (6) However, this is only a lower bound for the connection recovery time due to the fact that many protection paths may go through the same node. While a node is processing a message for a particular connection, others may have to wait for the previous message to be processed; moreover, and depending on the crossconnect architecture, while a switch is being configured for one connection, others have to wait until their turn comes if consecutive switch configuration is used. Now, since we do not maintain any global information at any node, the source node does not know how many connections failed and hence how many may arrive at one (or more) of its intermediate node(s) along its restoration route. However, if the source node knows the total number of failed connections, then it can assume the maximum waiting time (i.e., worst case) to compute an upper bound for the offset time. Hence, upon a failure occurrence, the node detecting the failure will inform the source node of each affected lightpath by the number of failed connections through the FNM message. The worst case is defined by each source node by assuming that configuration messages of all failed connections pass by the same intermediate node(s) along the restoration path and that its message(s) [and hence its switch(es)] will always be last to be processed. Fig. 3 shows an example for offset-time-based restoration with consecutive switch configuration, where is the number of failed connections. At time , the source node "s" is informed of the failure as well as the total number of failed connections . Subsequently, the source prepares an FRM to be sent along the restoration path to configure the switches at intermediate nodes and computes an offset time after which data can be restored. At 10 ms, the FRM is received at node 1; this message could be immediately processed at node 1 or could be delayed if other messages are waiting ahead. To be able to capture this effect at the source node, the source will assume always the worst case delay scenario, i.e., the message is last to be processed; and hence there will be a maximum processing delay of , . Now this same assumption should also be valid for the particular switch, i.e., there will be a maximum waiting time of , , before the switch is considered configured. Overall, the maximum time a source node could wait for its first switch along the path to be configured is (see Fig. 3 ).
After this time, the message(s) can be forwarded to the next hop and so on until all switches are configured. The upper bound of the offset time is then computed as follows: (7) On the other hand, Fig. 4 shows an example where parallel switch configuration is used. Here, upon processing a particular message, its corresponding switch can be configured immediately regardless of whether other switches are being configured at the same node. Hence, to be able to compute the upper bound for the offset time, it is enough for a source node to assume that its message will be last to be processed and the waiting time before it is processed becomes . After waiting (enough time under worst case assumption), the FRM message can be forwarded to the next hop and so on until the destination (see Fig. 4 ). The upper bound of the offset time is computed as follows: (8) Clearly, this approach eliminates the impact of the message propagation delay from the offset time and hence from the overall restoration time (i.e., scalable restoration). However, the restoration time is still dependent on the accumulation effect of the SCT along the restoration path [see (5), (7), and (8)] and the switch configuration waiting time [see (7)]. This could lead to slower restoration time if the SCT is large [13] ( tens of milliseconds) and could eventually deteriorate the performance of the restoration protocol; thus one needs to choose a guard time that is independent of the SCT accumulation effect if possible.
Pipelining technique was proposed in [12] to study the signaling for optical burst switching networks, and we propose to use it as an effective technique to speed up the restoration process when the switch configuration time is considerably large. Here, upon receiving and processing the control message, the intermediate node forwards the message immediately to its downstream node and simultaneously starts configuring its local switch if parallel switch configuration architecture is used (otherwise it will have to wait for other switches to be configured, if any, in the case of consecutive switch configuration architecture).
As a result, the intermediate switch configuration delays are absorbed by the message propagation delays and their effect is expected to vanish. Fig. 5 shows the new scheme of SBR (which we call hereafter enhanced SBR) for the case of consecutive switch configuration. As shown in the figure, upon processing the FRM message, it is immediately forwarded to the next hop without waiting for its switch to be configured, hence saving in the overall waiting time. As before, the source node will always assume the maximal message processing time at each node [which is ( )] when computing the upper bound for the offset time. Note that, to successfully compute an upper bound value for the offset time and eliminate any possible conflict and contention, the source node will have to assume the worst case configuration scenario at the destination; i.e., all last switches along the restoration routes of all failed connections have to be configured simultaneously one after another (maximal switch configuration delays).
The lower bound of the offset time is computed as follows:
whereas the upper bound of the offset time is (10) Alternatively, if parallel switch configuration architecture is used, the offset time and hence the overall restoration time will be further reduced. Fig. 6 shows the case with enhanced offset time and parallel switch configuration. A message after being processed is forwarded immediately to the next hop and its switch is simultaneously configured. Hence, each source node can compute a maximal offset time by assuming that its message is last to be processed at any intermediate node along the restoration path. The maximal waiting time of a message before it gets processed at a node is ; hence the overall upper bound for the offset time is (11) Equation (11) shows that the offset time does not depend on the accumulation of the switch configuration time along the restora- tion path and that the impact of the switch configuration delays is eliminated. Moreover, the increase in the restoration time as the number of failed connections increases is only proportional to the message processing time, which is relatively much smaller than the switch configuration time.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of DPLI and study the benefits of the different restoration algorithms presented in Section III. For this reason, an event-driven simulation tool is developed to model the connection management and restoration protocols for WDM networks.
The 16-node NSF network [1] shown in Fig. 7 is used in our simulations; the numbers shown on the links are link distances in 10-km units. We compare the performance of DPLI with distributed path selection with global information (DPGI).
The metrics of comparison here are the blocking probability, sharability gain, protocol scalability, and network restoration time.
Following are the parameters used in our simulation. 1) Connection requests arrive at each node as a Poisson process with mean arrival rate arrivals/ms. 2) Connection requests are uniformly distributed among all source-destination pairs.
3) The connection-holding time is exponentially distributed with mean ms. 4) The number of wavelengths on each link, , 16. 5) The message processing time is assumed to be 10 s. 6) The switch configuration time is [0.5-10] ms. 7) s (see Section 3-C). 8) Fault detection time s.
A. Evaluation of DPLI
We first compare the impact of maintaining local and full information on the performance of path selection in shared mesh-based network. We study the network blocking under DPGI and DPLI. In DPGI, the network is viewed as a multilayer graph, each representing a wavelength [2] . A link on a wavelength graph is assigned a weight based on its sharability status [14] , and then a path computation is carried out online to compute link-disjoint paths. The weights are assigned in a way to reflect the sharability of a wavelength. Fig. 8 shows the comparison between both selection schemes in terms of network blocking probability. As expected, the network performance under DPGI is better than DPLI given the complete knowledge of the network state information; however, the computation complexity and the overhead associated with the frequent update of the global information limit the scalability of DPGI.
To better capture the impact of using a decentralized control with local information, we look at another measurement, the sharability gain (Fig. 9) . This value is defined as the improvement the algorithm yields over the conventional dedicated path protection (i.e., NS). The figure shows that DPGI improves the sharability gain by 10-25% with respect to DPLI. Note also that when DPGI yields an improvement of 38% over NS, DPLI exhibits improvement on the order of 28% over NS. Under the same conditions, SPI [6] , SSR [15] , and DPIM [4] show improvements of 16%, 36%, and 28%, respectively. In other words, DPLI, by only using local information, can achieve comparable performance to other partial information routing algorithms.
Our comparisons have focused so far on the advantages of DPGI over DPLI in improving the overall network performance. However, besides the complexity associated with DPGI, there is also another critical drawback: the protocol scalability. For this reason, we conduct a comprehensive study on how well the network can scale under both protocol implementations. Note that the overhead of the link state protocol is one measure of the scalability, but since DPLI has no (or minimal) overhead, we focus our attention on the scalability of the network state database that a controller at each node needs to maintain. We define an entry in the database to be of the format shown in Fig. 10 .
In DPGI, each node must maitain information about the usage of each wavelength on each link throughout the network that is proportional to (i.e., ), where is the number of wavelengths per link and is the number of links in the network. Each entry has the format shown in Fig. 10(a) if the wavelength is used by a working connection and Fig. 10(b) if it is reserved for protection. The numbers shown in the figure are custom designed to match the NSF network (e.g., 48 links, thus 6 bits for link number, etc.), and they are used as input parameters for the simulation. The connection identifier consists of three parameters, each having 4 bits: source, destination, and connection number. On the other hand, if DPLI is used, a node needs to maintain information proportional to (i.e., ), where is the number of outgoing ports from the node. The same parameters, shown in Fig. 10 , are reused, and each entry corresponds to that of Fig. 1 .
Intuitively, the scalability of DPLI is much better than DPGI, given that is much smaller than even when the network size becomes much larger. Fig. 11 shows a simulation study of the protocol scalability. The figure shows the average network state database size in Kbits to be maintained at each node under both protocol implementations. Note that as the number of wavelengths increases (64-128 wavelengths) and network size increases, much larger databases ( ) are required by DPGI to maintain the complete information.
Finally, we show the performance of DPLI under different wavelength assignments. Fig. 12 shows a comparison between the FF and MSW wavelength assignments. As mentioned previously, the MSW locally maximizes the use of sharable wavelengths, in which the selection of the most sharable wavelength along a path is favored. The figure shows that MSW performs slightly better than FF. However, as the load increases, both selection schemes perform similarly. This is due to the fact that blocking at higher loads is due to insufficient resources rather than poor resource management. Note also that the MSW selection criterion requires more information to be propagated, leading to additional overhead on the management protocol.
B. Evaluation of Restoration Algorithms
Next we compare the different restoration algorithms (RAs) presented in Section III. We study the impact of the offset-timebased restoration on the network recovery time (RT) and compare the different offset-time-based schemes proposed earlier with a straightforward two-way messaging restoration signaling protocol (RA1) [13] , [19] . Namely, we present simulation analysis of the enhanced offset-time-based restoration (RA2) and the straightforward offset-time-based restoration (RA3) for the two cross-connect architectures: parallel and consecutive switch configuration (PSC and CSC, respectively).
The metric of comparison is the restoration time; note that in the case of offset-time-based restoration, we use the upper bound RT as our comparison metric. Here, after routing all connections (at a particular load) in the network, at random we take down one link and run the restoration algorithm to restore the affected connections; we repeat the same experiment with the same seed using other algorithms and repeat each experiment with different seeds to obtain the average restoration time. The number of wavelengths per link is 8 and 16 (this is to study the impact of increasing the number of failed connections on the restoration time). Fig. 13 shows a comparison among RA1, RA2, and RA3 when , ms. The figure shows that RA2 with PSC performs the best ( ms) followed by RA3 with PSC ( ms), RA2 with CSC ( ms), RA1 ( ms), and finally RA3 with CSC ( ms). RAs with PSC consistently perform better than RAs with CSC. The reason for this is due to the fact that under PSC architecture, a switch can be configured instantaneously upon the processing of its configuration message regardless of whether there are other switches being configured simultaneously. As a result, the delay involved is the message processing time under the worst case delay assumption. Hence, will only have minimal impact on the offset time variation (and the restoration time) because of the small value of . This is also evident in (8) and (11) , where the slope of the offset time is directly proportional to the message processing time as varies; and the switching time delays experienced at each node along the restoration path are eliminated. On the other hand, RA3 with CSC yields a larger offset time (and hence restoration time) because under this architecture, the maximal switch configuration delay ( ) has stronger impact on the restoration time and also the effect of the accumulation of these configuration delays along the restoration path (i.e., the impact of " ") is larger, see (7); these factors obviously have stronger impact on the RT because, unlike the PSC architecture, is much larger than . This indicates that if the number of failed connections increases and the SCT is relatively large, the use of offset time could defeat the purpose of avoiding an ACK message experienced in the two-way restoration messaging protocol if switches are to be configured sequentially, which is clearly not the case of PSC.
It is also interesting to note that the RTs for RA1 and RA3 with CSC decrease as the traffic load increases, which is due to the fact that at higher loads, calls with longer restoration paths (as well as working paths) are unlikely to be accepted [22] (the average number of hops along restoration routes " " per call decreases) and hence the impact of on the restoration time also decreases [which is also evident in (7) where offset time is ]. However, this impact is minimal to other RAs. To further look at the benefits of the offset-time-based restoration signaling, we study the impact of the switch configuration time on the overall network restoration time for different numbers of wavelengths per link ( and ). The reason that we experiment with different numbers of wavelengths is to capture the effect of on the network restoration time. Although the higher number of wavelengths is suited, the run-time of the simulation will be increasingly higher, thus we limit to 16. Fig. 14(a) shows the RT versus SCT when . The figure shows that when is small ( ms), all offsettime-based restorations are favored over the two-way messaging restoration protocol. However, as increases, the RT of RA3 with CSC tends to rapidly increase. This can be explained by (7) , which shows a rapid increase on the upper bound of the offset time (i.e., ); whereas RA2 with PSC maintains a lower upper bound RT as its slope is only one [see (11) ]. Moreover, the increase on the upper bound offset time of RA3 with PSC is only proportional to 1 [(8)] while it is proportional to in the case of RA2 with CSC and the performance is still better than RA1. On the other hand, when the number of wavelengths increases ( ), potentially the number of failed connections will increase and thus we show its impact on the RT in Fig. 14(b) for different switch configuration time. The figure shows that if RA3 with CSC is used, the offset-time-based restoration again defeats the purpose of avoiding an ACK message from the destination when is greater than 1 ms. Moreover, as the SCT increases (above 8 ms), RA2 with CSC will no longer yield better performance over RA1. However, RA2 and RA3 still outperform RA1 if PSC architecture is used. Note that RA2 with PSC always outperforms other RAs due to the fact that the upper bound offset time is neither dependent on the switch configuration delays at any particular node along the restoration path (through the use of parallel switch configuration architecture), nor is it affected by the accumulation effect of the switch configuration time along the restoration path, which is eliminated through the use of pipelining techniques. By comparison between both figures, we notice that there is a rapid increase in the restoration time for the RA with CSC when the number of wavelengths is 16; this is justifiable by the fact that the number of failed connections is higher in the case of higher number of wavelengths per link (i.e., more connections are likely to be accepted in the network and a link failure will affect more lightpaths) and the impact of is strong on the RT, as shown previously.
Finally, we present in Fig. 15 a comparison between the upper bound restoration time and the lower bound restoration time for the offset-time-based restoration with and without pipelining. Note that the lower bound is computed by assuming that the FRM message does not wait for any message at any particular node along the restoration path to be processed and thus takes only to be processed (i.e., ). The figure shows that in the case where cross-connects have parallel switch configuration architecture, the upper bound RT is very close to the lower bound value of the RT. This can also be seen from (8) and (11), where the impact of is small on the variation of the offset time and hence on the RT, because is relatively small. On the other hand, when sequential switch configuration architecture is used, the upper bound RT deviation from the lower bound RT is high (especially at higher values of ); this is due to the fact that the offset time (and hence the RT) is proportional to [see (7) ] or [see (10) ]. As a result, at higher values of , the upper bound RT diverges rapidly from the lower bound RT.
V. CONCLUSION AND FUTURE WORK
In this paper, we first addressed the problem of online provisioning of sharable restorable connections in a mesh-based network. We proposed a new framework called distributed path selection with local information and presented in detail a control and management protocol to set up and tear down connections, and to determine the sharability of restoration capacity in a distributed manner. We compared through simulations the performance of the proposed protocol with one that uses global complete information. While the latter improves the network performance by maximally exploiting the sharability of restoration paths, it suffers from scalability issues; thus its implementation is prohibitively expensive.
The second part of this paper addressed the important issue of rapid restoration in optical mesh networks. We proposed a new restoration signaling that, if well designed, could minimize the service interruption time upon the occurrence of a failure. Since we only maintain local information at each node (which is not a sufficient indicator for detailed postfailure configuration events), only an upper bound of the restoration time can be achieved; the significant contribution of the new algorithm is that the connection restoration time is independent of the restoration path length (i.e., it eliminates the propagation delay) and is also independent of the accumulation of the switch configuration time along the restoration path. Moreover, if cross-connect architectures with parallel switch configuration are used, we found that the upper bound of the restoration time can also be independent from the switch configuration waiting time, thereby yielding fast network recovery time. Simulation experiments were used to compare and demonstrate the effectiveness of these restoration algorithms.
Note that, although fast service restoration was achieved, the approach we presented only allows us to compute an upper bound on the restoration time; this is because the source node of each failed connection is only notified by the total number of failed connections. However, as the network parameters change, such as PSC is not provided and/or more connections affected by a single link failure, the upper bound on the restoration time might increase (as shown from the simulations) and the offsettime-based restoration scheme might under perform the conventional two-way restoration signaling; hence it is essential to demonstrate the effectiveness of the proposed scheme in the case where a node maintains global or partial aggregated information about the network resources, which allows the source node to compute a more accurate, approximate value of the restoration time rather than only an upper bound. This will remain a subject for future work.
