I provide an overview of inverse probability weighted (IPW) M-estimators for cross section and two-period panel data applications. Under an ignorability assumption, I show that population parameters are identified, and provide -----straightforward rN-consistent and asymptotically normal estimation methods.
INTRODUCTION
The problems of nonrandom sample selection, self selection, and attrition are potentially very important in microeconometric applications. Problems of survey nonresponse also fall under the rubric of incidental truncation. For example, a test score (such as IQ) may not be available for all individuals in a sample because some individuals do not give permission for that information to be released. Or, in a survey, a family may not report its annual charitable contributions, even though it reports income and various demographic characteristics.
When incidental truncation leads to nonobservability of the response variable in a linear regression model, Heckman's (1976) solution requires that there be at least one exogenous variable affecting selection that does not appear in the structural equation; this is often a tenuous assumption.
Further, in addition to the linear model, Heckman's approach is known to only work for special nonlinear models, such as an exponential regression model [Wooldridge (1997) , Terza (1998) ]. In cases of survey nonresponse or 1 attrition in panel data, the fact that some exogenous variables might not be observed introduces further complications in applying Heckman's approach.
An alternative approach to consistent estimation in the presence of nonrandom selection is based on inverse probability weighting, which has a long history in statistics and has been recently studied more closely in econometrics. Horvitz and Thompson (1952) proposed an inverse probability weighted (IPW) estimator of the population mean when data are nonrandomly missing. use an IPW estimator in the context of multiple regression with nonrandomly missing data, and Robins, Rotnitzky and Zhao (1995) show how an IPW estimator can be used to estimate conditional means in the presence of attrition in panel data. Horowitz and Manski (1998) compare weighting and imputation methods for estimating population means. Rosenbaum (1987) and Hirano, Imbens, and Ridder (2000) study IPW estimators of average treatment effects.
In this paper I study the properties of inverse probability weighted Mestimators, thereby providing a unified treatment that includes many special cases of interest. Under the key assumption that selection is, in an appropriate sense, ignorable, an inverse probability weighting scheme generally identifies the population parameters. Special cases include least squares, conditional maximum likelihood, partial maximum likelihood, and various quasi-likelihood methods. In fact, any problem that can be written as minimizing or maximizing a sample average of objective functions fits the framework, provided basic regularity conditions hold. Studying IPW methods in a general framework highlights the role of the key ignorability assumption, and shows that the mechanics and asymptotic theory of IPW estimation are straightforward.
Weighting by inverse probabilities can solve a variety of sample selection problems, including that inherent in estimating average treatment effects. In addition, the general framework I put forth in Section 3 applies to variable probability stratified sampling, a case I considered explicitly in Wooldridge (1999) . Outside of stratified sampling, the probability weights usually must be estimated in a first stage, and I consider the effects of first-stage estimation on the asymptotic distribution of the estimator in Section 4. In Section 5 I discuss the pros and cons of weighting, and Section 6 contains concluding remarks about directions for future research.
THE POPULATION OPTIMIZATION PROBLEM AND RANDOM SAMPLING
We begin with the optimization problem in the population, as this is needed to define the parameters of interest. This section applies most directly to nonresponse in a cross section setting, although the identification arguments readily extend to a two-period panel data setting with attrition after the first time period. M Let w be an M * 1 random vector taking values in W C R . Some aspect of the distribution of w depends on a P * 1 parameter vector, Q, contained in a P parameter space $ C R . Let q(w,Q) denote an objective function depending on w and Q. A leading example is a linear regression model. Let y be a scalar and x a 1 * K row vector, and consider the population linear model Huber (1967) and White (1980 White ( , 1982 In the next section we modify the objective function to account for various forms of nonresponse and stratification. + b = 1. We first draw w from the population and then observe its stratum.
CONSISTENCY OF WEIGHTED M-ESTIMATORS

J
The VP sampling scheme, as formally described by Wooldridge (1999) , effectively defines a selection indicator, s, by
where h is a binary indicator determining whether an observation falling j into stratum j is kept. Notice that the h are determined by the sampling j scheme, and have nothing to do with the original population distribution.
Also, the h typically are not known when s = 0 because all information on j the observation is discarded when s = 0. By the nature of VP sampling, each h is independent of w. Let p _ P(h = 1) be the sampling probability for j j j stratum j, that is, the probability of keeping a randomly drawn observation that falls into stratum j. Because each h is independent of w, and each b j j is a deterministic function of w, A simple lemma is at the heart of inverse probability weighted approaches to estimation. Essentially, it shows that the inverse probability weighting recovers population moments from a selected sample. LEMMA 3.1: As in Assumption 3.1, p(v) = P(s = 1|v), where w C v, and assume that p(v) > 0 with probability one. Then, for any real-valued function g(w) Then, we can apply the law of iterated expectations: 
This objective function simply weights each observation for which we observe w by the inverse conditional probability of appearing in the sample; the i observations for which s = 0 do not appear in the optimization problem. Often we need to estimate the sampling probability function, p(W).
Estimation of the probabilities using parametric methods has no interesting consequences for the consistency of the weighted M-estimator: consistency follows under standard regularity conditions from basic results on two-step estimation [for example, Newey and McFadden (1994) ]. However, estimation of p(v) does have interesting implications for the asymptotic variance of the weighted M-estimator. Therefore, we postpone a treatment of estimating the selection probabilities until the next section.
We end this section with an example that is similar to some that arise in epidemiology [for example, Lin (2000) ]. A key feature is that, as with variable probability sampling, the element in v determining selection is individuals whose treatment times last longer than t and take them past the calendar date, b.) Therefore, the selection indicator is s = 1(a < bi i * t ). Now, assume that the starting time, a , is independent of (t ,x ,y ).
Therefore, in Assumption 3.1, we can take v _ (t ,x ,y ) _ (t ,w 
THE ASYMPTOTIC VARIANCE OF THE WEIGHTED M-ESTIMATOR
We now consider a special case of Assumption 3.1 and allow for estimating the selection probabilities using binary response models for s .
i -----Showing rN-asymptotic normality of the weighted M-estimator is fairly straightforward.
We replace Assumption 3.1 with ASSUMPTION 4.1: (i) The random vector z is always observed and w is observed when s = 1.
(ii) w is ignorable in the selection equation, conditional on z: we must assume that first-period variables predict attrition sufficiently well that the responses and covariates in the second period are ignorable. Assumption 4.1(iii) means that we have a correctly specified parametric model for the selection probability. In practice, we can use a flexible logit or probit model. We will not study the possibility of using nonparametric estimation of p(z), but clearly this is possible under suitable regularity conditions. [Hirano, Imbens, and Ridder (2000) show that, in the case of estimating the average treatment effect under ignorability of treatment, nonparametric estimation allows one to obtain the most efficient estimator 
Ge! Given that selection is a binary response, and without extra information, the MLE is the most sensible estimator, as it is asymptotically efficient. We impose standard regularity conditions on p, such as twice continuous
We will not state a formal consistency result, as there are no interesting twists, although we must rule out the possibility that response probability gets arbitrarily close to zero as we vary z in Z and Q in $.
The weighting in (4.4) underlies a popular approach to estimating average treatment effects. In the treatment effects literature, the goal is to estimate m -m _ E(y ) -E(y ), the difference in population means with each unit from a random sample of the population is either treated or not.
Therefore, we observe only y = (1 -s )y + s y for each individual i.
key assumption is the so-called ignorability of treatment, which is that, s i is independent of (y ,y ) conditional on the observed set of covariates, 
where g(w,Q) _ D q(w ,Q)' is P * 1 and H is the P * P hessian of q(w ,Q)
with rows evaluated at mean values between Q and Q . Define
where the equality follows from Lemma 3.1, and assume A is nonsingular.
o Then, by the uniform weak law of large numbers, we can write
were g _ g(w ,Q ). The next step is to use a mean value expansion on the 
Now define k _ (s /p )g . Collecting terms together, we have shown that where
Equation ( nweighted estimator, N S G(x ,Q ).
The comparison of the estimators that use the estimated versus the known selection probabilities implies that if we compute the asymptotic variance as if we have not estimated the probabilities, the standard errors are larger than necessary, and so confidence intervals and inference are conservative.
In other words, if we obtain significant estimates using the incorrect standard errors, the corrected standard errors would lead to even larger t statistics. This is somewhat unusual for two-step estimation problems, where the prevailing wisdom is that adjusting standard errors for a first stage estimation usually results in larger standard errors. Interestingly, the above derivation hinges crucially on the assumption that the parameters in p(z,G ) are estimated using maximum likelihood binary response. I do not o know whether the efficiency gains from estimating G carry over to other o methods of estimating G , such as the one described in Example 3.1. The following theorem simply fills in the missing regularity conditions. The following example illustrates the broad applicability of Theorem 4.1. 
where we use the simple facts that s y = s y and s = s . The
ignorability of treatment assumption is that P(s = 1|y ,y ,z) = P(s = 1|z), better, under the information matrix equality, to use a random sample than to 22 use a nonrandom sample with known sampling weights. However, I cannot claim a similar result if the probability weights are estimated, as in Theorem 4.1.
-1
It appears that (4.13) could be smaller than A (in the matrix sense), o although I have not worked out an example.
TO WEIGHT OR NOT TO WEIGHT? THAT IS THE QUESTION
An important issue that arises in the analysis of stratified data with sampling weights is: When should the sampling weights actually be used? The same question arises with general nonresponse. Unfortunately, there is no clear-cut answer for all applications.
To provide some guidance about weighting, we must recognize that there are two issues. The first involves consistency of the two procedures while the second involves asymptotic efficiency comparisons in cases where both the weighted and unweighted estimators are consistent. We first consider the consistency issue.
As we saw in Section 3, the weighted estimator is consistent if we have an appropriate ignorability assumption and if we either know or can consistently estimate the sampling probabilities. When sample selection is, in an appropriate sense, based on conditioning variables, the unweighted Mestimator is generally consistent. The definition of "conditioning variables" is effectively that Q minimizes the expected value of the o objective function conditional on any value of x. We must also assume that (ii) For x from Assumption 5.1,
A leading case where equation (5.2) holds is when s is a deterministic function of x, that is, selection is based purely on the value of x. Of course it also holds when s is independent of w, and therefore of x.
It is easy, again using the analogy principle, to show that Assumptions 5.1 and 5.2, along with regularity conditions, imply consistency of the unweighted estimator. Recall from Section 3 that the limiting minimization problem that corresponds to the unweighted M-estimator is given by (3.2).
Therefore, we show that Q is a solution to (3.2), again using iterated (iii) Parts (iv) and (v) of Theorem 3.1 hold.T hen the unweighted M-estimator using the selected sample, Q , is consistent
Once we verify that Q is identified in the subpopulation, the proof of o Theorem 5.1 is very similar to that of Theorem 3.1, and so it is omitted.
One interesting feature of Theorem 5.1 is that it does not require the selection probabilities to be strictly positive: if selection is based on x and Assumption 5.1 holds, we can exclude parts of the population that are defined in terms of x, provided we can still identify Q in the observed o subpopulation. Entirely excluding part of the population is not possible in Theorem 3.1. Therefore, if we are willing to make the assumptions in Theorem 5.1, the unweighted estimator has the advantage of allowing selection schemes where part of the population is not represented at all.
In most cases that are not stratified sampling, there is some positive probability that any population member will appear in the selected sample.
So, what if the sampling probabilities are strictly positive and depend only on conditioning variables in the sense of Assumption 5.2? Still, even from a consistency standpoint, it is not obvious whether or not to weight. As we discussed in Section 3, the weighted estimator identifies the solution to (2.1) whether or not there is any kind of model misspecification. The requirement that Q solves (5.1) for all x essentially means that the feature o of the distribution of y given x that we are modeling is correctly specified.
Under misspecification, the solution to problem (3.2) will not be the same as the solution to (2.1). In other words, the weighted and unweighted estimators will have different probability limits even though sampling is exogenous. Since the solution to (3.2) depends on the sampling scheme --namely, the probabilities P(s = 1|x) = p(x) --most would conclude that the unweighted estimator is not very attractive. If we take the broad view that we want to estimate the vector that solves the population problem even under misspecification, then the weighted estimator is preferred.
A counterbalance to the previous argument is a somewhat subtle reason to prefer the unweighted estimator in problems of nonresponse, such as attrition. This has to do with unobservability of some elements of x for the excluded subpopulation. Assumptions 5.1 and 5.2 hold. Then we know the unweighted estimator is consistent. If we also assume the probabilities p(x) are bounded from below by a strictly positive number, so that part (ii) of Theorem 3.1 holds, then the weighted estimator based on p(x) or consistent estimates would also be consistent. The problem for the weighted estimator is that, if some elements of x are not observed, we cannot estimate the p(x ) i even for the selected sample. Typically, the response probabilities are estimated from a binary response of s on z using a random sample from the i i entire population. (Example 3.1 is an exception.) Any element of x that is missing for a subset of the population cannot be included in z. This means that, for the purposes of correcting the nonrandom sampling problem, our first-stage estimation of the selection probabilities could be misspecified.
Importantly, this has nothing to do with whether p(z,G) is correctly specified for P(s = 1|z). The problem is that, under Assumption 5.2(ii), it is unlikely that P(s = 1|w,z) = P(s = 1|z) unless we can take x to be a subset of z. If x is always observed then the weighted estimator is more attractive because we can, and should, include x in z. If, for example, selection is a deterministic function of x, then a sufficiently flexible model for P(s = 1|z) should pick this out as long as x C z. In addition, the weighted estimator allows observable factors other than x to affect selection, while the unweighted estimator effectively does not.
Consider a concrete example. Suppose that, in an initial time period,
we obtain a random sample of people participating in a job training program.
We have, say, before-training earnings, education levels, workforce experience, and demographic variables. attrition. Any weighting necessarily excludes from the selection probability covariates that are not observed after attrition, and so it is consistent only under stronger assumptions than needed for the unweighted estimator.
When might weighting be preferred in cases of nonresponse on some covariates? Weighting is most appealing when the model we want to estimate 29 has a more structural interpretation and is not simply a kitchen-sink-type analysis. In the job-training example with attrition described earlier, suppose we start with an unobserved effects model, which we write for a random draw from the population as weighted least squares, using inverse probability weights, then we would include (y ,x ,r ,r ) in the selection probit or logit, where x i0 i0 i0 i1 i0 contains all initial period covariates. Now the ignorability assumption used by IPW is not more restrictive than that used by the unweighted analysis, and so the IPW estimator could be consistent in cases where the unweighted estimator is not.
So far, our discussion has focused on consistency. But there are also efficiency issues when the sampling is exogenous, as in Assumption 5.1. In the context of different kinds of stratified sampling, Wooldridge (1999 Wooldridge ( , 2001 shows that when w partitions as (x,y) where some feature of the conditional distribution of y given x is correctly specified, stratification is a function of x, and a generalized conditional (on x) information matrix equality holds, then the unweighted estimator is asymptotically more efficient than the weighted estimator. This covers the fairly well-known regression and conditional maximum likelihood cases, and many others as well.
Recall from Theorem 4.1 that estimating the selection probabilities generally leads to a more efficient estimator than using the known p(z ) (if The GCIME is natural for many problems. The GCIME always holds for conditional MLE under correct specification of the conditional density with Avar rN(
(5.12)
This result shows that the weighted estimator is inefficient when selection is on exogenous variables and the generalized GCIME holds. This provides further support for using the unweighted estimator when we think selection is determined by conditioning variables. Not suprisingly, when the GCIME holds, it is best to use M-estimation under random sampling. Why? Under random sampling and the GCIME, the asymptotic variance of the M-estimator is If the GCIME does not hold then the weighted estimator could be more efficient than the unweighted estimator, and either could be more efficient than using random sampling. The preferred estimator depends on the nature of the GCIME violation and the choice of p(x).
CONCLUDING REMARKS
In cases where the population model is linear, Heckman's (1976) approach is the most common way, in econometrics, of handling nonrandom sample selection. Unfortunately, Heckman's approach does not extend easily to general nonlinear models. Plus, the Heckman correction relies on having a variable in the selection equation that can be excluded from the population conditional mean function. In many cases, such variables are difficult to find. Inverse probability weighting works under different assumptions than
Heckman's approach. We assume that we have access to variables, in addition to those appearing in the population model of interest, that are sufficiently good predictors of sample selection.
One benefit of IPW estimators is that they can be obtained for general nonlinear models. Here, I have focused on M-estimators. Useful extensions would be to two-step M-estimators and generalized method of moments
estimators. An interesting research agenda is to extend the derivation of the asymptotic distributions in Section 4 to allow for nonsmooth problems. A leading case of a nonsmooth problem is least absolute deviations (LAD). As is now well known, under random sampling and fairly weak assumptions, LAD is consistent for the parameters in a correctly specified conditional mean and -----has a rN-asymptotic normal distribution. Thereorm 3.1 applies to LAD under nonrandom sampling provided we can find suitable inverse probability weights.
But asymptotic normality of the IPW M-estimator for LAD, along with consistent estimation of the asymptotic variance, is not a trivial extension of Theorem 4.1. Presumably, the arguments in Newey and McFadden (1994) can be adapted to the IPW, but the details remain to be worked out. 
