We examine different 2 statistics appropriate for high-level metrology. "Key" measurement comparisons often need statistics that can be used before a reference value is chosen. One such statistic is the pair-difference 2 , presented here. This is also a natural way to examine bilateral equivalences essential for trade. Monte Carlo simulation is a practical means to extend rigor beyond conventional 2 testing, and permits the use of a wide variety of reference values for familiar null-hypothesis testing. Further, simulation enables the handling of measurements purportedly drawn from Student distributions or with reported inter-laboratory covariances. Crown
Introduction
Chi-squared ( 2 ) statistics have been proposed [6, 2] as a preferred means for describing the consistency of measurements undertaken in support of the International System of Units, through the Convention of the Metre and its Mutual Recognition Arrangement (MRA) [9] . The MRA uses Key Comparisons of measurements made on a circulated artefact by a group of National Metrology Institutes (NMIs). Key comparison results are usually reported in terms of a key comparison reference value (KCRV). The KCRV is usually determined from the NMIs' results, and is intended to be "a good but not necessarily the best representation of the Système International value".
We advocate extending familiar 2 statistics to all Key Comparisons and KCRV methods, although this requires case-specific computation of probabilities for use in null-hypothesis testing. The wide familiarity of the 2 formalism conveys confidence to the broadest audience, and is more transparent to more measurement scientists than other consistency criteria [3] that may require substantive explanation and justification.
Calculating reference values
The KCRV is usually derived from the results-the measurement values and the uncertainty budgets of the participating NMIs. Discussions about the selection of a KCRV have frequently caused major delays in the publication of reports on Key Comparisons, and the acceptance of 2 statistics as a primary mechanism for characterizing the consistency of the results should shorten this delay.
The inverse-variance weighted mean is now suggested as the first choice for the KCRV and locator of central tendency [2] in typical comparisons, where a single stable travelling standard is used and where the participants report independent measurement results as a scalar value with a normally distributed uncertainty. For N NMIs, with the ith NMI reporting value x i and standard uncertainty u i , the weighted mean is
This is the maximum likelihood estimator of central tendency for N independent results, each of which is normally distributed. It is the best fit in the least-squares sense. It has the best classical 2 , and the smallest formal uncertainty:
The requirement for statistical independence among the results means that there should not be stated inter-laboratory covariances. Key Comparisons are conducted at the highest level of accuracy and test primarily the adequacy of the reported uncertainties to describe the observed dispersion. Aboutx as the shared mean, the dispersion of the N results can be tested by the classical 2 statistic, expressed as a reduced 2 with (N − 1) degrees of freedom:
The classical 2 c can have its probability density function (PDF) take the very useful closed form of an exact reduced 2 with N −1 degrees of freedom, provided only that the {x i } are drawn from N independent normal distributions, with the same mean, with standard deviations equal to the reported {u i }. For any comparison's data set, using Eq. (3) gives the comparison's instance value y 0 of 2 c . This is interpreted as a sample of a random variable y with a PDF(y) proportional to y (((N −1)/2)−1) exp(−y(N − 1)/2). The fraction of the PDF(y) that is greater than y 0 gives P( 2 c > y 0 ), the probability that the particular value y 0 of 2 c would be exceeded by chance, under the assumption that there are no additional causes of dispersion for the {x i }. When this probability is low (< 5% [2] ) some alternative or supplementary description will be wanted by many metrologists; and when this probability is relatively high (> 50%) then most metrologists should agree to "fast-track" publication of the comparison without any additional description.
Monte Carlo simulation of 2 distributions
The classical 2 c is used to address the question of metrological equivalence: that the laboratory measurements {x i } have a common mean, and that the dispersion is adequately described by {u i }, the laboratory uncertainties. This is the conventional null hypothesis, supplemented in Eq. (3) with the assumption thatx, the inverse-variance weighted mean, adequately describes the common mean. However, since the inverse-variance weighted mean is not the only candidate for the key comparison reference value, 2 c is not the only 2 statistic that bears on discussions of the quality of a potential KCRV .
The conventional conditions that the measurements are independent and normally distributed are required only to justify our use of a particular 2 distribution for null hypothesis testing. A more general method for evaluating the probability of exceeding y 0 by chance allows us to relax these conditions, extending the number of Key Comparisons to which familiar null-hypothesis testing can be applied. Monte Carlo simulation techniques are well suited to calculating P( 2 > y 0 ) with fewer restrictions.
In practice, the condition that the N results are normally distributed must be removed for some comparisons, since the uncertainty distributions are specified by each participant and can be non-normal. General uncertainty distributions can be used in a Monte Carlo simulation to evaluate the fraction of the resulting 2 PDF of y that exceeds y 0 . In particular, for uncertainty budgets reported with degrees of freedom, the Student distribution is construed, with the understanding that the "standard uncertainty" reports the sample standard deviation, and not the standard deviation of the Student distribution [10] .
In the metrological context, we want to avoid any disputes over the validity of the numerical calculation, particularly when there is only a very small probability of accepting the null hypothesis. Any expert who is responsible for an "outlier" result will need to be convinced of the validity of the Monte Carlo treatment in the wings of his claimed uncertainty distribution. Typically, this means taking care to use a highquality pseudo-random number generator and a good method for generating normal and Student variates. To achieve accuracy over a dynamic range of 10 7 in the Monte Carlo regeneration of the laboratory PDF i , we have used the long-sequence, double-precision algorithm based on Ranlux [4] , which has demonstrably good statistical properties for generating uniformly distributed pseudo-random numbers [5] . These are transformed into random variables with the desired distributions by table-lookup using quadratic interpolation in the laboratory's cumulative distribution function, supplemented by asymptotic approximations for the tails.
To test the hypothesis that there is a common mean for the Key Comparison, in the Monte Carlo simulation we centre the laboratory PDF i 's at the same value, rather than on their reported measurement results. It is convenient to choose a zero mean for each laboratory PDF i : i.e. we set each x i = 0 during the simulation, and draw the complete set of x i 's for a single Monte Carlo event randomly from the distributions reported by the participants in their uncertainty budgets. For each set of pseudo-measurements, x and 2 c are calculated from Eqs. (1) and (3) . A histogram of millions of values of the simulated 2 c 's can be created in a matter of a few minutes, to evaluate P( 2 c > y 0 ) with adequate precision for most real comparisons. This method can be extended easily to consider consistency with respect to the median, or to any algorithm-based KCRV =x a computed from the {x i }. For each simulated comparison event, we now evaluate the chosen x a rather than the inverse-variance weighted meanx, and calculate the corresponding 2 a using Eq. (4), rather than Eq. (3), to build the 2 PDF histogram from millions of events, and hence calculate P( 2 a > y 0 ). Fig. 1 illustrates why it can be important to evaluate P( 2 a > y 0 ) using Monte Carlo simulation rather than using P( 2 c > y 0 ) from the "appropriate" exact 2 . It shows some of the ways that P( 2 a > y 0 ) can depart from P( 2 c > y 0 ) for some example comparisons among five participants who report identical uncertainties and degrees of freedom. Each curve is based on 5 × 10 7 simulated comparisons. The simulated P( 2 > y 0 ) is plotted for different distributions against the exact 2 's P( 2 > y 0 ) for 4 degrees of freedom. Fig. 1A is the classical 2 c departure from the (inverse-variance) weighted mean, while Fig. 1B is a different algorithmic 2 a -departure from the median. Note that the 2 a away from the median departs from the exact 2 with 4 degrees of freedom even when all five input distributions are normal.
If there are significant inter-laboratory covariances reported in the comparison, the Monte Carlo simulation can be adapted to handle this. In practice, covariances are revealed by examining the detailed lists of uncertainty components given in the uncertainty budgets of individual laboratories and the circulating artefact. Covariant quantities may originate with a simple cause. For example, a circulating artefact may have a temperature coefficient determined by the pilot laboratory to be C ± u(C). The artefact value is to be reported at temperature T 0 , but the participants have made the measurements at T i ± u(T i ). This simple process adds variances of the form [Cu( 2 to the ith element of the diagonal: element cov ii of the general covariance matrix. It also adds off-diagonal covariances of the form
to the ij th and jith elements of the covariance matrix. Note that both positive and negative signs of the covariance are expected, even in this simple example, if some laboratories measure at above T 0 while others measure below T 0 .
In other examples, only covariances > 0 are expected, where a correction is always equal in the ith and the j th laboratories, and the square of its standard uncertainty must be added to the general covariance matrix in elements cov ii , cov jj , cov ij and cov ji . One treatment of covariances is the general 2 statistic, expressed as a reduced 2 with (N − 1) degrees of freedom:
Whenx g is the general least-squares weighted mean, Eq. (5) is expected to be drawn from a 2 distribution with (N − 1) degrees of freedom if all N results are drawn from a multivariate normal distribution, with each of the N variates having the same mean, with the covariance matrix derived from the uncertainty budgets for the N measurements.
In real Key Comparisons where significant inter-laboratory covariances have been reported, there will often be multiple sources of covariance to be added to address different shared components of the comparison uncertainty budgets. 2 g is rarely used in Key Comparisons, perhaps due to the difficulty in crafting a simple justification of Eq. (5) as a quantification of agreement amongst measurements. A more transparent treatment of covariances is available, and is discussed below.
Pair-difference 2
It is possible to define a more robust variant of a reduced 2 appropriate for use in Key Comparison analysis: one that requires selection of neither a reference value nor a reference value algorithm. It provides the basic test of a laboratory's capabilities in a comparison: does the laboratory's result agree with the other laboratories' results within the expected uncertainties? In an N-laboratory comparison, the pair-difference reduced 2 j for laboratory j is given by Eq. (6) [7] .
Note that this is simply the average of the (N − 1) ratios of the experimental variance (of x i from x j ) to the variance expected from the reported uncertainties and covariance. The pair-difference 2 j has the enormous advantage of measuring the adequacy of the laboratory's agreement with the other (N − 1) laboratories, relative to the stated uncertainties, without invoking any particular choice of a reference value. It is the exact form of 2 that is required to support trade, and can be seen to treat covariances in their proper metrological context. In this form, its relationship to the family of exclusive statistics [8] is emphasized.
Even if the uncertainty distributions are all normal, 2 j will not be an exact 2 with a particular degree of freedom. Fig. 2 shows pair-difference 2 j distributions for hypothetical comparisons with N = 5 participants, calculated in a Monte Carlo simulation with 5 × 10 7 events. In the limit where Lab j has an uncertainty which is much less that the uncertainty of the other (N − 1) laboratories (curve A), the distribution of Eq. (6) approaches a 2 with (N − 1) degrees of freedom. At the other limit, where Lab j has an uncertainty which is much greater than any of the other laboratories (curve B), the 2 j distribution approaches a 2 with 1 degree of freedom. For intermediate cases (such as curve C, with N identical uncertainties) the 2 j distribution is not an exact 2 for any degrees of freedom. For reference, the family of analytic 2 distributions with degrees of freedom equal to 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0 are shown as light lines. The lack of tables for these cases now poses no problem, since the required Monte Carlo simulations can usually be completed in a few minutes for any particular Key Comparison (typically a Key Comparison involves man-years of effort).
All-pair-difference 2
The same robustness and all the other advantages of the pair-difference 2 j can be extended to all the pair differences of the comparison as a whole by taking the average of the N distinct pair-difference 2 j s in "all-pair-difference" (APD) 2 APD [6] :
Eq. (7) is concise, but the all-pair-difference character is better revealed in Eq. (8), which gives all differences explicitly. It is the average over all pairs of the variance of the experimental pair difference to 
If the individual uncertainty distributions are drawn from identical normal distributions, Monte Carlo simulations reveal 2 APD to be distributed as an exact reduced 2 with (N − 1) degrees of freedom, as may be seen in Fig. 3 . Even when the uncertainties are not drawn from identical normal distributions, but rather from identical Student distributions, 2 APD and 2 c are not distinguishable (compare Figs. 1A and  3A) . Indeed, it is straightforward to show algebraically that if the {u i } are all the same, and off-diagonal covariances are zero (i.e. r i,j = 0, i = j ), then the statistic 2 APD is identical to the statistic 2 c . We have observed significant departures in 2 APD from 2 c only for simulations where a small subset of the {u i } is many times larger than the rest. These cases include a 2 j similar to the one shown as curve B of Fig. 2 , and result in 2 APD curves as seen in Fig. 3B . The standard uncertainties have been taken from a real Key Comparison [1] : {u i } = {0.84, 0.64, 1.0, 6.8, 1.2}. These were used in one simulation assuming normal distributions and in another simulation using Student distributions with the reported degrees of freedom:{ i } = {8.3, 6.3, 11, 6.7, 12.5}. Histograms of both 2 c and 2 APD were accumulated in each of these two simulations, and were integrated to produce the paired curves shown in Fig. 3B .
The all-pair-difference 2 APD is the most natural primary tool to investigate whether or not a Key Comparison has any clear evidence of variations beyond what is expected from the stated uncertainties and correlation coefficients. It is completely independent of any particular choice of KCRV, and so can be used before the choice of a KCRV has been made. 2 APD can handle covariances rigorously, and in exactly the way that they would be used in a traceability chain. Also, it directly describes the irreducible basis of metrology, considering the adequacy of the pair uncertainties to describe all the pair comparisons that might be involved to support international trade. 2 APD can probe this aspect of metrology better than any 2 test based on the departures from a KCRV: it does not impose the artificial view that the sign of the deviation from the mean is unimportant. For example, consider two laboratories where |x i −x|=|x j −x|. When (x i −x)=(x j −x) the two laboratories can claim to agree with each other, and will have no bilateral trade issues. However, conventional 2 testing is incapable of distinguishing this case from the case where (x i −x) = −(x j −x), although this might be a significant disagreement.
Conclusions
We suggest that a practical 2 testing approach for Key Comparisons in metrology is to first do a 2 APD test (Eq. (8)): it is futile to search for a "magic KCRV" to "metrologically rescue" any comparison that is deemed to fail this test. If the Key Comparison passes this test, it can be said that there is no compelling evidence to suggest that there are any discrepancies in imputed traceability beyond what are expected from the uncertainty budgets.
Monte Carlo simulation has been demonstrated as an efficient and extensible method for calculating many of the otherwise inaccessible probabilities that support rigorous testing, including those important cases where the participants' uncertainty budgets are non-normal or contain significant covariances. Although we have only shown a few cases, the Monte Carlo program used to generate these results can handle virtually all of the several hundred published Key Comparison data sets found on the MRA database [11] . The simulations can account for the significant departures from exact 2 that occur, such as those revealed in Figs. 1 and 3 . The 2 APD test transparently addresses any stated covariances in the usual manner [10] and is completely independent of any choice of a KCRV, since only the pair differences are used and any KCRV employed will exactly cancel out of the difference. This analysis strategy may bring clarity to the lengthy discussions about the selection of a reference value, and may have broader implications in demonstrating confidence to the widest possible audience.
