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Introduction générale
Depuis le début du vingt-et-unième siècle, plusieurs facteurs ont conduit à une recrudescence
des travaux de recherche et développement concernant l'énergie et en particulier sa produc-
tion. Le plus médiatique d'entre eux est certainement le réchauffement climatique qui a amené
nombre d'équipes de recherche et d'industriels à l'augmentation des rendements énergétiques
tant des outils de production de l'énergie que des postes de consommation de l'énergie tout en
limitant les rejets dans l'environnement, notamment de dioxyde de carbone, un des principaux
pourvoyeurs de l'effet de serre terrestre. L'augmentation rapide de la demande énergétique de
pays très peuplés comme la Chine et l'Inde, les tensions politico-économiques ou stratégiques
enregistrées par les pays producteur de gaz et pétrole (Irak, Lybie, pays de l'ex-URSS, par
exemple) constituent d'autres facteurs moins relayés par les médias mais tout aussi importants
dans la promotion de cette quête énergétique. Outre l'augmentation des rendements, l'utilisa-
tion de ressources énergétiques dont l'utilisation ne conduit pas du tout au rejet de CO2 est
une alternative très intéressante. Ecologiquement viable, cette voie est qualifiée usuellement de
"durable" vu son faible impact sur l'environnement, l'appellation "énergie renouvelable" étant
elle aussi largement utilisée. Derrière ces notions, on retrouve le fait de pouvoir produire de
l'énergie sans impacter sur l'environnement actuel, mais aussi sans mettre en péril le besoin
qu'auront les générations futures d'accéder à l'énergie, ce qui n'est définitivement pas le cas
avec le pétrole par exemple, ni même du nucléaire. Les composantes de cette classe d'énergie
sont : Le solaire thermique, le solaire photovoltaïque, l'éolien, les piles à combustible, la géo-
thermie, l'hydroélectricité. La figure 1, issue du Global Status Report rédigé par le REN21 1
, montre que ces énergies renouvelables qualifiées de "modernes" (par opposition aux énergies
renouvelables traditionnelles telles que le feu de bois par exemple) sont à l'origine de 8,2%
de l'énergie utilisée par l'homme dans le monde. Selon cette même source, si on ne s'intéresse
qu'à l'énergie électrique, ces énergies renouvelables modernes comptent pour environ 20% de la
production mondiale en 2011, dont 15% pour la seule hydroélectricité. Au-delà de ces aspects
1. Renewable Energy Policy Network for the 21st Century, http://www.ren21.net/Portals/0/documents/
Resources/GSR/2013/GSR2013_lowres.pdf
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purement environnementaux, ces énergies offrent également une certaine indépendance énergé-
tique et rendent possible l'accès à l'électricité sans connexion au réseau, même dans les zones
les plus reculées ou encore sur une montre portée au poignet (figure 2).
Figure 1  Répartition de la consommation énergétique finale mondiale entre les différentes
sources de production d'énergie en 2010 1
Figure 2  Illustration des possibilités offertes par la production d'électricité photovoltaïque
(Hoffmann, 2006)
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Cette thèse s'inscrit dans le cadre de travaux de recherche et développement (R&D) menés
par la société DOW CORNING pour la production d'énergie renouvelable photovoltaïque.
Depuis quelques années, la production d'énergie électrique via ce type de dispositif est en très
nette croissance comme l'illustre la figure 3 avec une capacité de production atteignant 70 GW
en 2011 correspondant à une augmentation de production de 74 % pour la seule année 2011
(A titre indicatif, l'ensemble du parc nucléaire français correspond à une puissance installée de
63 GW). L'Europe à elle seule contribue à hauteur de 50 GW à cette production d'après les
données récentes de l'EPIA (European Photovoltaic Industry Association) 2. Les prévisions de
ce même organisme laissent entrevoir une production à l'échelle mondiale pour 2016 comprise
entre 210 et 340 GW suivant le type de scénario envisagé.
Figure 3  Evolution de la capacité de production des installations photovoltaïques à l'échelle
mondiale 1
C'est à Antoine Becquerel que l'on peut attribuer la découverte de l'effet photovoltaïque en
éclairant des chaînes d'électrolytes en 1839, et c'est Heinrich Hertz qui mit en évidence en 1887
l'effet photoélectrique externe, résultant de l'extraction d'électrons de métaux alcalins éclairés.
L'effet photovoltaïque est dû à la création d'électrons ou de trous (défauts d'électrons) mobiles
dans un matériau absorbant les photons qui l'éclairent et à la séparation des charges de signe
opposé. Cette séparation fait apparaître une phototension et peut fournir un photocourant, donc
de l'énergie électrique, à un circuit extérieur. Une cellule solaire photovoltaïque effectue cette
conversion d'énergie (Martinuzzi, 2010). Vu l'ancienneté de cette découverte, on peut s'étonner
que son essor ait été aussi tardif. C'est lorsqu'on s'intéresse au prix du pétrole, et donc au
2. http://www.epia.org/fileadmin/user_upload/Publications/Global-Market-Outlook-2016.pdf
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coût de l'énergie fortement indexé sur celui du pétrole que l'on comprend mieux ce fait. A ce
titre, Liu et collab. (2011) montrent une corrélation entre ce prix et l'évolution du nombre de
brevets liés au photovoltaïque. Comme le présent travail s'inscrit dans une démarche de R&D,
on peut s'interroger sur les perspectives de cette technologie en termes de développements futurs
alors même qu'elle est assez mature, comme en témoigne son utilisation déjà importante. Les
modèles économiques de Liu et collab. (2011), bien entendu avec toutes les limites que peut
avoir ce type de modèles, montrent que l'évolution de la recherche quantifiée par le nombre de
brevets déposés est encore loin d'avoir atteint l'inflexion liée soit aux limites physiques de la
technologie ou à son attractivité économique. La mise au point des outils industriels et la mise
en place effective des dispositifs photovoltaïques produits suit la progression de ce nombre de
brevets avec un décalage d'une dizaine d'années (Liu et collab., 2011). Ces auteurs laissent donc
entrevoir que les travaux de R&D dans ce domaine ont encore quelques beaux jours à vivre.
Il existe plusieurs domaines de recherche autour du photovoltaïque qui sont pour ne citer
que les principaux :
1. trouver de nouvelles manières pour transformer l'énergie des photons (rupture technolo-
gique)
2. augmenter le rendement énergétique des cellules
3. diminuer le coût de fabrication des cellules
Intéressons nous à ce dernier point qui est à l'origine de cette thèse. A ce jour, le prix
des dispositifs photovoltaïques est tel que le prix de l'électricité produite est de 2 à 5 fois
plus important que le prix de l'électricité obtenu par la plupart des autres sources d'énergie.
Cependant, selon les prévisions, ce prix devrait devenir compétitif autour de 2020 (Lior, 2010).
Une des méthodes pour diminuer le prix des cellules photovoltaïques est de réduire le coût des
dispositifs mis en jeu dans leur production ainsi que celui de leur exploitation.
Sans entrer trop dans les détails de la fabrication de ces cellules, ni de leur principe physique,
ce qui n'est pas l'objet de cette thèse, il est utile pour comprendre le contexte de ce travail de
préciser que la technologie dominante est celle basée sur le silicium cristallin à hauteur de 85 à 90
% du marché avec des prévisions à 50 % à l'horizon 2020 3 . Pour obtenir de meilleurs rendements
de conversion, la majorité des cellules issues de cette technologie subissent des traitements de
surface comprenant le dépôt de couches antireflet en face avant (nitrure de silicium, SiNx : H)
3. http://www.iea.org/publications/freepublications/publication/pv_roadmap.pdf
vet de passivation en face avant et arrière. La couche de passivation en face arrière peut être
constituée d'un oxyde de silicium tenant à la fois le rôle de couche de passivation et celui
de réflecteur permettant de réinjecter la lumière dans la cellule plutôt que de la perdre. Ces
différentes couches, qu'ils s'agissent d'un oxyde ou d'un nitrure de silicium, sont généralement
déposées par CVD (Chemical Vapor Deposition) thermique ou avec l'assistance d'un plasma
froid (Plasma Enhanced Chemical Vapor Deposition : PECVD). Classiquement les technologies
PECVD reposent sur l'obtention de décharges électriques dans les gaz dont l'homogénéité est
assurée en travaillant à pression réduite. Ceci résulte en de nombreuses contraintes du point
de vue industriel quant au prix d'achat de l'outil et de ses périphériques, de sa maintenance,
de sa productivité (traitement par lots avec mise sous vide et remise à l'air) ainsi que par
son encombrement sur une ligne de production. L'utilisation d'équipements rendant possible
le dépôt à la pression atmosphérique conduirait à pallier ces inconvénients (Blakers et collab.,
1989). Ceci dit, obtenir des décharges électriques compatibles avec le dépôt d'une couche mince
à la pression atmosphérique n'est pas trivial. En effet, le passage de l'électricité dans un gaz
à cette pression s'apparente plutôt à l'éclair que l'on aperçoit les jours d'orage ou à l'arc d'un
poste à souder. Ces phénomènes très énergétiques mettent en jeu des courants électriques très
importants qui seraient évidemment destructifs sur une cellule photovoltaïque. Il faut donc
réduire le courant. Un moyen de le limiter est l'insertion d'un diélectrique entre les deux pôles
de la décharge. Dans ce cas là qui sera aussi celui de cette thèse, on parle de Décharge à Barrière
Diélectrique (DBD). Dans le cas qui nous intéresse, la décharge est de surcroît générée dans un
dispositif la souant sur le substrat.
Le dispositif à vocation industriel sur lequel porte cette thèse a été introduit par Dow Cor-
ning il y a six ans sous le nom de Plasmastream R©. Il présente deux particularités par rapport
aux DBD usuelles : i) la décharge est souée sur le substrat ; ii) du liquide peut être direc-
tement injecté dans le plasma par l'intermédiaire d'une buse d'atomisation (On trouve alors
la dénomination APPLD : Atmospheric Pressure Plasma Liquid Deposition). Des applications
de cette technologie aussi variées que le dépôt de primaires d'adhésion, de revêtements anti-
encrassement (anti-fouling), de couches superhydrophobes, d'oxyde silicium à partir de com-
posés organo-siliciés ont été abordées dans la littérature scientifiques [Hopfe et Sheel (2007),
Dowling et collab. (2010), Albaugh et collab. (2008), Nwankire et collab. (2009), Nwankire
et collab. (2011)]. Plasmastream R© présente de nombreux avantages tant d'un point de vue
technologique qu'environnemental (en tout cas en comparaison aux technologies concurrentes).
vi Introduction générale
En effet, Plasmastream R© rend possible le dépôt à température quasi-ambiante donc sans sur-
coût énergétique et possiblement sur des surfaces thermo-sensibles, en l'absence de solvants
organiques donc sans les étapes de mise en solution et de séchage (une étape souvent très
énergivore et consommatrice en temps) et les pollutions qui en découlent, ainsi qu'en l'absence
d'eau ce qui constitue un plus environnemental important.
On aura compris que les travaux présentés ici s'inscrivent dans la volonté de Dow Corning
de porter cette technologie vers le dépôt de couches constitutives de cellules photovoltaïques, en
l'occurrence des couches de passivation et anti-reflet à base d'oxyde de silicium. Cette volonté
a donné naissance à une collaboration entre trois partenaires dont le rôle a été défini comme
suit :
1. Partenaire 1 : Dow Corning (Seneffe, Belgique) a étudié d'un point de vue expérimental le
procédé de dépôt en APPLD (à partir d'un liquide directement atomisé dans le plasma)
2. Partenaire 2 : le laboratoire PROMES (PROcédés, Matériaux de Énergie Solaire) de
Perpignan (thèse de Thomas Gaudy sous la direction de F. Massines [Gaudy (2012)])
a étudié le même procédé toujours suivant une approche essentiellement expérimentale,
mais avec une injection du précurseur sous la forme d'un gaz.
3. Partenaire 3 : le LAPLACE (LAboratoire PLAsma et Conversion d'Energie), dans le
cadre de cette thèse a été chargé d'une compréhension plus fondamentale des processus
mis en jeu dans la décharge en s'engageant dans une démarche de simulation numérique.
Une telle compréhension est nécessaire car, dans le contexte applicatif visé, ici les exigences
en termes de qualité des dépôts et de productivité sont élevées alors même que ces deux concepts
ne font pas forcément bon ménage. La simulation numérique permet notamment d'accéder à une
intelligence nouvelle de la décharge et rend possible la quantification de grandeurs fondamentales
qui sont de surcroît difficilement estimables par les outils expérimentaux même les plus pointus
pour un coût relativement réduit.
Ce document est organisé en quatre chapitres principaux et cinq annexes. Au cours du
premier chapitre nous définirons les bases physiques de l'étude en présentant le dispositif expé-
rimental Plasmastream R© dont la modélisation numérique constitue l'objectif principal de cette
thèse. Dans un deuxième temps, nous détaillerons l'ensemble des équations considérées ainsi
que les différentes conditions aux limites qui leur sont associées. Nous insisterons en particulier
sur le traitement de la photoionisation au moyen de l'approximation d'Eddington qui constitue
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une approche originale par rapport à la plupart des études sur ce sujet dans la littérature.
Le deuxième chapitre sera intégralement consacré aux méthodes numériques développées au
cours de cette étude. Compte tenu de la complexité géométrique du réacteur Plasmastream R©,
une modélisation numérique en maillage non structuré est absolument indispensable. Nous
expliquons en détail l'état de l'art à ce sujet et nous donnons les motivations principales qui
justifient le choix des méthodes numériques que nous avons adoptées. Bien que la méthodologie
complète des schémas numériques est explicitée au cours de ce chapitre, un plus grand nombre
de détails seront donnés au cours des annexes à la fin de ce document.
Au cours du troisième chapitre, nous vérifions la précision des schémas numériques utilisés
à partir de la modélisation numérique de décharges filamentaires pour trois géométries diffé-
rentes : géométrie plan-plan, géométrie pointe-plan et géométrie constituée de deux hémisphères
recouvertes d'un diélectrique. Pour les deux premières géométries des comparaisons numériques
ont pu être effectuées avec d'autres résultats disponibles dans la littérature. Dans tous les cas
des comparaisons précises du champ électrique statique avec des résultats issus de logiciels
commerciaux (COMSOL R© par exemple) ont été systématiquement effectuées.
Le quatrième chapitre est consacré à la simulation du réacteur Plasmastream R©. Les dif-
ficultés liées à la modélisation d'une géométrie aussi complexe sont systématiquement mises
en évidence en particulier en ce qui concerne le calcul précis du champ électrique géométrique
afin qu'il corresponde exactement à celui du réacteur expérimental. L'ensemble des résultats
obtenus montre que la décharge qui se propage dans ce réacteur est fortement contrôlée par la
présence des diélectriques à travers l'existence d'une décharge de surface qui se propage le long
du tube vertical et qui s'étale ensuite le long du plan diélectrique inférieur.

Chapitre 1
Caractéristiques des décharges à la
pression atmosphérique et modélisation
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1.1 Décharges à la pression atmosphérique
Comme nous l'avons vu dans l'introduction générale, il existe une réelle volonté notamment
dans le milieu industriel de parvenir à obtenir des dépôts via l'utilisation de décharges à la
pression atmosphérique. Cela fait maintenant de nombreuses années que l'on sait obtenir des
dépôts ayant de très bonnes caractéristiques mécaniques, physico-chimiques, électriques à basse
pression. C'est en particulier le cas dans l'industrie au combien exigeante de la microélectro-
nique. Celle-ci a pris un essor fulgurant au tournant des années 1970, en partie en liaison avec
les progrès réalisés dans la mise en oeuvre des procédés assistés par plasma froid, que ce soit
pour le dépôt de couches minces, mais aussi pour la gravure. On peut s'étonner que de tels
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progrès obtenus dans des conditions aussi drastiques de limitations des défauts et de qualité des
films à basse pression n'aient pas été accompagnés d'avancements significatifs dans des condi-
tions moins strictes à la pression atmosphérique, alors même que l'on peut légitimement penser
que d'un point de vue procédural, travailler à 1 atm pourrait conduire à un environnement de
travail plus léger. Ce paradoxe est inhérent à la physique même des décharges dans un gaz.
1.1.1 De la théorie de Townsend aux streamers
Très tôt dans l'étude des décharges, Paschen (1889) a mis en évidence de manière empirique
que la tension d'allumage d'une décharge à la pression P entre deux électrodes séparée par une
distance d dépendait de manière univoque du produit Pd. Au début du 20ime siècle, Townsend
(1947) a mis en place une théorie sur l'allumage des décharges qui permettait d'expliquer les
phénomènes observés dans les décharges capacitives à basse pression qu'il étudiait alors, ainsi
que les observations de Paschen. Cette théorie est largement basée sur les processus d'avalanche
électronique et ceux d'émission secondaire à la cathode. Ces travaux portaient sur des décharges
pour lesquelles le produit Pd était inférieur à 75 Torr.cm.
Figure 1.1  Photographie dans une chambre de Wilson d'une avalanche électronique dans
l'azote à 150 Torr (Raether, 1964)
A partir des années 1930, 1940, certains auteurs tels que Raether (1964) ont mis en défaut
la théorie de Townsend notamment en étudiant la dynamique de décharges pour lesquelles
le produit Pd était élevé, typiquement pour des valeurs supérieures à 300 Torr.cm. Loeb,
Meek (Loeb et Meek (1940a), Loeb et Meek (1940b)) puis Raether (1964) ont parallèlement
développé une théorie permettant d'expliquer leurs observations, en particulier l'existence d'un
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développement extrêmement rapide de décharge dans ces conditions, bien plus rapide que ce
qu'autorisent les vitesses de déplacement des électrons sous l'influence d'un champ électrique.
Le fondement de cette théorie repose sur la possibilité qu'a une seule avalanche électronique de
créer sa propre charge d'espace. Dans la théorie de Townsend, la pression et/ou la distance sont
si faibles que les avalanches électroniques ainsi que la création de la charges d'espace se font à
l'échelle de tout l'espace interélectrode. En fait à Pd élevé, la portée des phénomènes gouvernant
les décharges est réduite face aux dimensions du dispositif expérimental, comme l'illustre la
photographie réalisée en chambre de Wilson (figure 1.1). On y voit une seule avalanche isolée
en cours de propagation. Cette avalanche est (sous certaines conditions) à l'origine d'une onde
d'ionisation, couramment désignée sous sa terminologie anglaise de 'streamer'. Nous allons
maintenant nous intéresser plus en détail à la compréhension des phénomènes gouvernant les
décharges à la pression atmosphérique et en particulier à ceux en liaison avec l'établissement
de streamer.
1.1.2 Processus physiques dans les décharges à la pression atmosphé-
rique
1.1.2.1 Transport des électrons dans un gaz :
Lorsqu'un électron est accéléré par un champ électrique homogène dans un gaz, il est amené
à faire des collisions (tout du moins tant que le libre parcours moyen des électrons est inférieur
aux dimensions de l'espace concerné). Dans les conditions qui nous intéressent la densité des
espèces chargées étant beaucoup plus faibles que celle des neutres, on peut négliger les collisions
entre cet électron et d'autres électrons ou des ions. Alors la grande majorité des chocs sont des
chocs élastiques avec des entités neutres beaucoup plus massives au cours desquels l'électron
est dévié de manière aléatoire avant d'être à nouveau accéléré par le champ électrique suivant
la direction de ce champ. Sur une échelle de temps et d'espace suffisamment importante, la
vitesse de cet électron devient proportionnelle au champ électrique (Rax, 2005). Cette vitesse
se nomme la vitesse de dérive et s'écrit :
~ve = −µe · ~E = qe
meνe
· ~E (1.1)
où µe est la mobilité électronique, qe la charge élémentaire de l'électron,me la masse de l'électron
et νe la fréquence des collisions élastiques électrons-neutres.
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Comme nous venons de le voir, la dérive des électrons s'accompagne d'une déviation per-
manente des électrons suite aux collisions avec les entités neutres. De la sorte, leur mouvement
ne s'effectue pas uniquement suivant la direction du champ électrique comme pourrait le laisser
penser l'équation (1.1). Cette répartition aléatoire du déplacement des électrons qui s'ajoute
à leur dérive s'appelle diffusion électronique. La relation d'Einstein établit un lien entre cette
diffusion et la mobilité des électrons (Raizer, 1991).
De
µe
=
kT e
q
(1.2)
où De est le coefficient de diffusion, k la constante de Boltzmann et T e la température des
électrons.
1.1.2.2 L'avalanche électronique
Dans ce qui précède, nous avons considéré le mouvement des électrons sans que ceux-ci inter-
agissent avec leur milieu autrement que par des collisions élastiques. Des collisions inélastiques
ont également lieu et sont à l'origine de la création d'ions positifs, négatifs, d'espèces excitées et
d'espèces radicalaires. Parmi ces processus, ceux d'ionisation et d'attachement jouent un rôle
important dans l'existence des décharges électriques.
En effet, lorsqu'un électron gagne suffisamment d'énergie, il peut éventuellement ioniser un
atome ou une molécule lors d'une collision. Un électron secondaire est alors crée et ce n'est plus
un mais deux électrons qui sont maintenant accélérés par le champ électrique. Ceux-ci vont
pouvoir ioniser à nouveau et ainsi de suite. L'augmentation du nombre d'électrons est alors
exponentielle et si on considère un champ homogène orienté en sens inverse d'un axe z, elle
répond à la loi
dne
dz
= αne (1.3)
où ne est la densité électronique au point z. α, appelé premier coefficient de Townsend, repré-
sente le nombre d'ionisations effectuées par unité de distance. Il existe une relation simple le
mettant en relation avec la vitesse de dérive et la fréquence d'ionisation νi :
νi = αve (1.4)
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Après intégration, l'équation (1.3) donne :
ne(z) = ne,0.exp(α.z) (1.5)
dans l'équation ci-dessus, ne,0 représente la densité initiale des électrons en z = 0. Cette relation
caractérise la croissance exponentielle de l'avalanche électronique. Dans les gaz électronégatifs,
l'attachement doit être pris en compte. Celui diminue le nombre d'électrons crée par unité de
distance et, par suite, la relation (1.5) devient :
ne(z) = ne,0.exp((α− η).z) (1.6)
dans laquelle η représente le coefficient d'attachement.
A faible champ électrique, le coefficient d'attachement η est plus élevé que α, mais cette
tendance s'inverse avec l'augmentation du champ. Lorsque α devient égal à η, on atteint le
champ électrique dit de claquage (Raizer, 1991). Pour les champ électrique de faible intensité,
la prévalence de l'attachement résulte en une perte en électrons qui empêche le développement
d'une avalanche électronique.
1.1.2.3 La transition avalanche-streamer
Dans la théorie décrivant les streamers, le processus à l'origine de l'onde d'ionisation qu'est
le streamer est le développement jusqu'à un certain stade d'une avalanche électronique. Si
on suppose un champ homogène ~E0, comme nous l'avons vu précédemment, une avalanche
va se propager dans la direction inverse de ~E0. En avançant, la tête du streamer s'élargit en
raison de la diffusion. De plus comme les électrons sont beaucoup plus mobiles que les ions,
il y a création d'un dipôle électrique virtuel entre la tête de l'avalanche globalement chargée
négativement et une zone en aval qui elle est chargée positivement. Comme on peut le voir
sur la Figure 1.2, le champ électrique total devient ainsi supérieur à E0 tant en amont de la
zone chargée négativement qu'en aval de la zone chargée positivement, alors que la zone située
entre ces deux zones de charge d'espace est quant à elle soumis à un champ plus faible dans
laquelle la séparation des charges est nettement plus réduite. Plus l'avalanche se propage, plus
la multiplication électronique est importante et plus le champ E' généré par le dipôle virtuel
est important. Typiquement lorsque le nombre de charges atteint 108 à 109 , le champ généré
rend possible le développement de phénomènes de décharge quasiment indépendants du champ
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laplacien.
Figure 1.2  Répartition du champ électrique lors du développement d'une avalanche élec-
tronique (Raizer (1991)). Sur la figure de gauche (a), le champ homogène E0 est représenté
séparément du champ généré par le dipôle induit par l'avalanche. Sur la figure de droite (b), le
champ total résultant est donné. C indique la cathode et A l'anode
Comme nous le voyons sur la figure 1.2, ces phénomènes peuvent se développer en amont de
l'avalanche et en aval de la zone chargée positivement : là où l'expression du champ de charge
d'espace est la plus forte.
Des électrons situés du côté de la cathode à proximité de la zone de charge d'espace positive
sont accélérés générant ainsi des avalanches secondaires en direction de celle-ci. Ceci dit, en
dehors des électrons résultant de l'ionisation résiduelle lié au rayonnement naturel ambiant, il
n'y a a priori que peu d'électrons susceptibles de subir ce sort. La communauté scientifique
semble s'accorder sur le fait que ce soient les électrons issus de processus de photoionisation qui
participent majoritairement à l'initiation de ces avalanches secondaires. Les photons à l'origine
de ces ionisations sont issus de la désexcitation, vers des niveaux d'énergie plus faible, des
espèces excitées par l'avalanche initiale (puis par les avalanches secondaires). Les électrons
des avalanches secondaires neutralisent la zone de charge d'espace positive, tout en laissant
de nouveaux ions positifs derrière eux. Comme on peut le voir sur la figure 1.3, au final, ceci
correspond au déplacement d'un canal quasi-neutre vers la cathode, dans le sens inverse de
la propagation des électrons. Lié à des phénomènes de photoionisation, cette propagation se
fait à des vitesses importantes, typiquement de l'ordre de 108 cm.s−1, alors que les vitesses de
dérive des électrons sont inférieures d'une décade. Ce phénomène de propagation qui est une
onde d'ionisation s'appelle un streamer cathodique ou streamer positif. L'ordre de grandeur du
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diamètre du canal généré par le streamer est de 100 µm.
Figure 1.3  Description schématique de la propagation d'un streamer
Comme nous l'avons vu, la charge d'espace positive a une parente négative située en tête
de l'avalanche électronique initiale qui est aussi à l'origine d'un champ fort dans cette zone. De
manière similaire à ce qui vient d'être décrit sur le streamer positif, ce champ fort est à l'origine
d'un streamer négative ou encore streamer anodique. Sa propagation s'effectue dans le sens
inverse du champ électrique et en conséquence, l'origine de celle-ci est moins problématique
que pour le streamer positif car les électrons qui subissent l'élévation du champ électrique
sont ceux là même qui sont dans la zone de charge d'espace négative. Ceux liés à l'ionisation
résiduelle ainsi que ceux créés par photoionisation peuvent également jouer un rôle dans cette
propagation mais il est alors moins primordial que dans le cas des streamers positifs.
La Figure 1.4 issue de Ebert et collab. (2006) illustre bien notre propos sur la transition
avalanche-streamer. Elle résulte d'une simulation numérique dans l'azote sous un champ élec-
trique homogène dirigé dans le sens décroissant de l'axe z (ordonnées des figures). En début
de simulation, un électron a été introduit à z = 115 mm. On peut voir sur cette figure sur la
première ligne la densité d'électrons : ne, sur la deuxième ligne la densité d'ions positifs : n+ et
sur la dernière la densité nette de charges : n+−ne, ceci pour des temps de 0, 225 ns, 0, 375 ns
et 0, 525 ns respectivement pour la première, la deuxième et la troisième colonne. L'axe des
ordonnées rend compte de l'expansion radiale des phénomènes. Les pointillés sur la dernière
ligne représentent des équipotentielles.
A 0,225 ns (colonne de gauche), la densité électronique possède une forme de gaussienne
et correspond à la tête de l'avalanche électronique. Vu les échelles de temps considérées, les
ions positifs constituent en quelque sorte la trace intégrée dans le temps du déplacement des
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Figure 1.4  Propagation d'un streamer double tête entre deux électrodes métalliques planes
et parallèles (Ebert et collab., 2006). La première ligne représente la densité d'électrons : ne, la
deuxième ligne la densité de charge positive : n+ et la dernière la densité nette n+ − ne . Les
pointillés sur la dernière ligne représente les équipotentielles.
électrons. On voit clairement l'apparition de zone de charge d'espace de signe opposé, mais sans
distorsion importante des équipotentielles. En revanche, à t = 0, 375 ns, avec l'augmentation
des charges d'espace positives et négatives, les équipotentielles commencent à être légèrement
déformées, signe de la modification du champ électrique. Enfin, pour t = 0, 525 ns (colonne de
droite), les équipotentielles sont très nettement déformées avec le départ d'un streamer négatif
(vers le haut) et d'un streamer positif (vers le bas). Entre les deux têtes de streamer, on a une
zone ambipolaire de densité de charge quasi-nulle qui correspond à un plasma. Notons que dans
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la simulation de Ebert et collab. (2006), aucun effet de surface n'est envisagé. On comprend
donc bien ici que le développement de streamer n'est que dépendant du gaz et de sa pression.
Entre deux électrodes, on peut très bien voir le développement des deux types de streamers,
mais si l'avalanche est amorcée à proximité de la cathode, le streamer positif sera difficilement
observable, et il en va de même pour le streamer négatif si l'amorce est proche de l'anode.
1.1.3 Après les streamers ?
Contrairement aux cas étudiés par les chercheurs qui s'intéressent aux phénomènes de dé-
charge électrique qui ont lieu dans l'atmosphère terrestre (sprites par exemple, voir Pasko
(2006)), dans les décharges qui nous intéressent, la différence de potentiel à l'origine du dépla-
cement des électrons est appliquée entre deux électrodes. En conséquence, lors de leur propa-
gation, les streamers peuvent atteindre ces électrodes sous certaines conditions. Sachant que le
canal laissé derrière les têtes de streamer qu'il soit positif ou négatif contient des porteurs de
charge négatif et positif en quantité quasi-égal, il se crée en quelque sorte un canal conducteur
entre cathode et anode. Dans ce cas, si aucune limitation n'est exercée sur le courant, on passe
rapidement à une étincelle ou à un arc électrique, l'étincelle étant un arc transitoire. Ce type de
décharge n'est pas du tout désirable dans le cadre des procédés de dépôt ou de traitement de
surface car il conduit à l'endommagement du substrat sur lequel on opère. Il faut donc trouver
des moyens pour éviter les transitions vers ces phénomènes potentiellement destructifs. Ceci
fait l'objet de la section suivante.
1.1.4 Comment limiter la transition à l'arc ?
On peut considérer qu'il existe deux moyens principaux afin d'opérer cette limitation. Le
premier repose plutôt sur une modification des caractéristiques physique de la décharge, le
second sur sa mise en oeuvre.
Dans le premier cas, on vise à rendre homogène les phénomènes de décharge sur une échelle
de taille supérieure à celle des microdécharges d'une centaine de micromètre dont nous venons
de parler. A cette fin, on peut faire en sorte d'initier simultanément par pré-ionisation homogène
plusieurs avalanches qui vont se recouvrir. Le fondement de ce type de technique à été posé par
Levatter et Lin (1980). On peut ainsi obtenir des décharges homogènes de faible courant à la
pression atmosphérique. Un autre moyen d'obtenir une décharge homogène sur des dimensions
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plus élevées que celles des micro-décharges consiste à se placer dans des conditions propices à
un claquage de type Townsend bien que travaillant à la pression atmosphérique. Ceci peut être
le cas, en favorisant l'émission secondaire d'électrons à la cathode et/ou l'ionisation sous faible
champ. Dans le cadre de cette thèse, nous ne nous intéresserons pas à ces modes de limitation.
Dans le second cas, éviter la transition vers l'arc résulte de l'emploi de dispositifs de décharge
particulier tels que :
1. Les décharges à barrière diélectrique
2. Les décharges couronnes
3. Arcs glissants (gliding arc) (Czernichowski (1994))
4. Décharges luminescentes continues en flux (Duten et collab. (2002)),
Nous nous intéresserons ici aux deux premiers dispositifs qui sont en rapport avec ce travail.
1.1.4.1 Les décharges à barrière diélectrique
Allumer une décharge entre deux électrodes métalliques planes et parallèles sans passer à
l'arc est relativement simple à basse pression. Il n'en va pas de même à la pression atmosphé-
rique. En effet, dès l'instant où les conditions de claquage sont réunies, les électrons initiaux sont
soumis en tous points de l'espace inter-électrodes à un même champ électrique. En conséquence
si, en un point, les conditions de passage au streamer sont vérifiées, rien ne va arrêter celui-
ci puisque les nouveaux électrons générés par le streamer vont eux aussi se retrouver dans des
conditions similaires à l'électron initial. De plus, les électrons secondaires émis à la surface après
impact ionique ou par photoémission se trouvent de fait eux aussi dans des conditions propices
pour initier des streamers ou alors renforcer la propagation des streamers déjà existants. Il est
donc très difficile d'obtenir des décharges dans ces conditions sans passer à l'arc électrique. Il
faut donc limiter le courant au niveau de chacune des micro-décharges initiées dans l'espace-
inter-électrodes. A cette fin, un isolant ou "diélectrique" peut être inséré entre le gaz et une
des deux électrodes. Les décharges obtenues dans ce type de dispositif sont appelées Décharge
à Barrière Diélectrique (DBD). Alors comme on peut le voir sur le schéma de la figure 1.5,
lorsqu'une micro-décharge est initiée dans l'espace inter-électrodes celle-ci dépose des charges
sur l'isolant de telle sorte que la tension effectivement appliquée au gaz au niveau de la micro-
décharge s'en trouve diminuée (figure 1.5a). Si cette diminution de tension est suffisamment
rapide par rapport au temps de transition vers l'arc, la micro-décharge s'éteint d'elle-même.
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Les charges laissées par la micro-décharge restant en place, la différence de tension locale s'en
trouve affectée et en conséquence, si de nouvelles micro-décharges viennent à s'amorcer, elles
le feront en une autre position (Akishev et collab., 2011) (figure 1.5b). Il faut noter ici que
l'utilisation d'un matériau diélectrique impose de travailler avec une alimentation alternative.
Cette contrainte peut être contournée en limitant le courant par l'intermédiaire d'un dispositif
résistif (El-Dakrouri et collab., 2002).
(a) La première décharge charge le diélectrique
en partie haute
(b) La seconde décharge se propage hors de la
zone chargée
Figure 1.5  Description schématique d'une décharge à barrière diélectrique se propageant
entre deux électrodes planes, l'une étant recouverte d'un diélectrique
1.1.4.2 Les décharges couronne
Comme nous venons de le voir, la difficulté à obtenir des décharges sans passage à l'arc entre
deux électrodes planes parallèle provient de l'homogénéité du champ électrique entre les deux
électrodes. Un moyen de faciliter l'apparition de décharges à faible courant peut donc résider
dans la géométrie du système de décharge. Dans les systèmes dit de "décharge couronne", une
des deux électrodes possède un rayon de courbure très faible, tandis que l'autre à l'inverse à un
rayon de courbure très fort voire infini dans le cas d'une électrode plane. Ainsi la distribution du
champ électrique géométrique est fortement inhomogène avec des valeurs beaucoup plus fortes
au niveau de l'électrode à faible rayon de courbure qui diminuent rapidement en s'éloignant
de celle-ci. De fait, la propagation des avalanches ou des streamers se trouve très fortement
ralentie dans les zones de plus faible champ et même si des phénomènes de décharge ont lieu à
proximité de l'électrode de faible rayon, ceux-ci restent plus ou moins cantonnés au voisinage de
celle-ci. D'où le nom de décharge couronne donné à ces décharges qui provient de l'observation
d'un halo lumineux restant à proximité de la pointe dans une configuration pointe-plan. Les
12 Chapitre 1
décharges couronne peuvent être obtenues dans divers types de systèmes : pointe-plan, fil-
cylindre, couteau-plan (figure 4.28).
Dans la suite, nous allons appeler de manière générique "pointe" l'électrode de faible rayon
de courbure. Suivant la polarité de cette électrode et la tension appliquée différents types de
phénomène sont décrits dans la littérature allant pour les tensions les plus élevées jusqu'à
l'étincelle.
Décharge couronne en polarité positive : Pour les tensions les plus faibles, des avalanches
électroniques s'initient près de l'anode, là où le champ électrique est suffisamment important
pour qu'elles aient lieu. Ces avalanches laissent derrière elles une charge d'espace positive qui
comme nous l'avons vu dans l'établissement de streamers est à l'origine d'un champ local qui
s'oppose au champ géométrique. Il peut d'ailleurs y avoir transition vers des streamers. Cette
charge d'espace s'étend au voisinage de l'anode. Ceci étant, lorsque le champ total devient trop
faible en ce voisinage du fait de la génération d'un champ local opposé au champ géométrique,
les électrons se perdent soit à l'anode soit par attachement, tandis que les ions s'éloignent
de l'anode. Le champ total redevient alors fort et permet la réinitialisation de nouvelles dé-
charges. Ce régime de décharge scintillant est dénommé "burst discharges" en anglais. Deux
Figure 1.6  Exemples de dispositifs de décharge couronne :
cas se présentent lorsqu'on augmente la tension selon le caractère plus ou moins électronégatif
du gaz plasmagène. Dans le cas d'un gaz peu électronégatif, les cycles d'allumage-extinction
décrits ci-dessus ont toujours lieu, mais il y a apparition systématique de streamers qui peuvent
éventuellement prendre une structure tridimensionnelle. Cependant, en raison de la diminution
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du champ électrique en s'éloignant de l'anode, les streamers n'atteignent pas la cathode. Dans
un gaz au caractère électronégatif marqué, un nuage d'ions négatifs se crée non loin de l'anode
permettant d'initier entre celle-ci et le nuage une décharge de type Townsend stable. On obtient
une couronne luminescente.
Dans l'un et l'autre des cas précédents, si on continue à augmenter la tension, on passe dans
un régime de streamers qui finissent par atteindre la cathode suivi d'une transition à l'étincelle
ou à l'arc suivant les conditions.
Décharge couronne en polarité négative : De la même manière que pour les décharges
couronnes en polarité positive, différents régimes de décharge résultent de l'augmentation de la
tension appliquée. Les phénomènes sont toutefois assez distincts. En effet, comme les électrons
les plus accélérés se trouvent à proximité de la cathode, l'ionisation s'effectue à proximité de
cette électrode. Les cations ainsi générés sont accélérés vers la pointe où ils peuvent générer des
électrons secondaires. Ce mécanisme est assez proche de ce que l'on peut avoir dans une décharge
de Townsend. En s'éloignant de la cathode, les électrons deviennent moins énergétiques et
peuvent attacher conduisant ainsi à la production d'ions négatifs. Quand ce nuage négativement
chargé est suffisamment important, le champ électrique généré entre ce nuage et les cations
proches de la cathode peut s'opposer au champ électrique géométrique. Lorsque la tension
est faible, ce champ électrique conduit à l'extinction de la décharge. On retrouve alors des
conditions initiales sans charge d'espace et la décharge peut recommencer. Un cycle allumage-
extinction est appelé impulsion de Trichel. A tension plus élevée, la décharge entre le nuage
d'ions négatif et la zone chargée positivement n'a plus de phase d'extinction et une décharge
couronne stationnaire est alors observée. Enfin, pour les tensions les plus fortes, on passe au
régime d'étincelle ou d'arc.
1.1.5 Le dispositif expérimental : Plasmastream R©
Dans cette partie, nous allons décrire le dispositif industriel à l'origine de cette thèse, tout
d'abord d'un point de vue très concret portant sur sa configuration géométrique et ses conditions
d'utilisation, puis nous nous intéresserons aux questionnements qu'ont fait naître les observa-
tions expérimentales lors de son fonctionnement. Enfin, nous verrons comment et pourquoi les
contraintes de la simulation nous ont conduit à considérer une cellule de décharge légèrement
modifiée par rapport à la cellule d'origine, tout en en restant aussi proche que possible.
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1.1.5.1 Dispositif d'origine
Le dispositif expérimental à l'origine de cette étude permet la génération d'un jet plasma à
pression atmosphérique afin de déposer des couches minces sur un substrat. PlasmaStream R©
en est sa dénomination commerciale. Il est constitué d'une armoire principale métallique non
étanche. Les dimensions de cette enceinte sont de 200 × 120 × 80 cm. Elle comprend tous les
systèmes de sécurité, la tête de traitement et son système de déplacement XYZ, les contrôleurs
de flux massiques, les électrovannes. L'absence d'étanchéité fait que les dépôts sont réalisés
sous atmosphère non contrôlée. Si cela complique l'étude du réacteur, c'est un avantage non
négligeable pour l'industrie, car le système ne demande aucun moyen de pompage et aucun joint
d'étanchéité. Nous allons maintenant décrire la partie de PlasmaStream R© qui nous intéresse
au premier chef pour notre travail : la tête de traitement plasma.
La tête de traitement plasma permet à la fois l'injection des gaz et d'initier les décharges
par l'intermédiaire de deux aiguilles. Elle possède globalement une symétrie de révolution, à
l'exception des deux aiguilles qui sont situées dans un plan contenant l'axe de symétrie et
à égale distance, de part et d'autre, de celui-ci. Cette tête est schématisée sur la figure 1.7
suivant le plan passant par les aiguilles. Elle est principalement constituée d'une pièce usinée
en Tektron R© (plastique résistant à la température jusqu'à 280◦C), dans laquelle sont insérées
les deux aiguilles de tungstène de diamètre 1 mm, de longueur 5 cm, et d'un rayon de courbure
d'environ 200 µm à leur pointe. Ces aiguilles sont reliées à un générateur haute tension. Sur
la moitié de leur longueur (2,5 cm), ces aiguilles sont plongées dans deux canaux circulaires
de 2 mm de diamètre usinés dans la pièce en Tektron R©, dans lesquels le gaz de décharge, de
l'hélium, est injecté. La pointe des aiguilles se trouve environ 1 mm au-dessus de l'extrémité
inférieure de ces canaux. La tension appliquée sur ces électrodes présente une fréquence de 18
kHz, mais le signal n'est pas sinusoïdal. Lors d'une période, la tension maximale est de l'ordre
de la dizaine de kilovolts. Ceci dit, lors de quelques essais effectués avec un générateur de tension
sinusoïdale, Gaudy (2012) se sont rendus compte que les grandes caractéristiques du procédé
restent les mêmes.
L'injection du précurseur de dépôt, typiquement un composé organosilicié, s'effectue par
l'intermédiaire d'une pièce également en Tektron R© qui coulisse dans un troisième canal situé
sur l'axe de symétrie de la tête afin de pouvoir déplacer le point d'injection du précurseur plus
bas dans le dispositif.
L'ensemble constitué par la pièce en Tektron R© , les aiguilles et la coulisse d'injection du
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Figure 1.7  Schéma de la tête plasma
précurseur est insérée en haut d'un tube de diamètre intérieur 16 mm en matériau diélectrique
(soit en PTFE, soit en quartz). De la sorte, à la sortie des trois canaux d'injection, le flux
gazeux est contraint de s'écouler jusqu'à la base du tube de longueur de 35, 50, 55 ou 70 mm.
De même, les phénomènes de décharge seront à priori confinés par ce tube. Il faut noter que
cette configuration permet également de limiter la quantité d'air présente dans le tube car
celui-ci est chassé par les gaz circulant dans le tube. Nous verrons plus loin que ce n'est pas
toujours le cas.
Faisant face au bas du tube, se trouve le substrat plan. Ce substrat est posé sur une plaque
de diélectrique (PTFE) de 13 mm d'épaisseur, elle-même fixée sur un support métallique relié
à la masse du dispositif. Afin de laisser circuler le gaz, le bas du tube de confinement est séparé
du substrat d'une distance que nous appellerons le 'gap'. Ce 'gap' est ajustable entre 0 et 2 cm.
Nous n'irons pas plus loin dans la description de ce dispositif d'origine qui est celui qui a
majoritairement servi à l'étude expérimentale menée en parallèle à cette thèse au laboratoire
PROMES à Perpignan lors de la thèse de Gaudy (2012). Dans la section suivante, nous allons
présenter quelques observations en liaison avec notre travail issues de cette thèse.
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1.1.5.2 Observations expérimentales sur le dispositif d'origine
On peut constater que la cellule de décharge que nous venons de décrire associe en fait
deux des dispositifs pour éviter la transition à l'arc parmi ceux exposés dans la section 1.1.4 :
la présence d'un diélectrique entre les deux électrodes correspond à une configuration de type
DBD et la configuration pointe-plan peut, quant à elle, être rapprochée de celle correspondant
à l'obtention de décharge couronne.
L'observation visuelle des décharges a été effectuée en utilisant un tube de confinement en
quartz et en injectant uniquement de l'hélium au niveau des canaux concentriques aux aiguilles.
Elle a permis de mettre en évidence quatre régimes de fonctionnement tel qu'illustrés sur la
figure 1.8. Les régimes principaux sont le régime localisé (figures 1.8a et 1.8b) pour lequel on
voit clairement des canaux de décharge entre les pointes et la surface du substrat et le régime
diffus (figures 1.8c et 1.8d) pour lequel la luminosité de la décharge est diffuse dans le tube de
confinement. La figure 1.9 présente les différents domaines d'obtention de ces régimes, obtention
régie par le débit de gaz ainsi que le 'gap'. Le régime diffus est obtenu pour les gaps les plus
faibles. Quand on diminue le 'gap', la transition depuis le régime localisé vers le régime diffus
est obtenue au niveau de la ligne continue. En revanche, lorsqu'on augmente le 'gap' depuis le
régime diffus, on obtient un régime transitoire (figure 1.8c) qui présente des caractéristiques
communes aux régimes diffus et localisé. Le régime localisé n'est alors obtenu qu'au-delà des
'gaps' correspondant au trait discontinu. Pour les débits les plus faibles, le canal de décharge
ne semble pas atteindre la surface (figure 1.8d).
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(a) Régime localisé n'atteignant pas la surface (b) Régime localisé atteignant la surface
(c) Régime diffus (d) Régime diffus
Figure 1.8  Observation des différents régimes de décharge pouvant être obtenus en faisant
varier le 'gap' et le débit de gaz
1.1.5.3 Dispositif monopointe axisymétrique
Notre étude numérique n'a en fait pas exactement porté sur la cellule de décharge dont
nous venons de décrire le comportement, mais sur une configuration géométrique présentant une
exacte symétrie de révolution rendant de fait une approche numérique bidimensionnelle possible,
configuration toutefois aussi proche que possible de l'original. En effet, la prise en compte des
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Figure 1.9  Régime obtenu en fonction de la valeur du flux de gaz total lorsque le 'gap' est
diminué (en trait plein) puis augmenté (en pointillé), à flux de gaz constant
deux aiguilles nécessiterait une modélisation de décharges tridimensionnelle, ce qui, au vu des
dimensions géométriques du modèle, conduirait à des temps de calcul extrêmement longs. Très
peu d'articles portent sur des simulations tridimensionnelles de ce type de décharge (Hallac
et collab., 2003b). La plupart des modélisations tridimensionnelles de décharge concernent des
cas beaucoup plus simples que celui qui nous intéresse et pour des durées de décharge de l'ordre
de quelques nanosecondes (par opposition aux durées de l'ordre de 50 µs et plus dans notre
cas).
Afin d'obtenir une symétrie de révolution, une géométrie présentant une seule aiguille cen-
trale a été choisie (figure 1.10). Au cours de nos simulations, nous ne nous intéresserons qu'aux
phénomènes de décharge et pas à la dissociation du précurseur organosilicié ni même à ses autres
modes d'interaction avec la décharge car celui-ci est en très faible quantité dans les études ex-
périmentales. Nous considérerons donc que seul un flux d'hélium contenant un certain niveau
d'impureté en azote (100 ppm) circule au niveau du canal axial autour de l'unique aiguille.
Ceci dit, comme notre étude se focalise sur les phénomènes de décharge, nous avons voulu
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Figure 1.10  Schéma du réacteur monopointe
reproduire, autant que faire se peut, les conditions de décharge obtenues avec le dispositif
d'origine. A cette fin, deux critères supplémentaires pour définir cette nouvelle configuration ont
été définis. Le premier repose sur des considérations hydrodynamiques car comme nous l'avons
vu précédemment, le débit de gaz et le 'gap' jouent un rôle important sur le régime de décharge
obtenu. Notamment, la dimension du 'gap' est le paramètre ayant le rôle le plus important de
ce point de vue. Une étude de simulation hydrodynamique réalisée par Gaudy (2012) avec le
logiciel commercial FLUENT R© a montré que ces modifications de régime pouvaient être liées
à une possible entrée d'air dans la tête de traitement par le bas de celle-ci. En effet, pour des
'gaps' suffisamment importants, la configuration du dispositif conduit à une entrée d'air par
la partie supérieure du 'gap' (Figure 1.11). Cet air se met en recirculation dans la cellule de
décharge de telle sorte que la concentration d'hélium décroit fortement passé un certain rayon.
Les décharges se propageant beaucoup plus facilement dans l'hélium que l'air, ne serait-ce qu'en
raison des pertes énergétiques résultant des nombreuses collisions inélastiques d'excitation sur
l'azote et l'oxygène, ces modifications de la composition du gaz en fonction de la position dans le
réacteur jouent très certainement un rôle dans le comportement de la décharge. En revanche, les
modélisations avec un 'gap' faible (de l'ordre de 0, 5mm. montrent que le profil de vitesse du gaz
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en sortie (au niveau du 'gap') est tel que l'air ne peut pas entrer dans la zone de confinement en
tout cas de manière convective. Vu l'importance de l'hydrodynamique sur l'observation visuelle
de la décharge, nous avons décidé d'une part de conserver la même vitesse de passage du gaz au
niveau du 'gap' et d'autre part de conserver dans l'unique canal d'injection le débit qui circule
dans un seul des deux canaux concentriques aux aiguilles de la cellule d'origine. Ainsi, comme
nous avons gardé la même dimension pour le canal, la vitesse en sortie du canal d'injection de
l'hélium est la même dans les deux configurations. En conséquence, au niveau de la géométrie
de la cellule monopointe, si on appelle D1 le diamètre du dispositif à deux aiguilles et D2 celui
du dispositif à une seule aiguille, la relation conduisant à des vitesses moyennes identiques de
passage dans le gap est :
2Q
piD1lg
=
Q
piD2lg
⇔ D2 = D1
2
(1.7)
où Q est le débit dans un seul canal et lg la dimension du gap.
Le second critère qui a orienté la conception de la tête monopointe a été le champ élec-
trique car, bien évidemment, ce paramètre joue un rôle considérable dans le comportement des
décharges électriques. Notre but a été d'obtenir dans le dispositif monopointe une répartition
du champ électrique aussi proche que possible de celle avec le dispositif d'origine. Le champ
électrique n'étant pas directement quantifiable, il nous a fallu utiliser un logiciel commercial
pour résoudre l'équation de Laplace afin d'obtenir les distributions du potentiel et du champ
électrique. On ne prend alors pas en compte les charges électriques dans le gaz. Cette mo-
délisation a été réalisée par N. Naudé avec le logiciel COMSOL R©. La cellule d'origine a été
modélisée en trois dimensions pour les raisons liées à la présence des deux aiguilles que nous
avons exposées plus haut. La cellule monopointe a, quant à elle, été modélisée suivant une
approche bi-dimensionnelle axisymétrique. Les comparaisons ont été effectuées pour une ten-
sion aux aiguilles de 10 kV. La figure 1.12 présente la distribution du potentiel électrique dans
chacune des deux configurations. On peut voir sur la figure 1.13 que les potentiels obtenus sont
différents avec un niveau de potentiel sensiblement plus élevé dans la configuration d'origine de
plasmatream. Nous avons montré que cette différence est due à une augmentation du potentiel
induite par la proximité des aiguilles.
Nous avons proposé deux modifications qui conduisent à diminuer l'écart entre les deux
configurations. La première a consisté en une augmentation du potentiel dans le dispositif
mono-pointe. Une augmentation du potentiel de 20 % a effectivement conduit à l'obtention
d'une évolution des potentiels quasi-identique avec celle du bi-pointe, mais, alors, le champ au
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Figure 1.11  Modélisation hydrodynamique (issu de Gaudy (2012))
niveau de la pointe passe alors de 3,5.105 V.cm−1 à 4,1.105 V.cm−1. La deuxième proposition
a porté sur l'insertion d'un anneau (d'épaisseur 1 mm et de 0,5 cm de haut) placé au même
potentiel que la pointe dans la partie haute de la tête de traitement comme illustré sur la figure
1.14. Avec cette nouvelle configuration, la figure 1.13 permet de constater que cette deuxième
proposition conduit à des résultats plutôt satisfaisants. Le champ électrique à la pointe est alors
3.105 V.cm−1 contre 3,5.105 V.cm−1.
Le dispositif avec un anneau de 1 mm d'épaisseur et un diamètre intérieur de 3 mm est celui
qui a été finalement retenu pour ce travail. Son principal inconvénient par rapport au dispositif
d'origine est la distance entre la paroi intérieure du tube et la pointe de l'aiguille. Ceci peut
ne pas être anodin car la présence d'un diélectrique modifie le parcours de la décharge non
seulement parce qu'elle joue sur le champ électrique mais aussi parce que les charges électriques
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(a) Cellule bi-pointe
(b) Cellule mono-pointe
Figure 1.12  Équipotentielles correspondant aux réacteurs bi-pointe et mono-pointe
ne peuvent pas le traverser. Les observations visuelles effectuées sur plasmastream R© montraient
d'ailleurs une possible interaction de la pointe avec la paroi diélectrique du tube en quartz.
Ceci dit, une tête de traitement a été fabriquée suivant les prescriptions précédentes et celle-ci
a permis de valider que son comportement global est sensiblement le même que celui qui a été
décrit dans la section 1.1.5.1 pour plasmastream R©.
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(a) Variation spatiale du potentiel le long de l'axe de symétrie.
(b) Variation spatiale du potentiel sur la paroi interne du tube. Le potentiel
pour le modèle 3D est donné pour l'intersection de la paroi interne du tube
avec le plan vertical passant par l'axe de symétrie et l'axe des pointes (3D
- axe des pointes) et le plan qui lui est perpendiculaire, passant également
par l'axe de symétrie (3D - perpendiculaire).
Figure 1.13  Comparaisons du potentiel électrique calculé dans les configurations 3D originale
et 2D mono-pointe avec différents diamètres intérieurs (d) pour le tube.
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Figure 1.14  Cellule monopointe avec l'anneau à la haute-tension
1.2 Modèle mathématique
Une décharge nait du mouvement des particules chargées, en particulier, de celui des élec-
trons dans un gaz. En conséquence, simuler les décharges électriques revient à intégrer les
équations qui gouvernent le mouvement des particules chargées ainsi que celles des particules
neutres car même si ces dernières ne subissent pas l'effet du champ électrique, elles influencent
indirectement la décharge au travers de leurs interactions avec les espèces chargées lors des
différents processus d'ionisation, d'excitation, d'attachement, etc...
En toute rigueur, l'équation qu'il faudrait résoudre est l'équation de Boltzmann pour les
électrons, les ions, les neutres. Celle-ci nous fournirait la fonction de distribution des particules
dans l'espace des phases. Cependant, résoudre directement cette équation pour chaque type de
particules est totalement irréalisable compte tenu de la puissance actuelle des ordinateurs. Il
est donc nécessaire d'adopter une formulation simplifiée moins ambitieuse mais réalisable. Nous
avons choisi de nous baser ici sur l'approche dite 'fluide'. Cette approche est basée sur les deux
premiers moments obtenus en intégrant l'équation de Boltzmann sur l'espace des vitesses. Dans
le cadre de cette approximation, le comportement des différentes espèces est décrit en termes
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de grandeurs macroscopiques telles que la densité, la vitesse moyenne, etc...
Enfin, dans la description que nous avons faite des streamers dans la section 1.1.2.3, il
est apparu que la photoionisation joue un rôle essentiel dans la création d'électrons en amont
du front du streamer. Dans la plupart des calculs que nous effectuerons dans ce travail, la
photoionisation sera également prise en compte suivant une approche qui sera décrite en fin de
chapitre.
Dans la suite de cette section, nous allons donner les différentes équations qu'il nous faut
intégrer pour parvenir à simuler le comportement d'une décharge à la pression atmosphérique.
1.2.1 Equations de transport
1.2.1.1 Les équations
Dans ce qui suit, la densité des différentes particules à une position ~r et pour un temps t, est
donnée par nk (~r, t). L'indice k est égale à un (ou e) pour les électrons et est compris entre 2 et
Nc pour les ions, Nc, étant le nombre de particules chargées. Dans ces conditions, le transport
des différentes espèces est décrit par l'équation de continuité suivante :
∂nk (~r, t)
∂t
+ ~∇ · ~Γk (~r, t) = Rk (~r, t) + Sph (~r, t) k = 1(e), 2 (1.8)
∂nk (~r, t)
∂t
+ ~∇ · ~Γk (~r, t) = Rk (~r, t) k = 3, ..., Nt (1.9)
où k désigne l'indice des différentes particules (chargées ou non) et Nt est le nombre total de
particules (à noter que dans notre cas, Nt > Nc en raison de la présence d'espèces neutres). Rk
est le taux de production des particules k correspondant aux différentes réactions chimiques.
Dans l'équation (1.8), Sph est le terme source de photoionisation. Le long de ce travail, nous
supposerons qu'un seul type d'ions est créé par photoionisation.
Le terme ~Γk est le flux des espèces de type k et est défini par la relation :
~Γk = −sign(Zk)µknk (~r, t) ~∇V (~r, t)−Dk ~∇nk (~r, t) (1.10)
Dans l'équation (1.10), V (~r, t) est le potentiel électrique.
L'équation (1.10) correspond à l'approximation de convection-diffusion dans laquelle µk est
la mobilité des particules k (nulle pour les particules neutres). Dk représente le coefficient de
diffusion et Zk le nombre signé de charges de l'espèce k . Dans tout ce qui suit, la diffusion sera
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considérée isotrope, le coefficient de diffusion Dk sera donc un scalaire.
Si on introduit la vitesse de dérive ~wk, l'équation ci-dessus s'écrit :
~Γk = ~wk (~r, t)nk (~r, t)−Dk ~∇nk (~r, t)
= ~Γk,C (~r, t) + ~Γk,D (~r, t) (1.11)
Dans l'équation (1.11), Γk,C (~r, t) est la partie convective du flux et Γk,D (~r, t) la partie diffusive.
On peut noter que, pour le moment, dans notre travail, comme aucune équation d'énergie
des électrons n'a été ajoutée, nos calculs sont effectués dans le cadre de l'approximation du
champ électrique local. Il s'ensuit que la mobilité des électrons et des ions µk, le coefficient de
diffusion Dk, les fréquences d'ionisation et d'excitation sont seulement dépendants de E(~r, t)/N
où E est le module du champ électrique et N est la densité du gaz neutre.
1.2.1.2 Les conditions aux limites
Aux frontières (électrodes, diélectriques, etc...) le flux de particules chargées est fortement
dépendant de la direction du mouvement (flux entrants ou sortants). La relation ci-dessous
donne la définition générale du flux pour les électrons.
~Γe (~rs, t) · ~n = 1
4
ne (~rs, t)
(
8kBTe
pime
)1/2
+ ne max(0, ~we (~rs, t) · ~n) (1.12)
−
Nc∑
i=2
γi max(0, ~Γi (~rs, t) · ~n)
Te est la température des électrons, me la masse des électrons, kB la constante de Boltzmann
et ~Γi(~r, t) est le flux d'ions.
Dans l'équation (1.12) ci-dessus, ~rs caractérise la position du point observé sur la surface
extérieur et ~n est le vecteur unitaire normal sortant en ce point. Le premier terme de (1.12) est
le flux maxwellien des électrons à la surface, le second terme est le flux sortant qui dépend du
signe de la vitesse de dérive des électrons et le troisième terme caractérise l'émission d'électrons
à la surface par suite de l'impact de différentes particules sur celle-ci. Dans notre travail, cette
émission secondaire est seulement due à l'impact des ions positifs avec un coefficient d'émission
secondaire correspondant défini par γi qui est généralement égal à 0,1.
La relation (1.12) montre que dans le cas d'un flux sortant (i.e. ~Γe (~rs, t) · ~n > 0) le flux
d'électrons est égal au flux maxwellien augmenté du flux convectif. Au contraire, dans le cas
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d'un flux entrant (i.e. ~Γe (~rs, t) · ~n < 0) le flux est à nouveau égal au flux Maxwellien mais
maintenant augmenté du flux d'émission d'électrons secondaires.
Dans l'équation (1.12), ~Γi (~rs, t) est défini par : :
~Γi (~rs, t) · ~n = ni (~rs, t) max(0, ~wi (~rs, t) · ~n) (1.13)
Pour les ions, le flux ~Γi (~rs, t) est égal à zéro dans le cas d'un flux entrant et égal au flux
convectif dans le cas d'un flux sortant.
Le flux à la paroi des espèces neutres est contrôlé par la vitesse moyenne thermique suivant
la relation :
~Γn (~rs, t) · ~n = 1
4
nn (~rs, t)
(
8kBTg
pimn
)1/2
(1.14)
La variation temporelle de la charge de surface σs(~rs, t) qui s'accumule sur les diélectriques
est donnée par :
∂σs(~rs, t)
∂t
=
k=Nc∑
k=1
|qe|Zkmax(0, ~Γk(~rs, t) · ~n)(1 + γk) (1.15)
L'équation(1.15) ci-dessus signifie que les charges de surface sont créées par le flux sortant de
particules chargées et que, à l'échelle de temps de la décharge, les charges de surface ne se
déplacent pas le long et à l'intérieur du diélectrique. Notons que pour les électrons γk est égal
à zéro. La quantité γk est ajoutée à un, afin de prendre en compte la création d'ions positifs à
la surface quand un électron secondaire est émis.
1.2.1.3 Calcul des paramètres de transport
Comme on l'a mentionné ci-dessus (cf. 1.2.1.1), on a adopté au cours de ce travail l'approxi-
mation du champ électrique local. Cela signifie que les paramètres de transport relatifs aux
particules chargées (mobilité, coefficient de diffusion, coefficient d'ionisation, etc.) sont unique-
ment fonction du champ électrique réduit E/N . Pour déterminer la relation entre le champ
électrique réduit et les coefficients de transport, deux approches sont possibles : utiliser des
données directement issues de la littérature ou alors résoudre l'équation de Boltzmann pour
différentes valeurs du champ électrique réduit. Ce calcul est basé sur une résolution simplifiée
de l'équation de Boltzmann, à partir d'un ensemble de sections efficaces correspondant au gaz
étudié, dans le cadre de ce que l'on appelle l'approximation du régime hydrodynamique (Kumar
et collab., 1980). Les paramètres de transport peuvent alors être calculés à partir de la fonction
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de distribution obtenue. On obtient ainsi des abaques donnant mobilité et coefficient de diffu-
sion en fonction du champ réduit, abaques qui seront utilisés par nos codes. Dans cette thèse,
nous avons eu recours à chacune des deux approches en fonction du gaz utilisé. Au cours des
chapitres suivants, nous effectuerons des calculs dans l'azote, l'hélium et l'air. Pour l'hélium et
l'azote, les paramètres de transport ont été calculés par un code développé par P. Ségur. Dans
le cas de l'air, ce sont les données de la littérature qui seront utilisées. Comme le calcul des
termes-source des équations de continuité (1.8) et (1.9) nécessite aussi la connaissance de la
fonction de distribution en énergie des électrons, le code de résolution de l'équation de Boltz-
mann fournit également ces termes en fonction du champ électrique réduit. L'ensemble de ces
résultats est donné dans l'Annexe A.
Pour les ions, les mobilités seront issues de la littérature. Le coefficient de diffusion de chaque
ion peut être calculé via la relation d'Einstein donnée par la relation (1.2) pour les électrons.
Enfin, même si sur les échelles de temps que nous considérerons dans cette thèse, le transport
par les processus de convection et diffusion des espèces neutres est négligeable, leur concen-
tration peut influer de manière importante sur les décharges notamment par l'intermédiaire
d'ionisation Penning ou d'ionisation par étape.
1.2.2 Equation de Poisson
1.2.2.1 Description
Le potentiel électrique V (~r, t) obéit à l'équation de Poisson :
~∇ ·
(
ε (~r) ~∇V (~r, t)
)
= −|qe|
Nc∑
k=1
Zknk (~r, t) (1.16)
le champ électrique correspondant étant donné par la relation suivante :
~E = −~∇V (~r, t) (1.17)
Dans l'équation (1.16) ε est la permittivité diélectrique du milieu défini par ε = ε0εr où
ε0 est la permittivité du vide et εr est la permittivité relative du milieu considéré. Notons
que ε devient une fonction de la position si différents types de diélectriques sont considérés
(diélectriques solides ou gazeux).
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1.2.2.2 Conditions aux limites
Pour ce qui est des conditions aux limites, le potentiel est fixé aux électrodes suivant des
conditions de type Dirichlet à partir de la connaissance du signal appliqué par le générateur
de tension. Typiquement, dans le cadre du réacteur Plasmastream R© le potentiel varie suivant
une sinusoïde de fréquence 18 kHz. Le potentiel est nul au niveau des masses du système. A
l'interface de deux domaines 1 et 2, de permittivités respectivement ε1 et ε2, nous avons la
relation de discontinuité du champ électrique :
−→n .
(−→
D1 −−→D2
)
= σs (1.18)
où −→n est le vecteur unitaire normal à l'interface considérée sortant du domaine 2 et −→Di = εi−→Ei
Pour ce qui est des limites libres du domaine pour lesquelles il n'y a pas de contraintes
directes sur le potentiel, une condition de Neumann est appliquée :
−→∇V.−→n = 0 (1.19)
Cette condition bien que dite "libre" n'est pas sans influence sur les résultats des simulations.
Notamment, lors de nos études menées sur la tête de décharge de Plasmastream R© , nous avons
défini notre domaine de calcul en repoussant suffisamment loin les bords vérifiant cette condition
aux limites afin qu'elle n'influe pas sur le potentiel dans la zone où se propage les décharges
(cf. Chapitre 4).
1.2.3 Prise en compte de la photoionisation
1.2.3.1 Ecriture générale
Le terme source de photoionisation Sph est directement lié à la fonction de distribution des
photons Ψν(~r, ~Ω, t) de fréquence ν à la position ~r dans la direction ~Ω et au temps t, selon la
relation suivante :
Sph(~r, t) = c
∫ ∞
0
dνµphν
∫
Ω
dΩΨν(~r, ~Ω, t) = c
∫ ∞
0
dνµphν Ψ0,ν(~r, t) (1.20)
où c est la vitesse de la lumière, µphν est le coefficient de photoionisation qui dépend de la
fréquence ν et Ψ0,ν(~r, t) est la partie isotrope de la fonction de distribution pour une fréquence
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donnée ν définie par :
Ψ0,ν(~r, t) =
∫
Ω
dΩΨν(~r, ~Ω, t) (1.21)
Dans (1.20), pour calculer le terme source total de photoionisation une intégration sur toutes
les fréquences est nécessaire. L'équation qui gouverne la dépendance spatiale et temporelle de
la function de distribution Ψν(~r, ~Ω, t) peut s'écrire Modest (2003) :
∂Ψν(~r, ~Ω, t)
∂t
+ c~Ω.~∇Ψν(~r, ~Ω, t) =
∑
u,d
nu(~r, t)φud(ν)
4piτud
− µνcΨν(~r, ~Ω, t) (1.22)
où µν est le coefficient d'absorption spectrale, nu(~r, t) est la densité des espèces excitées radia-
tives u à la position ~r et au temps t (donnée par (1.9)), τud est la durée de vie radiative ou
encore le temps de désexcitation de l'état u vers l'état d et
∫∞
0
φud(ν)dν = 1 est le profil de raie
d'émission normalisé pour la transition spontanée u→ d < u. La sommation sur u et d dans le
premier terme de la partie droite de (1.22) signifie que toutes les transitions qui contribue à la
fréquence ν sont prises en compte.
Dans (1.22), la déviation angulaire et le changement de fréquence des photons lors de colli-
sions avec des molécules sont négligés Goody (1995). Alors, un photon, une fois émis, se déplace
le long d'une ligne droite avant d'être absorbé. A l'échelle de temps de propagation d'un strea-
mer (quelques dizaines de ns sur des distances de l'ordre du centimètre), la propagation des
photons est presque instantanée et donc le terme transitoire dans (1.22) est négligeable et nous
avons :
~Ω.~∇Ψν(~r, ~Ω, t) =
∑
u,d
nu(~r, t)φud(ν)
4picτud
− µνΨν(~r, ~Ω, t) (1.23)
Dans ce qui suit, nous supposons que les photons sont monochromatiques c'est-à-dire que
nous considérons que la fonction de distribution des photons Ψ et le coefficient d'absorption
µ ne dépendent pas de la fréquence ν. Par ailleurs, pour simplifier, nous supposerons que les
photons sont émis par un seul niveau radiatif (dans le cas de l'air ou de l'azote le niveau C3Πu).
L'équation ci-dessus devient alors :
~Ω.~∇Ψ(~r, ~Ω, t) + µΨ(~r, ~Ω, t) = nu(~r, t)
4picτu
(1.24)
dans la plupart des articles consacrés au traitement des équations fluides (1.9), le calcul du
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terme source des photons Sph(~r, t) s'effectue par une intégration directe de l'équation (1.24).
Nous avons alors :
Sph(~r, t) = µ
ph
∫
V ol
d3r′
nu(~r′, t)
τu
exp(−µ
∣∣∣~r − ~r′∣∣∣)
4pi
∣∣∣~r − ~r′∣∣∣2 (1.25)
La relation (1.25) est la solution exacte en terme de quadratures de l'équation (1.24). Avec
cette approche intégrale, le calcul du terme source de photoionisation en un point du volume
étudié nécessite une quadrature sur l'ensemble du volume de la décharge pour chaque position
et à chaque pas de temps. Cette approche consomme beaucoup de ressources informatiques
dans les simulations bidimensionnelles de décharges filamentaires et en nécessitera bien plus
encore dans les simulations en trois dimensions basées dessus.
Différentes approximations ont été proposées dans la littérature pour réduire le temps de
calcul du terme source de photoionisation. Kulikovsky (2000) a émis l'hypothèse que les photons
sont émis dans un anneau uniforme à l'intérieur d'un petit rayon autour de l'axe principal
de la décharge. Dans Kulikovsky (2000) et Hallac et collab. (2003b) l'émission de photons est
calculée sur un sous ensemble de mailles et une interpolation est utilisée pour faire correspondre
les calculs avec la grille principale. Enfin, dans Pancheshnyi et collab. (2001), les calculs sont
effectués dans une petite zone autour de la tête du streamer. En fait, tous ces modèles approchés
réduisent le temps de calcul, mais leur précision est difficile à estimer.
1.2.3.2 L'approximation d'Eddington
Une approche différente pour réduire le temps de calcul de la photoionisation a été récem-
ment mise au point, basée sur la résolution numérique directe de l'équation (1.24) (voir les
références Ségur et collab. (2006) et Bourdon et collab. (2007). Cette approche est basée sur
le fait que, dans de nombreux problèmes liés au transfert radiatif, le coefficient d'absorption
dans l'équation (1.24) est très élevé et la fonction de distribution des photons ne manifeste
pas une forte dépendance par rapport à ~Ω. Lorsque cette situation se produit, il n'est plus
nécessaire d'utiliser une solution complète numérique de (1.24) et, en général, une approche ap-
proximative est suffisante, dans lequel la faible dépendance de la fonction de distribution avec
l'angle est prise en compte (Pomraning, 1973). Dans ce modèle, on considère que la distribution
des photons peut être représentée par les deux premiers termes d'un développement en série
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d'harmoniques sphériques. Autrement dit, on suppose que :
Ψ(~r, ~Ω, t) =
1
4pi
Ψ0(~r, t) +
3
4pi
~Ω · ~Ψ1(~r, t) (1.26)
où Ψ0 est la partie isotrope de la fonction de distribution déjà définie ci-dessus et ~Ψ1 représente
une correction d'anisotropie du premier ordre de la partie isotrope Ψ0 qui est définie par :
~Ψ1(~r, t) =
∫
Ω
dΩ~ΩΨ(~r, ~Ω, t) (1.27)
Maintenant si l'on intègre (1.24) par rapport à l'angle solide dΩ, on a :
~∇ · ~Ψ1(~r, t) + µΨ0(~r, t) = nu(~r, t)
cτu
(1.28)
En procédant de la même manière après multiplication de l'équation (1.24) ci-dessus par ~Ω,
nous avons :
1
3
~∇Ψ0(~r, t) + µ~Ψ1(~r, t) = 0 (1.29)
Les équations (1.28) et (1.29) constituent un système fermé pour Ψ0 and ~Ψ1. Si nous com-
binons ces deux équations en éliminant ~Ψ1, nous obtenons :
− ~∇( 1
3µ
~∇Ψ0(~r, t)) + µΨ0(~r, t) = nu(~r, t)
cτu
(1.30)
équation qui décrit la variation de la partie isotrope Ψ0 de la fonction de distribution.
Cette équation est connue sous le terme d'approximation d'Eddington de (1.24) (Pomra-
ning, 1973). Le principal avantage de l'approximation d'Eddington est de permettre,à l'aide
d'une seule équation, le calcul de la partie isotrope de la fonction de distribution. En outre,
cette équation a une forme très pratique pour les calculs numériques. Contrairement à l'équa-
tion de transfert radiatif initial (1.24), il s'agit d'une équation elliptique, qui a une structure
très similaire à l'équation de Poisson. Il s'ensuit que, d'un point de vue numérique, l'équation
de Poisson et l'approximation d'Eddington peuvent être résolues avec la même méthode nu-
mérique. Un second avantage de l'approximation d'Eddington est que la détermination de la
partie isotrope de la distribution (et par conséquent du terme source de photoionisation qui
dépend uniquement de la partie isotrope) est réalisée en résolvant le système linéaire associé à
(1.32). Contrairement à la méthode intégrale, il n'est plus nécessaire d'intégrer sur l'ensemble
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du volume de la décharge pour chaque position ~r. Ainsi, on n'a pas besoin d'un grand vo-
lume de stockage sur l'ordinateur et le temps de calcul est considérablement réduit. En outre,
grâce à l'utilisation de l'approximation d'Eddington, il est très facile d'étendre les calculs à des
géométries très complexes.
L'équation 1.32 ci-dessus montre que la partie isotrope est directement reliée à la concentra-
tion de l'espèce excitée radiative. Pour éviter le calcul de cette concentration, nous supposerons
pour tous nos calculs que la désexcitation de l'espèce en question se fait de manière instantanée.
Dans ce cas, on peut montrer que :
nu(~r, t)
τu
= αu(~r, t)we(~r, t)ne(~r, t) (1.31)
Dans la relation ci-dessus, we représente le module de la vitesse de dérive des électrons
et αu le coefficient d'excitation de l'espèce radiative considérée. Dans ces conditions, la forme
définitive de l'équation d'Eddington que nous avons utilisée s'écrit :
− ~∇( 1
3µ
~∇Ψ0(~r, t)) + µΨ0(~r, t) = αu(~r, t)we(~r, t)ne(~r, t) (1.32)
D'autre part, dans le cadre des approximations effectuées ci-dessus, le terme source de
photo-ionisation Sph s'écrit simplement :
Sph(~r, t) = cηµΨ0(~r, t) (1.33)
Dans lequel η représente l'efficacité d'ionisation du photon considéré.
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2.1 Introduction
A la fin du chapitre précédent, nous avons introduit les différentes équations nécessaires pour
effectuer la modélisation numérique d'un réacteur fonctionnant à la pression atmosphérique.
Ces équations aux dérivées partielles (EDP) sont constituées des équations de transport des
différentes particules présentes dans la décharge (électrons, ions, particules neutres dans un état
excité ou non), des équations de transfert radiatif ainsi que de l'équation de Poisson qui permet
d'obtenir la distribution spatiale du potentiel électrique à l'intérieur du réacteur ainsi que le
champ électrique correspondant. Cette dernière équation est couplée par l'intermédiaire de son
second membre à la densité des différentes particules chargées (électrons et ions) ce qui rend le
problème considéré fortement non linéaire : toute variation des densités des particules chargées
implique une variation correspondante du champ électrique et réciproquement. Notons que la
non-linéarité est d'autant plus forte que la densité des particules chargées est plus élevée. Pour
fixer les idées, des valeurs des densités électroniques et ioniques de l'ordre de 106 cm−3 sont
nécessaires pour engendrer un champ de charge d'espace important et par suite un couplage fort
des équations mentionnées ci-dessus. On verra par la suite que, dans la majorité des situations
considérées au cours de ce travail, les densités électroniques et ioniques sont, pendant la phase
proprement dite du claquage, de l'ordre de 1012 à 1013 cm−3. La non-linéarité a pour conséquence
immédiate qu'il est à priori nécessaire de résoudre l'ensemble des équations de la décharge de
manière simultanée. Nous reviendrons sur ce problème à la fin du chapitre. Dans tout ce qui
va suivre, les équations seront, dans un premier temps et pour simplifier, résolues de manière
séquentielle.
Compte tenu de la complexité du problème que nous avons à résoudre, on conçoit qu'une
solution analytique n'est pas envisageable. Nous le résolvons donc par des méthodes numé-
riques. Celles-ci sont constituées de trois grandes étapes : la discrétisation de la géométrie, la
discrétisation des équations continues, puis la résolution du système algébrique obtenu. Nous
présentons dans ce chapitre plusieurs techniques permettant de réaliser ces étapes, ainsi qu'une
argumentation permettant d'expliquer nos choix.
2.2 Les différents types de maillage
La première approximation numérique à réaliser est la discrétisation spatiale. Dans ce but,
l'approche la plus couramment utilisée consiste à approcher la géométrie continue par une union
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finie de cellules plus simples (cf figure 2.1). On désigne alors par "maillage de la géométrie" cette
union ainsi que l'ensemble des processus menant à sa génération. Les cellules (rectangulaires
dans la figure 2.1) sont appelées éléments ou mailles du maillage, leurs sommets forment les
noeuds du maillage et leurs côtés, les arêtes ou côtés du maillage. Le maillage de la géométrie
est une étape primordiale car l'erreur d'approximation numérique est directement liée à sa
qualité 1. Un maillage doit à la fois être suffisamment fin pour que l'erreur d'approximation
devienne négligeable mais, en même temps, il doit comporter le moins de mailles possible de
façon à minimiser et les temps de calcul et ceux de post-traitement des résultats. Nous utilisons
des maillages polygonaux, conformes. Ceux-ci sont constitués d'éléments polygonaux convexes
qui ne se recouvrent pas. De plus, ils sont conformes c'est-à-dire que leurs côtés sont soit au
bord du domaine soit sur deux éléments. La figure 2.2 présente trois maillages triangulaires.
Un seul d'entre eux est conforme, le maillage (a). Le maillage (b) n'est pas conforme car le côté
rouge est sur trois éléments à la fois. Le maillage (c) n'est pas conforme non plus car le côté
rouge est à la fois sur le bord et sur deux éléments. Suivant la disposition des mailles, on parle
de maillages structurés ou de maillages non-structurés.
Figure 2.1  Maillage cartésien d'une section axiale d'un réacteur DBD Plan-Plan
Figure 2.2  Conformité d'un maillage. (Seul le maillage (a) est conforme)
1. On trouvera plus de détails sur la notion de qualité d'un maillage en annexe
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2.2.1 Maillages structurés
On peut définir les maillages structurés comme des maillages pour lesquels il existe une
règle générale permettant de reconstituer tout le maillage depuis la localisation d'une seule de
ses mailles. Les maillages structurés les plus répandus sont (cf figure 2.1) à base de quadrangles
(quadrilatères non-croisés). Ils correspondent à un réseau ou encore à une grille de lignes de
coordonnées recouvrant toute la géométrie (Kuzmin, 2010) (ex : lignes verticales et horizontales
de la figure 2.1). Les couples de lignes transverses se coupent aux noeuds du maillage permettant
ainsi une localisation facile de ces derniers. On repère chaque noeud au moyen du couple (i, j)
formé par les indices des lignes concourantes en ce point. Les indices des noeuds voisins se
déduisent alors par simples incrémentation(s) ou décrémentation(s) dans les deux directions.
La connectivité d'un élément (ensemble des indices de ses sommets) est aussi obtenue par
application d'une règle générale. Un noeud intérieur a toujours quatre noeuds voisins (N, S, E,
W) et est commun à quatre éléments. Les structures de données et les algorithmes numériques
associés sont alors similaires à ceux utilisés, pour une géométrie mono dimensionnelle, dans
chaque direction. Suivant la courbure des lignes de coordonnées, on distingue deux grandes
familles de maillages structurés :
2.2.1.1 Les maillages cartésiens (rectilignes)
Figure 2.3  Bord courbe parabolique immergé dans un maillage cartésien
Ce sont des maillages assez faciles à obtenir du moins tant que la géométrie n'est pas trop
compliquée. Les lignes de coordonnées forment des droites perpendiculaires. Ils conviennent
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Figure 2.4  Configuration Pointe Sphérique-Plan (Babaeva et Naidis, 1996)
parfaitement pour discrétiser des configurations de décharge de type Plan-Plan. Les premiers
modèle de décharge Plan-Plan, en deux dimensions, (Dhali et Williams, 1987) sont basés sur
ce type de maillage. Cependant, lorsqu'une des électrodes est courbe (cf figure 2.3), les noeuds
d'un maillage cartésien ne se retrouvent, en général, que rarement sur son bord. Il est possible de
s'affranchir de cette difficulté au moyen de techniques judicieuses d'adaptation du maillage ou
du modèle numérique. Par exemple, pour une résolution précise de l'équation de Poisson, l'une
des premières idées (Babaeva et Naidis, 1996) a été de travailler avec une électrode sphérique
n'ayant qu'un point de contact avec la grille de calcul (figure 2.4). L'électrode et la grille sont
alors plongées dans un champ électrique uniforme. La solution analytique de l'équation de
Laplace dans cette configuration étant connue (voir, par exemple, la solution proposée dans
(Garrigos, 2009)), on obtient une solution de l'équation de Poisson en lui ajoutant l'intégrale
numérique des densités nettes de charges présentes sur tout le domaine de simulation (y compris
les charges images dans la sphère). Cette intégration, coûteuse, est utilisée uniquement pour
les valeurs au bord de la grille de calcul. A l'intérieur de la grille, les valeurs du potentiel sont
alors obtenues par résolution numérique de l'équation de Poisson. Cette méthode a été par la
suite détaillée et utilisée dans Liu et Pasko (2006). Plus généralement, pour des pointes de
courbures non constantes (hyperboliques, paraboliques), de nombreux auteurs (plusieurs sont
cités dans (Célestin et collab., 2009)) approchent ces pointes par des mailles en escalier. On peut
construire de telles marches à partir des intersections des lignes de coordonnées horizontales avec
le bord courbe, ces points d'intersections permettent alors de faire passer des lignes verticales
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Figure 2.5  Champ électrique calculé pour une électrode courbe avec et sans la méthode
GFM (Célestin et collab., 2009)
de façon à bien avoir des noeuds de la grille sur le bord. Cette approche a été validée avec
des résultats expérimentaux mais demande un travail relativement important d'adaptation du
maillage. Celui-ci est nécessaire afin d'éviter la présence de cellules trop étirées ou de tailles
trop différentes, sans parler du traitement numérique du voisinage des points du bord afin
d'approcher correctement les conditions limites. Une autre stratégie (Célestin et collab., 2009)
a été développée dans l'équipe d'Anne Bourdon. L'idée est inspirée des méthodes des frontières
immergées utilisées en dynamique des fluides pour la modélisation d'interactions de type fluide-
structure. Au lieu de faire démarrer les lignes de coordonnées sur la pointe, on utilise un vrai
maillage rectangulaire qui recouvre entièrement l'électrode. On repère alors le bord courbe le
long de chaque ligne de coordonnées. On utilise pour cela une idée commune aux méthodes
Level-Set : la fonction distance signée. Ses changements de signe permettent d'obtenir des
couples de noeuds qui encadrent le bord. Les noeuds situés dans l'électrode définissent alors des
noeuds fantômes et leurs voisins côté gaz des noeuds réels. Ces couples de noeuds (fantômes,
réels) définissent des segments qui permettent de localiser avec précision l'intersection avec le
bord au moyen de combinaisons barycentriques. On peut alors imposer un potentiel électrique
virtuel aux noeuds fantômes, au moyen d'une interpolation linéaire, de façon à retrouver la
valeur fixée au bord. On obtient ainsi une meilleure approximation de la condition de potentiel
fixé à la pointe et donc un meilleur champ électrique qu'en utilisant de simples marches. on le
vérifie bien sur la figure 2.5, le module du champ électrique ainsi obtenu est représenté sur la
2.2. Les différents types de maillage 41
moitié supérieure, il est bien croissant le long du bord en direction du sommet de la pointe et
ce pour un même maillage initial que la méthode des mailles en escalier. Cette méthode permet
donc de mieux traiter l'équation de Poisson mais ne suffit pas pour le transport des particules
car les conditions aux limites sont alors différentes. Les équations de transport des particules
sont donc résolues en approchant la pointe par des mailles en escalier. On notera que le recours
à ces techniques provient clairement du non-alignement des cellules du maillage avec le bord
de la géométrie.
2.2.1.2 Les maillages curvilignes
(a) Maillage curviligne en C autour d'un profil
d'aile d'avion
(b) Maillage curviligne en O autour d'un profil
d'aile d'avion
Figure 2.6  Différents types de maillage curviligne (Blazek, 2001)
Une solution à ce non-alignement réside dans l'utilisation de maillages curvilignes. Ils sont
en général plus difficiles à obtenir (voir par exemple Thompson et collab. (2010)). Les lignes de
coordonnées peuvent suivre la courbure de la géométrie. Suivant les courbures des deux familles
de lignes de coordonnées, trois types classiques de maillages existent : en C (figure 2.6a), en H
(comme pour le cas cartésien) ou en O (figure 2.6b). Ces maillages permettent d'approcher des
géométries assez simples ayant quelques parties courbes. Ils sont alors de très bonne qualité.
Pour des géométries plus complexes les maillages curvilignes sont souvent de (très) mauvaise
qualité, pas suffisamment fins ou trop étirés. Ces problèmes proviennent de la répétition de la
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structure locale sur toute la géométrie. L'ajout d'un point de raffinement entraine l'ajout des
deux lignes de coordonnées passant par ce point. Il en résulte alors des maillages inutilement
raffinés ou trop étirés. Ces deux problèmes apparaissent clairement dans le maillage en C, la
bande verticale à droite du profil d'aile d'avion est excessivement maillée et comporte des mailles
très étirées. On trouve quelques travaux de modélisation de décharge en maillages curvilignes.
Les figures 2.7a et 2.7b ci-dessous représentent deux exemples de maillages curvilignes qui ont
été utilisés pour des modélisations de décharge.
(a) Maillage curviligne extrait de Anagnosto-
poulos et Bergeles (2002)
(b) Maillage curviligne extrait de Gaychet et
Paillol (2010)
Figure 2.7  Maillages curvilignes utilisés pour des modélisations numériques de décharge
2.2.1.3 Les maillages structurés par blocs
Une alternative (figure 2.8) permettant de limiter l'influence de la structure globale consiste à
travailler avec plusieurs blocs. Il faut réaliser un découpage adapté à la géométrie du problème
et gérer les communications inter-blocs. Le cas où les blocs ne se recouvrent pas donne des
maillages de bonne qualité mais qui nécessitent un gros travail d'adaptation à la géométrie. Dans
le cas où les blocs se recouvrent (maillages chimères) un travail supplémentaire d'interpolation
doit être réalisé, au cours duquel on doit s'assurer du maintien des propriétés conservatives
éventuelles de la variable interpolée. Ces techniques, lourdes à mettre en oeuvre, sont parfois
utilisées pour des structures tridimensionnelles comportant plusieurs parties pouvant interagir
entre elles comme en aérodynamique ou dans l'automobile. On peut noter que cette nouvelle
flexibilité provient du fait qu'un maillage multi-bloc est localement structuré et globalement
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Figure 2.8  Maillage Multi-blocs (les blocs sont curvilignes en C) d'un profil d'aile multi-
composantes (Takaki et collab., 2003)
non-structuré. En ce qui concerne la modélisation de décharges, il ne semble pas y avoir de
modèle développé avec ce type de maillage.
2.2.2 Maillages non-structurés
Figure 2.9  Maillage non-structuré autour d'un profil d'aile d'avion (Luke et collab., 2012)
Les problèmes liés à l'utilisation de maillages structurés sur des géométries complexes pro-
viennent des contraintes imposées aux noeuds du maillage à savoir que chaque noeud doit se
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Figure 2.10  Maillage non-structuré d'un profil d'une aile multi-composantes (Barth, 2003)
Figure 2.11  Maillage non-structuré multi-éléments d'un profil d'aile d'avion (Persson, 2006)
trouver à l'intersection de deux lignes de coordonnées. La figure 2.9 montre un maillage non-
structuré autour d'un profil d'aile d'avion. Celui-ci s'appuie sur son bord, il est raffiné (maillé
plus fin localement) légèrement au voisinage de l'aile et plus encore au niveau de ses extrémi-
tés. La figure 2.10 présente un maillage non-structuré d'un profil d'aile comportant plusieurs
composantes courbes. Mailler plus finement localement ou suivre des bords courbes, tout cela
devient possible en maillage non-structuré car il n'y a pas de contraintes sur la disposition des
noeuds. Ceux-ci sont repérés par un unique indice. Le nombre de voisins d'un noeud intérieur
ou d'un élément n'est pas fixe. L'indice d'un noeud n'a pas de lien avec ceux de ses voisins.
Le nombre de sommets d'un élément peut être quelconque ce qui permet d'ailleurs l'utilisation
de plusieurs types d'éléments. Le maillage d'une géométrie complexe peut se faire de façon
automatique. C'est d'ailleurs ce qui explique le passage des codes industriels de dynamique des
fluides à ce type de maillage (Blazek, 2001). Les travaux effectués, en géométrie bidimension-
nelle, en mécanique des fluides, depuis les années 1960 ont conduit à utiliser des triangles, des
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quadrangles ou encore des maillages multiéléments (figure 2.11). Par contre l'implémentation
de codes en maillages non-structurés conduit naturellement à un besoin de stockage plus élevé
et à l'utilisation d'adressages indirects pour les données aux noeuds menant ainsi à un coût
total un peu plus élevé.
On peut citer trois principaux avantages à travailler en maillages non-structurés :
1. Ils peuvent être de bonne qualité sur des géométries complexes
2. Ils permettent de raffiner localement un maillage en ajoutant uniquement des cellules là
où cela est nécessaire
3. Ils peuvent être générés par des mailleurs automatiques. Ceux-ci sont d'ailleurs de plus
en plus performants (en particulier en 2D).
De plus, un solveur développé pour des maillages non-structurés peut aussi être utilisé avec
des maillages structurés, voire hybrides. Ceci est possible car un maillage structuré peut être
représenté sous un format non-structuré. Pour cela on transforme les couples d'indices des
noeuds en un seul indice (on peut par exemple parcourir le réseau d'indices de bas en haut puis
de gauche à droite. C'est-à-dire dans l'ordre lexicographique pour les couples (i, j)).
2.3 Maillages non-structurés en physique des plasmas froids
2.3.1 Modélisations basées sur des maillages non-structurés
De manière surprenante, un petit nombre de codes basés sur des maillages non-structurés
ont été développés dans le domaine des plasmas froids hors d'équilibre. À notre connaissance,
le premier code de ce type a été proposé par Georghiou et collab. (1999) et appliqué à la
modélisation numérique d'une décharge filamentaire dans l'air. Plusieurs autres études réalisées
par la même équipe ont suivi ce premier travail (Georghiou et collab., 2000; Hallac et collab.,
2003b; Georghiou et collab., 2005; Papageorgiou et collab., 2011b) .
Le code de Georghiou est basé sur la méthode des éléments finis. Afin de permettre de traiter
correctement la variation potentiellement rapide de la solution en évitant l'apparition de valeurs
négatives dans les densités des particules chargées, leur méthode est basée sur le concept de
correction de flux (FCT). La méthode FCT a été initialement développée par Boris et Book
(1973) et Zalesak (1979) puis généralisée aux maillages non-structurés par Löhner et collab.
46 Chapitre 2
(1987) et Kuzmin (2009). La première version du code de Georghiou a été développée pour une
géométrie bidimensionnelle axisymétrique.
Récemment leurs codes bidimensionnels ont été généralisés à trois dimensions (Papageorgiou
et collab., 2011b). Un article seulement a été consacré aux décharges contrôlées par barrière
diélectrique (Hallac et collab., 2003a) en géométrie pointe-plan bidimensionnelle et un autre
en géométrie pointe-plan tridimensionnelle (Papageorgiou et collab., 2011a). L'effet photoélec-
trique a également été pris en compte de même que la photoionisation en s'appuyant sur les
travaux de Bourdon et collab. (2007) et Luque et collab. (2007). De plus, l'approximation du
champ électrique local était adoptée avec une chimie très simplifiée. Par exemple, dans le cas de
l'air, seulement trois types d'espèces chargées (électrons, ions positifs et négatifs) ont été pris
en considération. Finalement, un maillage adaptatif a été développé de manière à permettre un
traitement précis, avec un nombre minimal de noeuds, des régions où la solution présente une
variation spatiale très importante.
La méthode des éléments finis a été uniquement utilisée dans les codes développés par
l'équipe de Georghiou. Tous les autres codes existants dans la littérature sont basés sur la mé-
thode des volumes finis. Dans ce domaine, le travail le plus impressionnant est celui effectué par
l'équipe de Kushner (Lay et collab., 2003). Contrairement aux travaux de Georghiou, dans les
études de Kushner, l'approximation du champ électrique local n'est plus effectuée et une équa-
tion d'énergie est utilisée de manière à rendre les divers paramètres de transport dépendants,
non plus du champ électrique réduit, mais de l'énergie moyenne des électrons. La photoionisa-
tion, ainsi que les différents modules pour prendre en compte les effets hydrodynamiques induits
par la décharge sont inclus dans le code. Cependant, un schéma numérique grossier, basé sur
le schéma dit de Scharfetter-Gummel (Scharfetter et Gummel, 1969) est utilisé dans tous les
calculs. Par ailleurs, l'ensemble des équations est linéarisé et intégré avec l'aide d'une méthode
de Newton (Babaeva et collab., 2006).
Une autre méthode basée sur les volumes finis a été développée par Min et collab. (2003)
pour la modélisation d'un panneau à plasma. Au cours de ce travail, un mélange de volumes
finis et d'élement finis ont été utilisés de même qu'un algorithme FCT, le schéma de Gummel
étant utilisé comme schéma d'ordre faible.
Le travail le plus récent en maillage non-structuré a été effectué par Deconinck et collab.
(2009b), Deconinck et collab. (2009a) et Breden et collab. (2012). Une méthode de volumes
finis basée sur les maillages de type centrés dans les cellules, a été développée pour l'étude des
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"boules" de plasma (cf figure 2.12) et pour les micro décharges à cathode creuse. Dans ce travail,
des maillages multi-éléments (triangles et quadrangles) sont utilisés. Une méthode volumes finis
de type centrée aux cellules a été récemment développée par Benkhaldoun et collab. (2012).
Ces auteurs ont utilisé un maillage adaptatif pour traiter, dans une géométrie plan-parallèle,
la propagation d'une onde d'ionisation plane. Seules des mailles triangulaires ont été utilisées.
Figure 2.12  Maillage non-structuré utilisé dans Deconinck et collab. (2009b)
Remarquons qu'aucune méthode basée sur les volumes finis n'est d'ordre au moins deux
contrairement aux méthodes basées sur les éléments finis.
2.3.2 Choix du type de maillage adapté au réacteur Dow Corning
Le réacteur est axisymétrique. Son axe de symétrie est vertical et passe par le sommet de la
pointe. Par symétrie de révolution nos calculs sont effectués uniquement sur une section plane
verticale génératrice de la configuration 3D (moitié droite de la coupe axiale). La configuration
bidimensionnelle ainsi obtenue comprend une pointe, de multiples coins (tube en verre, diélec-
triques) et plusieurs diélectriques. De ce fait, un maillage curviligne ne peut être utilisé ici.
Les échelles de discrétisation spatiale de décharge peuvent nécessiter des mailles de quelques
micromètres de long. Le réacteur fait plusieurs centimètres de haut soit près de 10000 mailles
micrométriques accolées par cm. De plus, le rayon d'étude est aussi élevé, plus de 10 centi-
mètres, soit près de 100000 mailles micrométriques. En maillant la géométrie avec des carrés de
quelques micromètres de longueurs il faudrait donc plus de 1 milliard de cellules. Il faut, bien
évidemment, maximiser la taille des cellules. De plus, une période d'alimentation électrique
dure près de 55 µs, les pas de temps attendus lors de la propagation d'un front d'ionisation
sont de l'ordre de 10−12 s. Une période nécessiterait ainsi plus de 55 millions d'itérations. De
façon à rester dans des temps de calculs raisonnables, il faut mailler finement juste où cela
48 Chapitre 2
est vraiment nécessaire et maximiser les pas de temps. Le maillage du réacteur doit être très
fin sur le lieu de passage du (ou des) front(s) d'ionisation(s) (principalement autour de l'axe
pointe-plan), raffiné aux arrondis mais aussi aux interfaces gaz-diélectrique. De plus, ce réac-
teur est un prototype, dont les dimensions et les formes ont évoluées tout au long de ce travail.
Un modèle numérique en maillage non-structuré permet un changement rapide de géométrie,
le seul travail nécessaire étant la réalisation d'un nouveau maillage, ce que les mailleurs sont
capables de faire en quelques minutes. Aucun changement dans le code n'étant alors nécessaire.
Compte tenu de toutes ces contraintes, nous avons décidé de développer un modèle numérique
2D axisymétrique en maillages non-structurés. Celui-ci doit permettre de mailler le réacteur
tout en diminuant le nombre de mailles nécessaires, en soulageant le maillage hors des zones
de passage des ondes d'ionisation. De plus, sa flexibilité géométrique permettra d'effectuer des
validations sur différentes configurations plus académiques.
2.4 Choix de la méthode de discrétisation des équations
2.4.1 Choix de la méthode de discrétisation par Volumes-Finis
La seconde étape d'approximation est la discrétisation des EDP. Celle-ci peut être effec-
tuée par Différences Finies, Eléments Finis ou Volumes Finis. Voici une rapide description de
ces méthodes principalement basée sur les travaux suivants : Kuzmin (2010), Auffray (2007),
Eymard et collab. (2000), Ern et Guermond (2004) et Zienkiewicz et collab. (2005).
La méthode des Différences Finies est la plus ancienne des techniques de discrétisation.
Beaucoup de méthodes numériques modernes trouvent leurs origines dans des schémas de types
différences finies développés entre les années 1950 et 1980. Elle est basée sur le remplacement
des opérateurs de dérivation continus par des différences divisées. Celles-ci sont obtenues grâce à
l'utilisation de développements de Taylor. Les inconnues sont des approximations de la solution
aux noeuds. La solution recherchée est alors supposée dérivable en chaque noeud. Cette méthode
est facile à mettre en oeuvre sur un maillage structuré (facilité d'écriture des différences divisées
en x, y,..) et en présence de coefficients continus (cas homogènes). De plus, elle permet une
analyse théorique des erreurs d'approximation. Sa facilité d'utilisation permet l'obtention de
schémas numériques d'ordre élevés. Par contre, dans le cadre des maillages non-structurés ou
en présence de coefficients non constants, elle s'avère vite difficile à mettre en oeuvre.
La méthode des Éléments Finis classique (éléments continus, conformes) est, en général,
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basée sur une formulation faible ou variationnelle de l`EDP considérée. Celle-ci est naturelle
en mécanique car elle correspond au principe des travaux virtuels ou de moindre énergie. On
l'écrit aussi bien pour le problème continu que pour le problème discret. Elle est obtenue après
multiplication de l'équation par des fonctions tests bien choisies puis intégration des équations
ainsi pondérées sur tout le domaine physique. Les inconnues sont des approximations de la
solution aux noeuds. Dans le cas discret, la variable inconnue est approchée par une combi-
naison linéaire de fonctions de forme. La solution recherchée est supposée continue sur chaque
élément y compris ses côtés et ses noeuds. Cette méthode permet l'utilisation de maillages
aussi bien structurés que non-structurés. L'ordre de la précision d'un schéma Eléments Finis
peut être augmenté automatiquement, toutefois cela augmente la difficulté d'implémentation
et le stockage en mémoire. Elle permet l'utilisation d'un cadre mathématique rigoureux (Théo-
rie des Distributions, des Eléments Finis) donnant alors accès à l'utilisation d'outils d'analyse
numérique particulièrement puissants (Ern et Guermond, 2004). Elle est particulièrement bien
adaptée à la résolution de problèmes elliptiques et paraboliques (présence de l'opérateur la-
placien). Par contre, elle devient vite difficile à mettre en place et est mal adaptée pour les
problèmes hyperboliques (apparition de chocs, de discontinuités).
La méthode des Volumes Finis est la plus récente (Tikhonov et Samarskii (1962), (Tikhonov
et Samarskii, 1963)). Sa dénomination initiale était 'méthode des différences finies intégrales'.
Elle est basée sur la subdivision de la géométrie en volumes de contrôle sur lesquels l'EDP
est intégrée. Cette intégration doit respecter une condition de conservativité locale des flux :
Le flux sortant d'un volume de contrôle doit correspondre exactement au flux entrant dans
le volume de contrôle voisin. On ne résout pas l'EDP mais sa forme intégrale. Les incon-
nues sont des approximations de la valeur moyenne de la solution sur les volumes de contrôle.
Contrairement à la méthode des Eléments Finis classique, il n'y pas de contrainte de continuité.
Cette méthode est naturellement adaptée à la simulation de lois de conservation pour lesquelles
elle fournit des schémas numériques naturellement, localement et globalement conservatifs (la
méthode des Eléments Finis classique fournit des schémas globalement conservatifs si les fonc-
tions tests reconstituent l'unité, mais pas localement). Elle permet de travailler sur tous types
de maillages. La méthode des Volumes finis peut être vue comme une formulation faible de
l'EDP où les fonctions tests sont discontinues égales à 1 sur le volume de contrôle considéré et
nulles en dehors. Plusieurs preuves de convergence proches de celles utilisées en Eléments-Finis
assurent la robustesse de cette méthode pour des problèmes de type divers. Dans le cas de
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problèmes de convection-diffusion on peut lire notamment les articles de Ohlberger (2001) et
de Coudière et collab. (1999) à ce sujet. Les méthodes de discrétisation par Volumes Finis sont
très utilisées dans les domaines où les flux sont importants (plasmas, dynamique des fluides,
semi-conducteurs, thermodynamique). Cette méthode est très performante pour la résolution de
problèmes hyperboliques car la solution peut être discontinue et ce tout en restant conservative.
Nous avons porté notre choix sur l'utilisation de méthodes de type Volumes Finis. Elles per-
mettent de travailler, en maillages non-structurés, sur des équations de conservation fortement
non-linéaires, et peuvent être efficientes (bon ratio "précision"-"coût des calculs").
2.4.2 Principaux types de volumes de contrôle
La méthode des Volumes Finis se base sur l'intégration des EDP sur des volumes de contrôle.
Ceux-ci sont en général définis par la méthode dite centrée dans les éléments (ou les cellules)
ou par la méthode dite centrée aux noeuds.
2.4.2.1 Méthode centrée dans les éléments
La première idée est d'intégrer directement sur les éléments du maillage. Les grandeurs
inconnues (potentiel électrique, densités) sont alors positionnées au centre de chaque élément.
Ce centre peut être le centre de gravité (figure 2.13) ou tout autre point intérieur judicieuse-
ment choisi. L'intégration d'une EDP sur chaque volume de contrôle génère ainsi un système
algébrique comportant autant d'équations que d'éléments.
Figure 2.13  Volumes de contrôle centrés dans les éléments
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Figure 2.14  Volumes de contrôle centrés aux noeuds de type Voronoï
Figure 2.15  Volumes de contrôle centrés aux noeuds de type Median-dual
2.4.2.2 Méthode centrée aux noeuds
Une autre possibilité consiste à intégrer sur des volumes de contrôles "duaux". Ceux-ci
sont construits autour de chaque noeud du maillage initial (ou encore primal) de façon à ce
qu'ils ne se recouvrent pas et forment un nouveau maillage de la géométrie. On construit ainsi
un maillage dual du maillage initial. Les grandeurs inconnues (potentiel électrique, densités,
etc.) sont recherchées aux noeuds du maillage initial. L'intégration d'une l'EDP sur chacun de
ces volumes de contrôle génère un système algébrique comportant autant d'équations que de
noeuds initiaux. On peut trouver de nombreuses façons de construire un maillage dual. Nous
avons considéré ici les méthodes les plus utilisées dans la littérature :
1. Les volumes de type Voronoï (figure 2.14) : Leurs côtés sont construits à partir des mé-
diatrices des côtés des éléments du maillage initial. Le sommet d'un volume dual intérieur
est ainsi équidistant des noeuds de l'élément dont il est le centre du cercle circonscrit.
Ceci restreint leur utilisation aux triangles et à quelques polygones qui ont leurs sommets
cocycliques. Les côtés ainsi construits sont perpendiculaires aux côtés du maillage initial.
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Sur le bord de la géométrie on ferme les volumes de contrôle en reliant le noeud central
aux milieux des deux côtés du bord qui l'entourent.
2. Les volumes de type Median-Dual (figure 2.15) : Leurs côtés sont construits à partir des
médianes des éléments du maillage initial. Leurs sommets, lorsqu'ils sont situés à l'in-
térieur du domaine, sont les centres de gravité des éléments initiaux. Les côtés duaux
ne sont pas forcément perpendiculaires aux côtés initiaux. Sur le bord de la géométrie,
comme pour le cas Voronoï, on ferme les volumes de contrôle en reliant le noeud central
aux milieux des deux côtés du bord qui l'entourent.
2.4.3 Choix des volumes de contrôle de type "Median-Dual"
Le choix du type de volume de contrôle à utiliser doit prendre de nombreux paramètres en
compte. Afin de se faire une première idée, nous présentons ici quelques arguments basés sur
les quatre critères suivants (pour d'autres critères on peut se reporter aux travaux de Blazek
(2001), de Haselbacher (1999) et de Mavriplis (1993)) :
2.4.3.1 La taille et la forme des volumes de contrôle
Le choix cell-centered conduit à des volumes de contrôle de forme, connue, qui sont convexes.
Dans le cas de maillages triangulaires, les volumes de contrôle cell-centered sont , en moyenne,
deux fois plus petits que ceux produits par les méthodes duales. La forme des mailles duales
n'est pas toujours convexe dans le cas median-dual (ex : figure 2.15). Ce point donne donc
un petit avantage géométrique aux méthodes cell-centered sur des maillages triangulaires. Par
contre, la forme globale d'un volume de contrôle-dual est plus régulière (les angles sont moins
aigus) ce qui redonne l'avantage aux méthodes duales.
2.4.3.2 La taille et la structure des systèmes linéaires associés à un maillage
Maillages triangulaires Un maillage composé de triangles contient en moyenne deux fois
plus d'éléments que de noeuds 2. Intégrer sur des volumes de contrôle de type cell-centered
produit autant d'équations que d'éléments, soit près de deux fois plus qu'avec une méthode
node-centered. La méthode cell-centered semble alors désavantageuse en termes de temps de
calcul et de stockage. En réalité, cette augmentation améliore la précision. Elle permet un
2. Les caractéristiques numériques d'un maillage 2D sont étudiées et explicitées en annexe
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plus fort couplage entre les solutions aux différentes positions (fort couplage spatial global).
Plusieurs auteurs la considèrent donc comme la plus précise (Venkatakrishnan, 1996). Ceci est
à nuancer car le couplage numérique est également lié au nombre d'inconnues par équation
(couplage spatial local). Celui-ci correspond, pour un volume de contrôle sur lequel est faite
l'intégration, au nombre total de centres des volumes de contrôle adjacents plus un (son propre
centre). On obtient ainsi systématiquement 4 inconnues par équation dans le cas cell-centered
et en moyenne 7 pour le cas node-centered (noeud central plus 6 noeuds voisins). On obtient
donc près de deux fois plus de voisins pour le cas node-centered. D. Mavriplis dans (Mavriplis,
1993) confirme ainsi une nette amélioration du couplage entre solutions voisines procurant ainsi
une meilleure précision à un moindre coût.
Maillages quadrangulaires Les deux différences citées ci-dessus sont moins marquées sur un
maillage constitué de quadrangles car, dans ce cas, il y a approximativement autant d'éléments
que de noeuds et la valence (nombre de côtés incidents en un noeud ou nombre de noeuds
voisins) moyenne d'un noeud est de 4 ce qui correspond aux nombres de cellules voisines.
En conclusion, les méthodes cell-centered aboutissent à de plus grands systèmes, plus creux
que leurs concurrentes node-centered. On peut aussi noter que le cas node-centered conduit à
des systèmes dont la structure est similaire à celles utilisées en Eléments-Finis. Malgré de fortes
différences, il n'y a pas d'avantage évident lié à la structure du système d'équation.
2.4.3.3 Le traitement des conditions aux limites
(a) Cell centered
(b) Voronoï (c) Median dual
Figure 2.16  Volumes de contrôle des différents types appuyés sur le bord d'une géométrie
Une bonne prise en compte des conditions limites est primordiale lors de la résolution d'une
équation aux dérivées partielles. Une condition de type Dirichlet (valeur fixée au bord) est bien
prise en compte par la méthode node-centered car les noeuds approchant le bord sont bien
situés dessus. Par contre, dans le cas cell-centered, les centres des volumes de contrôle du bord
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ne sont pas au bord du domaine d'où une moins bonne prise en compte de ce type de conditions.
Ceci peut être toutefois résolu en utilisant des cellules supplémentaires au bord (cellules dites
fantômes).
La prise en compte d'une condition de type Neumann (valeur fixée du flux entrant ou
sortant au bord) se base sur la valeur moyenne de la grandeur observée sur un volume de
contrôle appuyé sur le bord. Sur la frontière du domaine physique ces valeurs sont stockées
à l'intérieur des volumes de contrôle dans le cas cell-centered mais sur leur bord dans le cas
node-centered. Elles correspondent donc mieux à une valeur moyennée par volume de contrôle
dans les méthodes cell-centered qui sont donc plus précises sur des conditions de ce type. On
peut résoudre assez facilement cette difficulté en node-centered en utilisant la formulation faible
de l'EDP considérée.
Une bonne prise en compte des conditions limites générales demandent donc l'introduction
de cellules supplémentaires en cell-centered ou l'utilisation de la formulation faible en node-
centered. Ceci donne un léger avantage aux méthodes node-centered.
2.4.3.4 La facilité d'utilisation et la précision des schémas numériques associés
Les interpolations utilisées en élément finis étant de type nodal on peut les utiliser dans le
cas node-centered. Ceci permet une discrétisation rigoureuse des termes diffusifs.
Suivant la régularité du maillage chaque méthode peut être plus ou moins précise. Les
méthodes de type node-centered sont connues pour avoir un ordre d'erreur légèrement plus faible
sur des maillages réguliers. En revanche, elles sont moins sensibles à l'utilisation de maillages
irréguliers pour le traitement des termes diffusifs. Ces différences donnent un léger avantage
aux méthodes node-centered pour traiter des opérateurs de diffusion et certains problèmes
d'écoulements (Delis et Kazolea, 2010; Diskin et collab., 2009)
La résolution de l'équation de Poisson pour un domaine physique contenant plusieurs ma-
tériaux utilise différentes permittivités. Celles-ci sont en général constantes par élément. L'in-
tégration sur un bord de volume de contrôle utilise une seule valeur en node-centered alors que
la méthode cell-centered impose l'utilisation d'une combinaison des deux valeurs entourant ce
bord.
Le besoin de méthodes simples à mettre en oeuvre peu consommatrices en mémoire et en
temps de calcul donne l'avantage aux méthodes de type node-centered.
Nous avons opté pour des volumes de contrôle duaux, non seulement pour les raisons invo-
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quées ci-dessus mais également parce qu'ils sont les plus utilisés dans la littérature en particulier
en aérodynamique mais également dans les semi-conducteurs. Dans notre cas, comme nous le
verrons plus loin, un autre avantage des volumes de contrôle duaux provient de la facilité d'im-
poser la condition de discontinuité du champ électrique, pour les interfaces gaz-diélectriques,
dans l'équation de Poisson.
2.4.3.5 Comparaison des méthodes centrées aux noeuds de type Voronoï et Median-
dual
Le type Voronoï est souvent utilisé dans le domaine des semi-conducteurs, le type Median-
dual l'est plus en dynamique des fluides. L'orthogonalité apportée par l'utilisation des média-
trices facilite l'expression des flux (normaux) entrants et sortants d'un volume de contrôle de
type Voronoï. Par contre, en présence d'un angle obtus, le centre du cercle circonscrit d'un
triangle n'est plus à l'intérieur de celui-ci. Ce cas mène à des volumes de Voronoï pathologiques
comme celui de la figure 2.17a. Le centre n'est plus dans l'élément de départ et le volume dual
est croisé. Ceci ne peut arriver dans le cas Median-Dual car un centre de gravité ne peut sortir
de l'intérieur d'un polygone convexe (figure 2.17b). De plus, contrairement aux médianes qui
se coupent toujours au centre de gravité, l'utilisation des médiatrices n'est pas généralisable
aux quadrangles quelconques. Or, si une interpolation élément fini est utilisée, ceux-ci offre un
ordre d'approximation supérieur aux triangles.
Nous avons, dans un premier temps, opté pour des volumes de contrôle de type Voro-
noï. Ceux-ci nous ont permis d'obtenir assez rapidement un premier modèle numérique. Nous
utilisions alors des maillages générés par les logiciels EasyMesh (Niceno) , Triangle (Shewchuk
(1996), Shewchuk)et GmsH (Geuzaine et Remacle). Ces maillages comportaient quelques angles
obtus (de 5 à 10%), dont certains, situés au bord du domaine de calcul qui sont vite devenus
sources d'erreurs numériques inacceptables. Nous avons alors décidé de passer à des maillages
de type Median-dual. Ceux-ci permettent d'utiliser des maillages multiéléments, de conserver
les centres des volumes duaux dans les éléments et sont généralisables aux maillages 3D.
En maillage non-structuré, la méthode des Volumes-Finis utilise l'approximation de flux à
travers les bords des volumes de contrôle. Le calcul de ces flux approchés est réalisé au moyen
d'une boucle. On peut alors choisir entre une boucle sur les noeuds du maillage, les éléments ou
les côtés du maillage. Après avoir testé chacune de ces possibilités, la dernière s'est avérée être
la plus performante et la plus adéquate à une bonne prise en compte des différentes conditions
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(a) Volume de contrôle de type Voronoï 'vrillé'
en présence d'un angle obtus
(b) Volume de contrôle de type Median-dual
en présence d'un angle obtus
Figure 2.17  Volumes de contrôle de type Voronoï et Median-dual en présence d'un angle
obtus
limites. De plus, une structure basée sur les côtés (Edge-Based) permet de travailler en maillages
multiéléments de façon transparente. On peut trouver plus de détails à ce sujet dans Haselbacher
(1999) et Blazek (2001). Le code utilisé dans ce travail est basé sur des volumes duaux de type
median-dual et des flux calculés au moyen d'une boucle sur les côtés (structure Edge-Based).
Toutefois il est à noter que, même avec des volumes de type median-dual, la présence d'angles
obtus peut donner de moins bons résultats. En effet, ceux-ci entraînent un aplatissement du
volume de contrôle. Pour éviter ce genre de situation, il est nécessaire de limiter le nombre de
triangles ayant des angles obtus. Cette contrainte limite le choix des mailleurs. Après plusieurs
tests, notre choix s'est finalement porté sur deux mailleurs : le mailleur Salome développé au
Commissariat à l'Energie Atomique (CEA)et le mailleur du logiciel Eléments-Finis COMSOL
Multiphysics R©.
2.5 Calcul du potentiel et du champ électrique
2.5.1 Forme conservative de l'équation de Poisson
Comme nous l'avons mentionné plus haut, l'idée de base de la méthode des Volumes Finis
est d'introduire une formulation conservative des équations 1.8 et 1.16, en les intégrant sur tous
les volumes de contrôle du domaine de calcul. Ces volumes de contrôle sont axisymétriques.
Les intégrations Volumes-Finis doivent donc être réalisées en tenant compte de la symétrie de
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révolution autour de l'axe (Oz). Pour cela on va introduire la notion de volume élémentaire
axisymétrique. En coordonnées cylindriques, un volume élémentaire d'intégration (infinitési-
mal) s'exprime sous la forme : rdΘdrdz (avec r la coordonnée radiale, Θ l'angle polaire et
z la coordonnée longitudinale). On en déduit, par intégration sur l'angle polaire (révolution
compléte) l'expression d'un volume élémentaire axisymétrique : 2pirdrdz où dr et dz décrivent
l'ensemble des déplacements infinitésimaux en r et en z sur une surface génératrice du volume
axisymétrique d'intégration. Une fois le volume élémentaire axisymétrique connu, l'intégration
des équations précédemment citées peut être réalisée en les pondérant par 2pir et en intégrant
les équations résultantes sur une surface génératrice A du volume de contrôle. On reconstitue
ainsi l'intégrale de chaque membre de l'équation sur tout le volume d'intégration par rotation
complète autour de l'axe de symétrie (Oz).
On se place dorénavant dans le plan générateur (Orz). On utilisera "volume de contrôle"
pour parler de la "surface génératrice" de celui-ci. La figure 2.18 représente les deux configu-
rations géométriques possibles pour un volume de contrôle de type median-dual correspondant
à un noeud I du maillage. I est soit sur le bord (figure 2.18a), soit à l'intérieur du domaine
de calcul (figure 2.18b). On notera que dans le premier cas une partie du bord du volume de
contrôle coïncide avec le bord du domaine de calcul. Dans ce qui suit le volume de contrôle de
centre I sera noté AI .
(a) Volume de contrôle Median-dual autour
d'un noeud du bord
(b) Volume de contrôle Median-dual autour
d'un noeud intérieur
Figure 2.18  Volumes de contrôle de type Median-dual
Après multiplication de l'équation de Poisson 1.16 par 2pir et intégration sur la surface AI ,
on obtient (après simplification par 2pi) :
∫
AI
~∇ ·
(
εr ~∇V
)
rdA = −
∫
AI
ρ
ε0
rdA (2.1)
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Si nous exprimons le membre de gauche de 2.1 en coordonnées cylindriques, nous avons :
∫
AI
1
r
∂
∂r
(εrr
∂V
∂r
)rdA+
∫
AI
∂
∂z
(εr
∂V
∂z
)rdA = −
∫
AI
ρ
ε0
rdA (2.2)
On peut ici simplifier par r le premier terme du membre de gauche de cette équation. De
plus, la définition de la dérivée partielle en un point par rapport à z stipule que seul z varie et
que les autres variables (en particulier r) sont considérées constantes. Ce qui nous permet de
passer r dans la dérivée partielle du deuxième terme du membre de gauche, de façon à obtenir :
∫
AI
∂
∂r
(
εrr
∂V
∂r
)
dA+
∫
AI
∂
∂z
(εrr
∂V
∂z
)dA = −
∫
AI
ρ
ε0
rdA (2.3)
En définissant ∂AI comme la ligne polygonale définissant le bord de AI (ligne entourant la
zone ombrée sur la figure 2.18), nous pouvons maintenant intégrer le membre de gauche de 2.1
au moyen du théorème de la divergence afin d'obtenir :
∫
∂AI
(εrr(z)
∂V
∂r
)dz −
∫
∂AI
(εrr
∂V
∂z
)dr = −
∫
AI
ρ
ε0
rdA (2.4)
Dans l'équation 2.4, r(z) représente la variation de r le long de la frontière ∂AI . Dans notre
cas, la fonction r(z) représente la variation de r suivant les segments de droite qui constituent
∂AI . Finalement, l'équation ci-dessus s'écrit en notation vectorielle :∫
∂AI
r ~∇V · d~S = −
∫
AI
ρ
ε0
rdA (2.5)
Dans l'équation 2.5, d~S est le vecteur infinitésimal normal sortant à la frontière ∂AI de com-
posantes dz et −dr.
Dans ce qui précède, nous n'avons effectué aucune approximation. L'équation 2.5 est pour
l'instant exacte et elle est équivalente au théorème de Gauss qui traduit le fait que dans un
domaine fermé la somme des flux de champ électrique traversant la surface extérieure de ce
domaine (ici ∂AI) est égale au total des charges situées à l'intérieur du volume en question.
2.5.2 Discrétisation pour les noeuds intérieurs
La première approximation au niveau de l'équation ci-dessus (2.5) consiste à admettre que
la densité nette de charge ρ est constante sur le volume de contrôle AI et égale à sa valeur ρI
2.5. Calcul du potentiel et du champ électrique 59
en son noeud central I. On peut alors sortir cette valeur de l'intégrale du membre de droite qui
s'écrit alors :
ρI
ε0
∫
AI
rdrdz
Si l'on remarque d'autre part que le rayon rG du centre de gravité du volume de contrôle AI
est défini par :
rG =
∫
AI
rdrdz∫
AI
drdz
où
∫
AI
drdz est l'aire de la surface AI , on peut approcher l'équation 2.5 sous la forme :
∫
∂AI
r ~∇V · d~S = −ρI
ε0
rG Aire(AI) (2.6)
Remarquons que le centre de gravité G est en général différent du centre du volume de contrôle
I. D'autre part, pour calculer de façon consistante toutes les intégrales sur les bords "∂AI" des
volumes de contrôle, on oriente ceux-ci dans le sens direct en tournant toujours dans le sens
trigonométrique autour du noeud central. La discrétisation du membre de gauche de l'équation
2.6 nécessite le calcul de manière approchée de l'intégrale curviligne définie sur la frontière ∂AI .
(a) Bord de volume de contrôle intérieur d'un
élément triangulaire
(b) Bord de volume de contrôle intérieur d'un
élément quadrangulaire
Figure 2.19  Volumes de contrôle de type Median-dual
La frontière ∂AI étant constituée d'une succession de segments de droite, on peut décom-
poser l'intégration globale en une succession d'intégration élémentaires limitées à un élément
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donné. La figure 2.19 représente les segments de droite utilisés pour les différents types d'élé-
ments (flèches bleues). On considère un élément triangle (figure 2.19a), (figure 2.19b) et un
élément quadrangle. L'intégration se fait sur le segment [m1G] qui est commun aux volumes
de contrôle notés C1 et C2 de m1 vers G. On utilise les données propres à chaque élément.
Le vecteur normal
−→
dS est sortant du volume C1. G est le barycentre de l'élément et m1 est le
milieu du côté [12] (Barth, 2003). Les numéros des noeuds 1, 2, 3 et 4 ci-dessus sont locaux, la
numérotation locale se faisant dans le sens trigonométrique.
Cette intégrale correspond donc à un flux total à travers la surface de révolution engendrée
par [m1G] pour le volume de contrôle C1. Nous la noterons donc par la suite : F .
Notons que l'opposé de F donne, par conservativité des Volume-Finis, la contribution asso-
ciée au même bord mais pour le volume de contrôle C2.
La permittivité est considérée constante par élément, on peut la sortir de l'intégrale :
F = εr
∫ G
m1
r
−−→∇V .−→dS (2.7)
Le potentiel électrique est approché sur l'élément par interpolation de type Éléments-Finis 3 :
V ≈
nb_noeuds∑
j=1
VjNj (2.8)
Où j parcourt les nb_noeuds noeuds d'un élément donné, les Vj sont les valeurs du potentiel
aux noeuds de l'élément et les Nj représentent les fonctions de forme correspondantes. Les
fonctions de formes utilisées ici sont polynomiales, linéaires pour un triangle et bilinéaires pour
un quadrangle.
L'approximation élément fini du gradient de potentiel s'obtient par linéarité de la dérivation :
−→∇V ≈
nb_noeuds∑
j=1
Vj∇−→N j (2.9)
Ceci permet d'obtenir une première approximation numérique de l'intégrale F :
F ≈ εr
∫ G
m1
r
(
nb_noeuds∑
j=1
Vj
−→∇N j
)
.
−→
dS (2.10)
On réécrit ceci de façon à obtenir l'expression à intégrer numériquement :
3. Voir annexe pour plus de détails
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F ≈ εr
nb_noeuds∑
j=1
Vj
∫ G
m1
r
−→∇N j.−→dS (2.11)
On obtient ainsi plusieurs contributions pour le premier membre de l'équation 2.5. L'ap-
proximation de l'intégrale F nécessite donc la connaissance des gradients de fonction de forme.
L'ordre auquel sont approchés ces gradients et le type d'intégration numérique de l'intégrale F
dépendent du type d'élément considéré.
2.5.2.1 Intégration pour un élément triangle
Les gradients des fonctions de forme du triangle sont constants sur tout le triangle. Ils
peuvent donc être sortis de l'intégrale :
F ≈ εr
nb_noeuds∑
i=1
Vi
−−→∇N i.
∫ G
m1
r
−→
dS (2.12)
La coordonnée radiale r varie linéairement sur le segment d'intégration. L'intégrale ci-dessus
est donc égale à son approximation par la formule du milieu. Ce qui revient à considérer que r
est constant et égal à sa valeur au milieu du segment d'intégration :
F ≈ εr rG + rm1
2
nb_noeuds∑
i=1
Vi
−−→∇N i.
∫ G
m1
−→
dS (2.13)
On a :
∫ G
m1
−→
dS =
−→
S =
 zG − zm1
rm1−rG
 (2.14)
On en déduit la discrétisation suivante, sur un bord intérieur, pour un élément triangle :
F ≈ εr rG + rm1
2
nb_noeuds∑
i=1
Vi
[−→∇Ni.−→S ] (2.15)
2.5.2.2 Approximation pour un élément quadrangle
Nous avons établi ci-dessus la relation suivante :
F ≈ εr
nb_noeuds∑
i=1
Vi
∫ G
m1
r
−→∇N i.−→dS (2.16)
62 Chapitre 2
Les fonctions de forme d'un quadrangle sont bilinéaires (cf annexe 'interpolation par Eléments-
Finis'), leurs gradients ne sont donc pas constants. De façon à minimiser efficacement l'erreur
d'intégration numérique, on utilise la formule des trapèzes. L'intégrande étant quadratique en
r, une formule de Simpson devrait améliorer la précision mais elle serait plus coûteuse en temps
de calcul, et cela pour un gain au final assez faible. D'un point de vue pratique, La méthode
des trapèzes approche la fonction à intégrer par la fonction constante égale à la moyenne de ses
valeurs aux extrémités du segment d'intégration (ici m1 et G) :
On obtient alors la formule de discrétisation suivante, pour un bord de volume de contrôle
situé à l'intérieur du domaine de calcul, dans un élément quadrangle :
F ≈ 0.5εr
nb_noeuds∑
i=1
Vi
[
rm1
−→∇N i
∣∣∣
m1
.
−→
S +rG
−→∇N i
∣∣∣
G
.
−→
S
]
(2.17)
Les formules de discrétisation que nous venons d'expliciter sont également utilisées pour
discrétiser les termes diffusifs présents dans les équations correspondant à la photoionisation et
à la convection-diffusion des espèces transportées.
2.5.3 Prise en compte des conditions aux limites
Figure 2.20  Bord d'un volume de contrôle 2D situé au bord du domaine de calcul
La figure 2.20 représente les intersections d'un élément triangulaire appuyé sur le bord du
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domaine de calcul avec deux volumes de contrôles adjacents C1 et C2. Les conditions limites de
Dirichlet et de Neumann homogène sont facilement prises en compte dans la discrétisation de
l'équation de Poisson.
2.5.3.1 Conditions aux limites de type Dirichlet
La condition de type Dirichlet impose des valeurs de potentiel électrique. Plutôt que de
l'injecter dans les relations volumes finis et de ne considérer que les équations correspondant
aux autres noeuds, nous l'imposons tout simplement en ajoutant, pour chaque noeud I de ce
type, l'équation résolue d'inconnue VI :
VI = VO(rI , zI) (2.18)
2.5.3.2 Conditions aux limites de type Neumann homogène
La condition de Neumann homogène appliquée à un bord du domaine de calcul impose la
nullité de la dérivée normale du potentiel c'est à dire :
−→∇V.−→dS = 0 (2.19)
Notons F l'intégrale du terme diffusif sur le bord orienté de C1 : Im1
F =
∫ m1
I
rεr
−→∇V.−→dS = 0 (2.20)
La condition de Neumann homogène n'ajoute pas de contribution dans l'équation discrète
correspondant au noeud I. Il s'agit donc d'une condition naturelle.
2.5.3.3 Conditions aux limites à l'interface gaz-diélectrique
La figure 2.21 représente deux sous-volumes de contrôle (hachurés respectivement en bleu
et en noir) situés de part et d'autre d'une interface gaz-diélectrique. Leur union reconstitue un
volume de contrôle initial. L'intégration du terme diffusif sur le bord [Im1] utilise les données
relatives aux deux éléments qui l'entourent, en particulier leurs permittivités et les données
géométriques suivantes :
1. Les coordonnées des extrémités du côté sur l'interface I et J
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Figure 2.21  Interface gaz-diélectrique
2. Les coordonnées du milieu m1 de ce côté
3. Les composantes du vecteur unitaire normal sortant
−→
dS
Le changement de permittivité diélectrique et la présence de charge de surface créent une
discontinuité de champ électrique, le théorème de la divergence n'est plus applicable sur tout
le volume de contrôle. On décompose l'intégrale initiale comme la somme des intégrales sur
chacun des sous-volumes de contrôle. Les deux intégrations se font alors dans le sens direct
(flèches sur la figure). De plus, leurs vecteurs normaux sortants sur l'interface sont opposés ce
qui conduit à la différence :
εr (gaz)
−→
E gaz.
−→
dS − εr (diel)−→E diel.−→dS = σ
ε0
(2.21)
avec σ la densité nette surfacique de charge
La relation de discontinuité du champ électrique est intégrée sur l'interface gaz-diélectrique
sous la forme :
∫ m1
I
r
(
εr (gaz)
−−→∇V gaz − εr (diel)−−→∇V diel
)
.
−→
dS = −
∫ m1
I
r
σ
ε0
ds (2.22)
On suppose σ constant sur le segment d'intégration ce qui permet d'exprimer la contribution
liée à la charge de surface :
∫ m1
I
r
(
εr (gaz)
−−→∇V gaz − εr (diel)−−→∇V diel
)
.
−→
dS = − σ
ε0
rm1 + rI
2
Im1 (2.23)
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2.5.4 Système linéaire associé
2.5.4.1 Stockage de la matrice
La matrice du système linéaire ainsi assemblée est carrée de structure très majoritairement
symétrique (pas aux indices associés aux noeuds de type Dirichlet ni à leurs voisins), d'ordre
égal au nombre de noeuds du maillage. La configuration du réacteur requiert un grand nombre
de noeuds et donc un système de grande taille. Ceci peut poser des problèmes de stockage
en mémoire. Le nombre de valeurs non nulles de la matrice est en fait bien plus faible que le
nombre d'équations au carré. En effet, le nombre d'inconnues par équation est égal au nombre
de noeuds voisins plus un. De plus, un noeud donné ne possède en moyenne que 6 voisins di-
rects en maillages triangulaires et seulement 4 en maillages quadrangulaires (plus les 4 voisins
indirects diagonalement opposés). La matrice à assembler est donc creuse. On peut alors for-
tement diminuer l'utilisation de la mémoire vive ainsi que le nombre d'opérations associées à
la résolution du système en ne stockant que les valeurs non nulles. Nous utilisons pour cela le
format CSR ('Compressed Sparse Row') qui est l'un des plus connus. Ce format permet de ne
stocker que les valeurs non nulles de la matrice en la parcourant ligne après ligne. Regardons par
exemple le gain obtenu pour un maillage de 100000 noeuds. Pour 100000 équations centrées aux
noeuds, un format creux utilise moins de 700000 flottants de type double précision (8 octets)
soit moins de 5,5 Mo de mémoire vive, alors que le format plein nécessiterait plus de 9,3 Go ce
qui excède les 7 Go disponible sur le noeud maître de notre cluster.
2.5.4.2 Structure de la matrice
La répartition des valeurs non nulles dans la matrice Volumes-Finis est directement liée
à la numérotation des noeuds du maillage. Plus précisément, les couples d'indices des valeurs
non-nulles sont ceux des couples de noeuds formant les côtés du maillage. Un "bon mailleur" ne
se contente pas de produire un maillage de bonne qualité, il renumérote également les noeuds
du maillage de façon à obtenir une matrice de type "Eléments-Finis" bien structurée (ce qui
correspond à notre assemblage node-centered). Dans ce but, plusieurs algorithmes peuvent être
utilisés, l'un des plus connus est l'algorithme de CuthillMcKee qui permet de regrouper les
valeurs non nulles vers la diagonale principale d'une matrice de structure creuse et symétrique.
Une matrice bien structurée doit avoir, un profil minimal (pour le cas symétrique), un bon
conditionnement et ses valeurs non nulles resserrées le plus possible autour de sa diagonale
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principale. La figure 2.22 représente la distribution des valeurs non nulles de trois matrices
obtenues avec les mailleurs SALOME(OPENCASCADE, CEA), GMSH (Geuzaine et Remacle,
2009) et COMSOL R©. On remarque en passant la structure symétrique apparente de ces ma-
trices. Parmi les trois mailleurs testés ici seuls SALOME et COMSOL semblent numéroter les
noeuds de façon à obtenir une structure ramassée autour de la diagonale principale. Le mailleur
COMSOL est clairement le plus performant. C'est donc celui que nous avons finalement utilisé
pour la plupart de nos calculs.
Figure 2.22  Structures de matrices associées à la résolution de l'équation de Poisson par Vo-
lumes Finis avec fonctions de formes pour des maillages triangulaires générés par trois mailleurs
différents dans une configuration pointe-plan
2.5.4.3 Solveurs utilisés
Nous avons testé plusieurs solveurs de systèmes linéaires dans des configurations de dé-
charges Plan-Plan. Parmi ceux-ci, des solveurs directs tels que INTEL PARDISO, MUMPS
(Amestoy et collab., 2001), SUPERLU (Li, 2005), PASTIX (Hénon et collab., 2002) et WSMP(Gupta
et collab., 2001) mais aussi plusieurs solveurs itératifs de la librairie SPARSKIT (le plus rapide
pour nos matrices étant le DQTGMRES avec un préconditionment de type ILUT). Nous avons
aussi testé le solveur multigrille algébrique AGMG. Nous avons finalement porté notre choix
sur le solveur direct Pardiso de MKL pour les systèmes linéaires ayant une matrice figée dans le
temps (par exemple pour l'équation de Poisson en couplage explicite) et sur le solveur AGMG
lorsque la matrice est mise à jour à chaque itération (Poisson en couplage semi-implicite).
Parmi les solveurs directs, Intel-Pardiso semble l'un des plus performants en environnement
multithreads ce qui correspond au type de parallélisation que nous avons implémenté. De plus,
ce solveur est basé (de même que SUPERLU et MUMPS) sur une résolution de type LU
permettant de stocker les facteurs L−1 et U−1 en amont. La résolution du système correspondant
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à un nouveau terme source se résume alors à l'application de deux produits consécutifs de type
matrice-vecteur. Malgré un besoin de stockage en mémoire plus important, le temps d'une
résolution devient alors extrêmement court si la matrice n'évolue pas dans le temps. Sinon,
lorsque les coefficients de la matrice évoluent avec le temps, la factorisation LU n'est plus
envisageable. Le solveur itératif AGMG devient alors trés compétitif, car contrairement aux
solveurs itératifs classiques, il ne redemande pas de calculer une matrice de préconditionnement
bien adaptée au problème à chaque nouvelle itération. Ce qui le rend très performant sur nos
grandes matrices à coefficients non-constants.
2.5.5 Calcul du champ électrique
Connaissant le potentiel électrique aux noeuds du maillage, nous avons besoin de son gra-
dient aux noeuds. Le gradient recherché est indépendant de θ. Aussi, les méthodes usuelles
pour des situations bidimensionnelles peuvent être utilisées ici. En maillages structurés, le
champ électrique est calculé très simplement en utilisant une simple différence divisée entre
le noeud considéré et ses proches voisins (en général : Est-Ouest et Nord-Sud). En maillages
non-structurés, cette façon de procéder n'est plus envisageable. Les noeuds voisins ne sont plus
alignés empêchant toute utilisation de différences divisées. Les deux méthodes de calcul de gra-
dient les plus fréquemment utilisées sont : la méthode de "Green-Gauss" et celle des "moindres
carrés" (Mavriplis, 1993). Nous avons choisi la "méthode des moindres carrés pondérés", car elle
s'est avérée beaucoup plus précise que la méthode de Green-Gauss, surtout pour des maillages
étirés.
2.5.5.1 Moindres carrés pondérés pour les noeuds intérieurs
La méthode des moindres carrés s'appuie sur l'expression de la variation infinitésimale dV
du potentiel, en un noeud I, consécutive à la variation infinitésimale dz et dr des coordonnées
z et r qui s'écrit :
dV =Vrdr+Vzdz (2.24)
et dans laquelle Vr et Vz sont les dérivées partielles radiales et longitudinales du potentiel V .
Si l'on considère que l'égalité ci-dessus n'est plus vraie (par suite de la recherche d'un gradient
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approché), on peut définir l'erreur correspondante Err par la relation suivante :
Err(Vr, Vz) = dV−Vrdr−Vzdz (2.25)
Le principe de la méthode des moindres carrés consiste à minimiser la somme des carrés des
erreurs obtenues lorsqu'on considère les variations ci-dessus entre le noeud recherché I et ses
noeuds voisins J . Ceci pour des noeuds voisins J provenant des éléments contenant le noeud
I. On exprime alors l'erreur globale à minimiser pour le noeud I sous la forme :
Err(Vr, Vz)|I =
∑
J∈V (I)
[(VJ − VI)− Vr (rJ − rI)− Vz (zJ − zI)]2 (2.26)
où V (I) est l'ensemble de noeuds voisins définis précédemment.
De façon à augmenter l'importance des plus proches voisins et le conditionnement du système
final à résoudre, on pondère chaque erreur, dans l'équation ci-dessus par le carré de l'inverse de la
distance d(I, J) entre deux noeuds I et J . La fonction d'erreur globale pondéréeW_Err(Vr, Vz)
s'écrit :
W_Err(Vr, Vz)|I =
∑
J∈V (I)
W 2IJ [(VJ − VI)− Vr (rJ − rI)− Vz (zJ − zI)]2 (2.27)
avec : WIJ = 1/d(I, J)
Le minimum de cette somme de carrés pondérés est atteint pour des valeurs Vr, Vz qui
annulent les dérivées partielles :
∂W_Err
∂Vr
(Vr, Vz)
∣∣∣∣
I
=
∑
J∈V (I)
−2W 2IJ (rJ − rI) [(VJ − VI)− Vr (rJ − rI)− Vz (zJ − zI)] (2.28)
∂W_Err
∂Vz
(Vr, Vz)
∣∣∣∣
I
=
∑
J∈V (I)
−2W 2IJ (zJ − zI) [(VJ − VI)− Vr (rJ − rI)− Vz (zJ − zI)] (2.29)
Les deux relations ci-dessus conduisent à un système linéaire d'équations ayant pour inconnues
Vr et Vz exprimées au point I. Ce système est alors résolu en utilisant les formules de Cramer
(plus de détails sur la résolution de ce système sont donnés dans Mavriplis (2003)).
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2.5.5.2 Condition limite de Neumann homogène
La bonne prise en compte des conditions limites de type Neumann homogène pour le champ
électrique nécessite un calcul spécifique. Suivant la position du noeud de type Neumann observé,
on distingue deux cas.
 Le noeud observé n'appartient pas à l'axe de symétrie
Lorsque le noeud n'est pas sur l'axe de symétrie, on considère uniquement ses voisins qui
sont également situés sur le bord de type Neumann. On cumule alors deux sortes d'erreurs
de type moindres carrés :
1. Celle associée au moindres carrés citée précédemment (dérivées partielles nulles).
2. Celle associée à la nullité du produit scalaire du gradient du potentiel électrique
par le vecteur normal sortant du bord constitué par le noeud observé et son voisin
(pondérée par le carré de la distance) soit :
W_ErrNeum(Vr, Vz)|I =
∑
J∈VNeum(I)
W 2IJ [0− Vrnr − Vznz]2 (2.30)
avec : WIJ = 1/d(I, J), W_ErrNeum(Vr, Vz)|I l'erreur associée au produit scalaire.
nr et nz sont les composantes du vecteur normal au vecteur ~IJ obtenu par rotation
d'angle
pi
2
soit : nr = zi − zj et nz = rj − ri et VNeum(I) les voisins de I de type
Neumann.
Les dérivées partielles de cette portion d'erreur s'expriment sous la forme :
∂W_ErrNeum
∂Vr
(Vr, Vz)
∣∣∣∣
I
=
∑
J∈VNeum(I)
−2W 2IJnr [0− Vrnr − Vznz] (2.31)
∂W_ErrNeum
∂Vz
(Vr, Vz)
∣∣∣∣
I
=
∑
J∈VNeum(I)
−2W 2IJnz [0− Vrnr − Vznz] (2.32)
 Le noeud observé appartient à l'axe de symétrie
Les noeuds voisins d'un noeud de l'axe de symétrie peuvent être :
1. Egalement sur l'axe de symétrie
Dans ce cas, la variation radiale (rJ − rI) étant nulle (rJ = rI = 0), seule l'équation
associée à l'annulation de la dérivée partielle par rapport à Vz reste non nulle. On
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considère donc les contributions suivantes :
∂W_Err
∂Vz
(Vr, Vz)
∣∣∣∣
I
=
∑
J∈Vaxe(I)
−2W 2IJ (zJ − zI) [(VJ − VI)− Vz (zJ − zI)] (2.33)
2. En dehors de l'axe de symétrie
On peut ici, de façon à ajouter une condition de symétrie, travailler avec des noeuds
"miroirs" des voisins hors axe. Ceux-ci permettent de considérer plus de noeuds
voisins. Ils sont obtenus par symétrie par rapport à l'axe de symétrie, celle ci trans-
forme les coordonnées (r, z) en (−r, z). La prise en compte dans l'erreur globale des
erreurs (cumul avant élévation au carré) associées au couple voisin réel, voisin miroir
se fait alors en ajoutant une équation similaire à celle d'un noeud de l'axe 2.33 mais
multipliée par 2.
2.6 Discrétisation des équations de convection-diffusion
Dans ce qui suit, nous allons effectuer la discrétisation des équations de convection-diffusion
définies au Chapitre 1 dans la section 1.2.1. Pour simplifier, nous supprimons dans ce qui suit
les indices relatifs aux différentes particules puisque les méthodes numériques que nous avons
développées ne dépendent pas du type de particules considérées. Dans ces conditions l'équation
que nous utiliserons est donnée par :
∂n (~r, t)
∂t
+ ~∇ · ~Γ (~r, t) = R (~r, t) + Sph (~r, t) (2.34)
2.6.1 Forme générale de la discrétisation
Après intégration de l'équation ci-dessus par rapport au temps et sur le volume de contrôle
AI , on obtient :
nt+∆tI − ntI
∆t
rG × Aire(AI) +
∫
∂AI
r ~Γm · d~S = [RmI + Smph,I] rGAire(AI) (2.35)
Les indices situés en partie inférieure caractérisent la position par rapport au volume de contrôle
et les indices situés en partie supérieure caractérisent le temps correspondant. La discrétisation
en temps se base sur les schémas d'Euler explicite et implicite. Le schéma ci-dessus sera explicite
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en temps si m = t et implicite si m = t + ∆t (contrairement au schéma explicite les termes
implicites conduisent à la résolution d'un système linéaire). Les intégrations spatiales du terme
de gauche de l'équation 2.35 ainsi que celle du deuxième terme du membre de droite (terme
source) ont été effectuées en considérant que les densités et les termes sources sont constants à
l'intérieur du volume de contrôle. Par suite, rG et Aire(AI) ont la même signification que pour
l'équation de Poisson.
nt+∆tI − ntI
∆t
rGAire(AI) +
∫
∂AI
r
−→
wmnmI .
−→
dS −
∫
∂AI
rDm
−−→∇nmI .
−→
dS =
[
RmI + S
m
ph,I
]
rGAire(AI)
(2.36)
Le troisième terme du membre de gauche est le flux de diffusion. Son approximation numérique
sera notée par la suite Γm,Dif . Il a la même structure que le membre de gauche de l'équation
de Poisson et s'intègre exactement de la même manière au moyen des fonctions de forme (cf.
section 2.5.2). Suivant le type d'élément, il s'exprime sous la forme :
Γm,Dif = D
rG + rm1
2
3∑
i=1
nmi
[−→∇Ni.−→S ] pour un triangle (2.37)
Γm,Dif = 0.5D
4∑
i=1
nmi
[
rm1
−→∇N i
∣∣∣
m1
.
−→
S +rG
−→∇N i
∣∣∣
G
.
−→
S
]
pour un quadrangle (2.38)
Dans tout ce qui suit nous nous intéresserons exclusivement à la résolution de l'équation
purement convective :
nt+∆tI − ntI
∆t
rGAire(AI) +
∫
∂AI
r
−→
wmnmI .
−→
dS =
[
RmI + S
m
ph,I
]
rGAire(AI) (2.39)
Le traitement du terme convectif est un peu plus compliqué. Il est bien connu que, si une
discrétisation d'ordre élevé de l'équation 2.39 est utilisée, des oscillations parasites peuvent
être obtenues dans la variation spatiale de la densité nmI . Pour éviter ce problème et pouvoir
travailler avec un ordre élevé, un schéma préservant la monotonicité de la solution doit être
utilisé : c'est le rôle de la méthode de transport de flux corrigé (méthode FCT explicite) décrite
dans la section suivante.
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2.6.2 Méthode FCT explicite
Comme détaillé dans Kuzmin et collab. (2005), la méthode FCT nécessite quatre étapes
successives.
1. Une discrétisation d'ordre faible de l'équation 2.39 produisant une solution monotone,
sans aucune oscillation, mais généralement avec une forte diffusion numérique. Dans les
équations qui suivent, les flux correspondant à ce schéma seront indiqués par l'exposant
L (pour LOW).
2. Une discrétisation d'ordre élevé de cette équation conduisant éventuellement à des os-
cillations en particulier dans les régions où la solution varie très rapidement. Dans les
équations qui suivent, les flux correspondant à ce schéma seront indiqués par l'exposant
H (pour HIGH).
3. Une définition des flux antidiffusifs définis comme la différence entre le flux correspondant
à une discrétisation d'ordre élevé et le flux correspondant à une discrétisation d'ordre
faible.
4. Une introduction de limiteurs de flux visant à réduire les flux antidiffusifs dans la mesure
du possible sans introduire des oscillations et des valeurs non-physiques dans la solution.
2.6.2.1 Schéma d'ordre faible
Nous utilisons ici un schéma "upwind" du premier ordre. Pour chaque élément (triangle ou
quadrangle), nous considérons que le flux convectif est constant sur la face d'intégration (par
exemple le long du segment [m1G] (cf. figure 2.19)) et que la densité est constante par volume
de contrôle. Pour une vitesse de dérive donnée, sur la face d'intégration, on utilise la valeur de
la densité amont, c'est-à-dire celle du volume de contrôle considéré si le flux est sortant sinon
celle du volume de contrôle adjacent aval. Dans ces conditions l'intégrale figurant au deuxième
terme du membre de gauche de l'équation 2.39 s'écrit le long du segment [m1G] :
[∫ G
m1
r ~w · d~S
]t,L
=
rG + rm1
2
{
max(~wt · ~S, 0)nt1 + min(~wt · ~S, 0)nt2
}
(2.40)
Les densités nt1 et n
t
2 correspondent aux noeuds 1 et 2 utilisés dans les figures 2.19.
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2.6.2.2 Schéma d'ordre élevé
Le schéma que nous utilisons a été proposé par Puigt et collab. (2010)]. Il est de type
MUSCL (Monotone Upstream-Centered Scheme for Conservation Laws) (Van Leer, 1979). Il
consiste en une combinaison barycentrique d'un schéma centré et d'un schéma upwind. On
considère comme ci-dessus que le flux convectif est constant sur la face d'intégration [m1G] et
on utilise la reconstruction linéaire suivante de la densité au milieu du coté [12] :
nupm1 = n
t
1 +
(1−β)
2
(nt2 − nt1) + β2∇nt|1.
−→
12 si ~wt. ~dS > 0
ndownm1 = n
t
2 − (1−β)2 (nt2 − nt1)− β2∇nt|2.
−→
12 si ~wt. ~dS < 0
(2.41)
Où ∇n|1 et ∇n|2 sont les valeurs de gradients aux noeud 1 et 2 calculés par la méthode
des moindres carrés pondérés. Nous utilisons le poids β = 1
3
ce qui correspond au paramètre
optimal donnant même lieu à des schémas d'ordre trois dans le cas mono dimensionnel. On
utilise alors les valeurs ainsi reconstruites pour calculer le flux 'upwind' d'ordre deux.
[∫ G
m1
r ~wn · d~S
]t,H
=
rG + rm1
2
{
max(~wt · ~S, 0)nt,upm1 + min(~wt · ~S, 0)nt,dowm1
}
(2.42)
2.6.2.3 Flux d'antidiffusion et limiteurs de flux
Les relations 2.40 et 2.42 définissent pour chaque élément appartenant au volume de contrôle
de centre I les flux élémentaires correspondants aux schémas d'ordre faible et élevé. Si nous
tournons dans le sens trigonométrique autour du noeud I, on peut alors considérer que le volume
de contrôle de centre I est constitué de ses intersections avec les nel(I) éléments qui entourent I
et que, dans chaque élément, les intégrations définies ci-dessus s'effectuent sur deux segments de
droite contigus. On peut alors définir les flux correspondants ΓLi,f et Γ
H
i,f où i caractérise l'indice
de l'élément considéré et f , qui varie de un à deux, représente l'indice du segment d'intégration
dans l'élément i.
La première étape de la procédure FCT est le calcul de la solution d'ordre faible (intermé-
diaire) n˜intI , en résolvant :
n˜intI − ntI
∆t
rGAire(AI) = −
nel(I)∑
i=1
[
2∑
f=1
Γt,Li,f
]
+
[
RtI + S
t
ph,I
]
rGAire(AI) + Γ
t,Dif (2.43)
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On définit le flux d'antidiffusion ati,f , qui est associé au segment d'intégration (i, f) :
ati,f =
[
Γt,Hi,f − Γt,Li,f
]
(2.44)
On calcule alors la densité corrigée nt+∆tI qui est solution de :
nt+∆tI − n˜intI
∆t
rGAire(AI) = −
nel(I)∑
i=1
[
2∑
f=1
Ci,fa
t
i,f
]
(2.45)
Si les coefficients Ci,f sont égaux à un la solution donnée par 2.45 est la solution d'ordre
élevé. D'autre part, si ces coefficients sont nuls, la solution d'ordre faible est obtenue. Le rôle
des limiteurs de flux est de déterminer les valeurs de Ci,f de sorte qu'un maximum local dans
la solution ne peut pas augmenter et un minimum local ne peut pas diminuer. Un schéma qui
possède cette propriété est dit à diminution locale d'extremum (LED). Il garantit la positivité,
parce que si une solution numérique est positive partout à un certain moment, elle demeure
alors tout le temps positive. La propriété LED empêche également la naissance et la croissance
des oscillations parasites.
Afin de garantir que les flux antidiffusifs limités satisfont au critère LED, les limites supé-
rieures et inférieures locales, pour les valeurs des densités aux noeuds I doivent être déterminées.
Ces limites sont obtenues en recherchant les valeurs minimales et maximales locales de la solu-
tion intermédiaire de l'équation 2.43 au moyen de la relation :
n˜
max
min
I =
max
min
(n˜intJ ), ∀J ∈ V (I) (2.46)
où V (I) représente l'ensemble des noeuds qui entourent le noeud I et qui appartiennent au
même volume de contrôle.
Après avoir calculé les limites supérieure et inférieure pour chaque valeur nodales, les aug-
mentations et diminutions maximales admissibles de la solution intermédiaire sont définies par :
Q±I =
n˜
max
min
I − n˜intI
 ·
rGAire(AI)
∆t
(2.47)
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Puisque l'augmentation des valeurs nodales LOW est provoquée par des flux positifs an-
tidiffusifs et la diminution par les flux antidiffusifs négatifs, ces effets doivent être examinés
séparément. Pour ce faire, deux autres séries de quantités auxiliaires sont définies. Il s'agit de la
somme de tous les flux antidiffusifs positifs ou négatifs associés à chaque volume de contrôle :
P±I =
nel(I)∑
i=1

2∑
f=1
max
min
(0, ati,f )
 (2.48)
De manière à empêcher la création de nouveau extrema locaux, le flux antidiffusif ati,f doit être
multiplié par :
R±I =
 min(1, Q±I /P±I ), si P±I 6= 01, si P±I = 0 (2.49)
Toutefois, puisque un flux antidiffusif influence les valeurs nodales depuis deux volumes de
contrôle voisins (un flux positif pour un volume de contrôle donné est négatif pour son voisin,
et vice-versa), le minimum des deux facteurs de correction doit être maintenue en fonction du
signe du flux :
Ci,f =
 min(R−I , R+J ), si ati,f < 0min(R+I′ , R−J ), si ati,f > 0 (2.50)
Évidemment les coefficients Ci,m sont strictement compris entre zéro et un.
Ceci termine la description du schéma FCT explicite. Il est d'ordre élevé en espace et ex-
plicite en temps. Ceci permet de réaliser la procédure de correction de flux qui nécessite la
connaissance explicite des densités et des flux intervenant dans la correction. Le chapitre sui-
vant nous permettra de tester la précision des schémas LOW et HIGH utilisés ici pour des
simulations de décharges dont la durée est relativement courte. La formulation explicite utilisée
ici nous a permit de réaliser une version parallèle, entièrement multithreadée, très performante.
Nos premiers tests sur le supercalculateur Hypérion du CICT ont montré une scalabilité quasi-
parfaite jusqu'à plus de 100 coeurs. En revanche, la nature explicite de cette discrétisation
impose l'utilisation de pas de temps réduits pour la convection, la diffusion et le terme source
qui sont trop contraignants pour des simulations de durées réelles supérieures à quelques mi-
crosecondes, ce qui correspond plus aux durées attendues pour le réacteur DOW CORNING.
Aussi, nous avons également développé un schéma de transport entièrement implicite mais
d'ordre faible (upwind), car le schéma d'ordre élevé avec correction (FCT) que nous avons
utilisé est difficilement transposable vers une version implicite.
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2.6.3 Méthode upwind implicite
La version implicite du schéma de convection diffusion utilise le schéma upwind définit dans
la première phase de la résolution FCT. Dans ce cas les termes de diffusion, de convection et
source de disparition (car la densité du noeud y figure) sont considérés au temps t+ ∆t suivant
les mécanismes décrits ci-dessous.
1. Implicitation du terme de diffusion
On utilise ici Γt+∆t,Dif qui représente le terme de diffusion, au temps t+ ∆t, discrétisé au
moyen des fonctions de forme, comme pour l'équation de Poisson.
2. Implicitation du terme de convection
Le terme de convection est discrétisé sous la forme :
[∫ G
m1
r ~wtn.d~S
]t+∆t,L
=
rG + rm1
2
{
max(~wt · ~S, 0)nt+∆t1 + min(~wt · ~S, 0)nt+∆t2
}
(2.51)
3. Implicitation du terme source
Afin de mieux expliciter l'implicitation du terme source RI , on le décompose en la somme
d'un terme de production et d'un terme de disparition sous la forme :
RI = R
P
I − nIRDI
Le second terme du membre de droite est alors implicité en considérant la densité nt+∆tI
soit : RI = R
t,P
I − nt+∆tI Rt,DI
La contribution correspondant à l'intégration sur le volume de contrôle CI s'exprime alors :
nt+∆tI − ntI
∆t
K +
[∫ G
m1
r ~wtn.d~S
]t+∆t,L
− Γt+∆t,Dif + nt+∆tI Rt,DI K =
[
Rt+∆t,PI + S
t
ph,I
]
K (2.52)
avec K = rGAire(AI)
Ceci conduit à un système linéaire dont les inconnues sont les valeurs des densités aux noeuds
du maillage. Ce qui augmente le temps de calcul pour une itération en temps et complique la
parallélisation mais permet de travailler avec des pas de temps plus de 100 fois (voir 1000 fois
si la précision reste acceptable) supérieurs à ceux imposés par la stabilité des schémas de type
explicite.
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2.7 Couplage Poisson-Transport
Le traitement du couplage de l'équation de Poisson avec les équations de transport peut
fortement limiter le pas de temps. En effet, si l'équation de Poisson et les équations de transport
sont résolues successivement, alors le couplage est explicite. Dans ce cas, le potentiel et le champ
électrique issus de la résolution de l'équation de Poisson sont explicites. En effet, si on considère
le passage du temps t au temps t+∆t, le champ électrique utilisé dans les équations de transport,
pour calculer certains paramètres dans l'approximation du champ local, a été calculé à partir
des densités connues au pas de temps t, on a donc résolu l'équation de Poisson :
~∇ ·
(
ε~∇V t+∆t
)
= −ρt (2.53)
avec ρ la densité (volumique) nette de charge et ε la permittivité diélectrique.
La nature explicite de cette équation interdit une trop forte variation pour ρ entre les temps
t et t+ ∆t. Le pas de temps est alors limité par le temps de relaxation diélectrique τD qui est
donné par :
τD =
ε∑Nc
i=1 |qiµi|ni
(2.54)
Concrètement ce temps est donné par le rapport de la permittivité diélectrique sur la conduc-
tivité électrique. Aussi, des fortes valeurs de densité ou de mobilité de particules chargées
peuvent conduire à des pas de temps inférieurs à 10−12 s. De façon à relâcher cette contrainte,
on peut rendre semi-implicite l'équation de Poisson. Pour cela, on utilise une prédiction de la
densité nette de charge au temps t+ ∆t (Ventzek et collab., 1994; Hagelaar et Kroesen, 2000)
basée sur la connaissance de sa dérivée temporelle :
ρt+∆t ' ρt + ∆t∂ρ
∂t
t
(2.55)
L'expression de la dérivée temporelle est obtenue à partir de la somme pondérée par les
charges correspondantes des équations de continuité des espèces chargées, les termes sources
disparaissent en raison de la conservation de la charge :
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~∇ ·
(
−ε~∇V t+∆t
)
= ρt + ∆t× ∂ρ
∂t
t
= ρt + ∆t×
npc∑
k=1
qk
∂nk
∂t
t
= ρt −∆t×
npc∑
k=1
qk ~∇ ·
(
~Jk
)
= ρt −∆t×
npc∑
k=1
qk ~∇ ·
(
−µkntk ~∇V t+∆t −D~∇ntk
)
(2.56)
On obtient ainsi l'équation de Poisson semi-implicite :
~∇ ·
(
−ε′~∇V t+∆t
)
= ρt + ∆t×
npc∑
k=1
qk ~∇ ·
(
D~∇ntk
)
(2.57)
avec : ε′ = ε
(
1 +
∆t
τ tD
)
La nouvelle équation est bien semi-implicite, elle est résolue avant les équations de transport
permettant ainsi de garder un schéma numérique stable pour des pas de temps 100 à 1000 fois
supérieurs à τD.
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Étude de la précision des schémas
numériques utilisés
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3.1 Introduction
Au cours du chapitre précédent nous avons détaillé l'ensemble des méthodes numériques
que nous avons développées et qui sont applicables au cas d'un maillage non-structuré. Notre
objectif maintenant est d'évaluer de manière systématique la précision des différents schémas
numériques dont nous disposons. Nous nous intéresserons au cas de la propagation de décharges
filamentaires contrôlées par barrière diélectrique pour trois géométries différentes, d'abord en
géométrie plans parallèles, puis en géométrie pointe-plan. Enfin, nous étudierons de manière
systématique la propagation d'une décharge filamentaire entre deux électrodes hémisphériques
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recouvertes de diélectriques. Dans la mesure du possible, nous comparerons nos résultats à ceux
obtenus par d'autres auteurs avec des codes en maillages structurés. Pour chaque cas, par suite
de l'importance de la détermination du champ électrique au niveau de la modélisation numé-
rique, nous étudierons la précision de nos résultats au niveau du calcul du champ géométrique.
Dans tout ce qui suit, nous appellerons champ électrique statique, le champ électrique calculé
pour une distribution gaussienne d'électrons figée dans l'espace inter-électrode.
3.2 Géométrie plans parallèles
Figure 3.1  Description simplifiée de la géométrie utilisée pour les calculs effectués au cours
de la section 3.2
La figure 3.1 donne une description simplifiée de la géométrie utilisée pour nos premiers
calculs. Notre système est constitué de deux disques métalliques plans et parallèles, revêtus
d'un diélectrique d'épaisseur 0,065 cm et séparés par un millimètre. La permittivité relative de
chaque diélectrique est 8,6. Une tension constante de 5000 volts est appliquée sur l'électrode
supérieure. L'extension radiale du domaine, qui est également le rayon de l'électrode, est égale
à 0,02 cm. Le gaz utilisé est l'azote avec un petit nombre de réactions chimiques choisies dans
la base de données de l'Appendice A. Le gaz est à la pression atmosphérique.
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3.2.1 Calcul du champ électrique statique
Figure 3.2  Géométrie plan-plan : variation spatiale du champ électrique le long de l'axe de
symétrie. Les calculs sont effectués au moyen du code développé au cours de ce travail et du
logiciel COMSOL R©.
Afin de vérifier l'exactitude de nos calculs de champ électrique, nous avons comparé le
résultat de nos calculs avec ceux fournis par le logiciel commercial COMSOL R©. La figure 3.2
ci-dessus donne la variation spatiale de la composante longitudinale du champ électrique le long
de l'axe de symétrie. L'équation de Poisson a été résolue avec une distribution gaussienne des
électrons (cf. figure 3.2) avec une valeur maximale de 1016 cm−3 située au milieu de l'espace
inter-électrodes. Cette valeur très élevée, pour le maximum de la densité de charge nette dans
le membre de droite de l'équation de Poisson, a été choisie de manière à obtenir une très
grande variation du champ électrique à l'intérieur de l'espace inter-électrode. Nous voyons que
les résultats obtenus avec les deux méthodes sont en très bon accord en dépit de la variation
rapide du champ électrique au milieu de l'intervalle. La figure 3.3 représente les courbes de
niveau du champ électrique longitudinal obtenues avec le logiciel COMSOL R© (figure 3.3a) et
avec notre code (figure 3.3b). On constate un parfait accord entre les deux résultats. Le maillage
est identique dans les deux cas et est constitué de 23500 noeuds.
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Figure 3.3  Géométrie plan-plan : courbes de niveau du champ électrique longitudinal :
les calculs sont effectués au moyen du code développé au cours de ce travail et du logiciel
COMSOL R©. La figure a) représente les résultats issus du logiciel COMSOL R©.
3.2.2 Propagation de la décharge
Dans ce qui suit, nous allons effectuer la modélisation numérique de la propagation d'une
décharge filamentaire entre les électrodes planes et parallèles représentées sur la figure 3.1. Cette
décharge est initiée par une distribution gaussienne des électrons et des ions dont le maximum
de densité 1012 cm−3 est situé à 0.2mm du diélectrique. Pour simplifier, la photoionisation n'est
pas incluse dans ces calculs. Pour permettre à la décharge de se propager, un fond initialement
uniforme d'électrons et d'ions est inclus à l'intérieur de l'espace inter-électrode avec une valeur
constante de 108 cm−3. Cependant, comme les électrons se déplacent beaucoup plus rapidement
que les ions, un défaut important d'électrons se produit près du diélectrique côté cathode après
un certain temps, ce qui peut empêcher la propagation de la décharge à proximité de ce diélec-
trique. Pour éviter ce problème, nous avons augmenté artificiellement le coefficient d'émission
secondaire ionique afin de maintenir, dans cette région, un nombre suffisant d'électrons.
Notre objectif principal, dans la suite, est de vérifier la sensibilité de notre schéma numérique
pour les différents types d'éléments (triangle ou quadrangle) utilisés pour les calculs et de mettre
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Figure 3.4  Courbes de niveau de la densité électronique pour t = 11ns. Figure (a) maillage
structuré avec 60000 noeuds, figure (b) maillage triangulaire avec 60000 noeuds, figure (c)
maillage triangulaire avec 5000 noeuds. Sur la figure (d) on a représenté le maillage correspon-
dant à la figure (c). Les calculs correspondants aux figures (b) and (c) ont été effectués avec le
schéma 'upwind'
en évidence la présence (ou non) d'un régime stable pour un nombre suffisant de noeuds. Dans
le cas présent de la géométrie plans-parallèles nous pouvons, pour effectuer des comparaisons,
utiliser un code (développé par l'un d'entre nous) et basé sur des maillages structurés. Ce code
utilise un schéma exponentiel (développé par Patankar (1980)) et semblable au schéma célèbre
de Gummel (Scharfetter et Gummel, 1969). Notons qu'un code basé sur le schéma de Patankar
ou de Gummel ne possède qu'une précision d'ordre un et, sans diffusion, est purement équi-
valent à un schéma 'upwind'. Nous serons ainsi en mesure de comparer les résultats obtenus
avec ce code à ceux donnés par notre nouveau code basé sur les maillages non structurés. Ces
comparaisons ne seront pas effectuées pour une situation académique simple (par exemple le
transport de particules chargées, sous l'action d'un champ électrique constant dans lequel la
charge d'espace est négligée), mais pour une décharge réelle.
Pour les conditions décrites au début de cette section, une décharge filamentaire se produit avec
une durée de quelques nanosecondes. Après le développement initial d'une avalanche électro-
nique, une onde d'ionisation apparaît et se propage vers la cathode. Après un temps de l'ordre
de 11ns, la décharge atteint le diélectrique situé du côté de la cathode et s'étale le long de sa
surface.
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Sur la figure 3.4, les lignes d'équidensité électronique sont tracées pour 11ns. La figure 3.4(a)
donne la variation spatiale des densités électroniques obtenues avec le code écrit en maillage
structuré pour 60000 noeuds. Comme les résultats obtenus avec ce nombre de noeuds sont
stables et ne changent pas si nous augmentons ce nombre, nous utiliserons les données de la
figure 3.4(a) comme valeurs de référence pour les comparaisons que nous effectuerons avec les
résultats obtenus avec le code écrit en maillage non structuré.
Les résultats de la figure 3.4(b) obtenus pour un maillage triangulaire de 60000 noeuds sont
très similaires à ceux obtenus sur la figure 3.4 (a). Un nombre important d'électrons est situé
autour de l'axe de symétrie et se propage le long du diélectrique située du côté de la cathode.
Les résultats de la figure 3.4(c) correspondant à un maillage triangulaire avec 5000 noeuds sont
très différents et montrent que, dans ce cas, le nombre de noeuds est beaucoup trop faible.
Notons que, sur la figure 3.4, les calculs correspondant aux maillages non-structurés ont été
effectués avec un schéma 'upwind' afin d'avoir une précision numérique du même ordre que
celle du code basé sur des maillages structurés. La figure 3.4(d) représente le maillage utilisé
correspondant à la figure 3.4(c).
Figure 3.5  Courbes de niveau de la densité électronique pour t = 11ns. Figure (a) maillage
structuré avec 60000 noeuds, figure (b) maillage quandrangulaire avec 60000 noeuds, figure
(c) maillage quandrangulaire avec 5000 noeuds. Sur la figure (d) on a représenté le maillage
correspondant à la figure (c). Les calculs correspondants aux figures (b) and (c) ont été effectués
avec le schéma 'upwind'
Les résultats de la figure 3.5 ont été obtenus dans les mêmes conditions que pour la figure
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Figure 3.6  Courbes de niveau de la densité électronique pour t = 11ns obtenues avec la
méthode FCT et un maillage triangulaire. Figure (a) maillage structuré avec 60000 noeuds,
figure (b) maillage triangulaire avec 60000 nodes, figure (c) maillage triangulaire avec 5000
noeuds. Sur la figure (d) on a représenté le maillage correspondant à la figure (c). Les calculs
correspondants aux figures (b) and (c) ont été effectués avec la méthode FCT
3.4 sauf que des quadrilatères sont utilisés au lieu des triangles. La stabilisation des résultats
est obtenue même avec le maillage grossier (ici 5000 noeuds). La figure 3.5(d) donne le maillage
correspondant. Il ressort clairement des figures 3.4 et 3.5 que la précision du schéma numérique
est bien meilleure si les quadrilatères sont utilisés au lieu des triangles. Ceci provient en partie
du fait que l'ordre des fonctions de forme utilisées pour les quadrilatères est plus élevé que pour
les triangles induisant une augmentation de la précision.
Comme les résultats ci-dessus ont été obtenus avec un schéma 'upwind', il est intéressant main-
tenant de vérifier si l'utilisation du schéma FCT, que nous avons introduit dans la section 2.6.2,
conduit à une augmentation significative de la précision. La figure 3.6 représente les mêmes
résultats que la figure 3.4 mais obtenus maintenant en utilisant le schéma FCT. Il est clair que
la précision est fortement améliorée pour tous les résultats avec un changement très impres-
sionnant pour la figure 3.6(c) par rapport à la figure correspondante (c) de la figure 3.4. Au
contraire, peu de modifications apparaissent pour les calculs effectués avec des quadrangles,
comme le montre la figure3.7.
Pour mieux comprendre la dépendance de la précision en fonction du type de maillage, nous
devons réaliser que les calculs effectués ici ne dépendent pas seulement de la méthode utilisée
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Figure 3.7  Courbes de niveau de la densité électronique pour t = 11ns obtenues avec la
méthode FCT et un maillage quadrangulaire. Figure (a) maillage structuré avec 60000 noeuds,
figure (b) maillage quadrangulaire avec 60000 nodes, figure (c) maillage quadrangulaire avec
5000 noeuds. Sur la figure (d) on a représenté le maillage correspondant à la figure (c). Les
calculs correspondants aux figures (b) and (c) ont été effectués avec la méthode FCT
pour la résolution numérique de l'équation de Poisson (et nous savons que la précision dans ce
cas est beaucoup plus élevée avec des quadrangles) mais également de la méthode utilisée pour
le transport des différentes particules. Il est clair que les quadrangles doivent être utilisés autant
que possible avec la méthode FCT. A noter que ces résultats sont en accord avec ceux obtenus
par Benkhaldoun et collab. (2012) pour une onde d'ionisation plane. Nous pouvons également
noter que, même si les résultats obtenus sont fortement dépendants du type de maillage utilisé,
les phénomènes physiques de base ne sont pas dépendants de ce maillage et sont les mêmes
quelque soit le type de mailles et le nombre de noeuds : seul l'ordre de grandeur des densités
des particules et le temps de propagation de la décharge sont modifiées.
Pour avoir une meilleure estimation de la différence obtenue avec l'utilisation de différents
schémas numériques et différents maillages, nous avons tracé sur la figure 3.8 la variation spatiale
de la densité électronique le long de l'axe de symétrie. Nous voyons que les résultats obtenus
avec des maillages quadrangulaires sont en très bon accord avec ceux donnés par le code écrit
en maillage structuré. Au contraire, les résultats correspondant aux mailles triangulaires avec
un schéma 'upwind', sont notablement différents. Seuls les résultats utilisant la méthode FCT
ont une bonne précision sur des maillages triangulaires.
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Figure 3.8  Variation spatiale de la densité électronique le long de l'axe de symétrie pour t =
11ns. (1), Maillage structuré avec 60000 noeuds, (2), Maillage non structuré avec quadrangles
et 60000 noeuds (FCT), (3) Maillage non structuré avec quadrangles et 60000 noeuds (upwind),
(4) Maillage non structuré avec triangles et 60000 noeuds (FCT), (5) Maillage non structuré
avec triangles et 60000 noeuds (upwind)
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3.3 Géométrie pointe-plan
3.3.1 Calcul du champ électrique statique :
Figure 3.9  Description simplifiée de la géométrie utilisée dans cette section
Dans ce qui suit, nous nous intéressons à une géométrie pointe-plan. La pointe a une forme
hyperboloïde donnée par la relation suivante :
z2
a2
− r
2
b2
= 1 (3.1)
dans laquelle a = 0.5 et b = 0.18 ce qui donne un rayon de courbure de 648µm. L'électrode
métallique inférieure plane est recouverte par un diélectrique d'une épaisseur de 1mm. La
tension appliquée est constante et égale à 13 kV . La longueur de l'intervalle entre le sommet de
la pointe et le diélectrique est de 4mm et l'extension radiale est de 5mm. La figure 3.9 donne
une description schématique de la géométrie.
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Les figures 3.10 et 3.11 représentent les comparaisons entre les calculs du champ électrique
statique effectués avec notre code et ceux effectués avec le logiciel COMSOL R©. Nous voyons
que les résultats sont, à nouveau, en excellent accord, aussi bien le long de l'axe de symétrie
que pour le tracé des courbes de niveau en deux dimensions. Dans ce cas le nombre de noeuds
utilisé est de 32900. Pour les figures 3.10 et 3.11 la distribution Gaussienne des électrons a été
localisée au voisinage de la surface diélectrique.
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Figure 3.10  Géométrie pointe-plan : Comparaison COMSOL R©-CODE VOLUME FINIS des
variations spatiale du champ électrique le long de l'axe de symétrie avec une forte gaussienne
d'electrons en partie basse.
Figure 3.11  Géométrie pointe-plan : Comparaison (a)COMSOL R©-(b)CODE VOLUME FI-
NIS des courbes de niveau du champ électrique longitudinal avec une forte gaussienne d'elec-
trons en partie basse.
Si l'on positionne maintenant la Gaussienne au voisinage de la pointe, on obtient les résultats
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des figures 3.12 et 3.13 qui montrent le même excellent accord.
Figure 3.12  Géométrie pointe-plan : Comparaison COMSOL R©-CODE VOLUME FINIS des
variations spatiale du champ électrique le long de l'axe de symétrie avec une forte gaussienne
d'electrons centrée sur la pointe.
Figure 3.13  Géométrie pointe-plan : Comparaison (a)COMSOL R©-(b)CODE VOLUME FI-
NIS des courbes de niveau du champ électrique longitudinal avec une forte gaussienne d'elec-
trons centrée sur la pointe.
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3.3.2 Propagation de la décharge
Les calculs sont effectués dans l'air et les paramètres de transport sont les mêmes que ceux
utilisés par Kulikovsky (1998). La photoionisation est maintenant prise en compte dans le cadre
de l'approximation d'Eddington avec un coefficient d'absorption égal à 100 cm−1.
Pour cette géométrie, une décharge filamentaire se propage à partir du sommet de la pointe
en direction du diélectrique et, après un certain temps (de l'ordre de 8ns) s'étale le long de la
surface du diélectrique. Près de cette surface une gaine étroite d'électrons et d'ions se forme
conduisant à un énorme champ électrique. Les conditions aux limites choisies pour la densité
des électrons et des ions à la surface diélectrique jouent un rôle très important sur la structure
et la propagation de la décharge de surface.
Figure 3.14  Courbes de niveau de la densité électronique pour t = 8.5ns. Figure a) Maillage
non-structuré, figure b) Méthode des frontières immergées. La région hachurée correspond au
diélectrique.
La figure 3.14 représente les courbes de niveau de la densité électronique obtenue avec notre
schéma 'upwind' (figure 3.14a) ainsi qu'avec une méthode basée sur l'utilisation des frontières
immergées (figure 3.14b) (Célestin et collab., 2009). On peut remarquer qu'il existe un bon
accord entre les deux résultats, la décharge en particulier se propageant sur la surface avec la
même vitesse dans les deux cas. Nous pouvons cependant noter que la description de l'hyperbole
dans le cas des frontières immergées (forme en escalier) n'est pas aussi précise que dans le cas
de maillages non-structurés. Nous pouvons également remarquer que, comme les conditions aux
limites choisies ainsi que le traitement de la photoionisation sont différents dans les deux codes,
il n'est pas possible de s'attendre à un accord parfait entre les deux résultats de calcul. Sur la
3.3. Géométrie pointe-plan 93
Figure 3.15  Courbes de niveau de la densité électronique pour t = 4ns. Figure a) méthode
FCT, figure b) Schéma 'upwind'. La région hachurée correspond au diélectrique.
figure 3.15 on a comparé, pour t = 4ns les contours de la densité électronique obtenus avec
notre approche en maillages non-structurés en utilisant les schémas 'upwind' et FCT. On peut
remarquer que la décharge filamentaire, lorsqu'elle est calculée avec le schéma 'upwind' est en
avance par rapport aux résultats obtenus avec le FCT : elle se propage plus rapidement. Ce
phénomène peut être expliqué à l'aide de la figure 3.16 qui montre la variation le long de l'axe de
symétrie du champ électrique et de la densité de charge nette pour les schémas 'upwind' et FCT.
Le développement plus rapide de la décharge filamentaire dans le cas du schéma décentré est
du à la plus grande valeur absolue du champ électrique à la tête du 'streamer'. Cette différence
dans le champ électrique peut être expliquée par la diffusion numérique qui est plus importante
pour le schéma 'upwind'. En effet, dans la tête du 'streamer' où la vitesse des électrons est élevée
en raison du champ électrique lui aussi élevé, l'onde des électrons qui sont accélérés du côté de
la cathode (à gauche) en direction de la tête du 'streamer' afin de permettre sa propagation, a
une expansion plus grande et une densité maximale plus faible dans le cas du schéma 'upwind'
en raison de sa sensibilité à la diffusion numérique. Cela conduit à une valeur plus élevée de
la densité de charge nette dans la tête du 'streamer' conduisant par voie de conséquence à un
champ électrique élevé.
Il s'ensuit que, même si l'utilisation d'un schéma 'upwind' ne modifie pas fortement la
structure de la décharge, il ne peut pas être utilisé pour calculer avec précision la vitesse de
propagation d'une onde d'ionisation. Seul un schéma d'ordre élevé peut être utilisé à cette fin.
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Figure 3.16  Variation spatiale du module du champ électrique le long de l'axe de symérie
tracée avec la densité nette de charge. Les calculs sont effectués avec et sans la méthode FCT
pour t = 4ns
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3.4 Réacteur hémisphérique
3.4.1 Intérêt de ce type de réacteur :
Quand un diélectrique est utilisé à la place d'électrodes métalliques dans un réacteur plasma,
deux modes de décharge différentes peuvent se produire à la pression atmosphérique. Le pre-
mier mode correspond à une décharge filamentaire. Tous les résultats présentés dans les sections
précédentes correspondent à ce type. Dans certaines situations cependant la décharge n'est plus
filiforme et montre une structure homogène qui remplit complètement l'ensemble de l'espace
inter-électrode. Jusqu'à présent, de nombreux travaux expérimentaux et théoriques ont été me-
nés afin de comprendre quels sont les mécanismes physiques responsables de l'apparition de
décharges homogènes ou filamentaires. Cependant, bien que le mécanisme d'apparition d'une
décharge homogène dans l'azote n'a pas été totalement élucidé, plusieurs critères pour la gé-
nération de ce type de décharge ont cependant été identifiés. Le phénomène qui semble le plus
important est la présence de porteurs de charge dans les régions où le champ électrique est de
faible intensité, c'est à dire un effet mémoire responsable de la production d'électrons primaires
en dessous de la tension de claquage (Gherardi et collab., 2000). Les mécanismes décrits dans la
littérature sont l'ionisation Penning (réactions R23 et R24 du tableau A.1) due aux intéractions
entre niveaux métastables de l'azote (Segur et Massines, 2000), la désorption d'électrons à la
surface du diélectrique (Golubovskii et collab., 2002) et à l'émission secondaire d'électrons par
impact des métastables de l'azote sur les diélectriques (Khamphan et collab., 2003). Un plus
grand nombre d'informations sur ces différents mécanismes peut être trouvé dans la récente
revue par Massines et collab. (2009).
L'étude expérimentale de la transition entre une décharge filamentaire et une décharge
homogène est rendue difficile par le fait que dans une géométrie plan-parallèle (qui est la
géométrie la plus utilisée dans la littérature), de nombreux filaments peuvent se produire en
même temps et être distribués de manière aléatoire à l'intérieur de l'espace inter-électrode. La
meilleure façon de faciliter l'étude de cette transition consiste à utiliser un dispositif spécifique
dans lequel, d'une part, un seul filament est susceptible d'apparaître à un moment donné et,
d'autre part, la décharge aura nécessairement une symétrie cylindrique. Ce type de dispositif a
été développé par Kozlov et collab. (2005).
Dans cette expérience, la décharge est générée dans un mélange d'azote et/ou d'oxygène en
écoulement dans une cellule composée de deux électrodes semi-sphériques, recouvertes de verre
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O2 content, we found a BD operating in the diffuse mode
(also referred to as atmospheric pressure glow discharge [4],
glow silent discharge [7, 8] or homogeneous BD [9, 10]).
Therefore later, we also concentrated on the diffuse mode of the
BD, in order to contribute to a better understanding of the
mechanism of this discharge type by means of the spatio-
temporally resolved spectroscopic diagnostics provided by the
CCS technique.
The plan of this paper is as follows. Only a few important
aspects of experimental technique are considered in section 2,
since the corresponding full and detailed description of the
apparatus and procedure of the CCS measurements is presented
in the previous papers [1–3]. In section 3, the experimental
results are reported first for the filamentary mode of the BD
(section 3.1), then for the diffuse mode (section 3.2), and
finally the transition between these two modes is considered
(section 3.3).
2. Description of experimental technique
In this work, the same experimental equipment as described
in [1] was used. The BD was generated in a flowing gas mixture
of nitrogen and oxygen in the discharge cell consisting of two
semi-spherical electrodes, both covered by glass (figure 1).
This discharge cell was placed in a chamber which was
evacuated down to 0.1 mbar before each experiment. Variation
of the working gas composition was performed by the mass
flow controllers (MKS 1259 CC), provided that the total
gas flow rate was maintained at about 40 litre h−1. The BD
was driven by a sinusoidal voltage (frequency 6.5 kHz; peak-
to-peak amplitude within the range 12–19 kV). In the case
of filamentary mode operation, the voltage amplitude was
adjusted so as to maintain the discharge in a mode with only
one MD per voltage half-period, as shown in figure 1.
The technique of spatially resolved CCS (see [1] for
a detailed description of this method, experimental equipment
and measurement procedure) was used as a main diagnostic
tool to investigate the BD structure for both operation modes
(filamentary and diffuse). The main idea behind the CCS
method is to replace a direct measurement of the single pulse
luminosity of a repetitive light pulse emitter by a statistically
averaged determination of the correlation function between
two optical signals, both originating from the same source.
Figure 2. Examples of the CCS measurements for the BD operation in the filamentary (a) and in the diffuse (b) modes.
The first one of these signals (the so-called ‘synchronizing
signal’) is used to define a relative time scale, the second one
(‘main signal’) has to be detected with a probability at least
one order of magnitude lower than that of the synchronizing
signal. The measured quantity is actually a time delay between
these two signals, and the recorded quantity is a probability
density function for the light pulse intensity evolution. If the
repetitive light pulses reproduce each other sufficiently exactly,
and if the synchronizing signal detection is adjusted in such
a way as to occur always at the same moment of a single light
pulse evolution, then the recorded probability density function
is proportional to the light intensity I (t) of the source under
consideration.
In the case of the diffuse mode, it appeared to be necessary
to modify the measurement procedure, since the standard CCS
technique failed to function properly due to the missing of
a triggering signal. Originally, the CCS apparatus (time-
correlated single-photon-counting module SPC-530 from
Becker and Hickl GmbH) was designed so as to use a triggering
signal generated by a repetitive pulse source of radiation
(i.e. by the BD itself), provided that the duration of these light
pulses was within a nanosecond range. For a diffuse BD,
the duration of the current and light pulses is determined by t e
f = 6.5 kHz
U = 12 ... 19 kVpp
diffuse
BD mode
filamentary
BD mode
Rmeas
Figure 1. Electrode arrangement with the indicated range of axial
optical scanning, and typical examples of the oscillograms of
voltage and current for the filamentary and diffuse modes of the BD.
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Figure 3.17  Dispositif expérimental utilisé par Kozlov et collab. (2005)
(voir figure 3.17). La décharge est alimentée par une tension sinusoïdale (fréquence 6, 5Hz ;
amplitude crête-à-crête dans la gamme 12− 19 kV ). Dans le cas d'un fonctionnement en mode
filamentaire, l'amplitude de la tension a été ajustée de façon à maintenir la décharge dans un
mode avec une seule micro-décharge par demi-période, comme le montre la figure 3.17.
Selon les différentes conditions expérimentales (fréquence de la tension appliquée, azote pur
ou non, etc) des décharges filamentaires ou diffuses sont observées.
Pour essayer de comprendre le rôle joué par les processus élémentaires sur la transition entre
des décharge filamentaires et diffuses, un modèle numérique a été développé par Yurgelenas et
Wagner (2006). Cependant, bien que leur simulation numérique a pour objectif la description
de la propagation de la décharge du réacteur représenté sur la figure 3.17, une simple géométrie
plan-parallèle a été utilisée. L'utilisation de cette géométrie simplifiée est justifiée par le fait
que le code numérique de Yurgelenas et Wagner (2006) est basé sur des maillages structurés.
Il est évident que le code basé sur des maillages structurés n'est pas en mesure de décrire avec
précision la cellule semi-sphérique représentée sur la figure 3.17 et que, pour cette situation,
seule une approche en maillages non-structurés est possible.
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Figure 3.18  Description du domaine utilisé pour les calculs. Figure a) Domaine de calcul,
Figure b) Distribution globale du maillage
La figure 3.18(a) représente la structure simplifiée du réacteur adoptée pour nos calculs.
Le maillage complet est représenté sur la figure 3.18(b) avec un zoom réalisé sur une région
proche du diélectrique. Dans cette région, on note l'existence d'un mélange de quadrangles et
de triangles. Les triangles sont utilisés à l'intérieur du diélectrique et dans les régions assez
loin de la décharge. Les quadrangles sont utilisés à proximité du diélectrique et autour de l'axe
principal de la décharge. On verra plus loin l'importance d'un maillage fin de quadrangles au
voisinage des diélectriques pour une estimation précise des charges de surface dans cette région.
3.4.2 Calcul du champ électrique statique :
Comme pour les configurations précédentes, nous avons vérifié la précision de nos résultats
notamment quant aux valeurs du champ électrique calculé en effectuant une comparaison avec
des champs électriques statiques calculés avec COMSOL R©. Pour ces calculs, des électrons ont
été placés dans la cellule de décharge suivant un profil de densité gaussien ayant pour maximum
1016 cm−3 et centré au milieu de l'espace inter-électrodes. L'accord entre ces deux calculs dont
témoignent les figures 3.19 et 3.20 est encore une fois excellent.
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Figure 3.19  Géométrie hémisphérique : variation spatiale du champ électrique le long de
l'axe de symétrie. Les calculs sont effectués au moyen du code développé au cours de ce travail
et du logiciel COMSOL R©.
Figure 3.20  Géométrie hémisphérique : courbes de niveau du champ électrique longitudinal.
Les calculs sont effectués au moyen du code développé au cours de ce travail et du logiciel
COMSOL R©. La distribution gaussienne d'électrons est localisée au voisinage de la surface
diélectrique. La figure a) représente les résultats issus du logiciel COMSOL R©
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3.4.3 Propagation de la décharge
Comme l'objectif ultime des travaux réalisés dans Yurgelenas et Wagner (2006) était de
comprendre les mécanismes de la transition depuis une décharge filamentaire vers une décharge
homogène, leurs calculs auraient dus en principe être réalisés au cours de plusieurs périodes
de tension. Cela signifie que la décharge devrait être suivie pendant des durées pouvant aller
jusqu'à plusieurs micro-secondes. Dans une géométrie bi-dimensionnelle, ceci conduirait à des
temps de calcul très élevés. Pour éviter ce problème, notre objectif, pour le moment, est de
suivre simplement la propagation d'une décharge, dans la géométrie semi-sphérique, pour des
temps de propagation de l'ordre de quelques nanosecondes. Cette propagation sera modélisée
pour une tension constante et de l'azote pur. Par ailleurs, nous axerons principalement notre
étude sur l'importance du choix de la distribution des mailles, en particulier au voisinage des
diélectriques, sur la précision des résultats.
Nos calculs sont effectués avec une tension constante de 7 kV et ils sont initiés par une
distribution gaussienne d'électrons et d'ions située à 0.975mm du diélectrique côté cathode et
d'une valeur maximale de 1012 cm−3. L'ensemble des réactions détaillées dans le tableau A.1
est utilisé. Par conséquent, nous utilisons les huit différentes espèces qui sont mentionnées dans
l'Appendice A.1. La photoionization est prise en compte ainsi que l'émission secondaire par
impact ionique, avec un coefficient d'émission secondaire égal à 0, 1.
La figure 3.19 représente, à différents instants, les courbes de niveau pour les électrons, les
ions N+2 et N
+
4 , pour le module du champ électrique, pour les états métastables (A
3
∑+
u ) et
pour la distribution des photons. Pour chaque espèce, différents temps successifs de 0ns, 3ns,
4.5ns, 6.5ns, 11.5ns et 13ns sont référencés par les lettres de a à f .
La première ligne de la figure 3.19 représente les courbes de niveau pour la densité des
électrons. La distribution gaussienne initiale pour les électrons et les ions est représentée sur
les figures 3.21.1a et 3.21.2a. Entre 0 et 4.5ns, une avalanche électronique se développe dans
la direction de l'anode. Après 4.5ns, une onde d'ionisation se propage dans la direction de la
cathode et elle atteint le diélectrique qui la recouvre pour des temps compris entre 4.5 and
6.5ns. Après 6.5ns, la décharge s'étale le long de la surface de l'hémisphère. Par suite de la
présence de réactions à trois corps (réaction R10 du tableau A.1, la concentration des ions N+2
(figures 3.21.2) est très différente de la distribution de la densité électronique. Comme les ions
N+2 sont rapidement détruits et convertis en ions N
+
4 à travers de la réaction R10, la densité
de ces derniers ions est beaucoup plus représentative du comportement des électrons (figure
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Figure 3.21  Courbes de niveau correspondant aux particules chargées (ligne 1 à 3), pour le
module du champ électrique (ligne 4), pour le niveau métastable A3
∑+
u de l'azote (ligne 5),
pour la distribution des photons (ligne 6)
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3.21.3).
En outre, l'intensité du champ électrique est essentiellement sous la dépendance des concen-
trations des ions N+4 et des électrons (figure 3.21.4). Le long du diélectrique, on observe l'ap-
parition d'un fort champ électrique caractéristique de l'existence d'une décharge de surface.
Derrière ce front et à l'intérieur de l'espace inter-électrode, le champ électrique est à peu près
égal à zéro, indiquant l'existence d'une densité de charge nette quasiment nulle. Contrairement
au cas des particules chargées, les métastables (A3
∑+
u ) (figure 3.21.5) s'accumulent dans l'es-
pace inter-électrode et le long du diélectrique avec des valeurs pour leurs densités de l'ordre ou
supérieures à celles des électrons ou des ions N+4 . De plus ces niveaux métastables produisent
(à travers les réactions R23 et R24) un fond continu d'ions et d'électrons. Finalement notons
que la distribution des photons (figures 3.21.6) suit principalement la production des ions N+2
et que cette production est maximale en tête de la décharge.
Les calculs ci-dessus ont été effectués avec un maillage de 200000 noeuds. La principale
caractéristique du maillage de la figure 3.18b est qu'un nombre très grand de mailles a été choisi
le long de la surface diélectrique. Avec cette distribution, une variation très lisse des charges de
surface est obtenue comme indiqué sur la figure 3.22. Sur cette figure, la variation spatiale des
charges de surface le long de la surface du diélectrique de cathode est représentée à des instants
différents. Une variation spatiale presque gaussienne des charges de surface est observée lorsque
la décharge n'a pas encore atteint la surface du diélectrique pour des temps inférieurs 7ns. Dans
ce cas, la variation dans le temps de la charge de surface est relativement lente. Pour des temps
supérieurs à 7ns, la dépendance temporelle des charges de surface est plus rapide en raison de
l'énorme quantité de charges déposées par la décharge à la surface du diélectrique. Cependant,
après l'impact de la décharge, une décharge de surface se propage le long du diélectrique,
conduisant à un champ électrique presque nul derrière le front de propagation, la dépendance
temporelle des charges de surface ralentit et en accord avec la relation (1.15) une saturation de
ces charges de surface se produit. C'est ce que nous pouvons remarquer sur la figure 3.22 pour
les courbes correspondant à 11 et 13ns. La distribution des mailles à l'intérieur de l'espace
inter-électrodes a une très forte influence sur les résultats numériques, principalement pour les
charges de surface. Pour montrer le rôle joué par une distribution de noeuds différente, nous
avons effectué des calculs avec une nouvelle distribution de mailles représentées sur la figure
3.23a. Pour ce maillage (référencé ci-après comme maillage2) on a utilisé le même nombre
de noeuds que pour le maillage de la figure 3.18 (référencé maillage1). Cependant, dans le
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Figure 3.22  Variation spatiale des charges de surface le long de la surface du diélectrique
Figure 3.23  Comparaison entre différents maillages correspondant au même nombre de
noeuds
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Figure 3.24  Variation spatiale des charges de surface le long de la surface du diélectrique
(Maillage1 : Mesh1, Maillage2 : Mesh2)
maillage2, un petit nombre de noeuds a été utilisé à proximité de la surface du diélectrique. La
figure 3.23b montre le détail du maillage utilisé dans le maillage2 par rapport à la distribution
dans la même région utilisée dans maillage1 (figure 3.23c). De toute évidence, même si le nombre
total de noeuds est à peu près le même dans les deux cas, le nombre de noeuds proches de la
surface du diélectrique est plus faible dans le maillage2 que dans le maillage1.
La figure 3.24 représente la variation des charges de surface obtenues avec les deux types de
maillage, pour deux instants différents. Pour 6ns la décharge n'a pas encore atteint la surface
du diélectrique et le comportement de la charge de surface est la même pour les deux maillages.
Pour 8ns la décharge est maintenant arrivée sur la surface du diélectrique et nous voyons que
le comportement des charges de surface sont très différents avec de fortes oscillations qui se
produisent dans le cas maillage2. Il est clair que même pour une même précision du schéma
numérique, l'existence d'une fine gaine de particules chargées, après l'impact de la décharge
sur la surface diélectrique induit des variations spatiales très rapides de l'ensemble des espèces
chargées et rend difficile le calcul précis de la distribution de la charge de surface. Il s'ensuit
qu'un nombre très important de noeuds doit être utilisé dans les régions proches de la surface
diélectrique.
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4.1 Introduction
Dans ce dernier chapitre nous allons étudier le comportement de décharges dans le réacteur
plasmastream R© dans sa configuration mono-pointe axisymétrique qui a été présenté au cha-
pitre 1. Nous considérerons que le tube est rempli d'hélium contenant 100 ppm d'azote et que
l'alimentation électrique fournit une tension sinusoïdale de fréquence 18 kHz et d'amplitude
maximale 12 kV. On considère également l'émission secondaire aux parois (γ = 0, 1) pour les
diélectriques et les électrodes ainsi que les charges de surface sur les diélectriques. Les méca-
nismes chimiques et les paramètres de transport qui ont été pris en compte pour ce mélange
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sont discutés en annexe à ce manuscrit. Nous considérerons également que le gaz situé à l'exté-
rieur du tube est de l'air. Ceci nous a conduit à modifier le calcul des paramètres de transport
de façon à établir une transition entre l'intérieur et l'extérieur du tube.
Nos premiers travaux effectués sur le réacteur plasmastream R© nous avaient permis de consta-
ter que la diffusion des électrons dans l'hélium est supérieure à la diffusion numérique produite
par le schéma upwind. Ceci nous a permis d'utiliser ce schéma de façon à diminuer les temps
de calcul sans que la précision des calculs en pâtisse. De plus, sachant qu'une période d'alimen-
tation dure plus de 55 microsecondes et que les schémas explicites que nous utilisions jusqu'ici
imposent des pas de temps de l'ordre de la picoseconde, les temps de calculs associés à ces
schémas sont excessivement élevés. Aussi, pour ce chapitre, nous utiliserons des schémas im-
plicites pour les équations de transport et l'approximation semi-implicite pour l'équation de
Poisson. Nous pouvons ainsi travailler avec des pas de temps de l'ordre du dixième de nano-
seconde. La simulation d'une période ne nécessite alors plus qu'une semaine de calcul sur les
8 coeurs d'un noeud du cluster de notre équipe et, ce pour un maillage, de plus de 500 000
noeuds. La première partie de ce chapitre va permettre de présenter et de justifier le modèle
géométrique du réacteur. Une fois le modèle géométrique établi, nous allons progressivement
étudier plusieurs configurations physiques de façon à avancer vers celle du réacteur. Pour cela,
nous commencerons avec une étude du réacteur sans tube c'est-à-dire en configuration DBD
pointe-plan tout hélium (avec 100 ppm d'azote). Puis, nous ajouterons une transition radiale
avec une zone d'air. Enfin, nous finirons dans la configuration du plasmastream R© avec le tube
vertical et une transition de composition du gaz entre l'intérieur du tube et l'extérieur.
4.2 Approximation numérique de la géométrie
La figure 4.1 présente la géométrie du réacteur qui sera utilisée dans la majeure partie de
ce chapitre ainsi que ses dimensions. La valeur du 'gap' entre le bas du tube et le diélectrique
inférieur est de 0.5 mm. Ce 'gap' correspond à un régime homogène de décharge, tel que
défini dans le premier chapitre de ce manuscrit. Le domaine de calcul a été défini et maillé
de différentes manières afin d'obtenir des résultats fiables en essayant de limiter le nombre
d'éléments et par voie de conséquence, les temps de calcul. Différents critères ont conduit aux
maillages finalement utilisés. Nous ne rapporterons ici que les plus influents sans revenir sur
ceux déjà vus dans le chapitre précédent. Nos premiers calculs ont permis de constater que
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Figure 4.1  Domaine de calcul type pour la simulation de plasmastream R©
certains critères géométriques jouent un rôle très important sur les champs électriques obtenus
et par voie de conséquence sur les caractéristiques de la décharge. Ceci se traduisait notamment
par des vitesses de propagation des ondes d'ionisation erronées.
Notons que nous avons choisi de remplacer tous les angles droits sortant de la géométrie par
des arrondis de rayon de courbure 100 µm car ces angles droits engendrent des effets de pointe
conséquents qui étaient à l'origine de problèmes dans nos calculs.
4.2.1 Éléments sur les caractéristiques de la géométrie du réacteur et
de son maillage
Les plus influents des paramètres géométriques sont le nombre de mailles utilisées pour
définir la pointe et l'extension radiale du domaine de calcul. Nous allons dans les deux sous-
sections suivantes montrer leur influence sur le calcul du champ électrique de décharge et en
tirerons des préconisations quant à la définition du domaine de calcul et de son maillage. Tout
d'abord, précisons les conditions de ces calculs qui sont celles données dans le tableau 4.1. Dans
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Table 4.1  Conditions des calculs dans 4.2.1 et 4.3.1
Tension initiale (V) 12.103sin
(
3pi
8
)
Densité initiale uniforme en électrons et
cations He+ (cm−3)
109
Gaussienne initiale en électrons et ca-
tions He+ (cm−3)
n(r, z) = 1012e−(
r
0,05)
2−( z−50,1 )
2
cette partie, nous ne calculerons les champs électriques que pour des conditions-type de nos
calculs de décharge qui correspondent aux conditions initiales d'un grand nombre de calculs
qui seront présentés dans la suite de ce chapitre. Celles-ci ont été calibrées de façon à ce qu'une
décharge puisse s'initier facilement. Les électrodes étant reliées à un générateur délivrant une
tension sinusoïdale d'amplitude 12 kV de fréquence 18 kHz appliquée à la pointe, la tension
appliquée a été fixée un peu avant le maximum de 12kV (pour un argument de 3pi/8). De plus,
le milieu a été pré-ionisé avec des électrons et des ions He+ en quantité égale suivant un profil
uniforme de 109 cm−3 et par une distribution gaussienne centrée sur l'extrémité de la pointe (z
= 5 cm). Cette gaussienne permet d'une part d'avoir une quantité d'électrons suffisante pour
initier un streamer et d'autre part, d'écranter le champ électrique à la pointe qui serait très
important en son absence.
Les travaux présentés ici hormis le maillage final portent sur des maillages triangulaires mais
sont transposables aux maillages comportant des quadrilatères. L'étude paramétrique suivante
a été effectuée par Ida Strebel lors de son stage de master recherche au sein de nôtre équipe.
4.2.1.1 Influence du maillage de la pointe
Le faible rayon de courbure de la pointe (100 µm) engendre en son voisinage des variations
conséquentes du champ électrique. Ainsi, la qualité et la finesse du maillage jouent un rôle non
négligeable sur la précision des résultats obtenus. Notons que dans les conditions des calculs
effectués ici, le champ électrique à l'extrémité de la pointe correspond à son maximum sur
le domaine de calcul, ce qui n'est plus le cas lorsqu'une décharge se propage. La figure 4.2
représente deux exemples de maillages utilisés : en 4.2a le maillage le plus grossier que nous
ayons utilisé qui comprend 5 noeuds pour définir la pointe et en 4.2b le maillage le plus fin
comprenant 100 noeuds. Les figures 4.3a et 4.3b représentent le module du champ réduit calculé
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pour chacun de ces maillages à proximité de la pointe. Pour 5 noeuds sur la pointe, le champ
réduit maximal est est de 1290 Td, alors que pour 100 noeuds, il est de 1590 Td. Afin de
préciser le nombre de noeuds sur la pointe à partir duquel le champ électrique à la pointe n'est
plus modifié si on ajoute des mailles supplémentaires, nous avons représenté sur la figure 4.4
l'évolution du champ réduit à l'extrémité de la pointe en fonction du nombre de noeuds sur
celle-ci. On peut constater qu'après une augmentation rapide, le champ réduit en cette position
atteint un palier autour de 1600 Td. Dans la suite de ce travail, nous avons fixé un nombre
minimal de noeuds requis pour définir la pointe à 30, qui correspond à la valeur à partir de
laquelle les variations des données sur la figure 4.4 deviennent assez peu importantes.
(a) Pointe définie par 5 noeuds (b) Pointe définie par 100 noeuds
Figure 4.2  Maillages de la pointe
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(a) Pointe définie par 5 noeuds (b) Pointe définie par 100 noeuds
Figure 4.3  Champ électrique réduit calculé dans le voisinage de la pointe pour 5 et 100
noeuds sur la pointe
Figure 4.4  Évolution du champ électrique réduit à l'extrémité de la pointe en fonction du
nombre de noeuds la définissant
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4.2.1.2 Influence de l'extension radiale du domaine de calcul
Figure 4.5  Champ électrique radial réduit calculé pour différentes extensions radiales du
domaine de calcul. rmax = 2 cm (a), 10 cm (b), 20 cm (c)
Si la géométrie du réacteur étudié permet de fixer assez clairement les dimensions du domaine
de calcul suivant son axe de symétrie, il n'en va pas de même de son extension radiale. Afin de
limiter cette extension, nous avons restreint notre domaine de calcul suivant cette dimension
en imposant des conditions limites de type Neumann pour r = rmax où rmax est l'extension
radiale du domaine de calcul :
∂V
∂r
∣∣∣∣
r=rmax
= 0.
La figure 4.5 présente les valeurs de la composante radiale du champ sur l'ensemble du
domaine de calcul pour rmax = 2 cm, 10 cm et 20 cm. La figure 4.6 donne, quant à elle, le
champ électrique réduit à l'extrémité de la pointe en fonction de rmax. Les résultats obtenus
montrent qu'en dessous de 10 cm, les résultats dépendent énormément de l'extension radiale du
domaine. Pour la suite, nous avons choisi de prendre rmax = 10 cm car, au-delà de cette valeur,
l'influence de rmax devient minime. Prendre une valeur plus importante conduirait à augmenter
inutilement le nombre d'éléments du maillage. Ceci dit, on peut voir ici un des avantages à
l'utilisation de maillages non-structurés : on peut augmenter l'extension radiale du domaine
de calcul sans que le nombre d'éléments du maillage deviennent trop élevés. En effet, dans les
zones où on peut anticiper que le décharge ne jouera que peu de rôle (pour des valeurs de r
importantes), le maillage peut être assez grossier. Les maillages structurés sont moins flexibles
de ce point de vue. A titre indicatif, des calculs effectués avec rmax = 2 cm avait conduit à une
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Figure 4.6  Évolution du champ électrique réduit à l'extrémité de la pointe en fonction du
rayon du domaine de calcul
propagation d'une onde d'ionisation deux fois plus rapide que celle calculée avec rmax = 10 cm
toute chose égale par ailleurs.
4.2.1.3 Maillage du domaine de calcul
La figure 4.7 présente le maillage qui à été finalement retenu ainsi que des agrandissements
des zones d'intérêt. Il respecte les préconisations précédentes et celles faites au chapitre 3
notamment sur l'utilisation de quadrangles à proximité d'un diélectrique si on s'attend à de
très forts gradients.
Il comporte en tout 524850 noeuds dont 422594 dans la partie gaz, 983533 éléments dont
772750 dans la partie gaz. 919533 de ces éléments sont des triangles, les 64000 restant sont des
quadrangles.
Le maillage est fortement relâché dans les zones pour lesquelles les variations des grandeurs
calculées sont appelées à être faibles, typiquement pour les rayons supérieurs à 2,2 cm et à
partir de 0,5 cm au dessus du diélectrique inférieur. A l'opposé, dans les zones de propagation
de décharge, la taille maximale d'un côté d'un triangle (ou d'un quadrangle) a été fixée à 100
µm en volume et a été progressivement diminuée à proximité des limites du domaine de calcul
(Axe de symétrie ou parois du tube diélectrique). Afin d'obtenir des profils de densité de charge
précis sur le diélectrique reposant sur l'électrode reliée à la masse, un maillage quadrangulaire,
constitué de carrés de 25 µm de côté, a été appliqué localement. Sur la pointe, la taille des
mailles est de 5 µm.
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Figure 4.7  Maillage final du domaine de calcul
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4.3 Étude d'une décharge en polarité positive sans tube
Dans cette partie, nous allons présenter des résultats obtenus en polarité positive, c'est à
dire avec une tension positive au niveau de la pointe dans différentes conditions en prenant
comme conditions initiales de référence celles du tableau 4.1. Dans un premier temps, afin de
simplifier cette première approche du réacteur utilisé par DOW CORNING, nous avons fait des
calculs sans le tube qui contraint la décharge, dans une géométrie représentée sur la figure 4.8.
On se rapproche ici d'une configuration pointe-plan standard.
Figure 4.8  Domaine de calcul type pour la simulation de plasmastream R© sans le tube en
quartz
4.3.1 Décharge en polarité positive dans l'hélium pur sans photoioni-
sation
Dans cette section, des électrons sont présents à l'instant initial sur l'ensemble du domaine
de calcul avec une densité de 109 cm−3. La figure 4.9 permet de voir l'évolution du profil de
concentration en électron et celle de la norme du champ électrique en fonction du temps sur les
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premières 200 ns. L'évolution temporelle du champ réduit (deuxième ligne de la figure) montre
la progression d'une zone de fort champ électrique se déplaçant vers la cathode. Cette zone est
liée à la présence des ions positifs laissés "sur place" par les électrons drainés par la pointe. Les
électrons situés devant cette zone de fort champ du côté de la cathode sont fortement accélérés
vers cette zone en laissant de nouveau derrière eux des ions, permettant ainsi au phénomène
de se propager vers la cathode. Ceci correspond à la propagation d'une onde d'ionisation de
type streamer comme décrit dans le chapitre 1. On peut voir sur la première ligne de la figure
4.9 l'augmentation de la densité électronique suivant une progression allant de l'anode à la
cathode, soit en sens inverse d'une avalanche électronique. Dans le cas présenté ici, les électrons
en amont du front d'ionisation et qui permettent sa propagation sont ceux du fond continu
d'électrons que nous avons imposé à l'instant initial. Ainsi, l'origine de la propagation de l'onde
d'ionisation est ce fond continu dont la densité est largement supérieure à celle qui correspon-
drait à l'ionisation naturelle induite par les rayons cosmiques et la radioactivité naturelle du
milieu gazeux (typiquement 102 − 103 cm−3 dans l'air à la pression atmosphérique au niveau
de la mer (Luque et collab., 2008). On peut donc légitimement penser que cette propagation
n'est en fait que virtuelle. Notons tout de même que de recourir à un fond continu pour per-
mettre la propagation d'une onde d'ionisation lors de simulation est utilisé dans la littérature
(Zhang et Kortshagen, 2006). De surcroit, vu les dimensions importantes du dispositif étudié
et vu le fait que les électrons sont drainés vers l'anode, l'onde d'ionisation se propage dans
un milieu de plus en plus pauvre en électrons. Ce phénomène peut être observé au travers du
dépeuplement en électron à proximité de la cathode sur la figure 4.9. La charge nette devient
alors fortement positive et de fait, le champ électrique local peut devenir important quand la
densité électronique devient trop faible. Nous avons rencontré ce type de problème à proximité
de la cathode, notamment pour des coefficients d'émission secondaire faible. En effet, l'émis-
sion secondaire est une source d'électrons en amont de la tête du streamer et plus sa valeur
est élevée, moins les électrons font défaut. Dans le cas présenté ici, le streamer n'atteint pas le
diélectrique recouvrant la cathode sur les 200 ns présentées.
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Figure 4.9  Profils de densité électronique (ligne du haut) et du champ électrique (ligne du
bas) avec un milieu pré-ionisé et sans photoionisation.
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4.3.2 Décharge en polarité positive dans l'hélium pur avec photoio-
nisation
Figure 4.10  Profil du champ électrique à 50 ns pour ξph = 1, 5, 10, 100 de gauche à droite
Afin de proposer une approche plus réaliste du comportement de la décharge, nous avons
introduit la photoionisation comme nouvelle source d'électrons suivant la démarche décrite dans
le premier chapitre qui consiste à calculer la distribution des photons dans l'approximation
d'Eddington. Pour ce faire, le terme de d'absorption des photons a été calculé à partir de
Naidis (2010) qui donne une section efficace de photoionisation sur les impuretés de l'hélium
de 3.10−17cm2. Le terme source que nous avons utilisé est décrit en détail au chapitre 1. Bien
que l'espèce émettrice est la molécule He2, nous supposerons que les photons sont émis par
le premier métastable de l'hélium car He2 est le fruit d'une conversion rapide depuis He32S.
L'efficacité de la photonisation ξph, i. e. le rapport du nombre de photo-électrons créés sur le
nombre de photons absorbés, n'est quant à elle pas connue. En principe, cette efficacité doit
être comprise entre 0 et 1. Cependant, Capeillere et collab. (2008) ont montré que dans les cas,
comme le nôtre, où l'absorption est faible, l'approximation d'Eddington sous-estime largement
la partie isotrope de la fonction de distribution de la densité de photons Ψ0. Aussi, nous avons
choisi d'étudier le comportement de la décharge pour différentes efficacités supérieures ou égales
à 1 afin de compenser la sous-évaluation de Ψ0. Nous allons comparer des résultats obtenus
pour des efficacités ξph de 1, 5, 10 et 100. Pour ces calculs, le fond continu d'électrons et d'ions
positifs a été diminué à 106 cm−3, fond qui ne permet pas à lui seul la propagation d'une onde
d'ionisation.
La figure 4.10 présente le module du champ électrique pour les efficacités testées pour un
temps de 50 ns. Plus ξph est élevée, plus la décharge se propage vite car les photo-électrons
générés devant le front de décharge sont alors plus nombreux. Le cas ξph = 100 est particulier
car l'onde d'ionisation a déjà atteint la le diélectrique côté cathode et on est déjà dans une
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Table 4.2  Conditions de référence des calculs
Tension initiale (V) 12.103sin
(
3pi
8
)
Fréquence du signal excitateur (kHz) 18
Densité initiale uniforme en électrons et
cations He+ (cm−3)
106
Gaussienne initiale en électrons et ca-
tions He+ (cm−3)
n(r, z) = 1012e−(
r
0,05)
2−( z−50,1 )
2
Efficacité de photoionisation ξph 5
seconde phase de la décharge (décrite dans le paragraphe suivant ) au cours de laquelle une
décharge se propage sur la surface de ce diélectrique. La valeur de 1 donne le meilleur accord
avec les résultats obtenus avec un fond continu d'électrons de 109 cm3 (figure 4.9). Mais si ce
fond continu d'électrons, nous a permis de simuler une décharge sans photoionisation, le choix
de son intensité n'a pas de fondement justifié hormis celui d'être suffisant pour permettre la
propagation de la décharge. En revanche, comme d'après Capeillère, l'approximation d'Edding-
ton sous-estime Ψ0, nous avons choisi de prendre ξph = 5. Ceci dit, la phénoménologie que l'on
observerait avec une efficacité de 1 ou 10 serait vraisemblablement assez proche sauf pour ce
qui est de sa temporalité. Pour pallier ce problème d'une efficacité anormalement élevée, nous
aurions pu employer une méthode intégrale comme proposé par Capeillere et collab. (2008),
mais cette méthode serait très coûteuse en temps de calcul et, surtout, délicate à mettre en
oeuvre dans le cadre de notre géométrie.
Le tableau 4.2 résume les conditions de référence des calculs qui vont suivre.
Sur les figures 4.11 et 4.12, on peut voir l'évolution du champ électrique et de la densité
électronique en fonction du temps. On retrouve dans les 100 premières nanosecondes une pro-
pagation d'une onde d'ionisation similaire à celle observée avec un fond continu : une zone de
fort champ électrique se déplaçant de l'anode à la cathode qui se traduit par une augmenta-
tion progressive de la densité électronique en direction de la cathode. En comparaison de ce
qui est observable sur la figure 4.9, l'augmentation de la densité électronique s'effectue plus
rapidement. Ceci s'explique par des électrons plus abondants à proximité du front du fait de la
photoionisation. D'ailleurs, on peut également voir sur cette figure qu'en comparaison avec la
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figure 4.9 pour laquelle l'appauvrissement du fond continu d'électrons à 150 ns et à proximité
du diélectrique recouvrant la cathode était significatif, les photoélectrons permettent une pro-
pagation dans un milieu toujours riche en électrons et on n'observe donc plus de diminution de
la concentration en électron dans cette région. Le champ électrique axial sur l'axe de symétrie
est tracé sur la figure 4.13. La propagation de l'onde d'ionisation y est visible au travers du dé-
placement du minimum du champ électrique vers la cathode (position z = 0). A 5 ns, la norme
du champ électrique maximal est d'environ 18 kV.cm−1. Ce résultat est en bon accord avec la
valeur de 30 kV.cm−1 trouvée par Naidis (2010) dans des conditions toutefois un peu différentes
portant sur la propagation d'un jet d'hélium entouré d'air sans présence de diélectriques. De
même, l'extension axiale des variations de champ électrique est de l'ordre du cm en accord avec
les calculs de Naidis. Dans l'air, cette extension est notablement plus faible comme nous avons
pu le voir en 3.3 en raison des propriétés physiques très différentes de ces deux gaz. La vitesse
de propagation de l'onde d'ionisation à 20 ns calculée à partir de l'évolution de la position
du minimum de champ est de 3,7.107 cm.s−1, valeur également proche des propagations à 107
cm.s−1 calculées par Naidis. Cette vitesse décroît avec l'éloignement à la pointe. Le minimum
du champ électrique diminue également avec la progression du front. Ceci peut s'expliquer non
seulement par la diminution du champ géométrique en s'éloignant de la pointe à l'image d'une
décharge couronne, mais aussi par les charges positives qui se déposent sur le diélectrique côté
cathode et qui contribue à faire baisser la différence de potentiel dans l'espace inter-électrode
en fonction du temps.
La figure 4.14 représente le champ électrique sur l'axe pour des temps plus longs allant de 50
à 250 ns ainsi que les densités électroniques et de charge positive. Deux phases peuvent y être
distinguées. La première porte sur les temps allant jusqu'à 150 ns. Dans celle-ci, on peut encore
clairement voir la variation de champ induite par le streamer à 50 ns, celle-ci étant déjà beaucoup
moins évidente à 100 ns. Au niveau du diélectrique recouvrant la cathode, le champ électrique
croît fortement en raison de la défection des électrons dans cette région (figure 4.14b) de manière
moins marquée mais assez identique à ce qui se passe avec le fond continu (cf. 4.3.1). Néanmoins,
à partir de 150 ns, des photoélectrons commencent à ensemencer cette zone chargée positivement
et sont accélérés par le fort champ y régnant. Il y a alors multiplication des électrons et leur
densité croît fortement : à 10 µm au-dessus du diélectrique (dont le bord supérieur est situé à
0,2 cm), on passe de quelques 108 cm−3 pour 150 ns à presque 1012 cm−3 pour 250 ns. On a
en quelque sorte un réamplification des phénomènes à proximité du diélectrique côté cathode.
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Figure 4.11  Profil du champ électrique dans le réacteur sans tube dans les conditions de la
table 4.2 pour t=25, 50, 75, 100, 150, 200, 400 et 600 ns
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Figure 4.12  Profil de la densité électronique dans le réacteur sans tube dans les conditions
de la table 4.2 pour t=25, 50, 75, 100, 150, 200, 400 et 600 ns
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Figure 4.13  Champ électrique sur l'axe de symétrie pour différents temps. Trait continu :
He + 100 ppm N2 sur tout le domaine de calcul. Pointillé : He + 100 ppm N2 sur un domaine
limité à un rayon de 1 cm (voir section 4.3.3)
Celui-ci se propage alors en réduisant la dimension de la gaine positive qui devient de l'ordre
de 10 µm. Les forts champs qui règnent dans cette gaine conduisent tout d'abord à augmenter
la densité électronique en bordure de la gaine et ainsi le courant injecté dans la décharge (voir
4.15) car le canal laissé par le streamer est conducteur. Mais, l'accroissement de la quantité de
charges positives déposées sur le diélectrique qu'ils induisent conduit au final à la diminution
du potentiel vu par la décharge et ainsi, dans un second temps, à la diminution du courant
de la décharge. Par ailleurs, à partir de 200 ns, un maximum de champ électrique apparaît à
proximité de la cathode. Tout d'abord négatif, ce champ maximal atteint des valeurs autour de
zéro à environ 10 µm au dessus du diélectrique. On se retrouve en fait alors dans une situation
très similaire à l'apparition d'une lueur négative en sortie d'une gaine cathodique. Les densités
de charges positives et négatives deviennent égales après cette très courte zone de lueur négative
(i. e. z supérieur à environ 0,225 cm).
Sur la figure 4.11,entre 150 et 200 ns, ce qui correspond à la période pour laquelle le courant
atteint son maximum, les phénomènes de décharge qui avaient été jusqu'ici essentiellement di-
rigés vers la cathode, commencent à se propager de manière radiale. Ce type de changement
de direction se retrouve par exemple dans Papageorghiou et collab. (2009) ou Xiong et Kush-
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(a) Composante longitudinale du champ électrique
sur l'axe de symétrie
(b) Densités électronique () et de charge positive
(. . .) sur l'axe de symétrie
Figure 4.14  Champ électrique et densité électronique sur l'axe de symétrie pour t=50, 100,
150, 175, 200, 250 et 500 ns
ner (2012) pour lequel un streamer après propagation dans l'air donne finalement lieu a une
propagation de la décharge dans une direction perpendiculaire à la décharge initiale (dans un
tube placé perpendiculairement à la décharge initiale). La figure 4.16 confirme ceci en termes
de densité de charge de surface. Si on observe l'évolution de la densité de charge de surface
sur l'axe de symétrie (r = 0) donnée sur la figure 4.16a, dans un premier temps, la densité
croît fortement en raison de l'application d'un potentiel à la pointe, mais celle-ci reste à des
niveaux très faibles (inférieur à 10−13 C.cm−2). Cette augmentation devient moins forte à partir
de 100 ns jusqu'à 200 ns. Puis de 200 à 250 ns, une augmentation d'un facteur 100 a lieu. Ce
moment correspond à celui pour lequel la gaine cathodique s'établit. Suite à cela, à partir de
250 ns, les variations de la densité deviennent beaucoup moins fortes. La gaine est maintenant
établie et ne souffre plus que de légères variations due au champ électrique de gaine qui devient
de plus en plus faible. A partir de 250 ns, une propagation radiale est également initiée : un
front pour lequel la densité varie fortement se déplace vers les rayons élevés (figure 4.16b).
Derrière ce front, l'évolution de la densité devient lente en raison de l'affaiblissement du champ
électrique à la surface, ce qui a pour implication de réduire les flux d'espèces chargées vers
la surface. A priori, cette extension radiale pourrait se poursuivre sans s'arrêter jusqu'à des
rayons importants car tant qu'il y a des électrons présents en amont (ici ceux générés par la
photoionisation) les forts champs électriques qui règnent en ce front de propagation surfacique
attirent ces électrons qui laissent de nouveaux ions positifs derrière eux. On se retrouve donc
avec un processus très similaire à la propagation d'un streamer, mais en surface.
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Figure 4.15  Courant électrique en fonction du temps
(a) Densité de charge de surface sur le diélectrique
à r = 0 en fonction du temps
(b) Densités de charges de surface sur le diélec-
trique inférieur pour différents temps
Figure 4.16  Évolutions de la densité de charge de surface en fonction du temps
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4.3.3 Prise en compte de la présence d'air à l'extérieur du réacteur
Dans le dispositif utilisé expérimentalement, le tube permet de contraindre le flux d'hélium
tandis qu'à l'extérieur de ce tube, le gaz est de l'air, qui n'a pas du tout les mêmes caracté-
ristiques vis à vis d'une décharge. En comparaison avec l'hélium, l'absorption des photons y
est beaucoup plus forte, l'ionisation se produit pour des champs électriques plus forts, les pro-
cessus d'attachement/détachement sont importants. En conséquence, lors de l'étude numérique
du plasmastream R©, il nous faudra prendre en compte ce type de changement de milieu gazeux.
Afin de séparer dans nos interprétations ce qui est une conséquence de la présence du tube de
ce qui est engendré par le changement de milieu gazeux, nous allons nous attacher dans cette
partie à simuler une décharge sans tube mais avec un changement de la composition du gaz.
Pour ce faire, nous avons fait varier radialement la concentration d'hélium de la façon suivante :
i) pour r 6 1 cm, le milieu gazeux est constitué d'hélium à 100 ppm d'azote comme dans les
paragraphes précédents ; ii) au-delà de 1 cm, la concentration en hélium diminue jusqu'à une
valeur nulle à l'infini suivant une demi-gaussienne de largeur à mi-hauteur 0,25 cm  on a alors
de l'azote pur à l'infini . La figure 4.17 présente le profil de la concentration d'hélium dans
ces conditions. On peut constater que la concentration d'hélium a déjà diminué de 10 décades
pour un rayon de 2 cm et que l'hélium devient quasi-absent dès 2,1 cm. Afin de rendre compte
de la plus grande difficulté à photoioniser dans l'azote, le coefficient d'absorption des photons
subit une variation depuis sa valeur dans l'hélium µphHe pour r 6 1 cm jusqu'à une valeur que
nous avons considéré 100 fois supérieure dans l'azote µphN2 . L'expression du coefficient d'adsorp-
tion pour r > 1 cm est alors µph = e−(
r−0,01
0,0025 )
2
µphHe +
(
1− e−( r−0,010,0025 )
2)
µphN2 . De cette manière,
la création de photoélectrons devient rapidement très faible hors de la zone où l'hélium pré-
domine. Nous procédons ici comme Naidis (2010) qui a négligé la création de photoélectrons
dans l'air environnant une décharge en flux dans l'hélium. Dans un article plus récent (Naidis,
2011), Naidis a pris en compte la variation de concentration lorsque l'on passe de l'hélium à
l'air. Il apparaît alors que l'onde d'ionisation est effectivement rapidement arrêtée par l'air.
Par ailleurs, pour r > 1 cm, nous avons modifié la plupart des paramètres de transport en les
pondérant de la même manière que pour le coefficient d'adsorption des photons. Les grandeurs
modifiées sont les suivantes :
 coefficients d'ionisation, d'excitation et de désexescitation
 mobilité électronique et coefficient de diffusion électronique ;
 énergie des électrons.
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Figure 4.17  Profil de concentration en hélium pour l'étude avec changement de composition
du gaz
La figure4.18 représente le profil bidimensionnel du champ électrique et de la densité élec-
tronique dans ce cas pour 25, 50, 75, 100, 150, 200, 400 et 600 ns. On constate que, pour leur
grande majorité, les phénomènes de propagation des électrons sont bien contenus dans un cy-
lindre de rayon 1 cm et ce qui se passe au-delà est une conséquence de la variation gaussienne
de la concentration en hélium. Sur la figure 4.18a, on peut constater que le champ électrique se
réparti de manière complètement différente de celle observée précédemment au paragraphe 4.3.
Le maximum du champ n'est plus sur l'axe de symétrie, mais se situe au delà de la coupure
essentiellement pour r compris entre 1 et 2 cm.
Lorsque le streamer arrive à proximité de cette zone, il ne peut plus être suffisamment nourri
en amont par des électrons suivant la direction radiale. Les photo-électrons, leur mobilité et le
taux de recombinaison sont quasi-nuls au delà de la coupure.
Ceci a deux conséquences : (i) Le champ électrique augmente localement. Ceci est principa-
lement du à la charge positive consécutive au départ des électrons vers le front d'ionisation, (ii)
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Les photo-électrons qui viennent neutraliser la tête du streamer proviennent majoritairement
d'une zone située à la frontière de la coupure, côté cathode. Alors la propagation du front positif
est verticale et appuyée sur la coupure. On peut observer ce deuxième point sur la figure 4.19.
Le flux d'électrons est plus fort au voisinage de la coupure. Ainsi, un canal riche en électrons
se créé progressivement, verticalement, près de la coupure en direction de la cathode. Dans
la zone des rayons compris entre 1 et 2 cm, le maximum du champ s'étend vers la cathode
jusqu'à 100 ns. Simultanément, on voit une zone dense en électrons (figure 4.18b) située à la
périphérie du cylindre de rayon 1 cm s'étendre dans la même direction. Ceci laisse à penser
qu'un streamer se propage non pas sur l'axe de symétrie mais suivant un anneau en périphérie
du domaine contenant l'hélium. Une telle propagation sous la forme d'un anneau a été calculée
par Naidis (Naidis (2010),Naidis (2011)) dans le cas d'un jet d'hélium dans l'air. Dès 150 ns,
le champ électrique dans le cylindre de 1 cm de rayon commence à décroître de manière très
significative indiquant la neutralisation du canal de décharge. C'est plus tôt que dans le cas
précédent sans variation de concentration. Pourtant si on ne regarde que ce qui se passe sur
l'axe de symétrie (trait pointillé de la figure 4.13), les minima de courant se situent à peu
près au même endroit, indiquant une vitesse de propagation du streamer identique. En fait, la
rapidité de la neutralisation du canal est liée à la propagation en périphérie. Alors que dans la
section précédente, nous avons vu que le streamer a tendance a diminuer fortement en intensité
avec l'éloignement de la pointe et c'est seulement la repopulation en électrons qui se produit
après environ 200 ns qui assure finalement l'accès de la décharge au diélectrique côté cathode.
Ici, la propagation en périphérie résulte en une propagation effective d'un streamer jusqu'au
diélectrique. Ceci influe sur les profils de densité de charge sur le diélectrique que l'on peut voir
figure 4.20. En effet, alors que précédemment, cette densité commençait par croître sur l'axe
de symétrie puis donnait lieu à une propagation radiale d'un streamer de surface, la densité
augmente maintenant quasi-uniformément tout d'abord sur un disque de 1 cm de rayon qui
correspond à la zone contenant majoritairement de l'hélium. Ceci correspond bien au profil de
densité électronique relativement plat que l'on observe dans la phase gaz (figure 4.18b). Pour
les temps supérieurs à 150 ns, la charge de surface augmente vers des rayons plus importants.
Ces temps correspondent à l'arrivée sur le diélectrique de la zone de champ fort périphérique
et à son maintien sur le diélectrique.
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(a) Champ électrique (b) Densité électronique
Figure 4.18  Profil du champ électrique et densité électronique pour différents temps dans le
cas de l'étude avec changement de composition du gaz pour t=25, 50, 75, 100, 150, 200, 400 et
600 ns.
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Figure 4.19  Densité de courant électronique à 50 ns et lignes de courant
Figure 4.20  Profil de concentration en hélium pour l'étude avec changement de composition
du gaz
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4.4 Étude en polarité positive avec tube et en présence
d'air à l'extérieur du réacteur
Après la présentation des résultats obtenus sans le tube contraignant le flux d'hélium, nous
allons nous intéresser, à partir de cette section, aux travaux portant sur la configuration pour
laquelle ce tube est présent, celle du plasmastream R© qui a été effectivement utilisé expérimen-
talement. L'extérieur du tube est considéré comme étant de l'air suivant l'approche exposée
au paragraphe 4.3.3. La diminution de la concentration en hélium a ici lieu suivant une demi-
gaussienne centrée dans le gap à r = 0,48 cm comme illustré sur la figure 4.21. Les résultats
exposés ici ont été obtenus dans les conditions du tableau 4.2 pour un 'gap' de 0,5 mm. Pour
mémoire, les rayons interne et externe du tube sont respectivement de 0,4 cm et de 0,5 cm.
Les figures 4.22, 4.23 et 4.24 représentent respectivement le module du champ électrique, les
densités des espèces chargées (électrons et ions) et celles des espèces non chargées (états excités
de l'hélium, dimère et densité de photons) pour différents temps allant de t = 0 ns à 400 ns.
On observe notamment à partir de la représentation du champ électrique que nous avons tout
d'abord une propogation semblable à celle d'une couronne avec une expansion isotrope. A 5 ns,
la propagation de l'onde d'ionisation rencontre déjà la paroi intérieure du tube et à partir de là,
on peut constater le déplacement d'un pic de champ électrique sur cette paroi qui arrive en bas
du tube entre 150 et 200 ns. Derrière ce pic, on constate un forte augmentation de la concentra-
tion en électron en périphérie de la zone de décharge. En cela, on se rapproche sensiblement de
ce que nous avons vu en l'absence du tube (dans la partie 4.3). Ceci dit, dans le cas présent, le
champ électrique maximal est plus faible que dans le cas précédent vraisemblablement en raison
de la présence du tube qui, étant un diélectrique, joue un rôle important sur la distribution du
champ électrique ainsi que sur la décharge via l'émission secondaire. La présence du tube mo-
difie d'une part le contexte géométrique de la décharge mais introduit également une nouvelle
source d'électrons par émission secondaire à la paroi du tube, ce qui a des conséquences impor-
tantes. En effet, lorsque le streamer qui a priori s'étend dans toutes les directions rencontre la
paroi interne du tube, les électrons se dirigeant vers l'anode laissent, derrière l'avalanche qu'ils
induisent, des ions positifs qui, à proximité de la paroi, sont à l'origine du bombardement de
celle-ci et l'émission secondaire joue alors son rôle de pourvoyeur d'électrons.
Dans cette phase, au voisinage du tube, les ions positifs sont en excès par rapport aux
électrons, ce qui a pour conséquence la formation d'une gaine sur le tube. Cette gaine se
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traduit par le champ électrique important en cet endroit sur la paroi, c'est même ici que le
champ électrique est le plus fort. Ainsi, en une position z fixée, durant le passage du streamer le
champ à proximité du tube induit un fort bombardement de la surface par des ions positifs qui
du coup chargent la surface. Ceci se voit bien sur la figure 4.25 qui montre que la face interne du
tube se charge positivement après le passage du front d'ionisation comme le signalent Jánsk y
et Bourdon (2011). Notons que le bruit sur la figure 4.25 est liée à l'utilisation d'un maillage
triangulaire sur la surface intérieur (voir le chapitre 3)et qu'il a tendance à diminuer au fur et
à mesure de la progression dans le temps. Avec l'augmentation de cette charge positive à la
surface, le champ à sa proximité est en quelque sorte écranté et diminue après le passage du
front d'ionisation surfacique.
Une autre conséquence de cette propagation sur la surface du tube, notamment d'une zone
de charge positive sur la paroi intérieure du tube est l'augmentation brutale de la charge
de surface sur le diélectrique du côté cathode qui est objectivée sur la figure 4.26. Sur cette
figure, on peut voir qu'en seulement 50 ns entre 150 et 200 ns, la charge de surface augmente
d'environ 4 décades. Ce moment correspond à l'arrivée du front de charge positive sur le tube
diélectrique qui constitue, en quelque sorte, une anode mobile. Ce report de charge en bas du
tube possède d'autres effets : i) entre 100 et 150 ns, le champ et la densité en électrons voient
leur valeur s'accroître dans le gaz dans la partie basse du dispositif de décharge, en liaison
avec l'établissement d'une décharge plutôt entre l'intérieur du tube et le diélectrique qu'entre
la pointe et ce diélectrique ; ii) l'entretien d'une décharge au-delà d'un rayon de 0,5 mm entre
le bas du tube et le diélectrique dans la zone où il reste encore suffisamment d'hélium pour
que des photo-électrons puissent être générés. D'un point de vue expérimental, Gaudy (2012)
a bien observé en régime diffus (voir 1.1.5.2) l'importance des phénomènes de décharge entre
la base du tube et le diélectrique qui subsistent après la décharge principale (figure 4.27b).
Intéressons nous maintenant aux évolutions de concentration des autres espèces dans le
réacteur. La concentration en ions He+ présente une évolution très proche de celle qui est
observée pour le champ électrique. Notamment, la zone de densité maximale correspond peu ou
prou au maximum du module du champ électrique. Cependant, contrairement aux électrons qui
voient leur concentration augmenter avec le déplacement de l'onde d'ionisation, puis devenir
constante (tout du moins à l'échelle des temps considérés), la concentration en He+ décroît
derrière le front d'ionisation. Ceci est du à l'importance du mécanisme de conversion de cet
ion qui le fait disparaître assez rapidement après sa création au profit de He+2 . De fait, on
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retrouve pour ce dernier un comportement assez proche de celui des électrons. C'est d'ailleurs
essentiellement He+2 qui assure la neutralisation du canal de décharge derrière le front d'onde
en atteignant le même niveau de concentration que celui des électrons à l'exception de la zone
où c'est encore He+ qui prédomine. Les ions provenant de l'azote sont eux beaucoup moins
présents que les ions de l'hélium, ce qui est a priori attendu vu la faible concentration de
l'azote. On notera tout de même que cet écart est bien plus faible que celui entre l'hélium et
l'azote : seulement de 1 à 2 décades contre 4 décades. Ceci est du à l'ionisation Penning. La
concentration des métastables He(23S) et He(23P) est, elle aussi, la plus forte dans les zones
de champ fort, en tout cas, celles situées à l'intérieur du tube. En effet, malgré les champs
importants atteints en partie basse à l'extérieur du tube, la diminution de la concentration en
hélium conduit à la faible présence de ces métastables. Par ailleurs, ils ne s'accumulent pas après
leur création en raison des collisions superélastiques, des mécanismes d'ionisation par étape et
Penning dont ils sont à l'origine, ainsi que de la conversion vers le dimère He2. Les profils de ce
dernier présentent des gradients beaucoup moins marqués que ceux des métastables car, après
sa création, il disparaît moins vite. Sa disparition a lieu via un mécanisme de désexcitation
radiative.
4.5 Étude de la propagation de la décharge sur des temps
supérieurs à une période
Au cours du paragraphe précédent, nous avons étudié la propagation de la décharge pour
des temps relativement courts de l'ordre de 400 nanosecondes. Bien que les résultats obtenus
permettent d'avoir un aperçu des différents mécanismes de propagation de la décharge, ils ne
nous permettent pas d'obtenir une vue d'ensemble du comportement de la décharge tel que nous
le montre les mesures expérimentales. Pour ce faire, il est nécessaire de suivre la décharge sur
des temps de l'ordre d'une période. La modélisation de la décharge sur de telles durées nécessite
la mise en oeuvre des techniques de linéarisation que nous avons présentées au chapitre 2. A
l'aide de ces techniques, on peut s'affranchir de la barrière représentée par la faible valeur
du pas dans le temps imposée par la conductivité du plasma, utiliser des pas temporels de
discrétisation très élevés et effectuer ainsi des modélisations de durée importante en des temps
de calcul raisonnables.
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Figure 4.21  Profil de la concentration d'hélium utilisé pour l'étude de plasmastream R©
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Figure 4.22  Module du champ électrique en V.cm−1 pour différents temps de 0 à 400 ns
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Figure 4.23  Densité des espèces chargées en cm−3 pour différents temps de 0 à 400 ns. ligne
1 : électrons ; ligne 2 : He+ ; ligne 3 : He+2 ; ligne 4 : N
+
2 ; ligne 5 : N
+
4
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Figure 4.24  Densité des espèces non chargées en cm−3 pour différents temps de 0 à 400 ns.
ligne 1 : He(23S) ; ligne 2 : He(23P) ; ligne 3 : He2 ; ligne 4 : photons.
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Figure 4.25  Densité de charge de surface sur la paroi intérieure du tube pour différents
temps (le haut du tube est situé à droite de la figure)
Figure 4.26  Densité de charge de surface sur le diélectrique recouvrant la cathode
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(a) Lors de l'intensité maximal (b) Après quelques microsecondes
Figure 4.27  Émission de lumière mesurée expérimentalement depuis la cellule de décharge
bi-pointes lors du maximum d'intensité lumineuse et après quelques microsecondes.
4.5.1 Courant de décharge
La figure 4.28 représente la variation temporelle des courants calculés et mesurés sur des
temps de l'ordre de 60 µs. Le courant mesuré expérimentalement correspond à une tension
appliquée maximale de 7,5 kV. Les courants calculés correspondent à des tensions appliquées
de 7,5 et 12 kV. Si l'on compare les courants calculés et mesurés correspondant à la même tension
appliquée, on remarque que le courant calculé est plus faible que le courant mesuré. Cependant,
au début de la deuxième période, dans la partie montante de la tension, la variation du courant
est similaire et, en particulier, présente une variation brutale au voisinage de 43 µs aussi bien
sur la courbe expérimentale que théorique. La grosse différence se situe un peu plus loin au
niveau de la variation importante de courant qui apparaît pour les mesures et qui correspond
vraisemblablement à un nouveau claquage de type filamentaire. Puisqu'aucun claquage similaire
n'apparaît pour une tension appliquée de 7,5 kV pour nos calculs et que, d'autre part, le courant
est trop faible, nous avons décidé d'effectuer des calculs pour une tension appliquée plus élevée
que nous avons choisie égale à 12 kV.
La figure 4.28 montre que les résultats pour cette tension sont similaires à ceux obtenus
pour 7,5 kV mais que le courant est plus élevé et se rapproche de celui du courant expérimental.
D'autre part, la variation brutale du courant au voisinage de 43 µs apparaît toujours mais le
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claquage que l'on observe sur la courbe expérimentale ne figure toujours pas au niveau de nos
calculs. Dans ce qui suit, puisque le courant calculé est plus proche des résultats expérimentaux
pour une tension de 12 kV, nous utiliserons les données correspondant à cette tension pour
l'analyse des résultats. Comme nous le verrons plus loin, d'autres calculs seraient nécessaires
pour obtenir des résultats davantage en accord avec les valeurs expérimentales. Ceux-ci n'ont
pu être faits dans le cadre de ce travail en raison du temps de calcul qui serait nécessaire pour
les obtenir.
Figure 4.28  Comparaison entre les courants mesurés et calculés sur une durée de 60µs
En premier lieu, remarquons que le comportement capacitif de la décharge (avec un dé-
phasage de quasiment pi/2) est mis en évidence aussi bien par les calculs que par les mesures.
Le maximum de tension correspond bien à l'annulation du courant et le maximum de courant
correspond à l'annulation de la tension. Ce comportement capacitif de la décharge est caracté-
ristique d'une décharge 'lente' (par opposition avec une décharge filamentaire 'rapide') dont la
structure est contrôlée par l'évolution sur des temps de l'ordre de plusieurs microsecondes des
charges de surface sur les diélectriques.
La présence d'une valeur nulle de courant pour le maximum de tension s'explique à partir
de la notion de tension gaz et de tension mémoire (Massines et collab., 2009). On sait que la
tension gaz (Vg) est la tension effectivement appliquée au gaz. Dans notre cas, c'est la tension
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entre la pointe et la partie supérieure du diélectrique au bas du réacteur. La tension mémoire
(Vm) représente la différence de potentiel entre l'électrode inférieure et la partie supérieure
du diélectrique. La tension appliquée au réacteur à travers les électrodes est répartie entre
la tension gaz et la tension mémoire de telle sorte que V = Vg + Vm. Lorsque la tension
appliquée croît, le transfert de charges sur le diélectrique inférieur augmente également et la
valeur de Vm augmente. Par suite, la tension Vg décroît. Lorsque Vg s'annule (ce qui se produit
aux environs du maximum de tension), la décharge s'éteint et le courant s'annule. Dès que la
tension appliquée décroit, V devient inférieur à Vm et Vg est négatif (puisque Vg = V − Vm) :
le courant s'inverse. Tant que la tension appliquée V reste positive, Vg augmente en valeurs
négatives et le courant continue à croître (en valeur absolue), la tension mémoire ne changeant
pas de signe. Avec l'inversion de la tension appliquée, la tension mémoire change de signe et
s'ajoute donc à V tout en augmentant. La tension gaz décroît de nouveau pour s'annuler lorsque
la tension appliquée devient maximale. Un nouveau cycle recommence alors conduisant à un
courant positif croissant et décroissant et s'annulant à nouveau pour la valeur maximale du
potentiel appliqué.
Pour mettre en évidence les remarques précédentes, nous avons représenté sur la figure
4.29 la variation temporelle de la charge de surface totale déposée sur la plaque diélectrique
inférieure. On peut remarquer que la charge totale de surface est directement liée à la tension
mémoire et qu'elle en présente les mêmes variations ainsi que les mêmes signes.
On constate que la charge totale croît d'abord pendant la phase de polarité positive jusqu'à
atteindre un maximum correspondant à l'instant où Vg = 0. Ensuite, une fois le signe de la
tension gaz inversé, la charge totale diminue jusqu'à ce qu'elle change de signe pour un temps
légèrement supérieur au temps pour lequel la tension appliquée s'annule. Après cela, la charge
totale est négative ainsi que la tension mémoire qui lui correspond. La tension gaz diminue
jusqu'à s'annuler lorsque la charge totale devient minimale. Après ce temps, la charge croît à
nouveau jusqu'à ce que la tension appliquée soit à nouveau maximale.
Les remarques qui précédent ont été effectuées en admettant (de la même manière que pour
une décharge homogène) la possibilité de définir, de manière biunivoque, une tension gaz et une
tension mémoire. L'utilisation de ces deux notions en connexion avec l'analyse de la variation
temporelle de la charge totale nous a permis d'expliquer les grandes lignes du comportement
du courant de la décharge. Cependant, comme les charges de surface ne sont pas réparties de
manière uniforme sur le diélectrique, il n'est pas possible en toute rigueur de définir tension
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Figure 4.29  Variation temporelle des charges totales de surface sur une durée de 60µs
mémoire et tension gaz puisque celles-ci varient le long de la surface du diélectrique. Ainsi, le
long du diélectrique, la tension gaz peut être soit strictement négative, soit strictement positive,
soit l'un et l'autre en fonction de la position. C'est la prédominance d'une polarité sur l'autre
qui fixe le signe du courant. Ainsi, on ne peut plus associer parfaitement le maximum de charge
déposées sur le diélectrique avec l'inversion de courant. Un décalage dans le temps existe entre
ces deux phénomènes, décalage du à l'existence d'une tension gaz dans la région centrale du
réacteur (entre l'axe de symétrie et le tube) de signe différent de celle plus éloignée de l'axe.
Les hétérogénéités résultant de la présence concomitante du tube et du changement de
composition du gaz sont également à l'origine de certaines singularités. En effet, elles permettent
d'expliquer le décalage de l'ordre de la microseconde entre le moment pour lequel le minimum
de courant est atteint et le changement de signe de la charge totale. La figure 4.30 représente la
variation de la composante longitudinale du champ électrique de part et d'autre du minimum de
courant. On constate la présence d'une inversion de champ le long de la surface du diélectrique
pour les temps inférieurs à 20µs. La zone de champ positif est relativement étroite vers 10 et
15µs puis elle s'étend sur tout le diélectrique à partir de 25µs. Le diélectrique est donc chargé
par des électrons sur la zone positive et par des ions positifs sur la zone négative. Le changement
de signe de la charge totale n'a lieu que lorsque le champ est positif sur tout le diélectrique.
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Figure 4.30  Variation spatiale du champ électrique longitudinal sur la plaque diélectrique
inférieure pour différents instants
Intéressons nous maintenant à la variation rapide de courant suivie d'un plateau qui apparaît
pour un temps de l'ordre de 43 µs tant expérimentalement qu'avec la simulation et expliquons
la à la lumière de nos résultats. On constate également sur la figure 4.29 que la charge totale
de surface présente, au même instant, une rupture nette de pente indiquant clairement une
production augmentée de charges positives à partir de cet instant. Pour comprendre l'origine
de ce phénomène, nous avons représenté sur la figure 4.31 la variation spatiale de la charge de
surface le long du diélectrique inférieur pour des temps allant de 40 à 50 µs.
On remarque sur la figure 4.31 que pour les temps inférieurs à 43 µs, les charges négatives
sont majoritaires sur le diélectrique, la surface de l'aire située entre l'axe des abscisses et la partie
négative pour chacune des deux courbes est clairement supérieure à celle située entre ce même
axe et la partie positive. La densité nette augmente principalement entre l'axe de symétrie et le
tube. En effet, la tension gaz est maintenant positive, le diélectrique se charge donc positivement
et l'on voit que, pour un temps voisin de 43 µs, les charges de surface situées entre l'axe de
symétrie et le tube deviennent positives. Il en résulte une brusque augmentation des charges de
surface et, par voie de conséquence, une augmentation correspondante du courant.
Malgré les points précédents qui démontrent que notre modèle parvient à reproduire certains
aspects de la décharge expérimentale, nous pouvons constater des différences importantes entre
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Figure 4.31  Variation spatiale des charges de surface sur la plaque diélectrique inférieure
pour différents instants
les courants mesurés et calculés pour les temps initiaux et pour des temps supérieurs à 46
µs. Les différences qui apparaissent pour les temps faibles proviennent du fait que, dans nos
calculs, la décharge est initiée par une distribution gaussienne d'électrons et d'ions centrée au
sommet de la pointe et qui induit une forte onde d'ionisation que nous avons étudiée en détail
au paragraphe précédent. Cette onde d'ionisation n'apparait pas de manière aussi marquée au
niveau expérimental. Par contre, l'augmentation significative du courant s'amorçant vers 46 µs
dans les résultats expérimentaux ne figure pas pour l'instant dans nos résultats.

Conclusion
L'objectif principal de ce travail était d'effectuer la modélisation numérique du réacteur
industriel Plasmastream R© développé par la société Dow Corning. Compte tenu de la complexité
géométrique de ce dispositif, il a été nécessaire de développer un code basé sur des maillages non
structurés qui n'existait pas jusqu'à présent au laboratoire LAPLACE. La méthode que nous
avons choisie est celle connue sous le nom de méthode des Volumes-Finis. Par souci de généralité,
les volumes de contrôle que nous avons utilisé s'appuient sur des éléments de type triangle ou
quadrangle. Dans ce cadre, nos volumes de contrôle sont de type 'median dual'. Pour chaque
volume de contrôle, nous avons discrétisé les équations de convection-diffusion, l'équation de
Poisson et l'équation du transfert radiatif en utilisant la notion de fonction de forme. Nous
avons, en particulier, développé une méthode de type 'upwind' implicite ainsi qu'une méthode
de type FCT explicite adaptée au cas des maillages non structurés pour la discrétisation des
termes convectifs. Dans le cas de problèmes physiques correspondant à des temps courts (de
l'ordre de quelques nanosecondes) et nécessitant une grande précision de calcul, le schéma FCT
s'est révélé être le plus précis.
Dans le cadre de la modélisation proprement dite du réacteur Plasmastream R©, nous avons
développé une méthode semi-implicite qui nous a permis de nous affranchir de la contrainte
sur le pas de temps de relaxation diélectrique. Dans ce cas, les équations de transport sont
approchées par le schéma upwind implicite. L'utilisation de cette méthode nous a permis de
simuler une période de tension appliquée en un peu plus d'une semaine.
Nous avons étudié de manière systématique l'influence de plusieurs logiciels de maillage
existants dans la littérature sur la qualité des résultats obtenus. Notre choix s'est ainsi porté
sur le mailleur du logiciel commercial Comsol R© disponible au laboratoire.
L'utilisation de solveurs de systèmes linéaires pour la résolution numérique de l'équation
de Poisson ainsi que pour la résolution des équations de convection diffusion implicites, étant
un élément capital pour l'efficacité de nos calculs, nous avons systématiquement analysé les
performances de divers solveurs disponibles dans la littérature. Ainsi, nous avons utilisé les
solveurs MUMPS, PASTIX, PARDISO, etc... Dans le cas de la première version de notre code
non basée sur la méthode de linéarisation et utilisant des schémas explicites, le solveur PAR-
DISO (disponible dans la librairie MKL d'Intel) s'est avéré le plus performant, en liaison avec
une parallélisation sous OpenMP des équation de convection-diffusion. Pour la version semi-
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implicite du code, compte tenu des pas dans le temps très importants qui peuvent être utilisés,
la robustesse et la rapidité du solveur choisi deviennent les paramètres les plus importants.
Dans ce cas nous avons utilisé le solveur multigrille AGMG.
Au cours du troisième chapitre de ce travail, nous avons évalué de manière systématique la
précision de nos schémas numériques pour trois situations distinctes : géométrie plan-plan dans
l'azote, géométrie pointe-plan dans l'air et géométrie sphère-sphère dans l'azote. Dans chaque
cas, une ou deux électrodes sont recouvertes de diélectrique. Dans le cas de la géométrie plan-
plan nous avons pu comparer nos résultats avec ceux obtenus au moyen d'un code développé au
LAPLACE il y a quelques années et limité au cas des maillages structurés. Les comparaisons
entre les résultats obtenus avec les deux codes montrent que, dans le cas d'une décharge fila-
mentaire, les meilleurs résultats sont obtenus en utilisant des quadrangles et la méthode FCT.
Ces conclusions sont confirmées dans le cas de la décharge en géométrie pointe-plan.
Dans le cas de la géométrie sphère-sphère, nous avons mis en évidence, la nécessité d'effectuer
un maillage très fin de la décharge dans les régions proches des diélectriques où règne une
importante gaine ionique. La distribution spatiale des charges de surface le long du diélectrique
est ainsi extrêmement dépendante de la finesse et de la qualité du maillage utilisé le long de
celui-ci.
L'ensemble du quatrième chapitre concerne la modélisation du réacteur PlasmaStream R©.
La première partie de ce chapitre est consacrée à l'analyse de la propagation de la décharge
dans le réacteur pour des temps de l'ordre de quelques nanosecondes. On observe en parti-
culier l'existence d'une onde d'ionisation d'une largeur égale ou supérieure au rayon du tube
diélectrique du réacteur. Cette onde d'ionisation génère une décharge de surface qui se propage
le long de la surface du tube diélectrique. On montre au cours de cette partie l'influence des
dimensions du tube (ainsi que sa suppression) sur la structure de la décharge.
La version semi-implicite de notre code n'a été disponible qu'au cours des derniers mois de
ce travail. Dans ces conditions, il ne nous a pas été possible, par manque de temps, d'effectuer
une étude systématique du comportement de la décharge dans le réacteur pour des temps de
l'ordre de quelques périodes. Nous avons cependant effectué des calculs pour deux tensions
appliquées de 7, 5 et 12 kV . Dans ce cas, nous avons analysé le comportement du courant
en comparaison avec le courant mesuré expérimentalement. Si la forme du courant calculé
est globalement la même que celle du courant mesuré et correspond globalement aux mêmes
phénomènes physiques, nos calculs ne décrivent pas pour l'instant le ré-amorçage de la décharge
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qui se produit à chaque alternance dans la partie positive de celle-ci.
Il et clair qu'une étude approfondie pour mettre en évidence l'influence des divers paramètres
physiques considérés ou non (importance de la photoionisation et de la photo-émission par
exemple) serait encore nécessaire. D'autre part, sur des temps aussi longs que ceux considérés
pour ce travail, les charges produites de manière permanente par le rayonnement cosmique
devraient être prises en compte.
Par ailleurs, le réacteur que nous modélisons peut être considéré comme un réacteur idéalisé
en ce sens que nous n'avons pas pris en compte le circuit électrique associé. Enfin, dans le
réacteur réel, de nombreuses capacités parasites sont susceptibles de modifier fortement l'ordre
de grandeur du courant mesuré et devraient être évidemment prises en compte.
Grâce à l'étude physique que nous avons menée et qui nous a permis d'effectuer la modéli-
sation numérique du réacteur industriel Plasmastream R©, nous disposons désormais d'un code
numérique capable de s'adapter, par suite de sa nature basée sur des maillages non structurés,
à des géométries de forme quelconque. Pour l'instant ce code est lié à des géométries bidimen-
sionnelles, axisymétriques ou non. Cependant, de par sa conception même, l'extension de notre
code à une géométrie tridimensionnelle est relativement facile et ne nécessite pas une refonte
complète de celui-ci.
Toutefois, avant d'étendre notre code à une géométrie tridimensionnelle, de nouveaux pro-
cessus physiques doivent être pris en compte.
En particulier, il nous parait très important d'inclure l'équation d'énergie pour les électrons
de façon à ne plus être limité par l'hypothèse d'approximation du champ électrique local. En
effet, il est probable que les champ électriques très intenses qui sont apparus au cours de nos
calculs dans les gaines ioniques proche des diélectriques soient dus au traitement de celles-ci dans
le cadre de l'approximation du champ électrique local. Par ailleurs, toute décharge induisant
au cours de sa propagation un transfert de chaleur (effet Joule) plus ou moins important selon
l'intensité de celle-ci, il serait intéressant d'inclure ce processus au niveau de la modélisation.
En outre, pour les décharges en écoulement, un couplage avec l'hydrodynamique des neutres
soit à travers les équations d'Euler ou de Navier-Stockes devra être également systématiquement
envisagée.
Un des problèmes les plus critiques pour la modélisation des décharges est la relative faible
précision des schémas numériques qui conduit à utiliser un nombre très importants de noeuds.
En effet, dans le cas de la méthode des Volumes-Finis, le flux de convection qui traverse la
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surface extérieure de ce volume est toujours considéré comme constant le long de cette surface.
Il s'en suit que même si la précision de calcul du flux dans la direction perpendiculaire à la
surface est élevée, la faible précision de l'intégration le long de la surface réduit la précision
globale du calcul. Il sera donc nécessaire dans les futures versions de notre code d'améliorer
la précision en ajoutant des point supplémentaires d'intégration le long de cette surface de
manière à obtenir une cohérence au niveau de la précision entre le calcul proprement dit du
flux et son intégration le long de la surface qui entoure le volume de contrôle. C'est uniquement
dans ces conditions qu'il nous sera possible de réduire considérablement le nombre de noeuds
utilisés et d'envisager des études réalistes dans des géométries tridimensionnelles.
Annexe A
Annexe : Paramètres de transport et
réactions chimiques utilisées
A.1 Azote
L'ensemble des réactions utilisées dans l'azote sont données dans le tableau A.1. Les parti-
cules prises en compte sont les électrons, les ions N+, N+2 , N
+
3 et N
+
4 plus trois molécules dans
un état excité N2(A3
∑+
u ), N2(a
′1∑−
u ) et N2(C
3Πu).
Les taux d'ionisation et d'excitation sont donnés au début du tableau A.1. Les réactions
R1 et R2 sont reliées à l'ionisation directe de la molécule N2. Les réactions, R3, R5 et R7
sont les réactions d'excitation des trois niveaux considérés dans notre modèle. Les réactions
R4, R6, et R8 correspondent aux collisions inverses (superélastiques) des réations R3, R5 et
R7. Remarquons que les deux premiers niveaux N2(A3
∑+
u ) et N2(a
′1∑−
u ) sont les principaux
niveaux métastables de la molécule d'azote et N2(C3Πu) est l'un des niveaux radiatifs les plus
importants de l'azote.
Les taux de réactions pour les collisions électron-molécule correspondant aux réactions R1 à
R8 sont fonction du rapport E/N . Ils ont été calculés au moyen d'une méthode multi-termes de
résolution de l'équation de Boltzmann (cf. Ségur et collab. (1983)). Les processus d'excitation
directe et inverses sont pris en compte. Les taux de réaction correspondants ainsi que la mobilité
et les coefficients de diffusion des électrons et des ions peuvent être trouvés dans Khamphan
(2004).
Les réactions R9 à R16 sont les réactions de transfert de charge. Les réactions R17 à
R22 caractérisent les mécanismes de recombinaison. Les taux de réaction pour ces réactions
dépendent du rapport entre la température de gaz T0 et la température électronique Te.
Dans l'azote, seuls les ions N+2 et N
+sont créés par ionisation directe. The ions N+3 et N
+
4
sont produits par collisions entre les ions et les molécules neutres ou bien entre les molécules
neutres. Par exemple, les réactions R9, R23 and R24 sont les principales réactions contribuant
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à la production des ions N+4 dont la présence semble jouer un rôle important dans les décharges
à la pression atmosphérique.. Notons que les niveaux de vibration pour les états fondamentaux
et excités de la molécule ne sont pas inclus dans notre schéma cinétique.
A.2 Mélange hélium/azote à 100 ppm
Nous présenterons d'abord les sections efficaces prises en compte pour effectuer les calculs
des vitesses de dérive des électrons, des coefficients de diffusion ainsi que ceux des constantes
de vitesse des réactions impliquant des électrons, paramètres qui seront tabulés en fonction
du champ électrique réduit (car nous travaillons suivant l'approximation du champ local). Ces
calculs ainsi que la sélection des mécanismes prépondérants ont été effectués par Frédéric Bras,
lors d'un stage post-doctoral.
En raison des nombreux niveaux d'énergie possibles des composants du mélange, nous avons
utilisé un nombre limité de sections efficaces de l'hélium et de l'azote traduisant l'excitation de
niveaux effectifs qui regroupent plusieurs niveaux individuels. Les jeux de sections efficaces ont
été jugés valides lorsqu'ils ont permis de reproduire les paramètres de transport expérimentaux
issus de la littérature.
Figure A.1  Sections efficaces de l'hélium
Les sections efficaces utilisées pour l'hélium sont présentées sur la figure A.1. Deux niveaux
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Table A.1  Réactions et taux de réaction pour l'azote
Réactions Taux de réactions1) Ref.
R1 e+N2 → N+2 + 2e 2) (Ségur et collab., 1983)
R2 e+N2 → N+ +N + 2e 2) (Ségur et collab., 1983)
R3 e+N2 → N2(A) + e 2) (Ségur et collab., 1983)
R4 e+N2(A)→ N2 + e 2) (Ségur et collab., 1983)
R5 e+N2 → N2(a′) + e 2) (Ségur et collab., 1983)
R6 e+N2(a′)→ N2 + e 2) (Ségur et collab., 1983)
R7 e+N2 → N2(C) + e 2) (Ségur et collab., 1983)
R8 e+N2(C)→ N2 + e 2) (Ségur et collab., 1983)
R9 N+2 + 2N2 → N+4 +N2 5. 10−29cm6 · s−1 (Kossyi et collab., 1992)
R10 N+2 +N2 +N → N+3 +N2 3.4 10−29cm6 · s−1 (Kossyi et collab., 1992)
R11 N+2 +N2(A)→ N+3 +N 3. 10−10 (Kossyi et collab., 1992)
R12 N+2 +N → N+ +N2 7. 10−13 (Kossyi et collab., 1992)
R13 N+3 +N → N+2 +N2 6.6 10−11 (Kossyi et collab., 1992)
R14 N+4 +N2 → N+2 + 2N2 2.4 10−15 (Kossyi et collab., 1992)
R15 N+4 +N → N+ + 2N2 1. 10−11 (Kossyi et collab., 1992)
R16 N +N2 +N+ → N+2 +N2 1. 10−29cm6 · s−1 (Kossyi et collab., 1992)
R17 N+4 + e→ N2(C) +N2 2. 10−6
T0
Te
0.5
(Kossyi et collab., 1992)
R18 N+3 + e→ N2 +N 2 10−17
T0
Te
0.5
(Kossyi et collab., 1992)
R19 N+2 + e→ 2N 2.8 10−7
T0
Te
0.5
(Kossyi et collab., 1992)
R20 N+2 + e→ N +N(2D) 2 10−7
T0
Te
0.5
(Kossyi et collab., 1992)
R21 N+2 + 2e→ 2N + e 1. 10−19
T0
Te
4.5
cm6 · s−1 (Kossyi et collab., 1992)
R22 N+2 + e+N2 → 2N2 6. 10−27
T0
Te
1.5
cm6 · s−1 (Kossyi et collab., 1992)
R23 N2(A) +N2(a′)→ N+4 + e 1.5 10−11 (Gordiets et collab., 1995)
R24 N2(a′) +N2(a′)→ N+4 + e 1.10−11 (Gordiets et collab., 1998)
R25 N2(a′) + N2 → N2(X) +
N2(X)
2 10−13 (Piper, 1989)
R26 N2(A) + N2(A) → N2(B) +
N2(X)
7.7 10−11 (Guerra et collab., 2001)
R27 N2(A) + N2(A) → N2(C) +
N2(X)
3. 10−10 (Simek et collab., 1998)
R28 N2(A) +N → N2 +N 4. 10−11 (Kossyi et collab., 1992)
R29 N2(C) +N2 → N2(a′) +N2 1. 10−11 (Kossyi et collab., 1992)
R30 N2(C)→ N2(B) + hν 2.7 107 (Radzig et Smirnov, 1985)
1)Les taux de réactions sont exprimés en cm3 · s−1, sauf mentions spéciales. La température
électronique Te, est en eV ; 2)Les coefficients d'ionisation et d'excitation sont tabulés en fonction
de E/N .
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Figure A.2  Sections efficaces de l'azote
métastables, He(23S) et He(23P ) ont été pris en compte, 2 niveaux résonants, He(21S) et
He(21S) et enfin trois niveaux effectifs représentant les niveaux supérieurs. Pour l'azote, nous
avons utilisé les sections efficaces données sur la figure A.2 qui comporte en tout 28 niveaux
d'excitation vibrationnelle, rotationnelle ou électronique. Le seuil d'ionisation de l'hélium se
situe à 24,58 eV et celui de l'azote à 15,6 eV. Au-delà, de cette différence dans les seuils d'ioni-
sation, sur ces deux figures, on peut constater que l'hélium et l'azote offrent un comportement
bien différent au regard de l'effet de l'impact électronique. Alors que l'hélium n'interagit que
peu avec les électrons jusqu'à des énergies de l'ordre de la vingtaine d'électron-volt, les ni-
veaux vibrationnels et rotationnels de l'azote sont atteints pour des énergies bien inférieures,
seulement de quelques unités d'électron-volt. La résolution de l'équation de Boltzmann pour
différentes valeurs de la fraction d'azote dans le mélange (de 100 ppm à 10 %) et du champ
électrique réduit nous a montré que la fonction de distribution en énergie des électrons est
affectée par la présence de l'azote pour des fractions supérieures à 1000 ppm. Alors, on assiste
à un dépeuplement de la queue de distribution au profit des énergies plus basses sur une plage
de champ réduit allant de 10 Td a 1000 Td. Ceci étant, nous allons maintenant présenter les
paramètres de transport obtenus pour une fraction molaire de 100 ppm.
Les figures A.3, A.4 et A.5 montrent respectivement la mobilité réduite et la vitesse de
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Figure A.3  Mobilité réduite et vitesse de dérive des électrons en fonction du champ électrique
réduit dans de l'hélium contenant 100 ppm d'azote
dérive des électrons, leur coefficient de diffusion longitudinal et transverse (qui sont similaires
confirmant ainsi ainsi la validité de l'hypothèse d'isotropie) ainsi que leur énergie moyenne en
fonction du champ électrique réduit. On peut constater le bon accord avec les valeurs constantes
utilisées par Mangolini et collab. (2004) indiquées en pointillés.
Les mobilités des ions ont été calculées en utilisant la formule de Langevin et sont données
dans le tableau A.2. Connaissant la mobilité, les coefficients de diffusion a été évalués à partir
de la relation d'Einstein. L'ensemble des réactions chimiques que nous avons envisagées est
représenté sur le tableau A.3. Il s'agit pour l'essentiel du mécanisme envisagé par Mangolini
et collab. (2004). Il met en jeu 9 espèces : He, He+, He+2 , He(2
3S), He(23P ), He∗2, N2, N
+
2 ,
N+4 . Dans le tableau He(2
3S), He(23P ) sont regroupées sous l'appellation He∗. Les réactions
R1 à R3 sont des processus d'ionisation directe et d'excitation de l'hélium, ainsi que le processus
inverse de collision superélastique. Dans le mélange hélium/azote, l'ionisation peut également
avoir lieu de manière indirecte, soit par étape (R4) soit suivant ionisation Penning (R5). R6 à
R8 correspondent à des mécanismes de conversion moléculaire des ions He+ et N+2 ainsi qu'à
la conversion du métastable He∗. Les réactions R9 à R12 conduisent quant à elle à la perte
d'électrons par recombinaison. La dernière réaction R13 est considérée comme étant celle à
l'origine de l'émission de lumière via la désexcitation radiative du dimère de l'hélium.
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Figure A.4  Coefficient de diffusion longitudinal et transverse des électrons en fonction du
champ électrique réduit dans de l'hélium contenant 100 ppm d'azote
Figure A.5  Energie moyenne des électrons en fonction du champ électrique réduit dans de
l'hélium contenant 100 ppm d'azote
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Table A.2  Mobilités et coefficients de diffusion des ions dans le mélange hélium-azote à 100
ppm
Espèce Mobilité Coefficient de diffusion
(V−1.cm2.s−1) (cm2.s−1 )
He+ 10 0,25
He+2 18 0,45
N+2 3 0,075
N+4 3 0,075
He(23S), He(23P ) 0,55
He∗2 0,55
Table A.3  Réactions et taux de réaction utilisés dans le mélange hélium-azote à 100 ppm
Réactions Taux de réaction Ref
R1 He+ e↔ He∗ + e (1) (2)
R2 He+ e→ He+ + 2e (1) (2)
R3 N2 + e→ N+2 + 2e (1) (2)
R4 He∗ +He∗ → He+ +He+ e 1, 5.10−9cm3 · s−1 (3)
R5 He∗ +N2 → N+2 +He+ e 6, 8.10−11cm3 · s−1 (3)
R6 He+ + 2He→ He+2 +He 6, 5.10−32cm6 · s−1 (3)
R7 N+2 +N2 +M → N+4 +M 5, 0.10−29cm6 · s−1 (3)
R8 He∗ + 2He→ He∗2 +He 2, 4.10−32cm6 · s−1 (4)
R9 He+ + 2e→ He+ e 8.10−20
(
Tgaz
Te
)4
cm6 · s−1 (3)
R10 He+2 + 2e→ 2He+ e 4.10−20
(
Tgaz
Te
)4
cm6 · s−1 (3)
R11 He+2 + e+He→ 3He 5.10−27
(
Tgaz
Te
)
cm6 · s−1 (3)
R12 N+4 + e→ 2N2 2.10−6
(
Tgaz
Te
) 1
2
cm3 · s−1 (3)
R13 He∗2 → 2He+ hν 6.108cm3 · s−1 (3)
(1)Constantes de vitesse calculées en fonction du champ électrique réduit E/N ; (2)(Ségur et collab., 1983) ;
(3)(Mangolini et collab., 2004) ; (4)(Bogdanov et collab., 2010).
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Figure A.6  Coefficients d'ionisation, d'excitation et de collisions superélastiques dans de
l'hélium contenant 100 ppm d'azote
La figure A.6 donne les coefficients d'ionisation, d'excitation et de collisions superélastiques
calculées en fonction du champ électrique réduit. L'excitation des métastables de l'hélium dé-
bute pour un champ de l'ordre de 5 à 6 Td, à l'instar de l'ionisation de l'azote. Cette dernière est
prépondérante devant l'ionisation de l'hélium jusqu'à un champ de 9 Td. Au-delà le coefficient
d'ionisation de l'hélium est supérieur de 2 à 3 ordres de grandeurs à celui de l'azote.
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Annexe : Interpolations de type
Éléments-Finis pour le calcul de flux
diffusifs sur des volumes de contrôle
centrés aux noeuds
(a) Volume de contrôle Median-dual autour
d'un noeud du bord
(b) Volume de contrôle Median-dual autour
d'un noeud intérieur
Figure B.1  Volumes de contrôle de type Median-dual
B.1 Introduction
Une grande partie de la discrétisation par volumes-finis réside dans l'approximation de
différents flux. Ces flux traversent les bords des volumes de contrôle (cf figure B.1) qui sont
situés au bord ou à l'intérieur des éléments du maillage. Lorsqu'on utilise des Volumes-Finis
centrés aux noeuds, les valeurs des paramètres intervenants dans les formulations de ces flux
(potentiel électrique, densités, autres paramètres physiques ...) sont connues pour les noeuds
du maillage initial de la géométrie. Ceci nous permet d'utiliser une interpolation par Éléments-
Finis, afin d'obtenir des valeurs approchées de ces flux sur les bords d'intégration des volumes
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de contrôle. Les Éléments-Finis permettent de construire un polynôme d'interpolation défini sur
tout un élément. Ce polynôme est une combinaison linéaire de n fonctions polynomiales : "les
fonctions de forme". Celles-ci forment une base de l'espace vectoriel des fonctions polynomiales
de même degré. Ce degré (somme ou max des degrés partiels) est propre à l'élément considéré,
il augmente avec le nombre de noeuds d'interpolation utilisé.
Les flux volumes finis qui nous intéressent utilisent les gradients des fonctions de forme du
triangle et du quadrangle. Le but de cet annexe est de présenter les calculs et les principes
"Éléments-Finis" permettant d'obtenir les gradients des fonctions de forme de degré 1, du
triangle (somme des degrés partiels =1) et du quadrangle (maximum des degrés partiels =1).
B.2 Définition des fonctions de forme d'un élément bidi-
mensionnel
B.2.1 Espaces vectoriels
Le cadre dans lequel ces calculs doivent être réalisés est l'espace vectoriel auquel appar-
tiennent les fonctions de formes recherchées. Nous commençons par poser ce cadre suivant le
type d'élément.
1. Pour l'élément triangle à 3 noeuds :
Les 3 sommets d'un triangle permettent de définir de façon biunivoque 3 fonctions de
forme linéaires (cf l'exemple donné dans la figure B.2). Elles engendrent l'ensemble :
P1 := {f ∈ R[x, y], f(x) = ax+ by + c, a, b, c ∈ R}.
On peut remarquer sur la figure B.2 qu'elles varient linéairement le long de chaque côté
du triangle.
2. Pour l'élément quadrangle à 4 noeuds :
De même les 4 sommets d'un quadrangle donné permettent de définir biunivoquement 4
fonctions de forme bilinéaires engendrant l'ensemble :
Q1 := {f ∈ R[x, y], f(x) = axy + bx+ cy + d, a, b, c, d ∈ R}.
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Figure B.2  Graphe (rouge) des valeurs des fonctions de forme (N1, N2, N3) d'un élément
triangle à 3 noeuds (M1M2M3 en bleu)
B.2.2 Relation de colocalisation et interpolation nodale
On considère un élément ayant pour sommets M1, M2, ..., Mnbnoeuds (les nbnoeuds noeuds
sont, dans le cadre de ce travail, exactement les sommets de l'élément). Les fonctions de forme
N1, N2, ..., Nnbnoeuds sont définies par colocalisation. C'est à dire par la relation suivante :
Ni (xj, yj) = δij (i, j = 1, 2, ..., nbnoeuds) (B.1)
avec δ le symbole de Kronecker. La figure B.2 représente les 3 fonctions de forme associées aux
3 sommets du triangle. Elles varient linéairement et sont nulles sur tous les noeuds excepté celui
qui leur est associé où elles valent 1.
Ces fonctions polynomiales permettent d'approcher toute fonction "u" définie sur l'élément par
la forme interpolée aux noeuds :
u(x, y) ≈
nbnoeuds∑
i=1
uiNi(x, y) (B.2)
avec ui la valeur de lafonction u au noeud i. Cette interpolation est en particulier utile pour
exprimer les coordonnées de tout point de l'élément sous la forme : x =
∑nbnoeuds
i=1 Ni(x, y) xi
y =
∑nbnoeuds
i=1 Ni(x, y) yi
(B.3)
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Cette forme s'avérera utile dans les calculs Éléments-Finis à venir car elle est exacte lorsque la
variation des coordonnées est linéaire (ce qui est le cas ici).
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B.3 Gradients des fonctions de forme dans un triangle
Pour un triangle T, les fonctions de forme appartiennent à l'espace des fonctions polyno-
miales linéaires. La technique la plus couramment utilisée afin de les déterminer consiste à
travailler sur un élément de référence T ∗ (cf figure B.3). Celui-ci est associé à un repère dit
"naturel" pour lequel les expressions des fonctions de forme sont faciles à obtenir. On remonte
ensuite aux fonctions de formes de chaque triangle en utilisant le changement de variable F qui
permet de passer de l'espace des coordonnées naturelles (ξ, η) à celui des coordonnées initiales
(x, y) du triangle.
Figure B.3  Passage à l'élément triangle de référence
La transformation géométrique F est définie par :
F : T ∗ → T
(ξ, η) 7→ (x(ξ, η), y(ξ, η))
(B.4)
Dans le repère naturel, les fonctions de forme associées à l'élément de référence peuvent s'ex-
primer sous la forme : 
N∗1 (ξ, η) = 1− ξ − η
N∗2 (ξ, η) = ξ
N∗3 (ξ, η) = η
(B.5)
(On vérifie aisément que la relation de colocalisation (B.1) est bien respectée).
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Leurs gradients en coordonnées naturelles sont alors :
−→∇ξ,ηN∗1 (ξ, η) =
 −1
−1
 ; −→∇ξ,ηN∗2 (ξ, η) =
 1
0
 ; −→∇ξ,ηN∗3 (ξ, η) =
 0
1
 (B.6)
On définit la matrice jacobienne "Élément-Fini" de F comme étant la matrice transposée de la
vraie jacobienne (ceci permet de faciliter les calculs), soit :
J(F ) =

∂x
∂ξ
∂y
∂ξ
∂x
∂η
∂y
∂η
 (B.7)
En utilisant les expressions barycentriques de x et y données précédemment (B.3), on obtient
la forme interpolée de la Jacobienne "Élément-fini" :
J(F ) =
nbnoeuds∑
j=1

∂N∗j
∂ξ
xj
∂N∗j
∂ξ
yj
∂N∗j
∂η
xj
∂N∗j
∂η
yj
 =
nbnoeuds∑
j=1

∂N∗j
∂ξ
∂N∗j
∂η
 (xj, yj) (B.8)
Ainsi, on peut expliciter, la jacobienne "Elément-Fini" en utilisant les gradients précédemment
obtenus et les coordonnées initiales des sommets du triangle :
J(F ) =
 −1
−1
 (x1, y1) +
 1
0
 (x2, y2) +
 0
1
 (x3, y3) =
 x2 − x1 y2 − y1
x3 − x1 y3 − y1
 (B.9)
Le déterminant de la Jacobienne (le Jacobien) est alors :
det (J(F )) =
∣∣∣∣∣∣ x2 − x1 y2 − y1x3 − x1 y3 − y1
∣∣∣∣∣∣ = det
(−−−−→
M1M2,
−−−−→
M1M3
)
= 2Aire(T ) (B.10)
On peut remarquer qu'il est constant par triangle et nul si et seulement si le triangle est aplati.
L'utilisation de la formule de dérivation des fonctions composées (Chain Rule) permet d'ex-
primer les gradients en coordonnées naturelles à partir de ceux en coordonnées initiales et des
B.3. Gradients des fonctions de forme dans un triangle 163
coefficients de la jacobienne "Élément-Fini" :

∂N∗i
∂ξ
=
∂Ni
∂x
∂x
∂ξ
+
∂Ni
∂y
∂y
∂ξ
∂N∗i
∂η
=
∂Ni
∂x
∂x
∂η
+
∂Ni
∂y
∂y
∂η
⇔ −→∇ξ,ηN∗i = J(F )
−→∇x,yNi (B.11)
Lorsque le triangle initial n'est pas aplati, on peut écrire la formule inverse qui permet de re-
monter aux gradients exprimés en coordonnées initiales :
−→∇x,yNi = J(F )−1
−→∇ξ,ηN∗i (B.12)
On connait désormais une formule permettant de passer des gradients en coordonnées naturelles
aux gradients initiaux. Ce calcul nécessite donc une information en plus des gradients naturels :
"la jacobienne Élément-Fini inverse". Il est valable aussi bien pour les triangles que pour les
quadrangles.
Si le triangle initial n'est pas aplati, la jacobienne Elément-fini inverse s'exprime sous la forme :
J(F )−1 =
1
2Aire(T )
 y3 − y1 y1 − y2
x1 − x3 x2 − x1
 (B.13)
On peut désormais expliciter les expressions des gradients des fonctions de forme en coordonnées
initiales :
−→∇x,yN1 =
 ∂xN1
∂yN1
 = 1
K
 y3 − y1 y1 − y2
x1 − x3 x2 − x1
 −1
−1
 = 1
K
 y2 − y3
x3 − x2
 (B.14)
−→∇x,yN2 =
 ∂xN2
∂yN2
 = 1
K
 y3 − y1 y1 − y2
x1 − x3 x2 − x1
 1
0
 = 1
K
 y3 − y1
x1 − x3
 (B.15)
−→∇x,yN3 =
 ∂xN3
∂yN3
 = 1
K
 y3 − y1 y1 − y2
x1 − x3 x2 − x1
 0
1
 = 1
K
 y1 − y2
x2 − x1
 (B.16)
avec K = 2Aire(T )
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B.4 Gradients des fonctions de forme dans un quadrangle
Pour un quadrangle à 4 noeuds, on travaille dans l'espace des fonctions polynomiales bilinéaires.
On cherche quatre fonctions de forme N1, N2, N3, N4 vérifiant la relation de colocalisation B.1.
Pour cela on se ramène à l'élément de référence Q∗ (figure B.4) et on considère la transformation
F permettant de passer de l'espace des coordonnées naturelles (ξ, η) à celui des coordonnées
initiales (x, y) du quadrangle.
Figure B.4  Passage à l'élément quadrangle de référence
La transformation géométrique F est définie par :
F : Q∗ → Q
(ξ, η) 7→ (x(ξ, η), y(ξ, η))
(B.17)
Les fonctions de forme associées à l'élément de référence s'expriment en coordonnées naturelles :

N∗1 (ξ, η) =
1
4
(1− ξ)(1− η)
N∗2 (ξ, η) =
1
4
(1 + ξ)(1− η)
N∗3 (ξ, η) =
1
4
(1 + ξ)(1 + η)
N∗4 (ξ, η) =
1
4
(1− ξ)(1 + η)
(B.18)
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(Ces fonctions vérifient bien la relation de colocalisation B.1).
On en déduit les gradients en coordonnées naturelles :
−→∇ξ,ηN∗1 (ξ, η) = −
1
4
 1− η
1− ξ
 −→∇ξ,ηN∗2 (ξ, η) = 14
 1− η
−1− ξ

−→∇ξ,ηN∗3 (ξ, η) =
1
4
 1 + η
1 + ξ
 −→∇ξ,ηN∗4 (ξ, η) = 14
 −1− η
1− ξ
 (B.19)
Ces gradients ne sont pas constants, ils ont des composantes affines en une seule des deux
coordonnées naturelles.
On substitue ces gradients dans la relation B.8 afin d'obtenir l'expression suivante de la Matrice
Jacobienne :
J(F ) =
−1
4
 1− η
1− ξ
( x1 y1 )+ 14
 1− η
−1− ξ
( x2 y2 )
+
1
4
 1 + η
1 + ξ
( x3 y3 )+ 14
 −1− η
1− ξ
( x4 y4 )
(B.20)
Contrairement au cas du triangle les dérivées partielles ici ne sont pas constantes. L'expression
de la jacobienne est longue. Aussi, afin de la simplifier, on définit les notations suivantes :
X = (x1, x2, x3, x4) (B.21)
Y = (y1, y2, y3, y4) (B.22)
f1(X) = −x1 + x2 + x3 − x4 (B.23)
f2(X) = x1 − x2 + x3 − x4 (B.24)
f3(X) = −x1 − x2 + x3 + x4 (B.25)
La matrice jacobienne s'exprime alors sous la forme :
1
4
 f1(X) + ηf2(X) f1(Y ) + ηf2(Y )
f3(X) + ξf2(X) f3(Y ) + ξf2(Y )
 (B.26)
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On en déduit l'expression du jacobien ( det (J(F )) ) :
(f1(X)f3(Y )− f3(X)f1(Y )) + η (f2(X)f3(Y )− f3(X)f2(Y )) + ξ (f1(X)f2(Y )− f2(X)f1(Y ))
16
(B.27)
Le Jacobien ci-dessus est une fonction continue sur le quadrangle en les variables ξ et η. Il
vérifie donc le théorème des valeurs intermédiaires : "S'il existe deux points du quadrangle
pour lesquels il change de signe alors il s'annule entre ces deux points".
De plus sa variation est linéaire en chacune des deux variables.
Ses valeurs minimales et maximales locales se situent donc aux points de coordonnées naturelles
(ξ et η) extrémales, c'est-à-dire aux sommets du quadrangle. Les valeurs aux sommets du
quadrangle permettent donc de déterminer les cas d'annulation du Jacobien. L'expression de
la Jacobienne B.20 permet d'obtenir une représentation géométrique du Jacobien :
det(J(F )) =
1
4
det
(
(1− η)
2
−−−−→
M1M2 +
(1 + η)
2
−−−−→
M4M3,
(1− ξ)
2
−−−−→
M1M4 +
(1 + ξ)
2
−−−−→
M2M3
)
(B.28)
Le remplacement de ξ et η par leurs valeurs extrémales "-1" ou "+1" ci-dessus donne les valeurs
du Jacobien aux sommets :
Sommet M1 :
det(J(F ))(−1,−1) = 0.25 det
(−−−−→
M1M2,
−−−−→
M1M4
)
=
M1M2 ×M1M4
4
sin
(−−−−→
M1M2,
−−−−→
M1M4
)
(B.29)
Sommet M2 :
det(J(F ))(+1,−1) = 0.25 det
(−−−−→
M4M3,
−−−−→
M1M4
)
=
M4M3 ×M1M4
4
sin
(−−−−→
M4M1,
−−−−→
M4M3
)
(B.30)
Sommet M3 :
det(J(F ))(+1,+1) = 0.25 det
(−−−−→
M4M3,
−−−−→
M2M3
)
=
M4M3 ×M2M3
4
sin
(−−−−→
M3M4,
−−−−→
M3M2
)
(B.31)
Sommet M4 :
det(J(F )(−1,+1) = 0.25 det
(−−−−→
M1M2,
−−−−→
M2M3
)
=
M1M2 ×M2M3
4
sin
(−−−−→
M2M3,
−−−−→
M2M1
)
(B.32)
La réécriture par simples permutations des angles formés par les couples de vecteurs ci-dessus
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permet de se ramener aux sinus des angles internes orientés positivement du quadrilatère. On
peut désormais "visualiser" les cas d'annulation du Jacobien. Il s'annule si au moins un des
côtés du quadrangle est de longueur nulle. Il s'annule également si un des angles internes est
de mesure ou nulle ou supérieure à 180◦ (car au-delà le sinus devient négatif). La figure B.5
présente différents types de quadrilatères obtenus en faisant varier l'angle
(−−−−→
M2M3,
−−−−→
M2M1
)
d'un
quadrilatère initial. Seul le premier (convexe) est valide. Un quadrangle valide doit donc être
convexe. De façon à éviter des déterminants quasi-nuls, les valeurs proches de zéro pour le
Jacobien sont aussi à proscrire (risque de divisions peu précises). On travaillera de préférence
avec des angles internes compris entre 15 et 165◦.
Figure B.5  Différents quadrilatères obtenus en faisant varier un angle donné
(
̂M1M2M3
)
On peut maintenant faire les calculs Éléments-Finis, ceux ci étant valables pour les quadrangles
convexes et avec des angles internes compris entre 15 et 165◦.
Dans le cadre de ce travail, nous utilisons la méthode des trapèzes pour intégrer nos flux de
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diffusion. Pour cela, nous n'avons besoin que des gradients des fonctions de forme aux extrémi-
tés du segment d'intégration [m1G] .
Calculs des gradients pour m1 :
J(F )(0,−1) =
1
2
 −x1 + x2 −y1 + y2
f3(X)
2
f3(Y )
2
 (B.33)
det(J(F ))(0,−1) =
(−x1 + x2) (f3(Y ))− (−y1 + y2) (f3(X))
8
(B.34)
J(F )−1(0,−1) =
1
K ′

f3(Y )
2
y1 − y2
−f3(X)
2
−x1 + x2
 (B.35)
On en déduit les gradients en coordonnées cartésiennes en (0,-1) :
−→∇x,yN1(0,−1) = J(F )−1−→∇ξ,ηN∗1 (0,−1) =
−1
4K ′
 −2y2 + y3 + y4
2x2 − x3 − x4
 (B.36)
−→∇x,yN2(0,−1) = J(F )−1−→∇ξ,ηN∗2 (0,−1) =
1
4K ′
 −2y1 + y3 + y4
2x1 − x3 − x4
 (B.37)
−→∇x,yN3(0,−1) = J(F )−1−→∇ξ,ηN∗3 (0,−1) =
1
4K ′
 y1 − y2
−x1 + x2
 (B.38)
−→∇x,yN4(0,−1) = −→∇x,yN3(0,−1) (B.39)
avec K ′ = 2 det
(
J(F )(0,−1)
)
Calculs des gradients pour G :
J(F )(0, 0) =
1
4
 f1(X) f1(Y )
f3(X) f3(Y )
 (B.40)
det (J(F )(0, 0)) =
(f1(X)) (f3(Y ))− (f3(X)) (f1(Y ))
16
(B.41)
J(F )−1(0, 0) =
1
K”
 −y1 − y2 + y3 + y4 y1 − y2 − y3 + y4
x1 + x2 − x3 − x4 −x1 + x2 + x3 − x4
 (B.42)
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On en déduit les gradients en G :
−→∇x,yN1(0, 0) = J(F )−1−→∇ξ,ηN∗1 (0, 0) =
1
4K”
 2y2 − 2y4
−2x2 + 2x4
 (B.43)
−→∇x,yN2(0, 0) = J(F )−1−→∇ξ,ηN∗2 (0, 0) =
1
4K”
 −2y1 + 2y3
2x1 − 2x3
 (B.44)
−→∇x,yN3(0, 0) = −−→∇x,yN1(0, 0) (B.45)
−→∇x,yN4(0, 0) = −−→∇x,yN2(0, 0) (B.46)
avec K” = 4 det (J(F )(0, 0))

Annexe C
Annexe : Caractéristiques et méthodes de
génération des maillages bi-dimensionnels
non-structurés
La taille et la structure des systèmes issus des discrétisations d'équations aux dérivées
partielles sont directement reliées à la taille et à la structure du maillage de la géométrie.
Celui-ci est constitué de noeuds, de côtés et d'éléments (des triangles ou des quadrangles en
2D). Leurs nombres mais aussi leurs positions relatives vont structurer le système algébrique à
résoudre. De plus, la finesse et la régularité des mailles influencent directement les erreurs dues
à l'approximation de la géométrie, erreurs qui peuvent avoir des conséquences très fâcheuses
sur le résultat final. Le but de cette annexe est de fournir plusieurs informations utiles lors
de la création et de l'utilisation d'un maillage bidimensionnel (tailles des systèmes, structure,
tailles des boucles, consommation en mémoire...). La première partie fournit des précisions sur
la structure d'un maillage bi-dimensionnel. La seconde partie est une introduction à la notion
de qualité. La troisième et dernière partie présente les principales méthodes de génération de
maillages non-structurés bidimensionnels.
C.1 Structure des maillages bidimensionnels
Les informations sur la structure d'un maillage structuré sont généralement facilement iden-
tifiables. Par exemple, pour les maillages cartésiens, chaque noeud intérieur est relié à quatre
noeuds voisins (N,S,E,W), de même chaque maille intérieure est accolée à quatre mailles voi-
sines. Les maillages non-structurés ne bénéficient pas de ce type d'information très précises
sur la localisation des voisins, en revanche, lorsqu'ils vérifient (comme la plupart des maillages
structurés) la condition de conformité (cf chapitre 2), les nombres moyens ou totaux de noeuds,
172 Annexe C
de côtés et d'éléments ainsi que le nombre moyen de voisins peuvent être connus.
Dans un premier temps, nous allons exprimer le nombre moyen de noeuds voisins des noeuds
du maillage en fonction du nombre de noeuds et de côtés. Nous désignerons, par la suite, le
"nombre de noeuds voisins" par le terme de géométrie algorithmique "valence". Sachant que
chaque côté du maillage est commun à exactement 2 noeuds, le dénombrement de tous les
noeuds voisins de tous les noeuds du maillage permet d'écrire :
nnoeuds∑
i=1
V alence(i) = 2ncotes (C.1)
V alence× nnoeuds = 2ncotes (C.2)
Avec V alence la valence moyenne d'un noeud du maillage.
Ce qui nous donne l'expression suivante de la valence moyenne :
V alence = 2
ncotes
nnoeuds
(C.3)
Cette relation est valable pour tous les maillages bi-dimensionnels conformes. La connaissance
du rapport intervenant dans celle-ci sera obtenue par la suite au moyen d'autres dénombrements.
Ceux-ci se basent sur la relation d'Euler-Descartes-Poincaré modifiée (Barth, 1992) :
nelements = ncotes − nnoeuds + 1− ntrous (C.4)
avec ntrous le nombre éventuel de trous présents à l'intérieur du domaine à mailler.
Cette relation est valide pour les maillages conformes. Elle permet, lorsqu'elle est complétée par
d'autres informations issues de dénombrements judicieux, d'obtenir d'autres informations clés
sur la structure des maillages. Ces dénombrements n'étant pas (facilement) réalisables sur un
maillage multi-éléments, nous considérons ici des maillages composés d'un seul type d'élément,
c'est à dire triangulaires ou quadrangulaires. Ceci donnera un meilleur point de vue sur les
maillages bi-dimensionnels qu'ils soient multi-éléments ou non.
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C.1.1 Maillages triangulaires
Figure C.1  Maillage (COMSOL R©) triangulaire d'une zone circulaire (334 noeuds, 588 tri-
angles et 78 côtés sur le bord)
C.1.1.1 Relations entre les nombres, de noeuds, de côtés et de triangles
Sachant que chaque triangle est constitué de 3 côtés et que chaque côté intérieur au maillage
est commun à deux triangles on obtient après dénombrement de tous les côtés de tous les
triangles :
3ntriangles = 2ncotes − ncotesbord (C.5)
On utilise alors deux combinaisons linéaires de cette relation avec la relation d'Euler modifiée
afin d'obtenir les relations permettant d'exprimer le nombre de triangles mais aussi le nombre
de côtés en fonction du nombre de noeuds d'un maillage triangulaire :
ntriangles = 2nnoeuds − ncotesbord − 2 + 2ntrous (C.6)
ncotes = 3nnoeuds − ncotesbord − 3 + 3ntrous (C.7)
Ces deux relations ont l'avantage d'être exactes. On pourra d'ailleurs vérifier la première (C.6)
sur le maillage de la figure C.1.
De plus nous savons que le bord est constitué de boucles fermées. Donc le nombre de cotés
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du bord est égal au nombre de noeuds situés dessus. On en déduit facilement, les deux relations
suivantes :
ntriangles = 2nnoeudsinterieur + nnoeudsbord − 2 + 2ntrous (C.8)
ncotes = 3nnoeudsinterieur + 2nnoeudsbord − 3 + 3ntrous (C.9)
Suivant que le maillage compte plus de noeuds intérieurs ou plus de noeuds au bord, on aboutit
à deux conclusions différentes :
1. Si le nombre de noeuds intérieur domine le nombre de noeuds situés au bord, le maillage
comptera alors près de 2 fois plus de triangles et près de 3 fois plus de côtés que de noeuds.
2. Sinon, le maillage comptera alors approximativement autant de noeuds que de triangles
et à peu près 2 fois plus de côtés que de noeuds.
C.1.1.2 Valence des noeuds, structure creuse des matrices
Nous avons précédemment exprimé la valence moyenne en fonction du rapport entre le nombre
de côtés et le nombre de noeuds (relation C.3).
Si le nombre de noeuds intérieurs est dominant, ce rapport est proche de 3, ce qui conduit à une
valence moyenne de 6. Sinon,ce rapport est proche de 2 ce qui conduit à une valence moyenne
de 4.
Regardons la figure C.1 afin de vérifier visuellement ceci. L'intérieur du maillage triangulaire de
la figure C.1 présente une majorité de structures hexagonales constituées de 6 triangles accolés
dans une boucle fermée autour d'un noeud intérieur du maillage, le dernier et le premier triangle
ayant un coté en commun, le nombre de noeuds voisins est égal au nombre de triangles soit 6.
Le bord du maillage présente une majorité de structures ressemblant à des moitiés d'hexagones
constituées de 3 triangles accolés autour des noeuds du bord mais cette fois-ci sans former de
boucle fermée autour de lui. La valence est alors égale à 4.
La valence permet de prévoir la structure des matrices de type Volumes-Finis que nous utilisons
dans ce manuscrit (volumes de contrôle centrés aux noeuds). En moyenne, une intégration sur
un volume de contrôle génère une ligne qui comporte, 6+1=7 inconnues pour un volume centré
sur un noeud intérieur et 4+1=5 inconnues pour un volume centré sur un noeud du bord. Aussi
dés que le nombre de noeuds devient élevé, la structure de la matrice associée devient creuse
voire très creuse.
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C.1.2 Maillages quadrangulaires
Figure C.2  Maillage (COMSOL R©) quadrangulaire d'une zone circulaire (1134 noeuds, 1040
quadrangles et 186 côtés sur le bord)
C.1.2.1 Relations entre les nombres, de noeuds, de côtés et de quadrangles
De même que pour les triangles, le dénombrement de tous les côtés d'un maillage à base de
quadrangles permet d'obtenir la relation suivante :
4nquadrangles = 2ncotes − ncotesbord (C.10)
Après combinaisons linéaires de cette relation avec la relation d'Euler-Descartes-Poincaré mo-
difiée, nous obtenons les deux relations exprimant le nombre de quadrangles et le nombre de
côtés en fonction du nombre de noeuds :
nquadrangles = nnoeuds − 0, 5ncotesbord − 1 + ntrous (C.11)
ncotes = 2nnoeuds − 0, 5ncotesbord − 2 + 2ntrous (C.12)
Ces relations sont exactes pour un maillage quadrangulaire conforme, structuré ou non.
De plus nous savons (cf maillages triangulaires) que le nombre de cotés du bord est égal au
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nombre de noeuds situés dessus. On en déduit facilement, les deux nouvelles relations :
nquadrangles = nnoeudsinterieur + 0, 5nnoeudsbord − 1 + ntrous (C.13)
ncotes = 2nnoeudsinterieur + 1, 5nnoeudsbord − 2 + 2ntrous (C.14)
Suivant que le maillage compte plus de noeuds intérieurs ou plus de noeuds au bord, on aboutit
aux deux conclusions suivantes :
1. Si le nombre de noeuds intérieur domine le nombre de noeuds situés au bord, le maillage
comptera alors à peu près autant de quadrangles que de noeuds et près de 2 fois plus de
côtés que de noeuds.
2. Sinon, le maillage comptera alors près de 2 fois plus de noeuds que de quadrangles et à
peu près 1,5 fois plus de côtés que de noeuds.
On pourra d'ailleurs vérifier la relation C.11 sur le maillage de la figure C.2.
C.1.2.2 Valence des noeuds, structure creuse des matrices
Nous avons précédemment exprimé la valence moyenne en fonction du rapport entre le nombre
de côtés et le nombre de noeuds (relation C.3).
Si le nombre de noeuds intérieurs est dominant, ce rapport est proche de 2, ce qui conduit à
une valence moyenne de 4. Sinon, ce rapport est proche de 1,5 ce qui conduit à une valence
moyenne de 3.
On retrouve ainsi les valences typiques des maillages structurés quadrangulaires. Le résultat,
déjà connu pour les maillages structurés reste donc valable pour les maillages non structurés
quadrangulaires mais en moyenne.
Cette dernière propriété permet d'anticiper la structure creuse de nos matrices associées aux
intégrations "Volumes-Finis" (volumes de contrôle centrés aux noeuds) pour des maillages qua-
drangulaires.En moyenne, une intégration sur un volume de contrôle génère une ligne qui com-
porte, 4+4+1=9 inconnues pour un volume centré sur un noeud intérieur (4 noeuds voisins
directs, 4 noeuds dans les coins des quadrangles voisins et le noeud initial), 3+2+1=6 incon-
nues pour un volume de contrôle centré sur un noeud du bord.
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C.1.3 Applications au modèle numérique
La structure des matrices associées aux méthodes Volumes ou Éléments-finis est donc creuse,
voire très creuse. La répartition des valeurs non nulles de ces matrices dépend de la numérotation
des indices des noeuds du maillage utilisé. Aussi, afin d'optimiser cette répartition, la grande
majorité des mailleurs automatiques intègrent des algorithmes de re-numérotation permettant
de "ramasser" les valeurs non nulles d'une matrice autour de sa diagonale principale. Ces
structures "ramassées" permettent d'utiliser des méthodes de résolution ne générant pas de
matrices très pleines (elles limitent le phénomène de "Fill In"). Le caractère creux de la structure
peut être exploité en utilisant des formats de stockage adaptés (de type creux, proche de la
structure utilisée). Ceci permet de diminuer la consommation d'espace mémoire, les temps de
lecture-écriture et ceux de calculs.
La grande majorité des maillages que nous utilisons comportent plus de 100 000 noeuds
avec une grande majorité de noeuds intérieurs. Pour un maillage donné, connaissant le nombre
de noeuds, la connaissance des nombres d'éléments et de côtés permettent d'anticiper la taille
des fichiers de sorties sur des maillages non-structurés. Ceci s'avère utile lorsque le nombre
de noeuds devient élevé. Le format d'écriture que nous utilisons est de type "Élément-Fini". Il
commence par la liste des coordonnées de tous les noeuds du maillage suivie par celle des indices
des noeuds associés à chaque élément (ie sa connectivité). Ainsi, suivant le type d'élément, la
taille de la seconde liste (constituée d'entiers) sera de 3ntriangles entiers c'est à dire approxi-
mativement 6nnoeuds entiers pour les maillages triangulaires et 4nquadrangles entiers c'est à dire
environ 4nnoeuds entiers pour les maillages quadrangulaires. On en déduit que, pour un même
nombre de noeuds, les fichiers et les temps d'écriture et de lecture de données bi-dimensionnelles
de type Élément-Fini seront plus court avec des quadrangles et que cet écart augmente avec le
nombre de noeuds.
De façon, à optimiser les performances, à faciliter la prise en compte des conditions limites
et à travailler de façon transparente en maillages multi-éléments, nous utilisons des boucles
d'assemblage basées sur les côtés du maillage. Puis pour chaque côté une seconde boucle est
généralement faite sur les noeuds des éléments adjacents au côté. On peut donc prédire des
boucles de tailles approximativement égale à 3 × 3nnoeuds soit 9nnoeuds pour les maillages tri-
angulaires et 4 × 2nnoeuds soit 8nnoeuds pour les maillages quadrangulaires. Les tailles de ces
boucles ne sont donc pas très différentes pour les deux types de maillages considérés ici.
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Nous en restons là pour les applications des relations numériques dans un maillage car cette
annexe à elle seule ne suffirait pas à faire le tour du sujet. Nous noterons que les informations sur
la structure d'un maillage permettent, entre autres, de mieux concevoir les codes informatiques
en maillages non-structurés et de mieux prévoir la taille des fichiers de sortie associés.
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C.2 Qualité d'un maillage
Figure C.3  Maillages triangulaires basés sur le critère de l'angle minimal (Shewchuk, 2002)
Lors de la discrétisation d'une équation aux dérivées partielles, le maillage d'une géométrie
doit se faire de façon à obtenir une bonne "précision" des calculs et ce pour des temps de
calcul raisonnables. Un maillage permettant une bonne précision des calculs est dit de bonne
"qualité". Ce terme n'est pas simple à définir. Un maillage précis pour un schéma numérique,
ne l'est pas forcément pour un autre. Toutefois, on peut donner quelques critères généraux,
permettant d'améliorer la précision de schémas numériques :
C.2.1 Régularité d'une maille
La variation des longueurs d'une maille, les valeurs de son plus petit et de son plus grand
angle, sa convexité, influent sur la précision. On définit pour cela des critères de régularité.
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Par exemple, sur la Figure 3, le critère est la mesure de l'angle minimal. Le mailleur triangle
de (J.R Shewchuk) garantit un angle minimal supérieur à 33◦. On observe bien la diminution
progressive de triangles étirés. Ce critère est bien adapté à la résolution par éléments-finis de
l'équation de Poisson mais n'est pas forcément pertinent dans le cas des volumes-finis ou dans
le cas de l'équation de convection-diffusion pour lesquels le critère de l'angle maximal semble
plus approprié. Ces deux critères ont pour principal défaut de ne pas apporter d'information sur
les longueurs des côtés ou sur l'aire du triangle considéré. Dans ce but, des critères de qualité
généraux existent, les plus répandus sont basés sur une transformation géométrique permettant
de se ramener à une maille régulière de même aire (triangle équilatéral ou carré). Le mailleur
du logiciel Élément-Fini COMSOL R© utilise ainsi le rapport :
q= 4
√
3
Aire(triangle)∑
i=1,3 l
2
i
avec li(i= 1, 3) les longueurs des côtés pour chaque triangle (on notera qu'on retrouve bien la
valeur 1 pour un triangle équilatéral).
Les valeurs de ce rapport sont comprises entre 0 et 1, un triangle est généralement considéré de
bonne régularité s'il excède 0,75. Son analogue pour les quadrangles est basé sur les 4 triangles
formant les quatre coins du quadrilatère (coins isocèles pour le carré). On remarque l'utilisation
et de l'aire et des longueurs ceci permettant d'utiliser indirectement les angles de l'élément. Ce
critère donne une information de qualité sur chaque maille. La qualité globale du maillage
peut alors être estimée au moyens de calculs statistiques sur les différentes valeurs de qualité
obtenues. Le logiciel COMSOL R© (cf figures C.4, C.5) permet, une fois un maillage généré,
de visualiser des informations sur sa qualité au moyen d'un histogramme (cf ci-dessous) et de
plusieurs données statistiques (qualité minimale, qualité moyenne,...) et ce pour chacune des
zones de la géométrie. L'histogramme de qualité du maillage triangulaire montre une grande
majorité de triangles avec une qualité supérieur à 0,9 et un petit nombre avec une qualité de
0,76 ce qui explique la qualité moyenne, excellente, de 0,9777 de ce maillage. L'histogramme
de qualité du maillage quadrangulaire montre 9 paquets de tailles identiques avec une qualité
comprise entre 0,82 et 0,97 et un dernier deux fois plus gros avec une qualité de 1, la qualité
moyenne de 0,945 est ici aussi excellente.
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Figure C.4  Statistiques COMSOL R© pour le maillage de la figure C.1
Figure C.5  Statistiques COMSOL R© pour le maillage de la figure C.2
C.2.2 Facteur de croissance maximal
Lorsqu'un calcul nécessite de mailler finement une zone particulière de la géométrie où de forts
gradients sont attendus, un maillage adapté peut être utilisé. Les gains en espace mémoire
et en temps peuvent alors devenir considérables. Toutefois, il faut "soigneusement" adapter
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le maillage car, des changements de tailles et d'angles trop brutaux entre les mailles peuvent
diminuer excessivement la précision des calculs. Cette transition doit rester en accord avec la
précision permise par le schéma numérique, or tous les schémas n'acceptent pas des transitions
rapides dans un maillage. Concrètement, pour nos schémas, nous obtenons des résultats ac-
ceptables seulement pour des taux de croissance compris entre 1 et 10% dans les zones à forts
gradients et inférieurs à 20% en dehors.
C.2.3 Valence de chaque noeud
Un maillage régulier aura tendance à fournir des valences proches de 6 pour les maillages
triangulaires et proches de 4 pour les quadrangulaires. Ceci donne une autre information rapide
à saisir lors de la génération d'un maillage non-structuré. Les valences excessives signalent des
transitions brutales et des angles très aigus. Il faut, de manière générale, éviter l'apparition de
valences trop fortes. Notre code numérique compte le nombre de voisins et affiche un message
d'alerte dés que celui-ci atteint 10.
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C.3 Méthodes de génération de maillages non structurés
Figure C.6  Principales Méthodes de génération de maillage (Owen (1998))
Le questionnement sur la notion de "bon" maillage conduit naturellement à s'intéresser
aux méthodes permettant de générer ces maillages. La génération de maillages non structurés
est un secteur de recherche à mi-chemin entre la géométrie algorithmique , l'ingénierie pour
l'analyse de structure et la dynamique des fluides numérique. Son développement a démarré
en 1970 avec les travaux de Frederick, Wong et Edge (Frederick et collab., 1970) qui sont les
auteurs des premiers algorithmes de génération de maillages non-structurés, ceux-ci sont basés
sur des "triangulations de Delaunay" et sur des "avancées de fronts". Ces algorithmes sont
à la base de la plupart des méthodes modernes de maillage. Les avancées dans des domaines
tels que, les jeux vidéos, les films d'animation ou encore le traitement d'image ont permis
d'obtenir des algorithmes de maillage de plus en plus robustes et rapides. Cette partie est
une brève présentation des méthodes de maillage les plus fréquemment utilisées. La figure C.6
présente les noms de plusieurs algorithmes de maillage. On distingue deux branches principales
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verticales, une, à gauche, pour les maillages structurés, l'autre, à droite, pour les maillages
qui nous intéressent c'est à dire non-structurés. Les maillages quadrangulaires sont souvent
générés de façon indirecte à partir de maillages triangulaires par découpages ou fusion de
triangles. Nous présentons ici les trois algorithmes de génération de maillages non-structurés
triangulaires les plus couramment utilisés, le Quadtree (Octree en 3D), les triangulations de
Delaunay et l'avancée de fronts (advancing front).
C.3.1 Méthode de maillage triangulaire par partitionnement Quad-
tree (arbre à 4 fils)
Figure C.7  Maillage triangulaire Quadtree images (images issues de Owen (1998))
La méthode Quadtree est utilisée depuis les travaux de Yerry et Shepard (Yerry et Shephard,
1983) dans les années 1980. Elle est basée sur la notion d'arbres. Ceux-ci sont des structures
hiérarchiques constituées de noeuds. Le premier noeud, la racine n'a pas de parents, il est relié
à ses 4 fils par des branches jusqu'aux noeuds finaux, les feuilles. L'utilisation de cette structure
pour la génération de maillages triangulaires repose sur 4 étapes (Owen, 1998) :
1. Définition d'une boîte englobante initiale (racine du quadtree)
2. Découpage récursif de chaque quadrangle en 4 feuilles dans les zones où la géométrie est
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mal capturée
3. Récupération des intersections entre les arêtes des feuilles et la géométrie
4. Maillage de chaque feuille en utilisant les sommets (coins) de la feuille et les intersections
avec la géométrie
5. Suppression des triangles extérieurs à la géométrie
De façon à éviter un changement de taille trop brutal, on ajoute généralement une condition
d'équilibrage consistant à interdire le passage d'une feuille à un carré voisin avec un facteur
supérieur à 2 (Bern et Eppstein, 1992). Sa simplicité, sa robustesse et son faible coût en font une
méthode attrayante pour la génération rapide de maillages localement raffinés. Par contre cette
méthode ne permet pas de choisir dès le départ la façon de mailler les bords courbes et produit
de fortes variations autour des bords courbes. De plus elle a le défaut de se baser sur des lignes
verticales ou horizontales donnant ainsi une "directionnalité", pas toujours justifiée du maillage
quadrangulaire sur lequel se base la triangulation. Aussi des techniques supplémentaires (ré-
gularisation laplacienne, insertion de points de Steiner, redéfinition des quadrilatères. . .) sont
généralement utilisées de façon à obtenir un maillage de meilleure qualité.
C.3.2 Méthode de maillage de type Avancée de Front
Figure C.8  Maillage initial de bord pour la méthode d'avancée de front (Mavriplis, 1995)
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Figure C.9  Génération d'un nouveau triangle pour la méthode d'avancée de front (a) pour
un nouveau point (b) pour un point préexistant (Mavriplis, 1995)
Les méthodes de type "Avancée de Front" génèrent les maillages en considérant les dimen-
sions croissantes (1 et 2 en 2D) et en partant du bord du domaine de calcul vers l'intérieur
de celui-ci. La première étape (cf figure C.8) construit un maillage du bord du domaine de
calcul qui est constitué d'arêtes. Ce maillage constitue un (ou des) front(s) initial(initiaux). Il
s'agira de plusieurs fronts si le bord global est constitué de bords disjoints (ex : bord d'un petit
carré intérieur et bord du domaine extérieur). Chacune des arêtes situées sur un front est dite
visible si elle est visible depuis (en contact avec) la zone intérieure non maillée du domaine
de calcul. L'objectif de la seconde étape (cf figure C.9) est de faire évoluer (avancer) chaque
front vers l'intérieur du domaine de calcul. Dans ce but, une arête du front est choisie puis
un nouveau triangle est formé en joignant les extrémités de l'arête à un point du domaine de
calcul qui peut être un nouveau point (figure C.9 (a)) ou un point du front (figure C.9 (b)).
L'arête à la base du nouveau triangle est alors supprimée car elle n'est plus visible. De même
on considère chacun des deux autres côtés du nouveau triangle. Si celui-ci appartenait déjà au
front, il devient invisible et est supprimé du front sinon il est visible et est ajouté au front.
Chaque front est ainsi progressivement mis à jour jusqu'au moment où le domaine de calcul se
retrouve entièrement maillé et où le ou les front(s) ont complètement disparu.
On peut résumer les étapes constituant l'avancée de front en 4 points :
1. Choix d'une arête du front
2. Choix d'un nouveau point du domaine de calcul
3. Suppression de l'arête initiale du front et construction du nouveau triangle reliant ses
extrémités au nouveau point
4. Mise à jour du front pour chaque côté du nouveau triangle
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Les choix faits pour les deux premiers points déterminent alors le type d'avancée de front choisi.
Les maillages ainsi générés (ex maillage de la figure C.1) sont caractérisés par des éléments de
très bonne qualité aux bords du domaine de calcul et un respect de l'intégrité de ces bords. Les
moins bons éléments peuvent apparaitre lorsque le front entre en collision avec lui même ou avec
un autre front et que les arêtes se faisant face sont de tailles très différentes. Afin d'éviter ce
type de situation, les méthodes de type avancée de front peuvent utiliser une fonction donnant
des distances désirées pour différentes zones du domaine de calcul. Cette fonction permet alors
de définir une grille qui assigne une variation suffisamment lente des longueurs au travers du
domaine de calcul.
C.3.3 Méthode de maillage de type Delaunay
Figure C.10  Triangulation de 5 points en utilisant le critère de Delaunay
Considérons un ensemble de points du plan que l'on veut trianguler. Parmi toutes les triangu-
lations possibles la triangulation de type Delaunay garantit d'obtenir celle qui maximise l'angle
minimal. Elle se base sur le critère du cercle vide qui impose au cercle circonscrit à un triangle
de ne pas contenir d'autres points de la triangulation que ses 3 sommets. Le critère de Delau-
nay permet d'obtenir des triangles ayant de bonnes propriétés pour les interpolations de type
Éléments-Finis. L'une des plus importantes est l'obtention de maillages qui limitent l'étirement
des triangles (cf figure C.10). Toutefois la valeur de l'angle minimal, même maximisée, peut
être faible voire très faible. Aussi, on complète cette étape par une étape de raffinement local.
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Les algorithmes de "maillage par raffinement de type Delaunay" réalisent une triangulation de
type Delaunay et raffinent ensuite celle-ci. Ce raffinement permet d'insérer incrémentalement
des nouveaux points tout en redéfinissant les triangles environnants de façon à éliminer les
angles très aigus, les triangles dont les côtés dépassent une longueur spécifiée ou ceux qui fran-
chissent un bord du domaine (dans ce cas on parle de Delaunay conforme), tout en conservant
les propriétés de Delaunay. La triangulation permet de choisir des nouveaux points éloignés des
anciens de façon à éviter les côtés trop petits et par voie de conséquence les angles très aigus.
Les nouveaux points ainsi insérés sont couramment appelés points de Steiner.
C'est la méthode permettant de choisir le nouveau point de Steiner qui définit le type d'algo-
rithme de maillage (par raffinement de type Delaunay). Les deux algorithmes d'insertion de
points les plus connues sont ceux de Bowyer-Watson et de Green-Sibson. L'idée de ces algo-
rithmes part de la considération d'un point que l'on veut insérer. Si le cercle circonscrit d'un
triangle environnant le contient alors ce triangle n'est plus Delaunay et doit donc être suppri-
mée.
Nous présentons ici l'algorithme de Bowyer-Watson. il comporte 4 étapes :
1. Trouver le triangle qui contient le point inséré.(Son cercle circonscrit contient ce point)
2. Trouver de proche en proche tous les triangles voisins qui contiennent également le nou-
veau point
3. Supprimer tous ces triangles de façon à créer une cavité convexe dans le maillage.
4. Joindre chaque arête du bord de la cavité de façon à créer de nouveaux triangles concou-
rants au nouveau point
Figure C.11  Méthode d'insertion de point de Bowyer-Watson (Mavriplis, 1995)
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La triangulation initiale est généralement obtenue en triangulant les points formés par
l'union d'un point à l'intérieur du domaine de calcul et des quatre sommets d'un quadrila-
tère qui le contient. On ajoute alors, de façon incrémentale, généralement avec l'algorithme de
Bowyer-Watson, des nouveaux points de Steiner. Une fois la triangulation ainsi réalisée plu-
sieurs triangles franchissent encore le bord du domaine de calcul. On place alors des nouveaux
noeuds sur le bord de façon à couper ces triangles et à respecter l'intégrité du bord. De même
lorsqu'une interface intérieure ne doit pas être franchie (par exemple pour un changement de
type de matériau) on utilise des méthodes de "Delaunay contraint" qui définissent ces inter-
faces comme faisant partie du bord du domaine de calcul et considèrent invisible les autres
matériaux du domaine de calcul. Les triangles ainsi créés sur les différents bords peuvent se
retrouver mal découpés et de mauvaise qualité. Aussi cette étape est généralement suivie d'une
étape de post-traitement de ces triangles (pivotement d'arêtes, régularisation laplacienne ...).
Figure C.12  Maillage COMSOL R© triangulaire d'une zone circulaire avec l'option "Delau-
nay"
La figure C.12 présente un maillage de type Delaunay de la zone circulaire considérée au
début de cette annexe. Contrairement aux méthodes de type "Avancée de Front", les maillages
ainsi générés ont leur pires éléments au bord du domaine de calcul et les meilleurs à l'intérieur.
Les méthodes de Delaunay demandent un traitement spécifique pour respecter l'intégrité des
bords et frontières du domaine de calcul.

Annexe D
Annexe : Optimisation des performances
de la version explicite et parallélisation
avec un partitionnement du domaine
De façon à diminuer nos temps de calcul nous avons parallélisé la version explicite de
notre modèle numérique (transport et couplage explicites). Pour cela nous avons utilisé une
décomposition du domaine de calcul en sous-domaines que l'on a ensuite affectés à chaque
unité de calcul. Nous utilisons pour le découpage un partitionneur de domaine (Metis, Karypis
et Kumar (2011)) permettant d'attribuer, de façon équitable (charge et communications), à
chaque coeur une partie des indices des éléments, côtés ou noeuds constituant le maillage. Au vu
de sa plus grande facilité d'implémentation et disposant de machines multi-coeurs, nous avons
décidé de travailler avec l'API 1 OpenMP. OpenMP permet, entre autres, l'ajout de directives
de parallélisation dans le code de calcul. Ces directives peuvent être ajoutées au code initial,
de façon à pouvoir rapidement obtenir des versions, en partie, voire entièrement, parallèles.
Cette annexe nous permet de présenter nos principales avancées lors de la parallélisation du
code explicite. Elle est constituée de 4 parties. La première est une rapide présentation de
l'architectures matérielle utilisée car celle-ci permet de mieux prendre conscience des atouts mais
également des limitations qui lui sont associés. La seconde partie présente les arguments qui nous
ont amené à utiliser OpenMP ainsi qu'une petite introduction au modèle de programmation avec
OpenMP. Dans la troisième partie nous présentons le découpage du domaine et son utilisation
dans nos boucles d'assemblages. La dernière partie présente les performances ainsi obtenues.
1. Interface de Programmation pour les Applications Parallèles
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D.1 Évolution des architecture matérielles et des modes de
programmation
Ces 30 dernières années ont permis d'observer une rapide amélioration des performances des
microprocesseurs. Le nombre de transistors sur un circuit intégré à quasiment doublé tous les
18 mois (la loi de Gordon Moore, co-fondateur d'Intel, prédisait un dédoublement tous les 24
mois). Les tailles mémoires sont maintenant beaucoup plus importantes. La fréquence d'horloge
a déjà atteint ses limites physiques, qui la font stagner entre 2 et 3 Ghz, soit un peu plus d'un
cycle toutes les demi-nanosecondes. De façon à pouvoir encore améliorer les performances, les
constructeurs et les programmeurs se sont mis à faire en sorte de pouvoir exécuter plusieurs
instructions d'un même programme en même temps et à optimiser les temps d'accès à la
mémoire. Nous présentons dans une premiere sous partie les moyens généralement utilisés pour
permettre l'éxecution simultanée de plusieurs instructions. La deuxième sous-partie concernera
le traitement du transfert de données entre les différents niveaux de mémoire.
D.1.1 Exécution simultanée de plusieurs instructions
D.1.1.1 Au sein d'un seul processeur : L'Instruction Level Parallelism
Une opération est généralement constituée de plusieurs instructions qui sont exécutées en
plusieurs étapes indépendantes par différents éléments du processeur. Le traitement d'une don-
née initiale nécessite alors la réalisation de toutes ces étapes successivement et donc l'utilisation
des éléments du processeur les uns après les autres. Lorsqu'une même opération doit être ap-
pliquée à plusieurs données, on peut améliorer les performances en optimisant la gestion du
traitement des données. C'est le principe de "l'Instruction Level Parallelism" qui permet de
paralléliser les instructions au niveau du processeur de façon invisible pour l'utilisateur. L'une
des idées souvent utilisée pour celà et le "pipelining" ou encore le "principe du travail à la
chaîne". Pour cela on enchaîne l'utilisation des données. Chaque élément ayant exécuté un trai-
tement sur une donnée précédente exécutera au cycle suivant ce même traitement mais sur une
donnée suivante. En travaillant ainsi on diminue le nombre de cycles nécessaires au traitement
de toutes les données. Ceci a conduit à faire évoluer les processeurs de façon à pouvoir contenir
plus d'éléments et à avoir un jeu d'instruction (en général réduit de type RISC) et une taille
de pipeline adaptés.
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D.1.1.2 Au sein de plusieurs de plusieurs unités de calcul : Le parallélisme
Figure D.1  Architecture à mémoire distibuée 3
Une autre possibilité est de répartir ces instructions entre des CPUs (unités de calcul)
distincts qui les exécuteront simultanément. Deux principaux type d'architectures sont alors
envisageables :
1. Les différents CPUs peuvent être des processeurs avec des espaces mémoires différents (cf
figure D.1) qui sont reliés sur un réseau commun. Dans ce cas l'architecture est dite à
mémoire distribuée et les accès aux données entre les processeurs se feront au moyen de
messages contenant des données et/ou des requêtes sur le réseau commun. On parle alors
de mode de programmation explicite.
2. Une seconde option est d'utiliser une seule mémoire globale commune à tous les CPUs.
Dans ce cas l'architecture est dite à mémoire partagée ou encore multi-coeurs. Les CPUs
sont des coeurs qui peuvent se répartir les instructions à exécuter pour des données
situées dans un unique espace d'adressage, géré par un unique système d'exploitation. Ils
peuvent alors travailler indépendamment mais toute modification en mémoire partagée
doit être immédiatement signalée aux autres CPUs. De façon à garder une gestion de
la mémoire cohérente les transferts sont généralement confiés au système et le mode
de communication est alors implicite. La mémoire commune peut être physiquement ou
virtuellement partagée :
 Lorsque ce partage est physique, l'architecture est de type UMA (Uniform Memory
access, cf figure D.2a). La mémoire partagée est alors accessible de la même façon par
tous les coeurs donnant ainsi un temps d'accès à la mémoire partagée quasi-identique
à tous les coeurs. En revanche, lorsque le nombre de coeurs augmente, l'accès à la
mémoire est (fortement) ralenti par des goulots d'étranglement.
3. Référence CALMIP : http://www.calmip.cict.fr/spip/
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 Les problèmes de goulot d'étranglement peuvent être levés en attribuant plus de mé-
moire à chaque coeur. C'est pourquoi la plupart des architectures sont de type NUMA
(Non uniform Access Memory, cf figure D.2b) c'est à dire avec des mémoires physique-
ment distribuées mais logiquement partagées. Ce partage virtuel permet de diminuer
les temps d'accès à la mémoire partagée en maximisant la quantité de données dispo-
nible localement pour chaque coeur. En revanche, les coeurs ne peuvent plus accéder
de façon symétrique aux données partagées.
Dans les deux cas, UMA et NUMA, nous pouvons observer la présence d'unités de co-
hérence des caches en rouge sur la figure D.2. Celles-ci sont primordiales car elles sont
propres au travail en mémoire partagée. Elles contrôlent l'accès des différents coeurs aux
données (éventuellement différentes) d'une même ligne de cache en évitant la copie d'une
ancienne ligne et en forçant les coeurs à continuellement signaler toute modification de
données partagées. Notre cluster ainsi que le supercalculateur Hypérion sont équipés de
processeurs multi-coeurs de type NUMA avec cohérence des caches.
(a) Mémoire partagée de type UMA
(b) Mémoire partagée de type NUMA
Figure D.2  Architectures à mémoire partagée 3
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D.1.2 Amélioration des accès à la mémoire
L'une des sources principale de pertes de performances est la lenteur relative des accès mé-
moire. La durée des cycles des CPUs est bien plus rapide que les temps de transfert entre les
zones mémoires, ceux-ci sont également bien plus rapides que les temps de latence pour accéder
à une donnée stockée. Ces temps de latence augmentent avec le type et la taille des unités de
stockage considérées. Le tableau présenté dans la figure D.3 permet de bien se rendre compte
des écarts existant entre les différents types d'unité de stockage généralement utilisées. Les uni-
tés de stockage les plus petites mettent moins de temps à accéder et à transférer leur données,
ceci est du à la plus petite quantité de données à gérer mais aussi aux meilleures performances
des matériaux utilisés pour les produire. Ces meilleures performances sont exploitées en hiérar-
chisant la mémoire. Cette hiérarchie est réalisée en suivant le tableau de la figure D.3 du bas
vers le haut. Les unités de stockage les plus grandes, qui se situent plus loin des unités de calcul,
doivent transférer leurs données aux unités plus petites jusqu'au chargement par les mémoires
caches des registres qui peuvent alors transférer ces données aux unités de calculs appropriées.
La mémoire cache est un buffer (zone tampon) très rapide entre la mémoire principale et les
registres. Elle est divisée en lignes de cache. Une utilisation maximale de cette mémoire permet
d'obtenir des performances optimales. Ses lignes de cache sont chargées de façon à anticiper les
prochaines données à utiliser. Dans ce but le chargement utilise deux types de proximités des
futures données à charger :
 La proximité temporelle : Une donnée précédemment utilisée à de fortes chances d'être
réutilisée
 la proximité spatiale : Des données voisines d'une donnée utilisée (par exemple les autres
composantes d'un vecteur) ont de fortes chances d'êtres utilisées
De façon à maximiser l'utilisation du cache les données associés à des objets physiquement
proches doivent être renumérotées de façon à être stockées dans des espaces physiquement
proches de la zone mémoire. Nos boucles d'assemblages se faisant exclusivement sur les indices
des noeuds et des côtés, les indices des noeuds et des côtés des maillages que nous utilisons sont
indexés de façon à optimiser les temps d'accès à la mémoire cache.
 Les noeuds de nos maillages sont renumérotés avec l'algorithme de Cuthill Mc Kee qui
permet d'attribuer des indices proches aux noeuds voisins.
 Nous avons également renuméroté les côtés de façon à ce que les indices de leurs extrémités
apparaissent dans l'ordre lexicographique croissant
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Figure D.3  Caractéristiques typiques de différents niveaux de mémoire 5
D.2 OpenMP
D.2.1 Choix de la parallélisation avec OpenMP
Nous utilisons le modèle de parallélisation SPMD (Single Program Multiple Datas) dans
lequel, les CPUs exécutent simultanément le même programme mais avec des données diffé-
rentes. De façon à équilibrer la charge de travail des différentes unités, nous avons décidé de
partitionner le domaine de calcul en sous-domaines de tailles quasi-identiques. L'implémentation
de cette parallélisation est généralement réalisée de façon explicite avec l'API MPI (Message
Passing Interface) ou alors de façon implicite avec l'API OpenMP (Open Multiple Processes).
La première option est plus exigente en efforts et en temps de programmation. Toutefois elle
permet de produire des programmes utilisables sur un nombre non limité de machines reliées
par un réseau. La seconde option est plus facilement et donc plus rapidement implémentable,
ce qui s'avère très intéressant lorsque le contexte ne laisse pas beaucoup de temps pour la pa-
rallélisation. En revanche, elle est limitée à un seul noeud de calcul qui comporte un nombre
limité de coeurs (en général moins de 10). Cette limitation n'est plus un problème pour le su-
percalculateur Hypérion 6 du centre de calcul toulousain qui dispose d'une machine à mémoire
partagée regroupant 384 coeurs 7. De plus, les architectures à venir vont encore bénéficier d'un
plus grand nombre de coeurs. De plus, à chaque itération en temps, l'équation de Poisson et
de photoionisation sont résolues en utilisant la fonction solve du solveur Pardiso de MKL qui
est parallélisée pour des machines à mémoire partagée (avec la librairie Pthreads). Toutes ces
raisons nous ont amené à choisir une parallélisation avec OpenMP.
5. Référence P. Amestoy : http://amestoy.perso.enseeiht.fr/COURS/CRGC.pdf
6. Hyperion, CALMIP : http://www.calmip.cict.fr/spip/spip.php?rubrique90
7. Machine SGI Altix UV 100, CALMIP : http://www.calmip.cict.fr/spip/spip.php?article281
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D.2.2 Brève introduction à OpenMP
Figure D.4  Modèle d'éxécution OpenMP (ref F Roche) 9
OpenMP (Open Multi Processing) est une API pour les machines à mémoire partagées. Elle
a été validée par un comité d'industriels le 28 octobre 1997 et ses évolutions sont depuis soumises
au contrôle de l'ARB (Architecture Review Board). Le site de l'ARB donne le descriptif suivant :
"L'API OpenMP définit un modèle scalable et portable avec une interface simple et flexible
pour développer des applications parallèles sur des plateformes pouvant aller de l'ordinateur de
bureau au supercalculateur". La librairie OpenMP permet de modifier, de façon incrémentale,
une application informatique de façon à pouvoir, progressivement, la rendre parallèle sur des
architectures multi-coeurs comprenant plusieurs unités de calcul qui partagent une même zone
mémoire. Une parallélisation avec OpenMP est basée sur le modèle "Fork and Join" (cf figure
D.4). Ce modèle utilise des processus légers encore appelés des "threads" qui sont ensuite
assignés aux coeurs de la machine. Chaque thread accède aux données partagées et possède
une pile de données privées ainsi que ses propres instructions. Le thread maître est actif tout
au long de l'exécution du programme, il crée des threads esclaves uniquement pour les zones
parallélisées du code puis les tue en dehors.
9. Référence F. Roch : http://calcul.math.cnrs.fr/Documents/Ecoles/PF-2011/Cours/openMP.pdf
198 Annexe D
D.3 Partitionnement du domaine de calcul et utilisation
d'openMP
Figure D.5  Partitonnement d'un domaine de calcul basé sur les noeuds du maillage avec
Metis
De façon à équilibrer la charge de travail des différents threads, le maillage est partitionné
en plusieurs morceaux de tailles très proches qui sont ensuite attribués aux différents threads
(cf figure D.5). Nous utilisons pour cela le partitionneur Metis (Karypis et Kumar (2011)) qui
optimise la charge attribuée à chaque sous-domaine tout en minimisant le nombre de commu-
nications nécessaires entres les zones voisines. Le partitionnement du domaine est basé sur les
noeuds du maillage permettant ainsi d'attribuer aux différents threads des paquets de noeuds
disjoints et de tailles quasi-identiques.
D.3.1 Parallélisation des boucles sur les noeuds
Les boucles sur les noeuds de chaque sous-domaine peuvent être effectuées de façon complète-
ment indépendantes. La figure D.6 présente la parallélisation d'une boucle de calcul de la charge
nette aux noeuds "raunodes". Le nombre de noeuds global "nodesgaz" devient un nombre de
noeuds propre au thread associé à un sous-domaine "my_nodesgaz(Id)". Les indices des noeuds
situés dans le même sous domaine sont stockés dans le vecteur "my_nodes_indices(Id, :)".
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Figure D.6  Parallélisation avec OpenMP du calcul de la charge nette aux noeuds
D.3.2 Parallélisation des boucles sur les côtés
Figure D.7  Zoom sur la frontière entre deux sous-domaines avec marquage des côtés ghosts
ghosts
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Nos boucles d'assemblages des flux volumes-finis sont basés sur les côtés du maillage. Chaque
côté doit permettre de : lire les informations associés à ses noeuds et à ses élément adjacents,
calculer le flux associé, ajouter la contribution correspondante en chacune de ses extrémités.
Les valeurs aux noeuds sont stockées dans la mémoire partagée. Aussi la lecture de celles-ci
peut être faite par tous les threads. En revanche, l'ajout de la contribution aux noeuds doit
être uniquement réalisée par le processeur associé au même domaine. Dans ce but, nous avons
définit des côtés intérieurs et des côtés ghosts (cf figure D.7). Ces derniers sont marqués en
rouge sur la figure, ils correspondent aux côtés dont les extrémités ne sont pas dans un même
sous-domaine. Chaque côté ghost existe pour les deux threads qui associés au sou-s-domaines
contenant une de ses deux extrémités. L'indice de l'extrémité située dans un sous-domaine est
stocké dans le thread qui lui est assigné. Ainsi, seul le thread associé à un noeud peut modifier
les valeurs en ce noeud.
D.4 Résultats et premières conclusions
La figure D.8 présente les résultats des premiers tests effectués sur la machine Altix UV de
CALMIP pour un nombre de coeurs de 1, 2, 4, 8 et 16 coeurs. Les principales étapes intervenant
lors d'une itération ont été parallélisées et les temps associés ont été mesurés (tableau supérieur)
et les accélérations (Speedups) correspondantes ont été calculées (tableau inférieur). Ces étapes
sont les suivantes :
 A Ph : Assemblage du second membre pour la photoionisation
 S Ph : Résolution avec la fonction Solve de Pardiso
 Ph : Temps global d'assemblage et de résolution de la photoionisation
 Prm : Calcul des paramètres de transport
 Dt : Calcul du pas de temps explicite
 UPD : Transport explicite de type Upwind
 Sigma : Calcul de la densité nette de charge
 Iter : Itération globale
Les résultats obtenus sont colorés de façon croissante du vert au rouge pour les temps et de
façon décroissante pour les accélérations. On peut ainsi noter un bon speedup pour l'ensemble
de l'itération globale jusqu'à 16 threads où on atteint un facteur proche de 11. Les meilleurs
speedups se situent au niveau du tranport, du calcul du pas de temps explicite et du calcul
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des paramètres de transport. Ces étapes utilisent toutes des boucles sur les côtés validant ainsi
l'utilisation d'un découpage explicite du domaine de calcul. Le moins bon résultat se situe au
niveau du solve de Pardiso qui sature à un facteur proche de 5 atteignant ainsi un temps limite
de 0,06 s. Au delà de 16 coeurs les résultats stagnent pour l'instant, ceci est probablement du au
manque de scalabilité de Pardiso. D'autres facteurs peuvent également limiter les gains de temps
voire détériorer les performances. En particulier l'architecture avec une mémoire logiquement
partagée NUMA et la taille du maillage utilisé.
Figure D.8  Temps et accélérations obtenues jusquà 16 coeurs de la machine Altix UV
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Résumé de la thèse : 
La modélisation numérique des décharges plasma joue un rôle important dans la 
compréhension des mécanismes physiques ou chimiques ayant lieu dans les dispositifs assistés 
par plasma. Une grande partie de ces mécanismes est déjà prise en compte dans les codes 
actuels. En revanche, beaucoup d'entre eux ne permettent pas de travailler avec des géométries 
complexes. Cette limitation provient essentiellement de l'utilisation de maillages structurés, 
cartésiens. Ceux-ci ne sont pas bien adaptés aux géométries courbes. Les calculs en maillages 
structurés deviennent rapidement compliqués et spécifiques à une géométrie donnée. Notre 
travail concerne la modélisation de décharge pour un réacteur de traitement à la pression 
atmosphérique développé par Dow Corning. Sa configuration complexe ainsi que ses grandes 
dimensions nous ont incités à faire un nouveau code fonctionnant en maillages non structurés. 
Celui-ci doit être capable de s'adapter à la présence d'une pointe, d'arrondis et de multiples 
diélectriques mais aussi permettre le passage rapide à de nouvelles géométries. De plus ses 
grandes dimensions nécessitent l'utilisation de maillages raffinés uniquement aux endroits 
nécessaires (pointe, surfaces des diélectriques…). Le modèle mathématique utilisé est basé sur 
l'équation de Poisson couplée aux équations de transport de type dérive-diffusion. Plusieurs 
discrétisations numériques ont été testées dans des configurations physiques différentes. Nous 
présentons et validons les méthodes numériques choisies. Les résultats obtenus pour le 
réacteur Dow Corning sont alors exposés et commentés. 
 
Mots-clefs : 
maillages non-structurés, volumes-finis, éléments-finis, median-dual, multiéléments, 
plasmas , streamer, décharges de surface, pression atmosphérique, Poisson, convection-
diffusion, Transport, collisions, implicitation, upwind, FCT, hydrodynamique, méthodes 
fluides, Boltzmann, photoionisation, semi-implicitation, solveurs directs, solveurs itératifs, 
mailleurs, parallélisation, OpenMP, partitionnement de domaine 
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