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Alternative rings are known to satisfy the following two identities. 
(9 (x, Y, 4 = 0, 
(ii) 0 = g(w, x, y, 4 = (w-v, y, 4 + (w, x, (y, 2)) - 4x, y, 2) - (2f4 y, x)x, 
where the associator (a, b, c) is defined by (a, b, c) = (ab)c - a(&)? and the 
commutator (a, b) by (a, b) = ab - 6a. Throughout the paper we shall 
investigate rings R of characteristic different from two (by that we shall 
mean the ring has no elements whose additive order is two) which satisfy 
(i) and (ii). Th e main results will concern either rings which have an 
idempotent e f  1, or those which have no nilpotent elements. The main 
result of Part I is that R is alternative if and only if whenever a, b, c are 
contained in a subring S of R which can be generated by two elements and 
whenever (a, b, c)’ = 0, then (a, 6, c) = 0. The main result of Part II is 
that whenever R is simple and contains an idempotent e f  1, then R must be 
alternative and hence either a Cayley vector-matrix algebra or associative. 
We introduce the following notation. By a 0 b we shall mean a 0 b = ab + ba. 
In an arbitrary ring we have the Teichmiiller identity 0 = f(ea, x, y, z) = 
(zus, y, z) - (w, xy, z) + (w, x, yx) - w(x, y, z) - (w, x, y)z. Also we shall 
require the following result which appears as Lemma 2 in [2]. 
LEMMA 1. If  S is njesible ring with elements a, x, y  such that x 0 (y 0 a) = 
y  0 (x 0 a), then ((x, y), u) = 2(x,y, a) + 2(a, x, y) + 2(x, a, y). 
PART I 
We begin with 0 = g( y, x, x, x) = (yx, x, x) + (y, x, (x, x)) - y(x, x, x) - 
(y, x, x)x = (yx, x, x) - (y, x, x)x, using (i). Hence 
(yx, x, x) = (y, x, x)x. (1) 
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Since 0 = g(y, y, x, x) = (ya, x, X) + (y, y, (x, x)) - y  o (y, x, x), we obtain 
(y”, X, X) = y  0 (y, X, x). Then we can linearize the last equation and obtain 
(y 0 Z, X, N) = y  0 (z, x, x) + z 0 (y, x, x). Then let x = x, so that 
(y 0 X, X, Xj = 3’ 0 (N, X, X) + x 0 (y, x, x) = x 0 (y, N, sj, in view of (i). 
Comparison with (1) yields 
(xy, x, x) = x(4’, “Y, ‘2”). 
Using the linearization of (i) on (1) and (2) it follows that 
(x, x, yx) = (x, x, y)x, 
(x, x, xy) = x(x, x, y). 
Then 0 ==f(x, x2’, y, x) = (x4,y, x) - (x, xy, x)+(x, x, yxj -x(x, y, xj - (x, X, y)x. 
The second and fourth terms vanish because of (ij, while the third and fifth 
cancel each other as a result of (3), leaving 
(x2, y, x) = 0. (5) 
Thus 0 = g(x, x,y, x) = (x2,y, x) + (x, x, (y, x)) - x 0 (x, y, x). But the 
first term vanishes because of (5), while the third term vanishes as a result 
of (i). This leaves (x, x, (y, x)) = 0. Let us denote B = (x, y). Then 
(x, x, V) = 0. Using a linearization of (i), the latter implies (z? x, xj = 0. 
Hence 
(x, x, v) = 0 = (a, x, x) = (x, x, (x, y)) = ((qy), x, x). (6) 
Then 0 = (x, x, y  - yx) = x(x, x, yj - (x, x, y)x = (x, (x7 s, yj), using (6), 
(3) and (4). Then because of the linearization of(i), 
(x, (X> x, y)) = 0 = (x, (y, x, x)). (7) 
Linearizing (6) we see that (E, x, (x, y)) + (x, x, ~1) + (z: x, vj = 0. Let z = y. 
Then the first term vanishes, leaving (x, y, V) + (y, x, Z) = 0. The last 
equation together with the linearization of (i) now yields 
(m, y, v) = -(y, x, v) = (v, x, y) = -(?I, y, x). (9 
Now 0 = g(x, y, x, y) = (xy, s, y+(x, y, v) - x(y, x, y) - (x, x, y)y, while 
0 = g(y, x, ?Yj = (3% It’, y) + (Y, x, v) - y(s, x, y) - (y, x, y)x. Sub- 
tracting the second equation from the first and using (i) we see that 
(v, x, y) + (x, y, v) - (y, x, V) + (y, (x, ?I’, y)) = 0. Then using (8) we obtain 
((x, x, Yj, 3’) = 3(a, h ,^ Y). i% 
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But 0 = f(n LC”, s Y) = (YX, *, Y> - (Y, x2, Y) + (Y, x’, XY> - ~(3, x, Y) - 
(y, x, x>y = -(XY, x, Y) + (YX, x, Y) - Y(X, x, Y) + (x, x, y>r, using (i) and 
its linearization. Hence (v, x, y) = (( N, x, y), y). Comparing this with (9) 
yields 
(% x, Y) = 0, (10) 
and 
((x, x, Y), Y) = 0. (11) 
Linearizing (ll), we find that ((x, x, a), y) + ((x, x, y), a) = 0. Then let 
z = V, so that ((x, x, y), V) = -((x, x, a), y) = 0, because of (6). Now 
define u = (x, x, y). Then the last identity becomes 
(24, w) = 0. (12) 
Now 0 = g(y, y, x, x) = (y2, x, x) + (y, y, (x, x)) - y  0 (y, x, x), so that 
(Y2, x, 4 = y  o (Y, x, 4. Linearizing the last equation we see that 
(y 0 x, x, x) = y  0 (x, x, x) + x 0 (y, 3, x). Then let x = V, so that 
(y 0 v, x, x) = y  0 (q x, x) + v  0 (y, x, x) = --o 0 u, using (6). Now 
(TY2) - Y o ‘i = X(Y”> - (Y’>X - Y(XY> + Y(Y4 + (YX)Y - (XY)Y = 
- (-?Y,Y> + (Y, X,Y> - (Y,Y, 4 = 0, using (i) and its linearization. This 
proves that (x, y2) = y  0 V. But then (y 0 v, x, x) = ((x, y2), x, x) = 0, as 
a result of (6). This proves -v 0 u = 0. Combining the last equation with 
(12) and dividing by two we see that 
z/v = 0 = vu = (x, x, y)(x, y) = (x, y)(x, x, y). (13) 
We shall now work toward a situation where Lemma 1 is applicable. Consider 
(x2, x, y”). Since 0 = g(x, x, x, y2) = (x2, x, y2) + (x, E, (x, y*)) -x 0 (x, x, y2), 
we may use (6) to obtain (x2, x, y”) z= x 0 (x, x, y2). But (x, x, y2) = 
-(y”, x, x) = -y o (y, IV, x) = y  o (x, x, y). Thus (x2, x, y”) = x li (x, x, y”) = 
x o (y o u). On the other hand 
(x2, x, y”) = -( y2, x, x”) = -y @ (y, x, x”) = y  0 (x2, E, y), 
since 0 = g(y,y, x, x2) = (y*, x, x2) + (y,y, (x, x2)) - y  0 (y, x, x2). But 
0 = g(x, x, x, y) = (x2, x, y) + (x, x, w) - x 0 (x, x, y), implies (x2, x, y) = 
x 0 (x, x, y) = x 0 U, using (6). Thus (x2, x, y2) = y  D (x2, x, y) = y  o (x o u). 
But then a = u satisfies the hypothesis of Lemma 1 and hence its conclusion. 
Thus (v, U) = 2(x, y, U) + 2(~, x, y) + 2(x, U, y). Because of (13) the last 
equation has its left hand side equal to zero. Then we may divide by two to 
obtain (x, y, U) + (u, x, y) + (x, u, y) = 0. In an arbitrary ring one may 
verify that ((a, b), c> + ((kc), a) + Kc, a), 6) = (a, 6, c> + (b, c, a) + 
(c, a, b) - (a, c, b) - (c, b,. a) - (b, a, c). Into this equation substitute u == x, 
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b = y, and c = u. As a result of (7), (x, U) = 0. As a result of (1 l), (y, U) = 0, 
and as a result of. (13), (D, u) = 0. Thus the left hand side vanishes. In a 
flexible ring, that is in a ring satisfying (i), the right side becomes 
2(21, X, y) + 2(x, y, u) + 2(y, u, X) under the substitution. Thus, dividing 
by two we get (u, GY) + (x,Y, 4 + (Y, u, X) = 0. Comparing this identity 
with the one established a few lines back we see that 2(y, .u, X) = 0, using 
the linearization of (i). But then (y, U, X) = 0, so that (x, u, yj = 0. Therefore 
(y, 24, Lx) -= 0 = (x, u, y). 
But then (u, X, y) + (x, y, u) - 0, so that 
@4 %Y) = -(%Y, u) = -(y, x, u) = (U,Y, x), (1% 
using a linearization of (i). From 0 = g(.lc, X, 9, y’j = (9, 9, y”) + 
(x, X, (9,~“)) - x o (x, G,ys), we see that (9, 9, yz) = -(x, X, (9,~~)) + 
x 0 (x, x2, y”). But 
(x2, y”) = x2y” - y”x” 
= x”y’ - y2d - (x, x, y”) - (y”, x, x) + (“Y, y”, xj 
= x(xy”) - (y”x)x -+ (xy”)x - x(y2x) 
= x(x, y”) + (x, y”)x = x 0 (x, y”), 
so that (x, X, (x2, y2j) = (x, X, x 0 (x, y”)). But use of (3) and (4) gives us 
(x, x, x 0 (x, y2)) = x 0 (x, x, (x, y2)) = 0, as a result of (6). Hence 
(x, x, (x2, y’)) = 0, thereby proving that (x2, G, y2) = x 0 (x, x2, ys). Now 
(x, xs, y”) = -(y”, 9, x), as a result of linearizing (ij. But 0 = g(yl y, x2, 3) = 
(y”, 9, xj + (y, y, (9, x)) - y  0 (y, 9, x). The second term vanishes because 
of (ij. Thus -(yz, 9, x) = -y 3 (y, 9, X) = y  o (x, x2, y). From 
0 =f(~, X, X, y) = (~2, X, y) - (x, ~2, y) + (x, X, XY) - X(X, X, yj - (x, X, xjy, 
we obtain (x2, X, y) = (x, 9,~) - (x, X, ~yj + X(X, X, y) = (x, x2, y), 
using (4j. Thus (x2, X, y) = (x, x2, yj. From 0 = gfx, x, x, y) = 
(~2, x,y) + (x, X, v) - x 0 (x, x,yj, we obtain, using (6) that (9, x,yj = 
x o (x, x, yj = x o u. Hence (x2, 9, ys) = x 0 (x, x2, y2j = x 0 (y 0 (x, 9, y)) = 
x I (y D (x 0 u)). Also (9, x”, y”) = -(y”, x8, x”) = -y 2 (y, 9, x”) - 
y  0 (x2, x2, yj. However 
0 = g&x, x, x2, y) = (x2, x2, y) + (3, x, (x2, y)) - x 0 (x, X2! y), 
But (xs, y) = x o V, while (x, x, x o 7.1) = x: o (x, X, wj = 0, using (3), (4) and 
(6). Hence (x2, x2, y) = x 0 (x, x2, y). Thus (x2, ~2, ~2) = y  o (x o (x, 9, y)). 
Since we have already calculated that (x, x2, y) = x 0 U, then (x~, x’, y”j = 
y  o (x n (x o u)). Thus x o (y o (X o u)) = y  0 (x o (x 0 u)j. Therefore x 0 u 
satisfies the hypothesis of Lemma 1. Note that as a result of (7), 
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x 0 2c = 2xu = 2u.2, so that xzc satisfies the hypothesis of Lemma 1, and 
hence its conclusion. Thus (et, xn) = 2(21x, x, y) + 2(x, y, ux) + 2(x, xu, y). 
Following (12) we established the identity (x, y”) = y o v = y o (x, y). 
Linearizing this we obtain (a, b 0 c) = b 0 (a, c) -t c 0 (a, 6). In the last 
identity put a = ZI, 6 = x, c = u. Then (v, x 0 24) = x o (v, zc) + u o (9, x) = 
ic 0 (zl, x), using (13). By linearizing (13) we get 
(.2*,.4(x, x, Y) = -(x, Y)(“, x, 4. 
Let x = V. Then (s, v)(x, x, y) = -(x,y)(x, x, ZJ) = 0, using (6). Thus 
(x, a)u = 0. Similarly u(x, V) = 0. Th us u 0 (x, V) = 0, so that Ec 0 (u, x) = 0. 
But then (u, x 0 u) = 0. Since u and x commute because of (7), 2(v, XZJ) = 0, 
hence (v, xu) = 0. Hence 2(nx, x, y) + 2(x, y, ux) + 2(x, xu, y) = 0. Using 
characteristic different from two we obtain 
(ux, x, y) + (x, y, ux) + (x, xu, y) = 0. (16) 
Now 0 = g(u, x, N, y) = (ux, x, y) + (u, x, 7~) - ua - (u, x, y)s, so that 
(21x, x, y) + (24, x, w) = 29 + (24, x, y)x. (17) 
Also 0 = g(x, u, x, y) = (x1c, x, y) + (x, u, V) - x(21, x, y) - u2, so that 
(xu, x, y) + (x, 24, w) = u2 + x(u, x, y). WI 
As a result of (7) we have (zc, x) = 0, so that 
(x24, x, y) = (ux, x, y). w-4 
Linearizing (7) we see that ((x, x, y), a) + ((x, a, y), X) + ((x, X, y), X) = 0. 
Now put x = u. Then (u, u) + ((3, u, y), N) + ((u, x, y), x) = 0. The first 
term vanishes and so does the second, using (14). Hence ((u, X, y), X) = 0, SO 
that 
(u, % Y)X =,xh .2*, Y). (W 
Combining (17)-(20), we see that 
(u, x, w) = (x, 24, w). (21) 
However a linearization of (6) shows that 0 = (a, x, v)+(x, X, v)+(x, X, (x, y)). 
If we let x = zl, then 0 = (zl, x, V) $- (x, u, V) + (x, x, (u, y)). But 0 = (u, y) 
follows from (11). Thus 0 = (u, x, V) + (x, 11, v). Comparing this with (21) 
and dividing by two leads us to 
(24, x, w) = 0 = (x, 24, w). (22) 
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Hence (17) may be rewritten as 
(ux, x, y) = u2 + (u, x, y)x. cm 
Now 0 = g(u, x, y, x) = (ux, y, xj + (u, x, (y, x)) - u(x, y, x) - (u, y, x)x. 
But the third term vanishes because of (i), while the second vanishes because 
of (22). We are left with (UX, y, x) = (u, y, x)x. But as a result of (15), 
(u, y, xj = (u, “I”, y). Thus (UX, y, x) = (u, x, y)x. Now using a linearization 
of (i) we see that (x, y, ux) = -(ux, y, x) = -(u: x, y)x, so that 
(x, y, uxj = -(u, x, y)x. (24j 
From 0 = g(x, x, U, y) = (x2, U, y) + (x, x, (u, y)) - x o (x, U, yj, we see 
that the second term vanishes because of (1 l), while the third term vanishes 
because of (14), leaving 
(x2, 24, y) = 0. i2? 
But then 
0 =f(x, x, u, y) = (x2, u, y) - (x, xu, y) + (x, x, uy) - x(x, u, y) - (x, x, u)y. 
The first term vanishes because of (2j), while the fourth term vanishes 
because of (14), leaving us with 
-(x, xu, y) + (x, x, uy) = (x, 5, ujy. (261 
However 0 = g(u, y, x, x) = (uy, x, x) + (u, y, (x, LX)) - z~(y, x, Y) - (u, x, x)y, 
so that 
(uy, x, x) = -242 + (u, x, x)y. (27) 
Adding equations (26) and (27) an d using the linearization of (i) we see that 
(x, xu, y) = u2= 
Substituting (23), (24) and (28) into (16) we obtain 221” = 0, so that 
u2 = 0. i-w 
THEOREM I. Let R be a ring of characte&ic d#erent fTom two, satisfying 
(i) and (ii). Then a necessary and su$Cnt condition fop R to be alternative is 
that whenever a, b, c belong to a subring S of R .which can be generated by tzao 
eZements and such that (a, b, c)” = 0, then (a, b, c) = 0. 
Proof. Suppose R satisfies the condition. Then using (29) we have 
U* = 0, so that u = 0. Thus (x, x, y) = 0. This identity together with (i) 
&I/IS/Z-I2 
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implies that R is alternative. Conversely, because of Artin’s Theorem 
concerning alternative rings it is clear that the condition is satisfied in an 
alternative ring. This completes the proof of the theorem. 
PART II 
Again R represents a ring of characteristic different from two which 
satisfies (i) and (ii). In addition we will assume that R contains an idempotent 
e + 1. If  R contains no ideal I f  0, such that 12 = 0, then we are able to 
show that R has a Peirce decomposition. Finally if R is simple then we can 
establish that R is alternative. 
Since R is powerassociative, we have the usual Albert decomposition into 
the direct sum, R = R, + Rll, + R, , relative to e, where ex, = x1 = xre, 
ex, = 0 = xse, and e.r,/, + xr,se = xlla [I]. Now we consider (6), with 
x = e, y  = x. This results in 
(e, e, (6 4) = 0. (30) 
From 0 = g(e, e, x, y) = (e, x, y) + (e, e, (x, y)) - e 0 (e, x, y), it follows 
that (e, e, (x, y)) = -(e, x, y) + e o (e, x, y). It is clear from the Albert 
decomposition that the right hand side of the last equation has no half 
space component. Hence (e, e, (x, y)) E %$-RR,. But then 0 = g(e, e, e, (x, y)) = 
(e, e, (x,A> + (e, e, (e, k4)) - e 0 (5 e, (4 r>> = (e, e, (x, y)) - e 0 (5 e, lx:, Y>>, 
using (30). This proves that (e, e, (x, y)) E R,,, . Since the decomposition is 
direct we obtain 
(e, e, (x, Y)) = 0. (31) 
Let x,y E R,,, . Then x”ER,,+R~, and also xy + yx E R, + Rl . This 
implies (e, e, xy+yx) = 0. As a consequence of (31) we have (e, e, xy -yx) = 0. 
Compare the last two equations and divide by two. Then 
If x> Y E Rm , then (e, e, xy) = 0. (32) 
Let x, y  E R, . Then 
0 = g(x, e, Y, 4 = lx, y, 4 + (x, e, (y, 4) - de, Y, 4 - (x, y, e)e, 
so that (x, y, e)e = (x, y, e). Also 0 = g( e, x,x 4 = @,Y, 4 + (e, x, (Y, 4) - 
e(x, y, e) - (e, y, e)x, implies e(x, y, e) = (x, y, e). Thus (x, y, e) E Rl . But 
then (e, y, x) = -(x, y, e) E R, . Now 
0 = .& e, y, 4 = (e, y, 3) + (e, e, (3 4) - e 0 (e, y, x) 
= (e, y, x) - e 0 (e, y, 4, 
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using (31). But then 0 = (e, y, x) - eo(e,y,x) = -(e,y,m) = (x,y,ej = 
(xy)e - my. Thus (xy)e = xy. Linearizing (ij we see that also (e, y, xj = 0. 
But x and y are interchangeable, so that (e, x, y) = 0. Thus xy = e(xyj. 
Consequently xy E R, . Hence 
vu2 c RI - (331 
By a similar argument we may also establish 
(R$ C R,, . 
From 0 = g(x, Y, e, 4 = by, e, 4 + by, (e, 4) - 4r, e, 4 
it follows that 
(xy, e, e) = x(y, e, e) + (x, e, e)r. 
- 
(34) 
CT 6 e)y, 
(35) 
Let us suppose now that x E R,,, , and (z, e, e) = 0. Then for arbitrary x, 
let x = x0 + rl12 + xi. Observe that (x0x, e, e) = x0(x, eP ej f (x0, e, ejz = 0, 
using (35). Also (x~,~,z, e, e) = 0, because of (32). But then (xix, e, ej = 
x1(x, e, e) + (xi , e, e)x = 0, using (35). Thus (Rz, e, e) = 0. 
If  XE&, and (z, e, e) = 0, then (Rx, e, e) = 0 = (zR, e, e). (36) 
LEMMA 2. Ifx, y  E R,,,, , and if(x, e) = 0 = (y, e), then x2 = y2 = xy = 0. 
Proof. Because of (32) we have (x2, e, e) = (y”, e, e) = (xy, e, e) = 0. 
But (35) implies (x2, e, e) = x 0 (x, e, e), (Y”, e, e) = y 0 (Y, e, 4, and 
(xy, e, e) = X( y, e, e) + (x, e, e)y. We have ex + xe = x, while xe = ex, 
by hypothesis. Thus 2se = X. But then 4(x, e, e) = x - 2x = -x. Conse- 
quently 0 = 4(x”, e, e) = 4x 0 (x, e, e) = x o (-xj = -2x’. But then 
x2 = 0. Similarly y2 = 0, Also 0 = 4(xy, e, e) = 4x(y, e, e) + 4(x, e, e)y = 
-xy - xy = -2xy. But then xy = 0. This completes the proof of the 
lemma. 
Now 
0 = g(e, e, e, x) = (e, e, x) + (e, e, (e, x)) - e 0 (e, e, x) 
= (e, e, x) - e 0 (e, e, x), 
using (30). This implies that (e, e, X) E RIP2 . Using the linearization of (ijt 
then also (x, e, e) E R,,, . In (7) put x = e, y = x. Then (e, (e, e, x)) = 0 = 
(e, (x, e, e)). Thus (x, e, e) and (e, e, N) satisfy the hypothesis of Lemma 2: 
hence the conclusion. 
COROLLARY. (R, e, e)(R, e, e) =I 0. 
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LEMMA 3. Let x, y  E R,,, , and let t = (y, e, e). The?1 xt = 0 = tx. 
Proof. We have observed previously that (e, t) = 0. Also we have seen 
that 4(t, e, e) ‘& -t, since t E R,/, , and hence both commutes with e, while 
et + te = t. Now xt = -4x(t, e, e) = -4(xt, e, e) + 4(x, e, e)t. As a result 
of (32) and a linearization of (i) we have (xt, e, e) = 0. Also (x, e, e)t = 
-4(x, e, e)(t, e, e) = 0, because of the Corollary to Lemma 2. Thus xt = 0. 
Similarly tx = 0. This completes the proof of the lemma. 
THEOREM 2. Let S be the additive subgroup generated by (R, e, e) in R. 
Then S is an ideal of R such that Sz = 0. 
Proof. For arbitrary y in R, y = y,, + yllg + yi . Then (y, e, e) = 
(Y1/2 , e, e). Also for arbitrary x in R, x = x,, + x1,2 + x, . Now x(y, e, e) = 
xl(ylp2 , e, e) + ~&vi~a , e, e) + xO(yl,a , e, e). As a result of Lemma 3 we 
have xlln(yllz , e, e) = 0. Because of (35) we get 
xl(y&; k; e) = (x y 1 1/2y e, 4 - (xl, e, ehh = (xlylh, e, 4 E S. 
Also XO(Y~I~, e, 4 = (x~Y~I~ , e, 4 - (x0, e, e)y,,, = (xoylle, e, e) E S. But 
then ~(y, e, e) E S. Similarly one can show that (y, e, e)x E S. Thus S is an 
ideal of R. The Corollary to Lemma 2 shows us that Ss = 0. This completes 
the proof of the theorem. 
COROLLARY. If R contains no ideal I * 0, such that I2 = 0, then R has a 
Peirce decomposition relative to e. 
Proof. We obtain from Theorem 2 that (R, e, e) = 0. Now it follows from 
(i) and its linearization that (e, R, e) = 0, and then (e, e, R) = 0. This 
proves that R has a Peirce decomposition relative to e. 
Armed with the Corollary to Theorem 2 we know that there is a direct 
decomposition of R as the sum R = R,, + RI0 -/- Rool + R,,, , where 
for i, j = 0 or 1, e+ = i+ , xije = 3xij . By expansion it follows that 
e x 
“;” ’ lo 
) = 0. But then a linearization of(i) shows that 0 = (ylt , e, xro) = 
xl0 , e, x1) = xlo~ll - If we knew that R had an identity element 1, then 
we could replace e by the idempotent 1 - e. The effect of this is merely to 
interchange subscripts of the Peirce decomposition. We wish to avail ourselves 
of this device without supplying the additional calculations, since it is not 
necessary to ‘assume the existence of an identity element. The reader will 
find that he can reverse subscripts in the proof in order to come up with a 
valid argument. Thus, having proved .+,yn = 0, we also get ~~~~~~ = 0, by 
reversing subscripts. Thus 
R,,R,, = 0 = Ro,Roo . (37) 
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Using (37) we see that (x1,, , yI1 , e) = (+,yll)e - xIOyI1 = 0. But then we 
can use the linearization of(i) to obtain 0 = (e, yX1 , xIO) = yIYqO - e(yIY~lO), 
so that ylYqO = e(y,,x,,). Expansion and (37) shows that (e, xIO , ylr) = 0, 
so that the linearization of (i) implies 0 = (yI1 , x1,, , e) = (y,~vlo)e. We have 
proved that yllx10 E I?,, . Reversing subscripts results in 
JLR10 c RlO 3 and ROOROl c ROl . (381 
Since (xol , e, yI1) = 0, we use the linearization of (i) to obtain 
0 = (Yll , e, xol> = ylgol . 
Reversing subscripts results in 
R,,R,, = 0 = R,,R,, . (3% 
Now (39) implies (e, xl1 , yol) = 0, so that 
0 = (YOl > %l 7 4 -= (3'olde - 3'olxll , 
using the linearization of(i). Thus (yolxll)e = yoYyll . Also (3~~~ , yol , e) = 0, 
as a result of (39) so that using the linearization of(i) again, 0 = (e, yol r xX1) = 
-e(y,,x,,). Hence e(yolxll) = 0. We have proved that yol~II E R,, . Thus 
reversing subscripts results in 
From 
RolRn C ROI > and RloRoo C RI, . (40) 
0 = g(xoo , e, e, 3h) 
-= (xoo e, e, yll) + (xoo , e, (e, yll>> - ~oo(es e, Yd - (x00 , 6 Yde, 
it follows that the first three terms vanish, leaving 0 = -(xoo ) e, yll)e -= 
(xooyll)e. Also 
0 = g(e, xoo , e, Yllj 
= boo e, e, yd + (e, .roo , (e, yllj> - 4xoo , ey x1) - (e, e, Y&o~ y  
and all but the third term vanish, leaving 0 = -e(x,, , e, yI1) = e(x,,y,,). 
Hence ~~~~~~ E R,, . Reversing subscripts we obtain ylr~oo E Rll . But 
3woo = yll , e, -loo) = -(xoo , e, x1 ( >= ~~~~~~ , using the linearization of (i). 
Since the Peirce decomposition is direct it follows that yllxoo = 0 = ~~~~~~~ e 
Hence 
R,,R,, = 0 = R,,R,, . (411 
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From 
= (x0:01 e, et Yol> + bol y et (e, Yol)) - 5&, e, yol) - (xol , e, Yolk, 
we see that the first two terms cancel each other while the third term vanishes. 
This leaves 0 = -(xOr , e, yul )e = -(xolyoI)e. From the hnearization of (i) 
it follows that ~,-,~y~r = (xool , e, y,,r) = -(yol , e, x,,J = -y,,lxt,ol . But then 
-YolxO~ = -yol”cOl + (yol~ol)e = ho1 j xol s 4 = -(e, xol , yol) = 4~olyol). 
Therefore e(x,,y,,) = xolyol . We have shown that xoIyoI E RIO. Then 
reversing subscripts we have 
(ROlli,l) c 40 9 (RlORlO) = ROl 9
~~OlYOl + Yo151 = 0 = kOl)e = (xlo)2 = “lOYl0 + YlO%O * 
(42) 
Then 
0 = g(e, xl1 , x1 ,4 
= @xl1 y Yll y 4 + (e, xl1 , &I y 4) - 4xll , Yll ,e) - (e, yll y  4xll - 
The second and fourth terms vanish, leaving (xl1 , yI1 , e) = e(xr,, , yrl , e). 
Also 
0 = g(xll , e, yll ,4 
= (Jcll e, x1 y 4 + (XII p ep bb y 4 - de, Yll 9 4 - (xl1 T 351 , de. 
The second and third terms vanish, leaving (xl1 , yI1 , e)e = (xl1 , ylr , e). But 
now 0 = g(e, e, xl1 , x1) = (e, xl1 , yd + (6 e, (xl1 , yd> - e 0 (e, xl1 , x1). 
Since the second term vanishes we are left with (e, xl1 , yrr) = e 0 (e, xl1 , yn). 
We have seen already that (xl1 , yI1 , e) E R,, . Using the linearization of (i) 
together with the fact that xu and yI1 are interchangeable it follows that 
: 
e, xI1 , yn) E R,, . But if we use this fact in the last equation It follows that 
e, xl1 , yI1) = 0. This in turn implies that e(x,,y,,) = xllyll . Then from a 
linearization of (i) we also get (ylr , x1,, , e) = 0, so that (xl1 , yrl , e) = 0, 
since xl1 and yI1 are interchangeable. Therefore (xllyrI)e = xllyll . We have 
established that xI1yI1 E R,, . Then reversing subscripts we have 
W-G, C &, 3 and RooRoo = Roe . (43) 
From 
0 = g(e, xl0 , e, yol) 
= @xl0 9 ej Yol) + (es xl0 7 (e, YolN - 4xlo , ey Yol> - (e, e, yol)~lo , 
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it follows by expansion that all but the second term vanish, leaving 
G = -(e, xl0 ,yol > =I --x~~Yo~ + 4~soyod. Hence e(~lo~or) = xlo3fo~ = 
Similarly G = g(e, yol , e, x*101 = (eyes , e, xsoj + (e, yol , (e, .xlo>) - 
4yol e, m,,) -- (e, e, ~so)~os . All terms except the second vanish, leaving 
, _I o1 , xro) = 0. But then by a linearization of (i) we get 0 = (xl0 I yor , e) =I 
[zrIy,je - ~~~~~~~ . Therefore xloyoL E R,, . By reversing subscripts we obtain 
R,oRol C R,, 9 and Rosfho C Roe - (44) 
Equations (37)-(44) imply that for i, j, k, I = 0 or 1, we have RijR,, = 0, 
mhenjf k, except for R,,R,, C R,, ,and R,,R,,C ii,,. Also R,?R,,:C Ri,. 
Whenever we wish to recall this information we shall refer to the table of the 
Peirce decomposition or simply the table. Incidentally the table is the same as 
the one for an alternative ring. 
We observe now that (x 1o , yll , zoi) = 0. Then from a linearization of (i) 
we see that G = (xol , yrr , xro). Thus 
(Roz 9 RI,, > 4,) = G = (4, > Roe > Rod. (45) 
By expansion and the table it follows that 
(Ros 3 R,o 7 RsJ = U-L 3 Ros > R,oj = 0 
= @so z Ro, 9 Rooj = Woo > ho > Rod. (46) 
Furthermore we may use the linearization of(i) and apply it to (45) and (46), 
so that in fact 
Three elements from R,, , R,, , R,, associate, in every 
possible order. The same is true of three elements from 
Ro, , RIO and Roe . 
(47) 
By expansion (zlo ,yu , +) = 0. But th en utilizing the linearization of (i)? 
G = (A- r1 , yll , .zlo). By reversing subscripts then 
(RR,, 7 4, 7 40) = G = Woo 3 Roe > Rod- (48) 
It is obvious from the table that 
F-L > RI, 9 Rs,) = (RIO 7 Rs, 7 Rd = G 
= (Roe 9 Ro, 3 Roe) = CR,, > Roe t Rook (49) 
It also follows from the table that 
Pss > 4s > Rod = (Rss > Ros > Rs,) = (Ros , Rs,, 4s) = 0 
= Woo a Roe > 4,) = Woo > R,o > Roe) = CR,, 9 Roe 7 Rook (50) 
since we may use the linearization of (i). 
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At this point we define A to be the additive subgroup of R generated by all 
elements of the form (xrr , yrr , zrr) and of the form (xrr , yn , x,,)w,, . 
It is well known and may be verified by using the Teichmiiller identity that 
even in an arbitrary ring A is an ideal of R,, . Then 
= (zc1lY11 5 x11 3 %I~ - (x11 3 Yll%l ? %J 
+ (31 ? Yll 3 x11 %> - %(Yll 9 31 9 %) - (“rll , Yll ? ~llhl . 
All terms except the last vanish because of (48), so that (xrr , yll , ~~r)wr,, = 0. 
Also (xl1 , yll , zll)~,, . wlo = (xl1 , yll ,xll) . ~llwlo = 0, using (48), the 
table and the preceding identity. Thus 4Rlo = 0. It follows from the table 
that A%, = 0 = AR,, . Thus A is a right ideal of R. Similarly it follows 
that A is a left ideal, hence an ideal of R. Suppose now that R is simple. If  
A = R, then clearly e becomes the identity element of R, contrary to 
assumption. Thus -4 = 0. Hence R,, must be associative. By reversing 
subscripts it becomes clear that the associator ideal B of Roe is also an ideal 
of R. Since it does not contain e, B + R, so by simplicity B = 0. Thus 
R,, and R,, are associative subrings of R. (51) 
We now know that all associators (x, y, Z) where X, y, z belong to one of the 
Rij , are zero whenever at most one of the elements belongs to R,, , and at most 
one to Rol . Since the other associators indeed need not vanish in an alternative 
ring we must verify that the alternative identity holds in those cases. As a result 
of the linearization of (i) we have 0 = (q. , yro , xro) + (zro , yro , xro) = 
(“10Y10)~10 - “10(Y10~10) + (~10Y10)~10 - ,~~~(yr,,~~~). But the first and third 
terms lie in R,, , while the second and fourth lie in R,, . Because the Peirce 
decomposition is direct we have (x~~JJ~~)z~~ = -(~r~y~~)x~~ , and ~r~(yr~z~~) = 
--~r~(yr~~~~). These rules, together with (42) now imply 
and 
for every permutation p on three objects. We shall call (53) the identity 
obtained from (52) by reversing subscripts. 
Next (~I~.YIo)~~~ = ho , ylo , +I = -(xl1 , ylo , xl01 = -(~ll~lo)~lo , 
utilizing a linearization of (i). Since xllylo E R,, , and the elements of R,, anti- 
commute as a result of (42), then -(~~ry~~)x~~ = ~~~(z~ryr~) = -(xro, zlr, yro). 
Hence @IO t ylo , d = -(xl0 , xl1 9 ~~~~~ Also (xl0 , ylo , d = (~lo~lo)sl = 
-(Y10~10)~11 = 4YlO > x10 , zrr), using (42). By adding the linearization of(i) 
to these identities it now becomes clear that we have established the alternative 
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identity for x1,,, yIo and zIl. Also (xIO, yIo, zoo) = -x,,(y,,~~~) = (yloxOo)xIo = 
(Yro I Go r x10) = 4x10 > %o 3 YlO) = 4~00 > YlO > %I) = %0(Y10%) = 
~~~~~~~~~~~~~ = (zoo , xl0 , ylo) = -(ylo , xl0 , ,+A using the table, (42) and 
the linearization of (i). This proves the alternative identity for xx0 , yIo , zoo ~ 
Finally ho , ylo 1 ZOl) = (%0Y10)~01 = -hoxlo)~ol = -(Y10 7 x10 3 x01) = 
(z,-,r , .lcIo ,ylo) == -(xol , yIo , xIo), using the table, (42) and the linearization 
of (i). But 
0 = g(xlo a zol s 6 ylo) 
Clearly the first and third terms of the last equation vanish as a consequence 
of the table, leaving (xl0 , xol , ylo) + (xIoyIoj~oI = 0. Thus (xl0 , xol , ylO) = 
-(~loYlo)~~l = -(xl0 ,x0 , zbl)- Since (xl0 , xol , yloj = -(ylo , zol , xl,), 
as a result of linearizing (i), we have the alternative identity for xn, , yIo , zol . 
By reversing subscripts we obtain all the missing relations, so that we have 
finally established that R is alternative. We have shown 
THEOREM 3. Let R be a simple ring of characteristic diflerent from two &at 
satisfies (i) and (ii). Then R must be alternative in case R contains an idempotmzt 
e f  1; hence R must be either associative or a Cayley vector-matrix algebra. 
As in the alternative case it is possible to introduce a radical for rings 
satisfying (ij and (ii) and to give a theory of semi-simple rings, but we omit 
the details. 
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