Abstract: This paper uses the least squares method, BP neural network and gray GM(1,1) model for trend forecasts and predicting the remaining life of the aero-engine fault parameters. By comparing the results of the three methods, the least squares method and BP neural network method predicting results are more exact than the gray GM(1,1) model. The three methods are also used for predicting the actual data, and the result is close to the real.
Introduction
According to the statistics [1] , though the proportion of the failure of aero engine causing plane to crash with the promotion of technology reduced in the domestic and foreign aircraft accidents, a certain proportion of the faults are left. Therefore, in order to protect the safety of people's lives and property safety of the country, Researching on the fault diagnosis forecast of aero engine is significant. The domestic researchers have made the trends and predict of the shaft wear and lubrication performance, the results show well. Abroad is mainly aimed at monitoring and research of engine health system, and the main engine company in the EHM project has made significant progress [2] [3] [4] . But on the whole, aero engine fault feature prediction and fault pre diagnosis do not develop well, so in order to fit the maintenance requirements, further studying on the prediction of fault feature parameters and the corresponding fault pre diagnosis is necessary.
Aero engine is the heart of aircraft and the complex system in the aircraft system, the main components of the engine work in high temperature and high pressure, high load demanding in long-term. Due to reasons such as fatigue or wear failure, which will affect the normal work of the engine [5] . Therefore, to ensure the engine safely operating, reflecting the state of the engine performance parameters plays an important role. The main parameters which can reflect the performance of the engine include pressure, temperature and speed. Trend prediction of these parameters will reflect the aero engine performance good recession, so the aero engine state can be judged, and the maintenance of aero engine fault can be effectively carried out.
Engine simulation model
As the absence of actual data, the mathematical model of aero engine is built to get the performance data. The aero engine is a very complex nonlinear system, so the simplified model can be achieved without concerning about the influence of combustion delay and viscous. Fig 1 shows the structure diagram of each part.
With the simulation of the engine model, the whole process data of the main parameters with fault could be got, then used to predict the fault parameters analysis. 
Study of prediction algorithm
The least squares method. According to the definition of linear independence can be stated as follows the principle of least square method [6] .
Supposing ϕ 0 (x), ϕ 1 (x),…, ϕ n-1 (x) are a continuous function of linear independence, defined in the interval [a,b] . f(x) is a discrete function defined in the interval [a,b] with n nodes as a<x 1 <x 2 <…<x n <b. the least squares method uses ϕ 0 (x), ϕ 1 (x),…, ϕ n-1 (x) to make the Linear combination, then the combination function F(x)=m 0 ϕ 0 (x)+m 1 ϕ 1 (x)+ …+m n-1 ϕ n-1 (x) is used to approach the function f(x), which makes weighted sum of squares of F(x) and f(x) the smallest in all the combination function of ϕ 0 (x), ϕ 1 (x),…, ϕ n-1 (x). The square is:
The weight δ i >0(1≤i≤n) is depended on the decision accuracy of measured data, with the different accuracy of classification, the weights are different, when the accuracy of classification is equal-precision, then δ i =1(1≤i≤n).
BP neural network. Multilayer feed forward neural network based on the structure of BP neural network algorithm is shown in Figure 2 , The network is composed of three layers of network. The nodes in the same layer are without any coupling relationship. I.e. the output of each node only affects the output results of the next layer of nodes. The learning process of network is divided into forward and backward propagation, The characteristics of propagation of nodes is usually expressed as:
The process of realization of the entire network is: the prepared data during the training phase is used to the input layer, hidden layer and output layer in turn, then comparing the output values and the expected values, if the error does not meet the requirements, continue training.
Fig 2
The structure of BP neural network model Gray GM(1,1) model. The grey system is a system which contains unknown information of black also includes the known information of white. The main feature is modeling simply, requiring less sample size and solving prediction formula easily. Initial data is X (0) ), then the data can be used directly in the gray GM(1,1) model for predicting, else calling for the pretreatment of the data, getting a new data series
The gray GM(1,1) model can be whitened to get the whitening equation, as: . a and b can be solved by the least squares method. Then the response function of whitening equation can be solved, and discretized as: (1) (0)
( ) (1) , 2,3, ,
Then the predicting arrays are obtained as:
Comparative analysis of algorithms
Simulation data can be got by programming the three algorithms, then we can analyze the data and make the analysis of fault feature parameters trending and the remaining time, find out the pros and cons of the three algorithms.
Analysis of the characteristic parameters trending. This paper mainly uses simulation method to get the aero engine fault data, then the trend of these parameters changing can be learned through the different faults of engine performance. The main types of drop simulation performance are the fan efficiency fault, compressor efficiency fault, combustor efficiency fault and turbine efficiency fault. According to the actual measurement of the aero engine, this paper mainly analyzes the exhaust temperature of the simulation data. Fig 3 shows the trend of exhaust temperature, when the combustion efficiency decreased. Figure 3 and Table 1 show that the gray GM(1,1) model result is bad, cannot fit the required for the trend analysis, but the least squares method and BP neural network do well, the errors are small.
As exponential equation is used in the gray GM (1,1) model, when the actual data does not fit the exponential law, the error will be large, and will be added up along with the amount of data. So the gray GM(1,1) model is bad for predicting the trend of parameters. The least squares method uses the curve fitting method, as the fitting order is good, the prediction result will match the actual result, so this method can be used for trend analysis.
BP neural network depends on the notes number. Though the learning time is long, the predicting result is satisfied. Compared with the least squares method, the limitation of BP neural network is small, and less affected by the types of data. As data type in this paper is fixed, both the methods are good for predicting the trend. Figure 4 shows predictions from a set of the literature data [7] obtained. This set of data is the deviation of the cruise state exhaust temperature value, the predicting result shows that all three methods are satisfied for predicting little data of actual situation.
Fig 4 Trend analysis of the literature data
Analysis of effective remaining time. As BP neural network cannot get the forecasting function, the equation cannot be dealt to receive the time when the characteristic parameters reaching the critical value. So this paper uses the interpolation method, which can effectively reduce the calculation error, and obtain relatively satisfactory results. The method is as follows:
When the predicted curve through the critical value, the left and right integer time points of intersection are t 1 and t 2 , corresponding to the actual curve values are y 1 and y 2 , as the intervals are short, and t 1 , t 2 are approximate among the whole predicting, so the prediction curve could be regarded as a straight line between t 1 and t 2 , Then the value of the intersection can be got through linear interpolation, as: 
The effective remaining time of the least squares method, BP neural network and gray GM(1,1) model can be solved through the above formula. Fig 5 shows that the effective remaining time of the exhaust temperature when the combustion efficiency dropped.
Fig 5 Prediction of the remainder of exhaust temperature when combustion efficiency faults
The first picture in Fig 5 shows that the difference between t 2 and t 1 can solve the remaining time when the exhaust temperature reaching the critical value, as t 1 is the starting predicting time, and t 2 is the reaching the critical value time, so the result is Δt= t 2 -t 1 =30.4s. However, the predicting result depends on the Interval data points of the simulation model. Then the predicting time of BP neural network is Δt= t 2 -t 1 =33.4s, the gray GM(1,1) model is Δt= t 2 -t 1 =233.4s, the real remaining time is 28s.
Compared with the three methods, the least squares method is the best, BP neural network is a little bad, but gray GM(1,1) model cannot do the predicting, even worse it will give a wrong guidance. Fig 6 shows the predicting time of the literature data, the remaining times are t pred1 =6.2s, t pred2 =4.0s, t pred3 =14.1s, the real time is t=6.0s, so the least squares method is the closest to the reality, but the three methods all can do the prediction.
Fig 6 Predicting time of the literature data

Conclusion
This paper has finished the trend analysis of characteristic parameter and predicting of the remaining time. All the analysis depends on the exhaust temperature of the combustor efficiency fault. The trend analysis result shows that the gray GM(1,1) model cannot stress trend Change of parameters, the least squares method and BP neural network method are similar, can predict the trend of the parameters. The remaining time result shows that the gray GM(1,1) method predicts the time much longer than the real, cannot fit the practical requirements, otherwise, the least squares method does the best. According to the literature data, the least squares method is the best among the three methods, but BP neural network is close to the least squares method, the gray GM(1,1) method is the worst.
