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Abstract. Over recent years, it has become increasingly ap-
parent that climate change and air pollution need to be con-
sidered jointly for improved attribution and projections of
human-caused changes in the Earth system. Exchange pro-
cesses at the land surface come into play in this context, be-
cause many compounds that either act as greenhouse gases,
as pollutant precursors, or both, have not only anthropogenic
but also terrestrial sources and sinks. And since the fluxes
of multiple gases and particulate matter between the terres-
trial biota and the atmosphere are directly or indirectly cou-
pled to vegetation and soil carbon, nutrient and water bal-
ances, quantification of their geographic patterns or changes
over time requires due consideration of the underlying bio-
logical processes. In this review we highlight a number of
critical aspects and recent progress in this respect, identify-
ing in particular a number of areas where studies have shown
that accounting for ecological process understanding can al-
ter global model projections of land-atmosphere interactions
substantially. Specifically, this concerns the improved quan-
tification of uncertainties and dynamic system responses, in-
cluding acclimation, and the incorporation of exchange pro-
cesses that so far have been missing from global models
even though they are proposed to be of relevance for our un-
derstanding of terrestrial biota-climate feedbacks. Progress
has also been made regarding studies on the impacts of land
use/land cover change on climate change, but the absence of
a mechanistically based representation of human response-
processes in ecosystem models that are coupled to climate
models limits our ability to analyse how climate change or
air pollution in turn might affect human land use. A more in-
tegrated perspective is necessary and should become an ac-
tive area of research that bridges the socio-economic and bio-
physical communities.
1 Some fundamental aspects of land-atmosphere
interactions research
Over the last decades, research on the transport and trans-
formations that take place at the interface between the land
surface and the atmosphere focussed strongly on the attribu-
tion and projection of climate change. Briefly, a forcing (1F )
through a change in the atmospheric concentration (1C) of
long-lived greenhouse gases (LL-GHG) yields a change in
temperature (1T ), of a magnitude that depends on a propor-
tionality factor (λ1; Fig. 1, adopted from Raes et al., 2010).
This change in T over time can be summarised by the Earth’s
energy balance equation in the short- and longwave spectra
(Fig. 1):
ch dT
dt
= Sc
4
(1−α(T ,C))− ε(T ,C)σT 4;
1T = λ11FLL−GHG
where t is unit time, ch heat capacity, Sc solar constant, α
albedo, ε emissivity in the long-wave spectra, and σ the
Stefan-Boltzmann constant.
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Fig. 1. Changes in forcing (1F ) yield a system response (1T (T :
temperature), 1C (C: atmospheric concentration)) depending on
its sensitivity (λ) to 1F . Feedbacks (3) may dampen or amplify
the original forcing. “1” denotes processes relevant to the climate,
“2” those to the pollution-chemistry system. GHG: greenhouse gas,
either long-lived (LL) or short-lived (SL). Aer: aerosol particles.
S.St.: steady state. Forcings are exerted by anthropogenic, ocean
and terrestrial processes. Since processes in the physical climate
system and those in the pollution/atmospheric concentration system
do not operate independently from each other, assessment of pro-
portionality and feedback factors (λ, 3) needs to account for both.
The figure is adopted from Raes et al. (2010).
In addition to affecting burdens of long-lived GHG, emis-
sions from, and uptake of, substances by the terrestrial
biota play also a fundamental role regarding atmospherically
short-lived substances and air pollutants like ozone or partic-
ulate matter. From a pollution point of view, in comparison
to the physical climate system, a change in short-lived GHG
and aerosols emissions yields a change in atmospheric con-
centrations, connected again by a proportionality factor (λ2).
The magnitude of the changes in concentration can be ex-
pressed, in essence, by the dynamics of surface emissions,
deposition, and reactions in the atmosphere (Fig. 1):
dC
dt
= (E(T ,C)−D(T ,C)+Rxn(T ,C)) ;
1C = λ21FSL or LL−GHG, Aer
with E emission, D deposition/removal rates, and Rxn net-
reaction in the atmosphere in case of reactive substances.
In the physical climate system, as well as from the atmo-
spheric chemistry and air quality perspective, an increasing
number of feedbacks (denoted by “3” in Fig. 1) are being
identified that either attenuate or intensify the original forc-
ings substantially (Raes et al., 2010). Furthermore, climate-
relevant and pollution-relevant processes cannot be treated
separately. Climate change affects air chemistry, while many
pollutants tend to be also strong climate forcers (Dentener
et al., 2006b). The quantification of the system’s sensitivi-
ties (λ1, λ2) to a forcing, and the manifold feedbacks (31,
32) that modify the forcing-change relationships, requires to
treat λ and 3 not as independent entities but to explicitly ac-
knowledge their influence on each other (Fig. 1; for details
see Raes et al., 2010).
The impact of anthropogenic emissions on atmospheric
burdens of long-lived GHG and short-lived GHG and par-
ticles is strongly modified by a number of ocean and land
processes. The terrestrial biota and physical climate system
are linked via emission and/or uptake of GHG like CO2,
H2O, CH4 or N2O (Arneth et al., 2010a). Human-caused
air pollution and pollution-climate interactions are further
affected by (i) emissions of biogenic volatile organic com-
pounds (BVOCs) and nitrogen oxides (NOx) as these act as
precursors for tropospheric O3 and secondary organic aerosol
(SOA), (ii) by the uptake of O3 or N-compounds through
vegetation and soils, and (iii) by emissions from wildfires.
Incidentally, feedback loops with contribution of the terres-
trial biota that operate along the 1F →1C→1F path-
way are not exclusive to reactive, short-lived substances. The
atmospheric burden of CO2, a long-lived GHG, affects its
own atmospheric levels by feedbacks on plant photosynthe-
sis (Fig. 1).
Various cooling and warming feedbacks associated with
terrestrial biogeochemical cycle response to warmer temper-
atures and enhanced atmospheric CO2 concentration have re-
cently been estimated to add up to around ±0.8 W m−2 K−1
(Arneth et al., 2010a), excluding feedback estimates that
were calculated by carbon-cycle-only models that in some
cases considerably exceeded this range (Friedlingstein et al.,
2006). Today, these C-only model experiments can be con-
sidered as being somewhat outdated, as an increasing number
of studies that account for carbon-nitrogen interactions have
shown a greatly altered response, in particular a substan-
tially lower cooling feedback from CO2-fertilisation when
N-limitation is included (see Arneth et al., 2010a, and refer-
ences therein). This limitation effect is only partially com-
pensated for by enhanced N-supply to vegetation from stim-
ulated soil decomposition and N-mineralisation in a warmer
climate.
The terrestrial biogeochemistry feedbacks are of similar
magnitude to those in the physical climate system (Soden
and Held, 2006). This, taken together with the large uncer-
tainties of individual feedback estimates and the scarcity of
suitable simulation experiments (Arneth et al., 2010a), pro-
vides the principal incentive to improve our understanding of
the underlying processes and their representation in global
models of the Earth system. In what follows, we will high-
light a number of critical points in this regard, being not
so much concerned with magnitudes of feedbacks per se
but with (i) advancements in quantifying uncertainties and
confronting models with observations in a more systematic
way; (ii) recent improvements regarding the representation
of biota-atmosphere-climate interactions in global analyses;
and (iii) the necessity to examine not only climate change
but also land use and land cover change when studying land-
atmosphere interactions, especially those related to biogeo-
chemical cycles on global scale.
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2 Quantification of uncertainties and dynamic system
responses
When exposed to different growth environments, either in
controlled experiments or as part of natural weather fluctu-
ations, some plant species will rapidly acclimate their re-
sponse patterns. This acclimation capacity is reflected for
instance in altered photosynthesis and respiration rates, wa-
ter use efficiency or above-to-belowground carbon alloca-
tion (Atkin and Tjoelker, 2003; Lloyd et al., 2002; Arneth
et al., 2006; Gunderson et al., 2010; Hikosaka et al., 2006;
Kozlowski and Pallardy, 2002). In global terrestrial models,
however, equations for process-responses to changing envi-
ronment and parameters used in these equations are typically
set to be constant, at least within the same vegetation func-
tional units. This approach reflects neither the large species-
to-species variation that occurs in nature nor the capacity for
a plastic acclimation response. It also ignores the variability
and uncertainties in the observations that underlie parameter-
ization of model algorithms.
Applying a single emissions scenario (IS92a) and compar-
ing effects of associated climate change simulated by five dif-
ferent general circulation models (GCMs) on the same land
surface dynamic global vegetation model (LPJ) resulted in
a change of total terrestrial carbon storage from present day
to the end of the 21st century of around –100 to + 200 PgC
(Schaphoff et al., 2006). In a contrasting experiment, us-
ing climate change projections from one GCM (HadCM2
with IS92a) but changing the key sensitive parameters in
LPJ assuming for each a uniform probability density func-
tion around a pre-defined range, Zaehle et al. 2005) found a
consistent land sink over the 21st century, but weakening to-
wards the end of the simulation period when net land atmo-
sphere fluxes ranged between –1.8 to –4.8 PgC a−1. Varying
the model parameterisation in one dynamic global vegetation
model (DGVM) resulted in late 20th to 21st century changes
in vegetation and carbon pools that were quite similar to the
range found between different DGVMS, of approximately a
factor of two for vegetation pools, and a factor of six for soil
pools (Cramer et al., 2001; Zaehle et al., 2005). The uncer-
tainty that appears to be associated with choosing parameter
values is also of a magnitude comparable to that found to be
introduced by different climate projections (Schaphoff et al.,
2006), with the added exception that Schaphoff et al., 2006
found not only a large variation but even a change in the sign
of the response.
Recent work by Booth and colleagues (Booth et al., 2012)
used uncertainty in the model parameters, of the DGVM
component of HadCM3C, as a way to characterise uncer-
tainty in key terrestrial processes in historical and future sim-
ulations of the coupled climate-carbon cycle system (Fig. 2).
Here, too, using only a single emissions scenario (SRES
A1B, with HadCM3C climate), the associated spread in cal-
culated 2100 atmospheric CO2 burdens arising from the
parameter variation itself was large, larger than across all
year
Fig. 2. Simulated change in terrestrial C-pools over the late 19th
and 20th century, and until 2100, in 17 versions of HadCM3C, a
fully coupled climate-carbon cycle model. Future projections are
driven by a single emission scenario, SRES A1B. Spread between
the land carbon responses illustrates uncertainty in the terrestrial
response arising from perturbations, within plausible ranges, to six
key parameters related to vegetation carbon and water balance using
a design that minimises correlations between parameters (for details
see Booth et al., 2012)
SRES scenarios (Booth et al., 2012). Moreover, the high-
est atmospheric CO2 concentrations exceeded concentrations
from the highest SRES scenarios considerably (by about
100 ppm). In the analysis, parameters were sampled using
a Latin hypercube design, which seeks to explicitly min-
imise correlations between parameters. Yet, with 6 param-
eters and 17 simulations (Fig. 2), some degree of correla-
tion is inevitable, and, as discussed in more detail (Booth et
al., 2001), it was thus only possible to tie model responses
to parameters where only one or two parameters dominate.
Among the six processes that were varied, the temperature-
optimum of photosynthesis emerged as one of the main un-
certainties for the overall land-surface response (Fig. 2). In
a future, warmer world without photosynthetic acclimation,
optimum temperatures of photosynthesis, on the lower end
of the explored temperature range, showed consistent global
vegetation C-uptake decline (driven largely by response in
the tropical regions), leading to lower productivity, and to
mortality. The uncertainty in future global temperature aris-
ing from the variable parameterisation of terrestrial C-cycle
processes was of the same order as that associated with phys-
ical processes.
Systematic data mining and data assimilation into models
can reduce uncertainties related to parameterisations consid-
erably (Knorr and Kattge, 2005; Scholze et al., 2007; Ziehn
et al., 2011). By giving more weight to simulations that
show greater skill at representing observations, for instance
plant trait data (TRY database; Kattge et al., 2011), Ziehn
et al. (2011) assimilated observational data into a perturbed
www.biogeosciences.net/9/3587/2012/ Biogeosciences, 9, 3587–3599, 2012
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Fig. 3. Relative changes in gross primary productivity (GPP,
expressed in %) from simulations without to with acclimation
of Vcmax and Jmax at the end of the 21st century, estimated
as (GPPacclim-GPPnon-acclim)*100/GPPnon acclim (Mercado et
al., unpublished). Results are equilibrium simulations with cli-
mate warming as 2 ◦C compared to present day, using a coupled
IMOGEN-JULES set-up (Huntingford et al., 2010). Values below
−10 % are excluded. Areas indicated in white colour are mostly dry
and with low productivity. In addition, in some (productive) areas
the model predicts a change in vegetation composition which com-
plicates the analysis of acclimation effects. These were thus also
excluded from plotting.
parameter exploration of terrestrial uncertainties. The model
optimisation led to a much reduced uncertainty in global GPP
simulations, both for the present day and for the future, and to
a more realistic total simulated present-day GPP when com-
pared to observation-based estimates. Akin to the Booth et
al. (2012) study, the remaining uncertainty was strongly re-
lated to temperature acclimation responses, including that of
photosynthesis. It seems clear from these emerging simula-
tion exercises that the quantification of climate change risks
to terrestrial ecosystems requires not only to take into consid-
eration uncertainties in climate projections (Scholze et al.,
2006) but also to acknowledge the possibility for dynamic
adjustments in vegetation or soil process responses. In princi-
ple, algorithms used in terrestrial models could be adopted to
describe dynamics of acclimation (Kattge and Knorr, 2007;
Medlyn et al., 2002), for instance by modifying the entropy
terms that describe the temperature response of photosyn-
thetic electron transport rate and C-fixation reactions. But
deficiencies in our understanding of the underlying processes
and lack of suitable data have prevented a quantitative treat-
ment of photosynthesis or respiration acclimation responses
in simulation studies of global carbon cycle-climate inter-
actions. In a first attempt to address acclimation phenom-
ena, focusing on photosynthesis-temperature relations on the
global scale, Mercado et al. (unpublished; Fig. 3) imple-
mented the Kattge and Knorr (2007) temperature acclima-
tion descriptions of maximum electron transport rate (Jmax),
and maximum rate of ribulose-1,5-bisphosphate carboxyla-
tion (Vcmax) into the JULES land surface model (Clark et
al., 2011). JULES was run to equilibrium for a 2-degree fu-
ture warming scenario, and associated elevated atmospheric
CO2 levels of 407 ppmv, based on the Hadley Centre climate
model (Huntingford et al., 2010). Preliminary results showed
an increase in simulated annual gross primary productivity
by up to 25 % in the year 2100, compared to simulations that
do not allow for a plastic adjustment of photosynthesis to a
changing growth environment.
In comparison to the generally fixed parameterisations de-
scribing the environmental response of plant carbon and wa-
ter relationships, most models also assume a static allocation
of the net assimilated carbon into above- and belowground
compartments (Wolf et al., 2011) even though root-to-shoot
ratios are known to vary plastically with light, water and nu-
trient supply (Litton et al., 2007; Kozlowski and Pallardy,
2002). The underlying theory of such a plastic response is of
a carbon investment that allows for best capturing the most
limiting resource. Only few of the state-of-the art models
allow for a dynamic distribution of the assimilated carbon
to above- and belowground growth in response to soil wa-
ter and/or nutrient deficiencies (Scheiter and Higgins, 2009;
Smith et al., 2001; Zaehle and Friend, 2010). The parameter-
ization of these dynamics is highly uncertain since the mech-
anisms behind observed variable allocation patterns are not
very well characterized beyond the conceptual level.
Not accounting for acclimation responses, either for fast
gas-exchange or for slower growth-related processes in ter-
restrial models, can lead to questionable carbon fluxes,
turnover times and pools, which will affect carbon cycle con-
centration and climate feedbacks (Fig. 1). Realistic repre-
sentation of ecosystem ecological properties, like competi-
tion, response to disturbance or vegetation fractional cover,
critically relies on representation of plasticity in carbon al-
location and growth. Moreover, ecosystem responses to en-
vironmental changes might well be more resilient than ex-
pected when allowed to adjust flexibly. This includes stability
through adjustment in species composition (see Ku¨hn et al.,
2008; Isbell et al., 2011; and references therein). Modelling
species distributions on global scale clearly is not feasible,
and DGVMs that represent vegetation by a limited number of
plant functional types have not been designed to test ecosys-
tem function in response to adjustment of species richness.
What is more, DGVMs typically do not include process-
based description of migration patterns of individual species.
While the models have been shown to successfully reproduce
past changes in larger vegetation units that can be inferred
from pollen records (Miller et al., 2008; Kleinen et al., 2011),
the assumption of mutually immediate distribution shifts in
response to rapid future climate change remains unproven,
with potentially large implications for transient simulations
of terrestrial carbon and nitrogen balances (Solomon and Kir-
ilenko, 1997; van Minnen et al., 2000; Higgins, 2009).
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Fig. 4. Difference in (mean) total anthropogenic aerosol radiative
forcing (Wm−2) between simulations with and without account-
ing for effects of new particle formation (–0.6 Wm−2 for present-
day conditions). Simulations in 2100 reflect anthropogenic emission
changes, with the additional effect of biogenic emissions (monoter-
penes) being more or less unchanged compared to present day, and
with an assumed increase of monoterpene emissions by 50 %. Fig-
ure is redrawn from Makkonen et al. (2012). Dotted lines do not
represent modelled trajectories between present day and late 21st
century.
Still, resolving canopy structural processes and individual
establishment and mortality is feasible with some of today’s
state-of-the art models, and it has been shown that including
such features aids analysis of diverse processes such as habi-
tat diversity (Hickler et al., 2012), emissions of BVOC, or
structural stability (Higgins and Scheiter, 2012). While ap-
proaches to address these aspects on global scale are still
in their infancy, it seems advisable to advance the field in
this direction, for an improved assessment of climate change
impacts, and thus development of adaptation and mitigation
strategies, and for the analysis of tipping points.
3 Beyond the CO2-centric perspective: missing
processes with large climate feedback potential
Despite their potentially large impact on atmospheric compo-
sition and feedbacks to climate, a number of terrestrial biota-
atmosphere exchange processes are incompletely quantified
in today’s global models (Arneth et al., 2010a). One of these
is the emission of biogenic volatile organic carbon (BVOC)
from vegetation that, directly or via atmospheric oxidation
products, contributes to the formation and growth of sec-
ondary organic aerosol (Kulmala et al., 2004). To date, ex-
perimental and modelling work has concentrated on isoprene
(I ) and monoterpenes (MT), even though it is known that
other BVOCs, especially the C-15 isoprenoids that form the
group of sesquiterpenes, are also crucially relevant in that
context (Bonn and Moortgat, 2003). In response to anthro-
pogenic climate change, most models assume a strong in-
crease in I and MT emissions (Carslaw et al., 2010), chiefly
because of the well-known stimulation of leaf emissions by
increasing temperature (see Niinemets et al. (2010), and ref-
erences therein). There are, however, considerable uncertain-
ties when additional effects are considered, for instance a di-
rect CO2-inhibition of leaf production of some BVOC, like
isoprene, or the additional effects of changes in canopy prop-
erties and species composition in response to climate change
and atmospheric CO2-increases (Possell and Hewitt, 2010;
Arneth et al., 2008; Arneth et al., 2007; Heald et al., 2009).
In one model study, the competing direct and indirect effects
that affect emissions on leaf as well as on entire canopy scale
resulted in more or less no change of emissions or even small
decline when applying a variety of future climate and CO2
scenarios (Arneth et al., 2007).
Attempts to date to quantify the direct climate effects of
secondary organic aerosols in response to assumed increas-
ing BVOC emissions over the 21st century suggest a sub-
stantial cooling (up to –24 W m−2; Carslaw et al., 2010)
due to the SOA particles scattering and reflecting radiation.
SOAs also act as cloud condensation nuclei with associated
indirect climate effect asserted via cloud albedo and life-
time (Lohmann and Feichter, 2005). So far, climate mod-
els cannot account for the full chain of processes that in-
cludes emissions of particle precursors, particle nucleation,
and subsequent growth, all taking place with different reac-
tion rates and chemistry in pristine vs. polluted environments
(Kulmala, 2003; Donahue et al., 2005; Ng et al., 2007). As
a consequence, the full feedback loop from changing tem-
perature and precipitation, affecting BVOC emissions, af-
fecting SOA and climate in turn (Fig. 1) has not yet been
addressed quantitatively (Arneth et al., 2010a). However, a
recent study (Makkonen et al., 2012) showed that account-
ing for nucleation in an aerosol-climate model notably in-
creased the number and concentration of cloud condensing
nuclei (CCN), yielding a near-doubled present-day cooling
(total aerosol forcing from all particles, anthropogenic and
biogenic) of about –1.6 Wm−2, compared to a forcing of
around –1 Wm−2 when this process was disregarded. What
is more, the assumed reduction in aerosol total forcing from
the present day to the year 2100 was about twice as large
when nucleation was considered, compared to excluding it.
Although this change in forcing was mostly related to an-
thropogenic pollution control assumptions in the 21st cen-
tury scenario, especially the removal of sulphate as cooling
aerosol precursors (Andreae et al., 2005), large uncertain-
ties were identified with respect to changing biogenic emis-
sions (Fig. 4). Impacts of pollution control on climate change
are largely driven by reducing anthropogenic emissions, but
interactions with biogenic emissions in response to climate
change have the potential to offset some of the pollution
control effects exemplifying the need to quantify feedbacks
arising from climate change and air chemistry interactions
(Makkonen et al., 2012; see also Fig. 1).
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Climate change effects on soil N2O emissions are a fur-
ther example for an atmosphere-biota feedback for which, al-
though established qualitatively, no quantitative assessment
has been published yet as to its magnitude (Arneth et al.,
2010a). Like all microbial activity, nitrification and denitri-
fication are strongly stimulated by temperature and moisture
but it is N-addition from atmospheric deposition and fertil-
isation, rather than climate change directly, that acts as the
chief anthropogenic driver of enhanced ecosystem emissions
of N2O, as recently confirmed in a meta-analysis of observa-
tions (Liu and Greaver, 2009, and references therein). Emis-
sions of N2O respond also positively to CO2 fumigation al-
beit on a smaller scale (Van Groenigen et al., 2011), with an
increase of around 20 % on average, compared to the average
2- to 3-fold increase (maxima >10-fold) in the N-addition
experiments. Overall, the evidence obtained in laboratory
and field trials indicates that the dynamics of terrestrial N2O
emissions cannot be understood from examining effects of
N-deposition or climate effects in isolation, but require an
integrated carbon-climate-vegetation-land use perspective.
Zaehle et al. (2011) simulated effects of land cover change,
climate change, and changing atmospheric CO2 concentra-
tion on terrestrial C- and N-fluxes, and compared these
with effects of increasing N-inputs from atmospheric N-
deposition and intensified fertilisation over about the last
150 years, using the N-version of the model ORCHIDEE.
When homing in on changes in global terrestrial C-fluxes,
the opposing effects of land cover change and CO2 fertilisa-
tion dwarfed those of climate change and N-fertilisation over
the simulation period. However, when taking the increase in
atmospheric N2O burden over the same period as metric, its
trend as recorded in ice cores and by global flask sample net-
works could only be replicated with a simulated terrestrial
biota that receives N-input from deposition and fertilisation.
The model results not only confirmed the substantial contri-
bution from the terrestrial source to total atmospheric N2O.
When expressed as present-day radiative forcing, warming
effects of the N2O emissions more than outweighed the cool-
ing effects of carbon gain from the N-fertilisation (Zaehle et
al., 2011).
The results presented in Zaehle et al. (2011) can also be
viewed more generally in light of the impacts of land use and
management in the climate system. Although not explicitly
targeting this debate, they underpin arguments for a cautious
assessment of the net effects of the climate change mitigation
potential of bioenergy plantations; the carbon gain needs to
be assessed alongside other climatically relevant trace gases
like N2O (Crutzen et al., 2008; Lisboa et al., 2011). Con-
versely, concluding that intensification of land use and man-
agement will consistently lead to enhanced N2O emissions
would also seem oversimplified. N2O emissions are known
to be highly heterogeneous in time and space, and production
and efflux are governed by a multitude of factors. In grass-
lands in Inner Mongolia, about 70 % of the total annual N2O
budget was emitted over a period of few days only, in re-
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Fig. 5. Changes in global biomass burning over the last 2 millennia,
derived from charcoal indices (black line; Marlon et al., 2008), and
for the Southern Hemisphere over the last few centuries, derived
from CO measurements in ice cores (blue line; Wang et al., 2010).
Lines are redrawn from Prentice (2010), and changes are indicated
as relative only, without scale. Diamonds indicate various assump-
tions about pre-industrial wildfire emissions with respect to present
day (Ito et al., 2007; Lamarque et al., 2010; Mieville et al., 2010;
Dentener et al., 2006a). Years in brackets are the years chosen for
the base-line simulations. The “10 %” assumption has been used in
a number of studies and for a number of different base-line years
(var. pre-industrial). The grey shaded area indicates the uncertain
pyrogenic emissions from the middle of the 20th to early 21st cen-
tury, which cannot be derived from ice core or sediment charcoal
records.
sponse to freeze-thawing in spring – but this phenomenon
occurred in a non-grazed, non-intensively used site (Wolf
et al., 2010). The emission pulses disappeared at more in-
tensely grazed study locations, where high livestock density
and grazing reduced snow cover and isolation from cold win-
ter air temperatures, which affected winter soil temperatures,
water balance, and microbial biomass. Scaling these differ-
ences observed in grazed vs. non-grazed land to the area cov-
ered by cool temperate, semiarid grassland globally implies
substantially lower total N2O emissions compared to previ-
ous methods (around 0.04 Tg N a−1 vs. 0.07–0.12 Tg N a−1)
that ignore grazing-induced reduction in N2O production
(Wolf et al., 2010). While this represents a small contribu-
tion to the total estimate of terrestrial N2O fluxes of around
4–12 Tg N a−1 (Gruber and Galloway, 2008), it nonetheless
calls attention to the complexity of the issues that still remain
unresolved. The observed spatial and temporal heterogene-
ity seems much larger for emission fluxes of non-CO2 trace
gases than for CO2; it is also frequently observed for CH4
emissions in wetlands (Wania et al., 2010) and difficult to re-
solve with today’s global modelling approaches. It remains to
be tested whether or not absence of small-scale heterogene-
ity introduces a systematic bias or diminishes in importance
when calculations are done globally to derive annual budgets.
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4 Beyond climate change
The interactions of land use/land management change with
global and regional N2O emissions provide already evidence
to human activities affecting land-atmosphere interactions
far beyond climate change alone (Levis, 2010). There are
many other illustrative examples; biomass burning in wild-
fires is among the most compelling, as fires may be ignited,
spread, as well as extinguished by either natural factors or
humans. Recent fire models have attempted to include igni-
tion or extinction effects (Pechony and Shindell, 2009; Thon-
icke et al., 2010). Compiling charcoal samples found in peat-
and sediment cores that cover approximately the last two mil-
lennia, Marlon et al. (2008) identified – on the continental
to global scale – a steady decrease of burning parallel to a
cooling trend to around 1650, followed by a steep increase
in fire activity until ca. 1850–1900 (Fig. 5). For a timespan
dating back a bit more than the last six centuries, this pat-
tern was corroborated by analyses of CO in air trapped in
ice cores (Wang et al., 2010). The strengthening of the fire
regime in the late 17th century could be discussed in light
of warming climate, but is probably most strongly associ-
ated with a rapidly expanding population and associated land
clearance (Marlon et al., 2008; Pechony and Shindell, 2010).
Upon peaking in the late 19th and early 20th century, wild-
fires declined rapidly as landscape fragmentation and active
fire fighting prevented fire spread, and as unintentional igni-
tion sources declined due to increasingly industrialised and
urbanised lifestyles.
Fire links terrestrial and atmospheric processes in mani-
fold ways. It is ubiquitous and intrinsic to terrestrial ecology,
rejuvenating ecosystems and accelerating carbon turnover
(Bond-Lamberty et al., 2007; Bowman et al., 2009; Hoff-
mann et al., 2003). Fire exclusion in experimental plots typi-
cally results in vegetation shifts towards denser, woody dom-
inated types (Bond et al., 2005). Advanced terrestrial mod-
els can reproduce this effect (Bond et al., 2005; Scheiter
and Higgins, 2009; Arneth et al., 2010b). In African savan-
nas, globally amongst the most fire-prone biome, a sigmoidal
decline in woody towards grass cover seen with decreasing
mean annual precipitation was – in part – attributed to recur-
ring disturbance, including disturbance by fires (Bucini and
Hanan, 2007; Arneth et al., 2010b). Disturbances are argued
to keep woody biomass below its climate optimum in mesic
regions. One of the arguments for fire playing an important
role in sustaining such patterns is that tree seedlings of low
height are killed by fire; only those that grow tall enough to
escape the flame height danger zone can develop into adult
specimens (Higgins et al., 2000; Staver et al., 2011).
Beyond ecological implications, the proper representation
of whether vegetation is dominated by trees, by grasses, or
by a tree-grass mix will also affect important surface char-
acteristics that are of relevance to regional climate: amongst
others, short-wave albedo, evapotranspiration rates from soil
and vegetation, canopy conductance, and Bowen ratio (Pit-
man et al., 2011; Scheffer et al., 2005). Fire influences cli-
mate also by being a major source of atmospherically short-
lived trace gases (especially ozone) and organic as well as
black carbon aerosols (Janha¨ll et al., 2010; Langmann et al.,
2009; see also Fig. 1). Assessments of the radiative forcing
associated with these pyrogenic emissions have mostly as-
sumed pre-industrial baseline fire emissions of around 10 %
compared to present (Ito et al., 2007). Clearly, these assump-
tions are not supported by the patterns recently inferred from
charcoal and ice cores (Fig. 5; Marlon et al. 2008; Wang et
al. 2010). Only some of the most recent studies have applied
pre-industrial emission estimates up to around 30 to 60 % or
even 90 % of present day (Fig 5; Dentener et al., 2006a; Ito et
al., 2007; Lamarque et al., 2010; Mieville et al., 2010) to sim-
ulate effects on air quality. Effects on radiative forcing calcu-
lations arising from the evidently small differences between
pre-industrial and present pyrogenic emissions await a more
systematic analysis in coupled chemistry-climate models that
account for climate change effects on fire regimes, and the
related feedbacks from effects of pyrogenic emissions in the
air chemistry system (Fig. 1). In one set of experiments, Ito
et al. (2007) found that fire-related present-day O3 radiative
forcing was reduced from 0.47 Wm−2 in the “10 % case” to
0.4–0.42 Wm−2 when pre-industrial biomass burning emis-
sions were set to about 35–45 % of present day.
As the relative importance of climate vs. human impact
on fire regimes appears to undergo strong, and in some cases
rapid changes, a better understanding of the drivers and in-
teractions behind these patterns is necessary. The lack of rep-
resentation of the dynamics of biomass burning realistically
in advanced terrestrial models is an important impediment
for assessing past, present and future interactions of chang-
ing fire regimes, terrestrial ecology, air quality and climate.
However, even though the palaeo-records can inform simu-
lation experiments with respect to plausible past scenarios, a
substantial gap in our knowledge exists with respect to the
changes in the global and continental fire regimes from per-
haps around the middle of the 20th century to the present
(Fig. 5). The sediment and ice-core records cannot cover the
most recent past reliably, and existing satellite remote sens-
ing information record does not have sufficient length to ro-
bustly infer recent trends or average fire patterns.
5 Effects of land use/land cover change on climate
change – and vice versa?
Conversion of natural vegetation into agriculture and pas-
tures, mostly by deforestation, has contributed since the
1960s an estimated net release of annually 1.5–1.6 Pg C a−1
into the atmosphere (Canadell et al., 2007), and an estimated
accumulated total of >150 PgC since 1850 (Houghton,
2003). That way, anthropogenic land cover changes assert
a substantial climate warming effect. But cropland and pas-
tures also tend to have higher short-wave albedo compared to
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forests; the enhanced reflection of radiation asserts a regional
cooling of the land surface (Betts, 2000, 2001). Regional cli-
mate effects of agricultural land also arise when evapotran-
spiration rates are being altered, for instance by shorter crop
growing seasons compared to natural vegetation, by lower
rooting depths or by the presence or absence of irrigation.
In a recent simulation experiment (Arora and Montenegro,
2011), the biophysical and C-cycle climate effects of land
use/land cover change were analysed side-by-side. Apply-
ing two rather theoretical scenarios of 100 % and 50 % af-
forestation by 2060, the calculated change in surface tem-
perature at the end of the 21st century from the afforested
area was a biogeochemical cooling across the globe caused
by enhanced C-uptake in re-growing forests. However, the
biophysical effects of forest regrowth deviated in boreal and
temperate, and tropical environments. Surface cooling was
simulated to follow afforestation in the tropics, where large
evapotranspiration rates in forest exceeded effects of reduced
albedo, whereas for the boreal and temperate regions evap-
otranspiration is limited by plant-available soil moisture and
albedo-related effects dominated. Whether such regional pat-
terns reflect a robust understanding of exchange processes in
the physical land-climate system remains to be seen, since
overall the simulated biophysical effects of land use change
seem to diverge strongly between climate models. In a recent
intercomparison (Pitman et al., 2009), all partaking models
computed a significant physical impact of land use change
over the regions this land use change took place, but the mod-
els disagreed on the direction of the change for a number of
climate-relevant metrics, like latent heat fluxes. Diagnosing
the causes for these discrepancies is hampered by the differ-
ent ways land use and land cover changes were implemented
in the models (de Noblet-Ducoudre´ et al., 2012). Moreover,
the representation of important crop characteristics like crop
phenology, effects of management practices and overall crop
growth dynamics is still at the very beginning in terrestrial
models (Arneth et al., 2010c) and it is presently absent from
land surface schemes in global climate models.
Despite these large uncertainties, the climate modelling
community agrees on human land use/cover changes sub-
stantially affecting climate change, regionally and globally.
The question arises as to whether there exist feedbacks in
this system such that climate change in turn affects human
decision making and land use to a degree that it can be dis-
tinguished from other major driving forces such as popula-
tion growth and economic development. One crucial aspect
in this context is how climate change impacts yields and the
technological capacity to combat these in regions of adverse
effects. It seems plausible to hypothesise that some regions
will benefit from climate change; for others it will be detri-
mental. (Easterling et al., 2007). A temperature increase by
about 2 ◦C arguably can increase wheat and rice yields in the
cool mid to high latitudes, while in the low latitudes yields
may decline already at very moderate warming (Gornall et
al., 2010). On global average, an overall decline in yields
of major crops might be expected (Deryng et al., 2011) but
adaptation of management practises like sowing or harvest-
ing dates to a changing climate might aid to reduce losses
(Gornall et al., 2010; Deryng et al., 2011). Here, too, the sim-
ulated potential to reduce adverse effects by such relatively
simple and inexpensive management practices was smallest
in regions that are already warm today (Gornall et al., 2010;
Deryng et al., 2011). Incidentally, studies that seek to as-
sess the interactions of climate change, yields and terrestrial
biogeochemical cycles, with other important facets like in-
creasing CO2, so far are rare and/or concentrate on regional
rather than global scales (Mueller et al., 2010; Huang et al.,
2009). Enhanced CO2 should at least be somewhat beneficial
to C3 crops even though experimental evidence is conflicting
(see Jaggard et al. (2010) and references therein). No pub-
lished work to our knowledge has assessed crop yield and
biogeochemical cycling response on global scale to increas-
ing ozone levels, despite the ozone’s known deleterious ef-
fects (Ashmore, 2005). Moreover, crop yields will be heav-
ily influenced by climate extremes and weather variability,
which requires more sophisticated model experiments that
move beyond representing only the effects of climate trends
(Trnka et al., 2011; Challinor, 2011).
Climate change can be expected to affect the type and
aerial extent of some crops, directly (via yield) and indi-
rectly (via indirect land use changes in response to climate
mitigation strategies, like promotion of biofuels; Melillo
et al. 2009). Future land use changes will arise under the
premises that future climate change results in variable yields
and yield losses that cannot be compensated for by im-
proved technology, management of crop varieties, or man-
agement of farming systems, and that these effects together
with competition for bioenergy put pressure on food prices.
Quantification of feedbacks between socio-economic and
biophysical/biogeochemical dynamics remains a challenge,
while even the interactions between important environmen-
tal drivers and crop yields are poorly represented in terres-
trial models (Rotter et al., 2011). Still, a more integrated per-
spective is necessary and should become an active area of re-
search that bridges the socio-economic and biophysical com-
munities (Hulme, 2011) to facilitate robust analysis of how
people affect the global environment and to test for global ef-
fects of climate change mitigation and adaptation strategies
(Rounsevell and Arneth, 2011).
6 Conclusions
To date, research on land-atmosphere interactions has con-
centrated strongly on impacts of climate change and feed-
backs related to biophysical and carbon cycle responses.
A number of studies have shown that improved represen-
tation of biological and ecological process understanding
can alter model projections of land-atmosphere interactions
substantially, with examples ranging from all aspects of
Biogeosciences, 9, 3587–3599, 2012 www.biogeosciences.net/9/3587/2012/
A. Arneth et al.: Future challenges of representing land-processes 3595
carbon-nitrogen interactions, to considering CO2 effects in
addition to climate change effects, to treating disturbance
as well as acclimation responses to environmental changes.
These improvements will not only affect the forcings and
feedback parameters in the greenhouse gas – physical cli-
mate system, but also alter results in coupled chemistry-
climate model experiments (see Fig. 1). It is therefore a chief
challenge to understand these interactions, and to represent
these in consistent modelling and observational frameworks.
Moreover, while concentrating on temperature changes, we
should not forget that the terrestrial biota also strongly re-
sponds to changing precipitation and soil moisture status,
which also warrants a more explicit treatment in model anal-
yses.
But how complex can and need terrestrial models be? We
have shown here that convincing arguments can be found for
an ever-increasing number of process representations in ter-
restrial models, but these examples clearly also demonstrate
that quantitative understanding in many cases is incomplete.
Models require empirical parameterisation on global scale
and often are difficult to evaluate since observations on the
appropriate scales are lacking. Where possible, data assimi-
lation together with systematic analysis of uncertainties can
aid to identify the most uncertain aspects and guide model
development.
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