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ABSTRACT 
A new class of finite dimensional reproducing kernel spaces of m X 1 vector 
valued analytic functions on a fairly general domain 0 + is introduced. The reproduc- 
ing kernels of these spaces have a special form which is based on an m X m matrix 
valued function 0, which is / unitary on the boundary of R,. Every invertible 
Hermitian matrix can be interpreted as the Gram matrix of a suitably chosen basis in 
such a space, where m is equal to the appropriately defined displacement rank of the 
given matrix. Orthogonal decompositions of the space are developed in terms of Schur 
complements of the matrix and factorizations of the 0, much as in the classical cases 
wherein R, is either the unit disc or the half plane. Finally, a new generalization of 
the Iohvidov laws (which extends earlier generalizations by the same authors) is 
deduced as an application of the theory. 
1. INTRODUCTION 
In this paper we shall introduce a class of finite dimensional reproducing 
kernel Krein spaces of vector valued functions in a fairly general class of 
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domains which include the open unit disc, the open upper half plane, and the 
open right half plane as special cases. We shall use these spaces to give a 
geometric interpretation of a number of algorithms and formulas for inverting 
and factoring a class of structured matrices which appear in the work of 
Heinig and Rost [12, 131, Lev-Ari and Kailath [17], and Lev-Ari [16] in terms 
of underlying reproducing kernel spaces. The main idea is that every invert- 
ible n X n Hermitian matrix can be interpreted as the Gram matrix of a 
suitably defined chain of m X 1 vector valued analytic functions fr, . . , fn, 
where m is the “displacement rank’ of the given matrix. The construction 
was spelled out for two special cases corresponding to two different defini- 
tions of displacement rank: one suitable for the open unit disc and one 
suitable for the open upper half plane, in [9], and further extended in [2] and 
[3]. The special case of block Toeplitz matrices fits into the first setting, 
whereas the case of block Hankel matrices fits into the second. 
The present analysis incorporates both of the cases mentioned above into 
a common framework of wider scope. To explain this, it is necessary to 
introduce some notation and auxiliary discussion. To this end, let a(h) and 
b(h)b e a p’ ff air o unctions which are analytic in an open nonempty subset 1R 
of the complex plane @. Let 
p,(A) = u( h)a( w)* - b( A)b( c-o>* (1.1) 
for h and o in iR, and suppose that each of the three subsets 
o+={wd:p,(O) >O}, 
R,={WEfl:p,(O) =o}, 
a_= {WESZ:pw(w) co} 
is nonempty. 
It is readily checked (see Section 3 for the details) that the kernel 
1 
k,(A) = - 
Pas A) 
is positive in Cl, in the sense that 
(1.2) 
2 cTk,(ai)cj >, 0 
i,j=l 
(1.3) 
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for every choice of points ff 1, . . , a, in a+ and complex constants cr, . , c,. 
Therefore, by the analytic counterpart of a well-known theorem of Aronszajn 
[4] (though he credits it to E. H. Moore), there is an associated reproducing 
kernel Hilbert space of analytic functions in O+, which we shall refer to as 
HP, with reproducing kernel given by (1.2). 
HP is the analogue of the well-known Hardy space H, with respect to 
O+. Indeed, the classical H, spaces with respect to the open unit disc D, the 
open upper half plane C+, and the open right half plane, respectively, 
emerge upon making the choices indicated in the first three examples which 
are presented in Section 2.3. 
Functions p,(A) of the special form (1.1) were introduced by Lev-Ari and 
Kailath [17] in their study of efficient algorithms for the triangular factoriza- 
tion of a class of structured matrices. (A couple of months after this paper 
was submitted for publication and a sequel on interpolation was already 
essentially complete, we learned from a lecture [18] by Nudelman that 
polynomial kernels of the form (1.1) h ave also been under study by Soviet 
mathematicians.) More precisely, the structure of the matrices considered in 
[17] is defined in terms of a general Hermitian form p,(h). It turns out that a 
certain key identity which makes the algorithm work holds if and only if 
p,(h) is of the special form (1.1); f or more discussion, see Lev-Ari [16]. The 
present point of view is geometric rather than algebraic: we focus on the 
reproducing kernel spaces which underlie such algorithms. In particular, we 
develop the theory of reproducing kernel spaces with reproducing kernels 
K,(A) of the special form 
K (*) = J - @b9J@(~)* 
0 P,(h) ’ (1.4) 
wherein J is an m x m signature matrix (i.e., ] = J*, J]* = I: J is both 
self-adjoint and unitary with respect to the standard inner product in Cm), 0 
is an m X m matrix valued function which is ] unitary on C&, , and p,(h) will 
turn out to be of the form given in (1.1). 
We begin our analysis in Section 2 with a geometric characterization of 
the form (1.1) in terms of one dimensional reproducing kernel Krein spaces 
with reproducing kernels of the form (1.4). The general forms of the 0 which 
arise in such a one dimensional space are also described in that section under 
the heading of elementary factors, and a number of examples of p are given. 
Section 3 develops the theory of H,, spaces. These, as we have already 
remarked, seem to be a natural generalization of the classical Hardy spaces. 
The underlying domains, however, may be quite complicated and need not 
be connected. Some indications of the possibilities are furnished in the 
examples in Section 2.3. Particular attention is paid to the “chains” associated 
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with a point w E Sz,, as defined by (3.7). They will prove to be important in 
the sequel. The section concludes with a characterization of bounded linear 
operators which commute with translation in H,, as multiplication operators. 
In Section 4 we develop the theory of finite dimensional reproducing 
kernel spaces with reproducing kernels of the form (1.4). We shall refer to 
such spaces as SO) spaces. Theorems 4.2 and 4.3, which identify the 
subspaces associated with Schur complements, play a key role in giving a 
geometric interpretation of factorization in terms of subspaces of a a@) 
space. The results serve to extend Theorem 8.2 of [l] and Theorem 3.3 of [2] 
to the present more general setting. 
In Section 5 we formulate the definition of p displacement rank at a point 
o E R and show that, subject to some mild technical constraints, every 
n X n invertible Hermitian matrix with p displacement rank m at w can be 
interpreted as the Gram matrix of an n dimensional reproducing kernel Krein 
space A$@> which is based on a chain (of m X 1 vector valued functions) of 
length n at o. This generalizes the earlier work of [9] and [2] to the present 
wider framework. Some illustrative examples involving block Toeplitz and 
block Hankel matrices are furnished at the end of the section. The more 
complicated case of block matrices which are themselves the sum of a block 
Toeplitz and a block Hankel is dealt with at length in Section 6. 
Finally, in Section 7, we apply the machinery developed up to that point 
to further generalize the extensions of the Iohvidov laws which were reported 
on in [2] and [3]. 
We have also used this machinery to solve a number of matrix interpola- 
tion problems in this present wider framework as well as to analyze the 
spaces associated with the corresponding Schur algorithm. These results will 
be reported on in a separate publication. 
Finally some words on notation: The symbols C, @jx k, and Iw will denote 
the complex numbers, the space of complex j X k matrices, and the real 
numbers, respectively, whereas Cj is short for @jx ‘, @+ [C ] stands for the 
open upper [lower] half pl ane, T for the unit circle, D for its interior: 
D = (A E C : (Al < l}, and E for its exterior: E = {A E @ : 1 Al > l}. 
If P is a matrix, then P* stands for its conjugate transpose (i.e., its adjoint 
with respect to the standard inner product). If P is Hermitian, i.e., if 
P = P*, then the symbols p+(P), p_(P), /q,(P) will denote the numbers of 
positive, negative, and zero eigenvalues of P, respectively, counting multiplic- 
ities, so that 
P+(P) + P-(P) = rank P and p,,(P) = dim ker P. 
For any square matrix P = [ pij], Hermitian or not, Pr,.] denotes the upper 
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left hand T X r and finally 
2. MOTIVATION OF THE FORM (1.1) AND 
ELEMENTARY FACTORS 
In [I71 Lev-Ari and Kailath observed that Hermitian matrices R = [ Rjj] 
with bivariate generating functions of the special form 
can be factored with significantly less computational effort if the denominator 
on the right, p,,,(h), admits a representation of the special form (1.1). In the 
first part of this section we give a different explanation of the usefulness of 
this representation in terms of reproducing kernel spaces. We then, in 
subsequent subsections, develop the forms of the corresponding elementary 
factors and discuss a number of examples. 
2.1. Motivation of the Form (1.1) 
To begin, let p,(A) b e a complex valued function such that: 
(1) p,(h) is analytic (as a function of A) in some open connected 
nonempty set fl c @ for every choice of w E 1R. 
(2) p,(A) = p*( w>* for every choice of A and w in a. 
(3) There exists a point Al. E R such that p,< p) = 0 and p,(A) + 0. 
Next, fix a nonzero vector v E Cn’ and a point (Y E R such that p,< a) # 
0; let 
(2.1) 
and set 
d = span{ f) 
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with indefinite inner product 
where E is any nonzero real number. Then 4 is a one dimensional 
reproducing kernel Krein space of m X 1 vector valued functions which are 
analytic in 
with reproducing kernel 
K,(A) =f( A)&&]( W)*. (2.2) 
The latter statement means that for every choice of u E C” and o E C!, , 
(1) K,u E_-& and 
(2) [g, K,ul, = u*gbd. 
It is readily checked that K, as given in (2.2) meets these last two 
conditions and that moreover A has exactly one reproducing kernel. Our 
next objective is to find out when it is possible to express the reproducing 
kernel K,,, in the special form 
&l(A) = 
] - @( A)]@( co)* 
JL(A) ’ (2.3) 
where ] is an m X m signature matrix and 0 is an m X m matrix valued 
function which is analytic in R,. If such a representation is possible, then 
clearly 
and hence 
W)]@( CL)* = ] - P,( W,( 4 
@( P)]@( P)* = ]. 
This proves that O( p) is invertible and therefore 
@( A) = {] - P,( W,( A)}@( P) -*]. 
It is convenient to take the normalizing factor 
O(p) =I,. 
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Then, by (2.21, 
@( A) = I,,, - PJ A)f( A) &_‘f( P)*J 
= I,,, - 3 T,, 
u 
(2.4) 
where 
PJ A) 
rp(A) = - 
P/LW~ 
(2.5) 
LEMMA 2.1. Let O(A) and p(A) be given by (2.4) and (2.5), respec- 
tively. Then 
J - O( A)JO( CO)* 
for every choice of A and w in Cl, 
= po(A)f(A)E-‘f(W)* 
if and only zj- 
(2.6) 
p,(A) = IMP,* + v(w)*P,(A) - TV(A)+)* (2.7) 
for every choice of A and o in 0. 
Proof. Since 
@(A) = L, - p,(A)K,(A)J, 
it is readily checked that 
1 - O(A)JO(w)* = ‘+ (,(A) PO( w>* + 4 u)*P,( A) 
Thus, as f(A)f(w)* is nonzero, it follows easily that (2.6) holds for every A 
and w in fi, if and only if (2.7) holds for every A and o in a. n 
The next step is to reexpress (2.7) in the form (1.1). It is convenient, 
however, to first establish a number of preliminary identities. 
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LEMMA 2.2. Zf a(A) and b(A) are analytic in R and if 
and 
4 A*( PA 4*Pp( a>* - Pat 4PJ 4*} + b( 4*Pp( 4*Pp( a> 
= b(~)*Pp(~)Pp(“)*. 
Proof. The first step is to check that 
= b(+( P) - b(a)4 P)&W+) - W+(4)*. (2.8) 
The rest is then a straightforward calculation. w 
LEMMA 2.3. Zfa(A) and b(A) are analytic in R and if 
p,(A) = u( A)a( co)* - b( A)b( w)* 
and p,< /_L) = 0, then 
P,(A){P,(~)*P,(~)* - P,(“)P,(@)*} + dAb,(@)*P,(@) 
= P&~P,(+J,(~)*~ (2.9) 
Proof. It suffices to match the terms multiplying a(A) and the terms 
multiplying b(A). But this is easily done with the help of Lemma 2.2. n 
LEMMA 2.4. Let p,(A) b e any function which satisfies the three condi- 
tions stated at the beginning of this section, let (Y be a point in Cl such that 
p,< a> z 0, and let cp be given by (2.5). Then 
v*Jv 
pm(A) = 4A)p,(w)* + ‘~(“)*p,(Al - ~(P(A)(P(~)* (2.10) 
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for every choice of A and w in R if and only if the following two conditions 
hold: 
(1) There exist a pair of functions a(A) and b(h) which are analytic in R 
such that 
P,(A) = [a(A) wl[:, _p][$;:]. (2.11) 
(2) One has 
?J*ju 
Pa(a) = --y (2.12) 
Proof. Suppose first that (2.10) holds, and let t = u*]u/E. Then it is 
readily checked that (2.11) holds with 
PA A) 
a(h) = - 
6 
a(A) = Pa(A) + v(A) Pa(A) - P(A) 
JIZ 
and b(A) = 
45 
if t=O, 
and b(A) = 
&( A) - tv( A) 
6 
if t>O, 
a(A) = 
Pa( A) - tcp( A) Pa(A) 
G-t and b(A)= \r-t 
if t<O. 
Moreover, (2.12) drops out easily from (2.10) upon setting A = w = a, since 
q(a) = 1. 
Conversely, if (1) and (2) hold, then (2.10) is immediate from Lemma 2.3. 
W 
It is important to note that if a function p,(A) which meets the three 
conditions stated at the beginning of this section admits a representation of 
the form (2.11), then 
Ia(p)l =Ib(~.)l+o. 
THEOREM 2.1. Let p,(A) be any function which satisfies the three 
conditions stated at the beginning of this section, and let _M be the one- 
dimensional reproducing kernel Krein space of constant multiples of the 
function f = v/p, with indefinite inner product 
[f.flx== (&ER E#O), 
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where v is a nonzero vector in @” and (Y is a point in R for which 
P,<(Y) f 0. Then the reproducing kernel K,(A) for J can be expressed in the 
f O?T?i 
K (*) = J - @w.Pw* 
0 FL(*) ’ 
(2.13) 
where 0 is an m x m matrix valued function which is analytic in IR, and J is 
an m x m signature matrix, if and only if there exist a pair of functions a( A) 
and b(A) which are analytic in R such that 
(1) a( A)a( w>* - b( A)b( w>* = p,(A) for eve y choice of A and w in R, 
and 
(2) one has 
Ia(o -lb(o)I” = T. (2.14) 
Moreover, if these last two conditions are met, then O(A) is uniquely 
speci$ed by the formula 
@( *> = L - P/A 4 
fWf( F)*] 
& 
(2.15) 
up to a J unitary constant factor on the right. 
Proof. The fact that the reproducing kernel K,(A) for J? can be 
expressed in the indicated form with 0 as in (2.15) if and only if p,(A) 
satisfies the given two conditions is immediate from Lemmas 2.1 and 2.4. 
Next, if ‘9 is any other m x m matrix valued function which is analytic in CI, 
such that 
K,(*) = 
I - w*)P’( ml* 
FL(*) ’ 
then 
*( A)JT( w>* = o(A)p(w)* 
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for every choice of A and w in a,. Therefore 
and hence, since W ~1 is J unitary, it follows that T agrees with 0 up to a 
constant J unitary multiplier on the right, as claimed. W 
From now on we shall say that the function p,(A) belongs to the class sfl 
if there exists a pair of functions a(A) and b(A) which are analytic in R 
(which will always be tak en to be an open nonempty connected subset of C) 
such that: 
(1) p,(A) = a( A)a( o)* - b( A&( w)* for every choice of A and w in R. 
(2) The two sets 
R+= (We:&(W) >O}, 
and 
a_= {oJE51:p,(w) a) 
are both nonempty. 
Because of the presumed connectedness it then turns out that: 
(3) The set 
R,=(oEn:p&o) =o}, 
is nonempty and contains at least one point ZL such that Ia( /.L)I = IL4 ~11 Z 0. 
To verify (3), observe that s(A) = b( A)/a( A) is continuous (in fact 
analytic) on the connected set a’ = {A E fl:a(A) # 0) and hence that s(Q’) 
is also connected. Thus as s(Cn+) c D and s(fl’ n a_> c E, it follows that 
s(Cn’n Cn,) must intersect U. This does the trick. 
LEMMA 2.5. Zf o E fl, and la(w)/ = lb(w) # 0, then every disc of 
radius E > 0 about w contains at least one point of 1R + and at least one 
point of Cl,, other than w. 
Proof. Suppose first that N n R_ is empty for some such disc N, and 
that u(A) # 0 in N. Then g = b/a is analytic in N, and ( g(A)1 I 1 for 
A E N with equality at the center w. Therefore, by the maximum modulus 
principle, b(A) = g( w)u( A) f or every A E N, and, since R is connected, this 
equality propagates to all of a. But this contradicts the assumption that the 
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sets a+ and 1R_ are nonempty. Thus N n 1R_ is nonempty. By much the 
same sort of argument it follows that N n fin, is also nonempty. Thus we can 
find a pair of points (Y, /3 in N such that p,( cu) > 0 > pP( p) and the line 
segment joining them does not pass through w. Clearly there must be at least 
one point 7 on this line segment for which p,,(y) = 0. This completes the 
proof, since y E 0, and y z w. n 
THEOREM 2.2. Let p egg, let P and (Y be points in C! such that 
p,< p.) = 0 and pp( a> + 0, and let A be the one-dimensional reproducing 
kernel Krein space specijed in Theorem 2.1. Then A admits a reproducing 
kernel of the form (2.13) if and only if 
a( cx)ea( a)* - b( a)eb( a)* = u*Ju. (2.16) 
Moreover, in this instance 0 is uniquely specijed by (2.15) up to a J unitary 
constant factor on the right. 
Proof. This is immediate from Theorem 2.1. 
Theorem 2.2 is a one-dimensional version of Theorem 4.1. 
n 
2.2. Elementary Factors 
Since the space A? corresponding to the function 0 given by (2.15) is 
one-dimensional, it is reasonable to refer to each such 0 as an elementary 
factor. They can be expressed in standard forms analogous to the elementary 
factors which appear in the standard theory (see e.g., Theorem 1.4 of [SD. 
THEOREM 2.3. If p,(A) E Sa and (2.16) holds, then the elementary 0 
forms corresponding to the one-dimensional space A? defined in Theorem 2.1 
can be expressed in one of the following standard forms according as (Y E C! f 
or ff E slO: 
O(h) = I, + 
a(h)b( a> - 4 *)a( a> 
PA A) 
- 1 
I 
+*Jv)-‘u*J (2.17) 
for (Y E a,, and 
a( h)b( cx) + b( A)a( cx) uu*J 
@(*) = ‘, - a( h)b( Ly) - b( h)a( a) 2~ 
(2.18) 
if cx E 0,. 
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Proof. We begin by writing 
121 
P,(A) 1 w*1 --- OCA) =Irn - p,(a) &(A) 6 (2.19) 
and then breaking into two cases according as (Y belongs to 1R k or fin,. If (Y 
belongs to 0 *, then, by (2.12), 
and 
But now, as 
PJ’YM4 - PpWPaW 
= (@)b(a) - W)++b(db(4 - b(~b(d)* (2.20) 
and 
4 Pu) 
4 p.)b(a) - b(wL)4a) = -~J+q-p (2.21) 
it follows easily that 
O(A) = Z, + 
4A)b( a> - b(A)4 a> 
PJ A) 
p - 1 +*]?I-Iv*], 
with 
p = -P&L(“)*4 P)* 
P,( a)4 P) . 
Therefore, since I/? 1 = 1, it further follows from Theorem 1.3 of [8] that 
O(A) can be expressed in the form (2.17) for (Y E fi +, up to a J unitary _ 
constant factor on the right. 
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Next, if (Y E Sz,, then, since p,( (Y) = p,( PL) = 0 [but by assumption 
Jo 
PjL( A) 
P/w&(*) 
= +{cJ A) + 
4A)b(a) + b(A)a(a) 
cfX(A) = a(A)b( a) - b(A)a(a) 
1 
X 
u( a)u( a)” . 
(2.23) 
Therefore, since u*Ju = 0, (2.19) can be reexpressed as 
O(A) = 1, - i{ca( A) + ca( p,*}T 
and hence, as the last factor on the right is J unitary [since c,(p) is purely 
imaginary], it follows that O(A) is of the form (2.181, up to a J unitary 
constant factor on the right. W 
COROLLARY. Zf, in the setting of Theorem 2.3, a E Ct *, then 0 can also 
be expressed in the form 
O(A) =z,+ 
i 
s(h) -s(a) 
1 - S(h)s(a)* 
- 1 
1 
v(v*Jv)-‘v*J 
fir a E n+ and A E Cl+, whereas 
O(A) =I, + 
i 
1 - S(h)T(ct) 
s(h) - T(fx)* 
- 1 
i 
u(v*Jv)-lv*J 
for a E a_ and A E R,, where 
(2.24) 
(2.25) 
b(h) 
s(A) = - 
4 *I 
4 A) 
and 7(A) =- 
b(A) 
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Proof. Both formulas are easy consequences of (2.17) and Theorem 1.3 
of [S], which permits one to absorb (appropriately situated) factors of modu- 
lus one into J unitary factors on the right. It is perhaps also well to remark 
that s(h) is analytic and strictly contractive in R,, whereas r(h) is analytic 
and strictly contractive in fi _. n 
2.3. Examples 
In this subsection we shall show that the denominators p,(h) of a number 
of familiar reproducing kernels k,(A) = I/p,,,(A) belong to the class gn, but 
not all. 
EXAMPLE 1. p,(h) = 1 - Aw* belongs to go with R = @. 
Discussion. Clearly &I+ = D, R, = U, and p,(A) can be expressed in 
the form (1.1) with a(A) = 1 and b(A) = A. Moreover, in this case HP is just 
the familiar Hardy space H 2(KD), and the elementary factors (2.18) and (2.19) 
coincide with (1.28) and (1.30) of [8], up t o constant J unitary factors on the 
right. 
EXAMPLE 2. p,,,(A) = -2ri(A - w*) belongs to gn with R = C. 
Discussion. Clearly R, = C,, Cl, = R, and p,(A) can be expressed in 
the form (1.1) with a(A) = &(l - ih) and b(A) = fi<l + ih). Moreover, 
in this case H,, is just the familiar Hardy space H ‘(Cl+ ), and the elementary 
factors (2.18) and (2.19) coincide with (1.28) and (1.30) of [8], up to constant 
J unitary factors on the right. 
EXAMPLE 3. p,(A) = 27r(A + w*) belongs to 9o with R = C. 
Discussion. Clearly s1, is the open right half plane, a,, is the imaginary 
axis, and p,(A) can be expressed in the form (1.1) with a(A) = 6<1 + A) 
and b(A) = &<l - A). M oreover, in this case HP is just the familiar Hardy 
space H 2 for the open right half plane. 
EXAMPLE 4. p,,,(A) = -2ri(A - w*)(l - ho*) belongs to Pn with 
n = C. 
Discussion. In this case 
a+= (D f-l a=+} u {E n C_}, cn, = u u R, 
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and p,(A) can be expressed in the form (1.1) with a(h) = &{A + $A2 + 1)) 
and b(A) = &{A - i( A2 + 1)). Notice that here, unlike the preceding two 
examples, a+ is not connected. 
The preceding four examples are all special cases of the following simple 
but useful observation of Nudelman [18], which we will express as a theorem 
for ease of future reference. 
THEOREM 2.4. Zf 
p,(A) = t Aicijw*j 
i,j=o (2.26) 
=[I A . . . A”]C[ 1 w ~1. on]* 
is a polynomial in the variables A and w* based on an (n + 1) X (n + 1) 
Hermitian matrix 
c = [C,jl> i,j=O ,..., n, 
with n > 1, then p admits a decomposition of the form (1.1) in terms of a 
pair of linearly independent polynomials a(A) and b(A) of degree no larger 
than n if and only if C has one positive eigenvalue, one negative eigenvalue, 
and n - 1 eigenvalues equal to zero. 
Not every function p,(A) which appears as the reciprocal of a reproduc- 
ing kernel can be expressed in the form (1.1). 
EXAMPLE 5. The reciprocal of the Bergman kernel, p,(A) = (1 - Aw*)~, 
does not belong to L@n with 1R = C. 
Discussion. Clearly sZ+= D, fi, = U, and a_ = E. Now if 
po( A) = (1 - AcLJ*)~ = u( A)a( w)* - b( A)b( w)* 
with a(A) = a, + a,A + ... and b(A) = b,A + **. , then 
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Therefore, since the matrix on the right is invertible when a! E s1, and 
p E a_, it is readily seen that a( A) and b(h) are polynomials of degree no 
larger than two. They are also linearly independent, since both s1, and RP 
are nonempty. But, as 
(1 - h~*)~ = [ 1 A A”] :, [o -: y :2]1 
p Ega. 
EXAMPLE 6. p,(A) = -A2 - COAX - 1 belongs to go with R = C. 
Discussion. Let w = x + iy. Then 
pw( w) = 2( y2 - x”) - 1, 
and hence 
R, = (x + iy : y = +( r2 + i)““) 
is defined by two hyperbolas, one in C, and the other (its mirror image) in 
C_. Then iR_ is the set of points trapped between these two hyperbolas, 
whereas R, is the union of the set of points which lie above the hyperbola in 
Q=+ and below the hyperbola in Q= _. In this example p,(A) can be expressed 
in the form (1.1) with a(A) = A2 and b(A) = A2 + 1. 
EXAMPLE 7. p,(A) = Am* - (A2 + lx w2 + l)* belongs to 9n with 
0 = @. 
Discussion. Clearly the choices a( A) = A and b(A) = A” + 1 work. 
Next, it is readily checked that w E R, if and only if 
and hence that a+ consists of two open connected disjoint sets: one “about” 
the point i and the other “about” the point -i. In particular s1, contains 
the open discs 
w:lw+il< 
m-3 
2 
0:(0--l< 
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Moreover, if o = x + iy, then p,(w) = 0 if and only if 
y4 + (2x2 - 3) y2 + 1 + x2 + X4 = 0, 
which reduces to 
y2 = 
3-2x2+ dw 
2 
The rest is left to the reader 
Many other examples can be obtained by starting with a(A) and b(h) and 
then constructing p,(h) by (1.1). 
EXAMPLE 8. Let a( A) = 1 and b(h) = tan A. Then p,(A) belongs to 
_9n with 
R=@\ 
Discussion. The excluded points in the definition of fl are the zeros of 
cos A, alias the poles of b(A). 
Let o = (Y + ip with (Y and p real. Then, since 
wEn+ e Itan(o + ip)l < 1 
and 
x + iy 
tan(a + i/3) = - 
1 - ixy 
with x = tan (Y and y = tanh p, it follows readily that 
wEfl+ * x2 + y2 < 1 + x2y2 
ts x2(1 - y”) < 1 - y2 
w x2 < 1, 
since 
l-y2=1-tanh2p>0 
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for every p E R. Thus 
CR+= 6 s, 
k= --m 
is the union of the infinitely many vertical strips 
3. THE SPACE HP 
In this section we discuss the space HP for functions p,(h) in 9n. We 
once again let 
b(h) 
s(A) = - 
a(*) . 
Then s(h) is analytic and strictly contractive on R, and has modulus one 
on R,. 
Next, it follows readily from the formula 
1 
- = 
PA A) 
& (C 4w4*j -$jz 
t-o 
(3.1) 
which is valid for every choice of A and o in ,R+, that l/p,(A) defines a 
positive kernel on a+ : 
for every choice of points oi, . . . , w, in a+ and ci, . . , c, in C. Thus, by a 
well-known construction in Aronszajn [4] (which he credits to E. H. Moore), 
there exists a reproducing kernel Hilbert space of analytic functions in CR, 
with reproducing kernel 
1 
k,(h) = - 
P”(h) 
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We shall refer to this space as HP and designate its inner product by ( , )H,. 
In these terms the statement that HP is a reproducing kernel Hilbert space 
means that for every w E a+ and every f E HP, 
k, E HP (3.2a) 
<f> kw)H, =f( u). (3.2b) 
In the setting of Examples 1 *a* 3 of the last section, HP is a well-known 
Hardy space. Just as in those three special cases, HP can be characterized 
directly. 
THEOREM 3.1. The space HP consists of the set of functions f which are 
analytic on 0, and admit a representation of the form 
f(h) = & - W(4” 
n 0 
(3.3) 
with 
llfll~, = 2 ICJ < m. (3.4) 
n=O 
Proof. Let GY denote the Hilbert space of functions f of the form (3.3) 
with square summable coefficients and norm (3.4). Then clearly 
s( W) *j 
with dj = - 
a(w)* 
belongs to Zand reproduces f with respect to the inner product induced by 
(3.4): 
(f, ko>HP = f ,$ cjsj, 1 g d,si 
J-0 a i-0 HP 
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Thus k, is the reproducing kernel for both the Hilbert space G%? and the 
Hilbert space H,,, and hence the two must match. n 
We shall define H," to be the set of m x 1 vector valued functions f 
with components fi in HP and inner product 
<f> g)H, = E (fi, gi)ff,,. 
i=l 
Also, if J is an m x m signature matrix we shall define Hp' as the Krein 
space H," endowed with the indefinite inner product 
tf> df’, = (_/!fl &; (3.5) 
Next, it is readily checked (either directly from the definition, or, if you 
are busy, by Hartog’s theorem [6]) that k,(A) = l/p,(h) is jointly analytic in 
the variables A and 61% for A and w in s1+, and hence, by elementary 
estimates of difference quotients, that for every w E a+ and f E HP, 
and 
(3.6) 
for t = O,l, . . . Thus in particular (dt/dw*t) (l/p,,,) belongs to HP for 
t = 0, 1, . and every choice of w E a+. We shall refer to the sequence 
1 d 1 1 d”_’ 1 
- -- ~- 
PUJ ’ &#J* p,‘“” (n - l)! dw*“-1 p, 
(3.7) 
as a chain of length n based at the point o E a+. 
The special cases p,(A) = 1 - Au* and p,,,(A) = -27ri( h - w*> lead to 
the familiar chains considered in the classical Hardy spaces H 2(D> and 
H '(C + >, respectively; see e.g., (6.2) of [8] and, for applications, the proofs of 
Lemma 11.3 of [7] and Theorem 6.1 of [lo]. 
130 DANIEL ALPAY AND HARRY DYM 
The chain depicted in (3.7) can be expressed in a convenient way in terms 
of the n X n Toeplitz matrices 
Tl(f) = 
f 
. . . 0‘ 
f 
(1) ; y: 
0 
(n : ,)!f'"-" (n : 2)!f(n-2) *** f 
withf=aandf=b. 
THEOREM 3.2. Let 
(3.8) 
(3.9) 
for wER+ and j = 0, 1, . . . Then the chain described in (3.7) can be 
expressed in the form 
[ cp,,,(~) e.0 cp,,,,-,(A)] =[I 0 -*- ol[a(A)A -b(h)Bl-l 
(3.10) 
with 
A = (T,(a)l,)* and B = {T,(b)lw]*. (3.11) 
Proof. To begin with, it follows readily from Leibnitz’s rule that 
T,(fg) = T,(f)TAg) = T,(g)T,(f) 
for any pair of functions f and g which are sufficiently differentiable. If in 
addition fg = 1, then 
Tn(f )T,( g) = L. 
The advertised result is obtained by taking f = l/p,, g = p, and differenti- 
ating with respect to CO*. n 
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We remark that (3.10) can also be expressed in terms of the upper 
triangular Toeplitz matrix 
%.(4 = 1 (3.12) 
as 
@,,.(A) = {a( - b(A)B}-‘. (3.13) 
Correspondingly, a chain of length n (based at the point w) in H,” is 
given by the recipe 
If1 *-. fn] = VQ,,., (3.14) 
where V is any constant m X n matrix with nonzero first column. The 
corresponding formulas for chains of length n when p,(A) = 1 - Am* and 
p,(A) = -2n-i(A - o*> may be found in [B] and [9]. 
We complete this section with a proof of the counterpart in the present 
setting of the well-known fact that a bounded operator which commutes with 
the shift in the Hardy space H,(D) is an operator of multiplication by a 
bounded analytic function. The argument is adapted from [ll]. 
THEOREM 3.3. Let T be a bounded linear operator from Hp” into H,” 
which commutes with multiplication by s(h) = b( A)/a( A): 
T(sf) = sTf. 
Then 
T = M, 
is the operator of multiplication by a p X q matrix valuedfunction S which is 
analytic in 0, and is subject to the bound 
for eve y choice of 5 E @ P, 77 E (c4, and w E a, 
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G=[& ... gq] 
denote the p X q matrix with columns 
j = l,.. .,q, 
where e,, . . . , e4 denotes the standard basis for C9. Then 
and hence, since T commutes with multiplication by s, 
for any finite sum of the form 
_fn = f ,g 5jS’ 
J-Q 
with the .!jj in Cq. Such sums are dense in Hp'. Moreover, if f, + f in H,“; 
then 
= lilimuu*fn( a) 
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for every choice of u E 624 and (Y E a+. Thus, since T is bounded, 
= $y*4 P)G( P)fn( P> 
= ~*a( P>G( P)f( P) 
for every choice of u E C P and 0 E CR,. This serves to identify T as the 
operator M, of multiplication by the p X 9 matrix valued function 
S( A) = a( A)G( A) > 
which is analytic in 0 +. 
Finally, the asserted bound on S drops out from the inequality 
= ,,T,,(~]1'z{-$$2 
upon setting ff = /3. n 
We remark that in the preceding theorem, S(X) can be expressed in the 
form 
S(h) = 2 Si”(A)j 
j=o 
with p X p matrix coefficients Sj which are subject to the bound 
2 Isj12 < O"> 
j=o 
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since the columns of G belong to H,“. 
4. FINITE DIMENSIONAL 5%?(O) SPACES AND FACTORIZATION 
4.1. Finite Dimensional AT(O) Spaces 
In this section we study a class of finite dimensional reproducing kernel 
Krein spaces of m x 1 vector valued analytic functions with reproducing 
kernels of the form 
K (*) = J - wlww* 
w 
PA A) 
with p,(A) in gn. We shall refer to reproducing kernel Krein spaces which 
admit a reproducing kernel of this special form as x(O) spaces and shall 
assume throughout that p is a point in on, for which a( /_L) and b( ~1 are 
both nonzero. We shall assume further that V E Cm’ ‘, A E a=““‘, and 
B E c=nxn are given matrices such that 
(1) one has 
det{ a( /A) A - b( p) B} f 0 (4.1) 
and 
(2) the columns of 
F(A) = V(a(h)A -b(A)B}-’ (4.2) 
are linearly independent (as continuous vector valued functions of A in the 
domain of analyticity of F in 0). 
THEOREM 4.1. Let V, A, and B be given matrices which satisfy (4.1) 
and (4.21, let P be any n X n invertible Hermitian matrix, and let 
4 = span{ columns of F ( A)} 
endowed with the indefinite inner product 
(4.3) 
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Then M is an n dimensional reproducing kernel Krein space with reproducing 
kernel 
K,(A) = F(h)P-‘F(w)* (4.4) 
for every choice of A and o in R’, the domain of analyticity of F in 0. 
The reproducing kernel can be expressed in the form 
K (A) = I - @(A)l@(w)* 
0 
PuJ( A) 
(4.5) 
for some choice of the m x m signature matrix J and some meromorphic 
m X m matrix valued function 0 which is analytic in CL’ if and only if P is a 
solution of the equation 
A*PA - B*PB = V *JV. (4.6) 
Moreover, in this instance 0 is uniquely specijed by the formula 
O(A) = I, - p,(A) F( A)P-‘F( /.L)*J (4.7) 
up to a J unitary constant factor on the tight, where p is described above. 
Before embarking upon the proof it is convenient to establish the follow- 
ing purely computational lemma. The details are left to the reader. 
LEMMA 4.1. If p,(A) = a( A)a( CO)* - b( A)b( w>*, then the following 
identities hold: 
(1) b( P)a(w)*pp(A) + b(A)a(j?)*pp(w)* = b( PM P>*p,(A) + 
b(A)a(w)*pp( /3), 
(2) a(/3)b(o)*pp(A) + a(A)b(p)*pp(w)* = a(P>b(P)*p,(A) + 
a(A)b( w>*p,( /3 1, 
(3) a( P)a(w)*pP(A) + a(A)a( P)*pP(w)* = p,(A.)p,(w)* + 
a( PM P)*p,(A) + b(A)b(w)*pp( PI, 
(4) b(/3)b(w)*pe(A> + b(A)b( P>*p&d* = -pP(A)p&d* + 
a( PM P>*p,(A) + b(A)b(w)*pp( P). 
Proof of Theorem 4.1. It is readily checked that the kernel K,(A) which 
is specified in (4.4) 1s a reproducing kernel for A: for every choice of 
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u E C”, u E C”, and w E a’, 
(1) K,v EL, 
(2) [FU, K,ul, = u*F(o)u. 
Next, let 0 be given by (4.71, and let 
G(A) =+)A-b(A)B (4.8) 
for A E 1R’. Then it is easily seen that 
J - @( A)]@(o)* = P,(A) KJ A) + KJ w)*P,( w>* 
- p,(A>K,(A)JK,(w)*p,(w)*, 
which, upon invoking (4.41, (4.2), and (4.8) can be reexpressed as 
J - O(A)JO(w)* = F(A)P-‘G( +*L,(A)G( &I’-‘F(o)*, 
where 
L(A) = P,(WW*PG(P) + P,W*G(P)*PG(A) - P,#)P,(~)*V*IV 
= A*PA{a( P)+>*P,(A) + a(A)a( P)*P,(w)*} 
- A*PB{b( P)++*P,(A) + b(A)4 CL)*P&~*} 
- B*P+( ~)b( 4*&) + a(A)b( P)*P,( w>*} 
+ B*PB{b( P)W 4*&9 + WA)b( P.)*P,( @I*) 
- P,( A) PJ w> *V*Jv. 
Next, by invoking the formulas in Lemma 4.1 with P = p it is readily 
checked that 
&o(A) = cdA)G( P)*PG( P) + ~,(Abp(w)*M, 
where 
M = A*PA - B*PB - V*Jv 
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Thus 
J - O( A)JO( o>* - pm( A)F( co)* 
= p,( h)p,( o)*F( h)P-'G( /A-*MG( /..L-‘P-~F( co)*, 
and hence the reproducing kernel is of the requisite form if and only if 
F(h)P-‘G( p)-*MG( /.L-~P-~F(~)* =0 
for all points A and w in CI’, the domain of analyticity of F. But now it 
follows readily from a double application of the assumption (4.2) that if the 
last equality holds for every choice of A and w in R’, then 
P-lG( p)-*MG( p)-‘F1 = 0 
and hence that M = 0. This proves the necessity of (4.6). The sufficiency is 
easily obtained by running the calculation backward. W 
If the space J% in Theorem 4.1 is one dimensional with 
v= UE C”, A = u(a)*, B = b(a)*, 
and P = E, then M = {constant multiples of u/p,}, (4.2) is equivalent to 
assuming that p,< a) # 0, and (4.6) reduces to 
which is just (2.16). 
It is perhaps worth pointing out that (4.6) incorporates both the Stein 
equation and the Lyapunov equation as special cases: just choose A = I to 
obtain the former, and choose A = Z + iC and B = Z - iC to obtain the 
latter. 
4.2. Factorization 
In this subsection we establish a correspondence between invertible 
upper left hand blocks of invertible Hermitian solutions P of (4.6) and factors 
of 0. 
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THEOREM 4.2. Let P be an n X n invertible Hermitian solution of (4.61, 
and suppose that the k X k upper lef hand corner P,, of 
PI, 
[ I 21 22 
is also invertible and that the matrices A and B which intervene in (4.6) are 
upper block triangular with respect to the same block decomposition. Then 
the matrix valued function O(h) given by (4.7) admits a factorization 
@,(A) = 1 - P,(W,(~)P,%( pu)*_L 
@,(A) = Z - P,(A)WG,,(A)-‘Q-‘G,,( /+*W*], 
where 
v= [Y vz], 
with 
O(A) = O,(A)@,(A), 
F(A) = [F,(A) F,(A)] = [VI Vz]G(A)-‘, 
F,(A) = V,G( A) -I> 
F,(A) = V2G22(V1 - V,G,,(A)-1G,2(h)G22(h)-’ 
and 
Q = P22 - P2,Pii’P,2~ 
the Schur complement of P,, with resped to P. 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
Proof. The proof is lengthy and is broken into steps; the notation 
II= (4.16) 
will prove useful. 
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STEP 1. The function O(h) defined by (4.7) admits a factorization of the 
f O?Wl 
@(A) = O,(A){Z - P,(A)~W)Q-~H(P)*J}~ 
where 
H(A) = Ol(A)-lF(A)H. 
Proof of Step 1. Since P and P,, are invertible, it follows readily from 
the well-known formula for Schur complements that 
p-1 = [ :, -p,,j[ ‘b” GI][ _p;pIII ;I. (4.17) 
and hence that 
@(A) = Z - p,(A)[ F,(A) F(A)n] 
= Z - P,( A)F,( A)GIF,( P)*J - ,+W(WQ-‘~*F( P)*.I 
= O,(A) (I - p,(A)@,(A)- F( A)IIQ-%*F( /L)*J) 
But this is the same as the advertised formula, since @I,( ~1 = I. 
STEP 2. Zf 
then 
R( IL) = {a( p)A + b( tL)B}G( I*)-‘, (4.18) 
[Pll PE]W ~)n = 214 ~)l”Fd P)*JF( ti>n. (4.19) 
Proof of Step 2. To begin with, it follows readily from (4.6) that 
G( p)*Pfi( P)G( PU) + G( P)*R( P)*PG( CL) = 214 PU) 12V*JV. 
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PR + R*P = 2la( /L) [“G-*V*JVG-‘, (4.20) 
where we have dropped the p dependence from G and R in order to keep 
the typography simple. Consequently, since R is upper block triangular, it 
follows that 
[Pll P,,]R + [RT,P,l o][: y2] 
= 2la( /L)I’[ G,* O]V*JVG-’ 
and hence that 
[Pll p,,] R~I = 21 U( F) 12~;1*~1~~-1~, 
as claimed. 
STEP 3. 
PJ AP = 
-b( P>* 
u( p) 4 h)G( CL) + b( P.)*G( *I. (4.21) 
Proof of Step 3. Clearly 
P,(W = {+)a( P)* - b(h)b( P)*P 
= u(A){u( p)*B - b( p)*A} + b( p)*{u(A)A - b(A)B} 
= $${a( ~)a( P)*B - 4 E.L)b( P)*A} + b( P)*G(~) 
The rest follows easily upon replacing a( ~)a( II)* by b( p)b( p>*. 
STEP 4. 
PJ A) 
214 PL) I2 
[P,, p12pwn = [Pl, P,,]G( h)G( Jo)-‘ff. (4.22) 
Proof of Step 4. Since 
[P,l P,,]rI = 0 
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and 
it is readily seen that the left hand side of (4.22) is equal to 
which, by Step 3, is equal to 
4 ~1 
If4 PN2 
[P,, P,,] -ay;‘* a( A)1 + b( p)*G( h)G( P)-j r~ 
= [Cl h]G( A)G( /+?I, 
as claimed. 
STEP 5. 
@,(A)F( ~)nG22( 1-4 = %WG22(+ (4.23) 
Proof of Step 5. In view of (4.10), the left hand side of (4.23) is equal to 
By successive applications of Steps 2 and 4 this is easily seen to be equal to 
F( ~L)nG22( P) - WW,‘[ PI, Pl2]W)G( 4flG22( ~1. 
Next, it is readily checked by direct calculation that 
F( ~)nG22( PL) - F(h)nG22(h) 
= V, ~]G(~)-‘{G(~)G(~)-‘~G,,(IL) - nG,,O)}, 1 
which is equal to 
F,( *> P11’[ Pll 62]G(W( ~L)-‘nG22( P)> 
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as follows by multiplying everything out. This completes the proof of both 
Step 5 and (thanks to Step 1) (4.11). 
THEOREM 4.3. lf P, A, and B are as in Theorem 4.2, then the Schur 
complement Q of P,, with respect to P satisfies an equation of the form (4.6) 
with respect to the lower right hand (n - k) x (n - k) corners of A and B: 
A&Q&, - B&Q& = W*]W, (4.24) 
where W is given by (4.14) and the signature matrix] is the same as in (4.6). 
Proof. To begin with, it follows readily from (4.20) that 
PR( P) + R( P.>*P = 214 PL) 12F( P)*IF( P) 
and hence, since 
PrI= O 
[ 1 0' 
that 
QR,,( F) + R,,( P)*Q = 214 P) 12n*F( P)*IF( ti)n. 
Thus, as 
R,,( P) = (4 P.) A2, + b( EL) %dGd P) -‘) 
(4.24) now drops out easily upon multiplying the last formula involving Q by 
G,,( p)* on the left and by G,,( p) on the right. n 
It is instructive to interpret the last two theorems in terms of the 
underlying reproducing kernel spaces, where we presume that we are in the 
setting of Theorem 4.1 under the added assumption that P,,, the upper right 
hand k X k block of P, is invertible and A and B are upper block triangular 
with respect to this block decomposition of P: 
A=[";' ;::I, B=[B;l ;z], 
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and hence 
To begin with, it follows readily from (4.61, (4.1), and (4.2), respectively, that 
AT,P,,A,, - B1*,P,,B,, = v1*Jv,, (4.25) 
det G,,( IL) # 0, 
and the first k columns of F. alias the columns of 
F,( A) = V,G,d A) -l> 
are linearly independent. Thus Theorem 4.1 guarantees that the space 
&r = the span of the columns of F,( A), 
endowed with the inner product 
is equal to *Or) with 0, uniquely specified by (4.101, up to a constant J 
unitary factor on the right. Moreover, it is easily checked that Jr sits 
isometrically inside J% and that its orthogonal complement J%{ ’ I is given by 
the span of the columns of 
I!,( A) - F,( A) Pi’P,, = F( A) II (4.26) 
(see, e.g., the proof of Theorem 3.3 of [2] for help with the latter if need be; 
(4.26) is just a bl oc k matrix form of (8.3) of [l]). Next, it follows from (4.23) 
that 
and hence that 
(as sets), where 
O,( A)W = F( A)fIG,,( A) 
Jt’] = O,( A)J’. 
H = the span of the columns of WG,,( A) -r 
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det G,( CL) # 0 
and the columns of WC,,(h)-’ are linearly independent and (4.24) holds, 
another application of Theorem 4.1 guarantees that 
.N=Lz(O,), 
where 0, is uniquely specified by (4.11), up to a constant J unitary factor on 
the right. We have thus established the following conclusion: 
THEOREM 4.4. If, in the setting of Theorem 4.2, P,,, the upper lef hand 
k x k corner of P, is invertible and A and B are upper block triangular with 
respect to this block o?ecomposition of P, then 
where 0, and 0, are given by (4.10) and (4.11), respectively, and 3%0) 
admits the orthogonal direct sum decomposition 
_qO) =_qO,) @ O,~(O,). (4.27) 
5. CHAINS AND DISPLACEMENT BANK 
We shall say that a given p x q matrix of P has p displacement rank m 
at w, with respect to a given p ~9~ and point w E a, if 
rank{ A*, PA, - B,*PB,} = m, (5.1) 
where 
m aU)( w)* 
A,= c 
j=o j! ” 
and 
B,= c 
m b(j)( w>* zj 
j=O j! ’ 
(5.2) 
(5.3) 
REPRODUCING KERNEL SPACES 145 
and 
0 1 0 . . . 0 
0 
z=: 1 0 1 . . . 0 : : 0 0 0 . . . :I i 0 0 0 . . . 0 (5.4) 
is a square upper triangular (backwards) shift matrix of the appropriate size. 
Thus Z, A*,, and B: are p X p when they appear as left multipliers of P, 
whereas Z, A,, and II,,, are q X 4 when they appear as right multipliers of 
P. Since Z is nilpotent, the sums in (5.2) and (5.3) are finite; in fact they are 
just the matrices given in (3.11). 
The first order of business is to show that this definition depends only 
upon p and not upon the particular choice of a and b which appear in the 
representation (1.1). 
LEMMA 5.1. Zj p,(A) = a(A - b(A)b(o)* belongs to ~3~ and if 
c, d are analytic functions in 1R such that 
c( A)c( w)* - d( A)d( w)* = a( A)a( w)* - b( A)b( w)* 
for every choice of A and o in R, then there exists a constant 2 X 2 Jr1 
unitary matrix M such that 
[c(A) d(A)] = [a(A) b(A)]M (5.5) 
for every A E R. 
Proof. Let J = Jn for the rest of this proof. Then the given assumption 
implies that 
for every choice of A, CY, and /3 in 1R. We now fix cx in a+ and p in R_ . 
This insures that the two matrices appearing on the far right of each side of 
the last equation are invertible and hence that (5.5) holds for some 2 x 2 
invertible matrix M. It remains to show that M is J unitary. But now by (5.5) 
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and the given assumption, it follows that 
and hence, by much the same sort of analysis as before, that 
as claimed. 
MJM* =], 
LEMMA 5.2. Zf p ELLS, $c and d are analytic functions 
(5.5) holds, and if 
DYM 
n 
in Cn such that 
m &)( m)* 
C,= c 
co d’j’( w)* 
j! 
Zj and D, = c 
j=O j=O j! '-I' 
then 
C: PC, - D,* PD, = A*, PA, - B; PB, 
for every p X q matrix P. 
Proof. By (5.5), 
and hence 
and 
c(A) = a(A)m,, + b(A)mzl> 
d(A) = 4 A)m,, + b( A)m,,, 
C, = myI A, + rn& B, 
D, = mT2 A, + rn& B,. 
The rest is a straightforward computation. n 
THEOREM 5.1. Let p ELLS. Then the p displacement rank at o of any 
given p X q matrix P depends only upon p and not upon the choice of the 
functions a and b which appear in the representation (1.1). 
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Proof. This is immediate from Lemmas 5.1 and 5.2. n 
Because of the flexibility in the choice of p and o, this definition includes 
many of the measures of displacement rank which are currently in use. In 
particular, it covers the measures of displacement rank based on P - Z*PZ 
and on -2ni(Z*P - PZ). The former, which was introduced by Kailath, 
Kung, and Morf [15], is discussed in Example 1 below; see also the paper [17] 
of Lev-Ari and Kailath for additional references. The latter, which appears 
extensively in the work of Heinig and Rost [12], is discussed in Example 2 
below. 
We shall say that an n x n matrix P belongs to the class (w, p, J, V> for 
some choice of o E a, p E.S~, m x m signature matrix J, and m X n 
matrix 
V if 
A*,PAo - B,*PB, = V*Jv. 
It is readily checked that every n X n Hermitian matrix P with p displace- 
ment rank m at w belongs to the class (w, p, J, V) for some choice of 
m x m signature matrix J and m X n matrix V of rank m. Conversely, if P 
is an n X n matrix (Hermitian or not) which belongs to the class (w, p, J, V) 
with J of size m X m, then P has p displacement rank at w less than or 
equal to m. (The inequality may hold because even if V has rank m, one or 
more of its columns may be J neutral.) 
This definition of displacement rank also includes many cases of the 
general notion of displacement structure introduced by Heinig and Rost in 
[13]. For ease of exposition we shall explain this connection in the Hermitian 
case only. In this instance an n X n matrix P = [ pi .I, i, j = 1, . . . , n, is said 
to have displacement structure (by Heinig and Rost 3. if 
“Pij + PPi- 1, j + P*Pi,j_l + sPi_l,j_l = O 
for i,j = l,..., n - 1, where (Y = (Y * and 6 = 6 *. But this is clearly the 
same as to say that the upper left hand (n - 1) X (n - 1) comer of the 
n X 72 matrix 
(YP + pz*p + p*pz + Gz*Pz 
is equal to zero. If also (Y # 0, then this matrix is equal to 
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which serves to exhibit the term in curly braces in the form 
A*,PA, - B,*PB,, 
if 1 PI2 - CYS > 0, where A, and B, are defined by (5.2) and (5.3), 
tively, with 
respec- 
o(h) = 1 + th and b(h) = 
{I PI2 - aq2 * 
,~, 
Thus, if (Y # 0 and 1 PI2 - (~8 > 0, 
A; PA, - B,*PB, = ; “d , 
[ I 
where the upper left hand corner zero block is (n - 1) X (n - l), and D is 
1 X 1 and real. Since 
= v*Jv 
with 
V= [S .c2] and J=[; :I, 
it is readily seen that P belongs to the class (0, p, J, V) for the indicated 
choices of p, J, and V. 
If (Y = 0 and 6 # 0, then similar considerations apply to the matrix 
,i(gz+z*)P(;z+z)-SP], 
whereas if CY = 0 and 6 = 0, the matrix of interest is just 
pz*P + p*pz = +{(I + pz*)P(z + p*z> - (I - pz*)P(z - p*z)}. 
For the rest of this section we shall focus on n X n Hermitian matrices P 
with p displacement rank m at w. In this case, P is clearly a solution of the 
matrix equation 
A*,PAu - B:PB, = V*Jv (5.6) 
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for some m X m signature matrix J and some m X n matrix V of rank m 
[and therefore automatically belongs to the corresponding ( o, p, J, V > class]. 
It is useful to bear in mind the following well-known result (we sketch a proof 
for the convenience of the reader): 
LEMMA 5.3. Equation (5.6) h as a unique solution P for every choice of 
wEa*. 
Proof. If w E a+, then A,,, is invertible and B, A,’ is upper triangular 
with all its eigenvalues equal to b( o>/a(w). Thus the spectral radius of 
El,,, A,' is less than one, and the only solution of 
P - A,*B:PB,A,’ = 0 
is readily seen to be P = 0. This establishes the asserted uniqueness when 
w E R + . The proof for o E CI _ is similar. n 
THEOREM 5.2. Let V be a given m X n matrix, and let 
F(A) = V{a(A)A, - b(h)B,}-‘, 
where w E Cl,, where A, and B, are n X n matrices which are given by 
(5.2) and (5.31, respectively, and where p ~9~. Then the columns fi, . . , fn 
of 
F(A) = [f,(A) *** f”(A)] 
belong to H,“, and the n X n matrix P with ij entry 
Pij = (Jh, fi )H, 
is the unique solution of the matrix equation 
A:PA, - B,*PB, = V*]V. 
Proof. The assumption o E Cl+ guarantees that 
and hence that A, is invertible. Thus, upon setting 
E, = B,A;l, 
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it is 
VA, ‘EL &( A)j 
for every 5 E Cn. The vector coefficients VA;rELt in the sum are norm 
square summable, because the spectral radius of E, is equal to Ib( ~)/a( 011, 
which is less than one. This proves that the columns of F belong to Hpm and 
with 
P = 2 ELT;jA, *V *PA; ‘EL, 
j=O 
for every choice of 5 and 77 in C”. But now, as A,, B,, and E, commute, it 
is readily seen that 
A*, PA, - B: PB, = t E:jV *]VE; - E E,*j+ ‘V *JvEc ’ 
j=o j=O 
This exhibits the given P as a solution of the stated matrix equation. The 
asserted uniqueness follows from Lemma 5.3. W 
The next theorem guarantees that every n X n invertible Hermitian 
matrix with p displacement rank m at w can be interpreted as the Gram 
matrix of an n dimensional reproducing kernel Krein space a@) based on a 
chain of m X 1 vector valued functions of length n at w. 
THEOREM 5.3. Let p Ega, let p E Cl, and w E R be such that 
p,(o) # 0, and suppose that P is an n X n invertible Hermitian matrix of p 
displacement rank m at w with 
A*,PA, - B,*PB, = V*Jv 
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for some m X m signature matrix J and m X n matrix V of rank m with 
nonzero first column. Then the columns fi, . . , fn of 
F(h) = V{a(A)A, - b(h)B,}-’ 
are linearly independent (as vector valued functions on Cl), and the space L 
based on the span offi,...,fn and equipped with the indefinite inner 
product 
for every choice of .$ and 77 in @” is a L&O) space (i.e., a reproducing 
kernel Krein space with reproducing kernel of the special form (1.1)). More- 
over, 0 is analytic in Cl, and is uniquely specified by the formula 
@(A) = Z, - PP(A)F(h)P-lF( P)*J? 
up to a constant right ] unitary factor. 
Proof. It follows easily from the given form of A, and B, that 
det{a( CL) A, - b( P) B,} = P,(W)” 
and hence that the condition (4.1) is met, since p,(o) z 0 by assumption. 
Next, since 
{a(A)& - b(A)B,}-’ = @W,n, 
since the entries in (the top row of the upper triangular Toeplitz matrix) 
* 0, n, namely 40,,,, . . . , ‘P,,,-~, are linearly independent functions on iR, and 
since the first column ur of 
v = [ u1 ... U” ] 
is nonzero, it is readily checked that the columns of F(A) are linearly 
independent vector valued functions in the domain of analyticity of F in 0. 
This establishes (4.2). The rest is now immediate from Theorem 4.1. n 
EXAMPLE 1. p,(A) = 1 - Aw* with a(A) = 1 and b(A) = A. 
Discussion. In this instance 
A, = I, 
B, = o*Z + 2, 
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and thus the p displacement rank at w of a matrix P is equal to the rank of 
the matrix 
It is well known that if 
PO 
Pl 
P= 
1: 
p-1 *** Pl-n 
. . . 
P2-n 
in-1 
. . . 
PO 
P - (WZ + z*)P(w*z + Z). 
is a Toeplitz matrix with pij = pi-j, then 
P - z*pz = u*Jv 
with 
I PO/2 
0 Pl 
u*=. .) I: :I 0 P”_l 
and 
v = [ 
1 0 
PO/2 P-l 
. . . 0 
. . . 
I Pl-” ’ 
Thus (as is well known), for this choice of p, the p displacement rank at 0 of 
a Toeplitz matrix is less than or equal to two. 
If P is Hermitian, i.e., if p1?; = P_~, then U = V. For a discussion of the 
space corresponding to the span of the columns of 
V%,” = V( I” - AZ)+ 
with indefinite inner product based on P when it is Hermitian, see [2]; the 
block matrix case for Hermitian invertible P is discussed in [7]. For the 
non-Hermitian case see [3]. 
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EXAMPLE 2. p,(A) = -24h - co*) 
b(h) = I&<1 + A). 
with a(h) = G<l - i A) and 
Discussion. In this instance 
A, = &{(l + io*)Z + iZ}, 
B, = J;;{(l - iw*)z - iZ), 
and 
A;PA, - B:PB, = 25-i{ PZ - Z*P + (CO* - o) P} 
In particular it is well known that if 
p= [;:y ,“: _I_ !J 
is a Hankel matrix with pij = pi+j, then 
2mi{ PZ - Z*P} = U*]V 
with 
and 
u* = I 0 1 2TP,-1 2TPO 0 !
v= [ 1 0 
0 2Trp, 
. . . 0 
. . . 
2TP,-1 . I 
Thus, for this choice of p, the p displacement rank of a Hankel matrix at 0 is 
less than or equal to two. If P is Hermitian, i.e., if p; = pj, then U = V and 
v+, n = -V{274 AZ, - Z)}-‘. 
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EXAMPLE 3. P,(A) = - 2ai( A - o*) with a(h) and b(A) as in Example 
2. 
Discussion. This example is presented to emphasize that other spaces 
can be generated by taking different choices of A and B in Theorem 4.1. 
Thus, for example, if in (4.1) we take A = B, and B = -A,,, then (4.11, 
(4.2), and (4.6) are still satisfied, provided that J is replaced by -J in the 
latter. Now the space of interest is the span of the columns of 
V{a(A)Z& + +)A,}-’ = V{27r(Z, - AZ)}-‘, 
with an indefinite inner product based on P, where V and P are as in 
Example 2. For a discussion of this space when P is Hermitian, see [2]; the 
block matrix case for Hermitian invertible P is discussed in [lo]. For the 
non-Hermitian case, see [3]. 
EXAMPLE 4. p,(A) = -2ri(A - w*)(l - ho*) with a(A) = &{A + 
i(A2 + 1)) and b(A) = &{A - i(A2 + 1)). 
Discussion. In this instance 
A*,PA, - B:PB, 
The special case o = 0 is simpler and is discussed in detail 
section. 
in the next 
The formula in Example 4 extends to the case in which p is a polynomial 
in go of the form (2.26) and Sz = C: In this instance, 
A*,PA, - B,*PB, 
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where i A k = min(i, k}. In the special case that w = 0 this reduces to 
k/\n 
A;PA, - B;PB, = c c,~Z*~PZ~. 
i,j=O 
(5.7) 
6. TOEPLITZ PLUS HANKEL 
In this section we shall analyze the kernel 
P,(h) = -2?ri(h - C-0*)(1 - Am*) (6.1) 
in more detail. If a(A) and b(h) are chosen as in Example 4 of the last 
section, then 
A, = u(Z*)* = fi{Z - i(Z2 + I)}, 
B, = b(Z*)* = J;T{Z + i(Z2 + I)}, 
and hence, upon setting 
VP = A; PA, - B,*PB,, 
(6.2) 
(6.3) 
(6.4) 
it is readily checked that 
VP = -27Ti(z*PzS - ze2pz 
The latter can also be expressed in the forms 
VP = -27ri{z*( P - Z”PZ) - 
and 
t z*p - PZ}. 
( P - Z”PZ)Z} 
(6.5) 
(6.6) 
VP = -2rri{Z*P - PZ - Z*(Z*P - 
which, upon introducing the supplementary notation 
VTP = P - z*pz 
and 
VHP = -277i(Z*P - PZ), 
PZ) z} (6.7) 
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is the same as to say that 
VP = VHVTP 
and 
VP VTVHP, 
respectively. 
For of future we shall with (n 1) X + 1) 
matrices 
p = [ Pijlp i,j=O ,..., n, 
where each entry pij is itself a p x p matrix. Correspondingly we take 2 to 
be an (72 + 1) x (n + 1) block matrix of the form 
(6.8) 
and let 
designate an (n + 1) x (n + 1) block Toephtz matrix with p X p blocks 
tij = ti_j and 
ho h, .-. h, 
h, h, --- h,+l 
(6.10) 
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an (n + 1) X (n + 1) block Hankel matrix with p X p blocks hij = /z,+~. 
THEOREM 6.1. ZfP=T+H,then 
VP = u*Jv, (6.11) 
where 
zp 0 0 **a 0 
0 ffl-n 
o 70 g,l 1:: o , (6.12) 
0 PP, P-2 *** p-, 
u* = iE5r 
zp 0 0 0 
0 ff0 zp Pl 
0 a1 0 Pz 
. . . . 
0 a,‘_1 0 p, 
(6.13) 
aj = tj + h,j,, j=o,+1 ,..., * (n - l), (6.14) tj -t_j 
pi= 2 ) 
j= +l, 
(6.15) 
tj + h,jl-z > j= f2,+3 +n ,...1_ , 
and 
I= 
0 izp 0 0 
-iZp 0 0 0 
0 0 0 -iZ, 
0 0 iZp 0 
1 
Proof. To begin with, it is readily checked that 
(6.16) 
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and hence by (6.6) that 
VT = -2?ri 
where 
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0 -to -t_, *** -t1-" 
t0 x t_, *** t-n 
t1 -t, 0 *-- O > 
t n-l -t, 0 *** I 0 
x = t-1 - t, = p-1 - p1. 
The next step is to check that 
-ho -h, *** -h,-, 
0 -a. 0 
. 
’ 
0 . . . (j 
(6.17) 
and hence with the help of (6.7) that 
-ho -h, e-0 -h,_, 
ho --- h,_, 
1 
. 
Thus, if P = T + H, then 
, (6.18) 
which is readily seen to be of the requisite form (6.11) with U as in (6.13) and 
V as in (6.12). n 
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COROLLARY. If P = T + H is block Hermitian, then 
vp=v*JV 
with V us in (6.12) and J as in (6.16). 
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(6.19) 
Proof. If P = T + H is block Hermitian, then VP is also block Hermi- 
tian, and hence it follows readily from (6.18) that 
al” = cLj 1 for j=O,...,n-1, 
p; = iLj for j =2,...,n, 
and that 
x * = t:, - tl* = --x = t, - t_,. 
This implies that t, - t _ 1 is purely imaginary and hence that 
P: = P-1. 
It is now easily seen that U = V *. The desired result is thus immediate from 
(6.11). n 
We remark that P = T + H may be Hermitian even though T and H are 
not individually Hermitian. Indeed, if p = 1 and T and H are individually 
Hermitian, then 
. . . 1 
. . . I 
I]+(=i[: 1::]I 
is still Hermitian, whereas the matrices in curly braces, although still Toeplitz 
and Hankel, respectively, are no longer Hermitian. 
Our next objective is to interpret P = T + H as the Gram matrix of a 
SO) space (when it is both Hermitian and invertible). 
THEOREM 6.2. If P = T + H is both invertible and Hermitian and if V, 
A,, B,, 2 and J are given by (6.12), (6.21, (6.3), (6.8), and (6.16), respec- 
tively, then the space J? consisting of the span of the column of 
F(A) = V{a( h) A, - b(A) B,}-l, 
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endowed with the indejinite inner product 
is an (n + 1)p dimensional S&O) space: .H is a reproducing kernel Krein 
space with a kernel which admits a representation of the special form 
K (*) = I - @(*)1@(w)* 
lo 
Pm(*) ' 
(6.20) 
where p,(A) is given by (6.1) and 0 is uniquely specified by the formula 
@(A) = I - p,( A)F( A)P-‘F( /L)*J, 
up to a right J unitary constant factor (where I_L is any point in fl, for which 
la( &I = Ib( ~11 + 0). 
Proof. This is immediate from a block version of Theorem 5.3. We shall, 
however, given an independent argument. 
First, because A, and Z?, are upper block triangular matrices, it is readily 
seen that a( A) A,, - b(A) B, is also upper block triangular with diagonal entry 
equal to 
Thus 
(a(A - b(A)b(O)*}Z = po(A)Z. 
det{a( A) A, - b(A) B,} = { pO( A)}(n+l)p = { -2~iA}(“+r)~ 
is nonzero for every point A E @ except A = 0. The invertibility of 
corresponding matrix may also be confirmed by the explicit calculation 
the 
a(A -b(A)& = -277i(AZ - Z)(Z - AZ). 
Either way, it is now clear that (4.1) is satisfied if Z_L # 0. Next, let 
L(A) = [AZ, 0 -Z, 0] (6.21) 
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be the indicated block matrix with four blocks of size p x p. Then since 
L(A)V = Jq AZ, -Z, 0 *** 0] 
and 
L(A)V(AZ -2))’ = G[Zp 0 .*. 01, 
it is readily checked that 
L(h)V{a(A)A -b(A)B}-1 = (-~T~)-‘L(A)V(AZ - 2))‘(Z - AZ)-’ 
d2T Z =- 
1 
AZ . . . 
-27ri ’ ’ 
A”$]. (6.22) 
This clearly implies that the columns of F(A) are linearly independent, 
because if 
F(A)t= 0 
for every A E R,, then 
L(A)F(A)~ = 0 
and therefore 
1 Zp AZP e-e A"Zp 5 = 0 I 
for every A # 0, which, as is well known, forces 5 = 0 and so establishes 
(4.2). The rest is immediate from the already established identity (6.19) and 
Theorem 4.1. n 
COROLLARY. Let the setting and notation be as in Theorem 6.2, and let 
y$‘, s, t = 0, . . ) n, denote the p X p block entries in P-‘. Then 
L( A)@( A)JO( w)*L( w)* 
= 
Pw( A) 
l k 
-- 
277 
ASg$%*f. (6.23) 
s.t=O 
Proof. It is both well known and readily checked that the space J has 
exactly one reproducing kernel and that it can be expressed in the form 
K,(A) = F(A) P-‘F( w)*. (6.24) 
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This means that the right hand sides of (6.20) and (6.24) must match. The 
rest follows easily from the resulting identity upon taking advantage of (6.221, 
since 
L( A)]L( w)* = 0. n 
7. A GENERALIZATION OF THE IOHVIDOV LAWS 
In [I4], Iohvidov showed that the rank of certain subblocks of Toeplitz 
and Hankel matrices is subject to certain laws of growth, as is the inertia in 
the Hermitian case. In [2] and [3] we showed that these laws hold true in a 
wider class of matrices having an appropriately defined displacement rank 
equal to two (provided also that the signature matrix J which intervenes in 
the definition of displacement rank is not definite in the Hermitian case>. In 
the present case we shall generalize these extended Iohvidov laws further, to 
the wider setting of (w, p, J, V, U) chain matrices, subject to some con- 
straints on p at the chosen point o. Here, for a given p ~9n with 
p,(h) = a(h>u(oI* - b(h)b(w)*, an n x n matrix P is said to be an 
(0, p, J, V, U) chain matrix (or sometimes just a chain matrix for short) if it is 
a solution of the matrix equation 
A*,PAo - B,*PB, = V*Jv, (7.1) 
where J is an m X m signature matrix, U, V E Cmx *, and A, and B, are 
defined as in (5.2) and (5.3), respectively. In (7.11, the J could of course be 
absorbed into the V or the U; it is kept for ease of comparison with (5.6). 
By Lemma 5.2, the left hand side of (7.1) is independent of the choice of 
a(h) and b(h) in the definition of p,(h). The cases treated in [2] and [3] 
correspond to the two special choices of p which are exhibited in Examples 
2.1 and 2.2. Both of these special choices of p satisfy the general constraints 
on p which were alluded to above: they belong to the class gm which is 
defined below for every w E C. The present formulation of the Iohvidov laws 
is thus more general than the results reported on in [2] and 131. Moreover, the 
proofs are more unified and aesthetically pleasing. 
We take this opportunity to correct a mistake: the power of p,(w) which 
appears in the formula for the determinant in the circle case in (5.4) of ]2], 
and hence also in the corresponding formulas in Steps 2 and 3 of the proof of 
Theorem 7.1 of [3], is wrong. This does not affect the theorems themselves, 
because they depend only upon the nonvanishing of these determinants and 
not on precise evaluations. The correct formulas may be extracted from the 
formulas given in Steps 2 and 3 in the proof of Theorem 7.4, below. 
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The rest of this section is broken into three subsections: preliminaries, the 
non-Hermitian case, and the Hermitian case. The notation 
.(j)( w) b’j’( W) 
(Y.=- and pj=- I j! j! ’ 
j = 0, 1, . . , (7.2) 
will prove convenient. 
7.1. Preliminaries 
We begin with a proof of the fact that the Schur complement of an 
invertible upper left hand comer of a chain matrix is again a chain matrix of 
the same form. This is more or less equivalent to the well-known fact that 
displacement rank of the Schur complement of such a block is less than or 
equal to the displacement rank of the matrix itself; see, e.g., Bitmead and 
Anderson [5] for a proof when p,(h) = 1 - hw*. 
THEOREM 7.1. Let A and B be a given pair of n X n matrices such that 
A - yB is invertible for some y E @ with 1 y[ = 1, and let P be an n X n 
matrix solution of the matrix equation 
A*PA - B*PB = U*yV (7.3) 
for some m X m signature matrix J and some choice of U, V in @“” n. 
Suppose further that P admits a block decomposition 
p p12 
P = pll 
[ I 21 p 22 (7.4) 
with an invertible upper left hand r x r corner P,,, where 0 < r < n, and 
that 
A= [Ad, iz] and B= [Bil :I:] (7.5) 
are block upper triangular with respect to the same block decomposition. 
Then the Schur complement of P,, with respect to P, 
Q = P22 - P21Pi3’12 > 
is a solution of the matrix equation 
$2 Q&z - B;2 QB,, = X*./Y, (7.6) 
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where 
X = U( A - yB)-‘Il;( A,, - yB,,), (7.7) 
Y = V( A - YB) -l&d A,, - YB,,) > (7.8) 
nL = [ -P,,qll I], (7.9) 
and 
rIR = 
- P,lP 12 
[ 1 z . 
C = A - yB and D = (A + yB)C-‘. 
Then it is readily checked that 
A*PA - B*PB = C*PDC + C*D*PC 
and hence that 
Thus 
PD + D*P = 2C-*U*]VC-‘. 
2&J’-*U*JVC-‘Il, = II,PDII, + II,D*PII, 
= [O Q] DI-I, + IILD* ’ 
[ I Q ’ 
(7.10) 
which, since 
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are block upper triangular with respect to the block decomposition intro- 
duced in the statement of the theorem, reduces to 
QD,, + D&Q = Q( 4, + Y&F&~ + G*( 4, + r&)*Q 
= Gi*bb + Y&)*Q(A,, - y&,) 
= 2C,*{ A&QA,, - B&QB,,}C,‘. 
The desired result now emerges easily upon combining formulas. n 
In the applications of this theorem which follow we shall deal exclusively 
with matrices P which are (w, p, J, V, U) matrices for some choice of 
p E 9n. Thus, if p,(h) = a( A)a( o)* - b( A)b( w)*, then the matrices A and 
B in (7.3) will be equal to A,,, and B, respectively, which are upper 
triangular Toeplitz (and hence commute with each other). It will also be 
important for us that the first columns of U, V, X, and Y are all nonzero. If 
P admits an invertible upper left hand subblock P,, and p,(h) has at most a 
simple zero at the point w, then this is automatic for the first columns of U 
and V: 
THEOREM 7.2. Let P be an n X n (0, p, J, V, U) chain matrix with an 
invertible r X r upper left hand corner, where 0 < r < n, and suppose 
further that p,(w) has at most a simple zero at o, i.e., if p,(w) = 0, then 
p:(w) = a’( o)u( o)* - b’( w)b( w)* z 0. (7.11) 
Then the first columns u1 of U = [ul *.* un] and u1 of V = [u, ... u,] 
are both nonzero. 
Proof. If ur = 0, then the first row of (7.3) is 
a()[ Pll ... Pl,] A, - &[ Pll *.* Pl,] B, = u;JV 
= [o *** 01. 
Therefore, since era A,,, - PO B, is an upper triangular Toeplitz matrix with 
diagonal entries equal to p,(w) and the entries on the first superdiagonal are 
equal to crOcrl* - PO p:, it follows readily that 
plj = 0 for j = l,...,n if p,(w) # 0 
and 
plj = 0 for j = l,...,n - 1 if p,(w) = 0. 
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Both of these possibilities are incompatible with the existence of an invertible 
subblock of P in the upper left hand comer. Thus u1 # 0. 
Similar considerations based on the first column of (7.3), 
U’Ju, = (A*,a; - B:/3,*) , 
show that ur # 0 if P admits an invertible subblock in its upper left hand 
corner. W 
From now on it will prove convenient to work with a more restricted class 
of p, which we shall refer to as ZY~: we shall say that p E Ew if: 
(1) p E-q. 
(2) One has 
u( w)b’( w) - b( w)a’( W) # 0 (7.12) 
at the indicated point o E 0. 
(3) The entries ~,,,a, . . , ‘P,,,_~ in the top row of [a(h - b(h)B,]-’ 
are linearly independent functions of h in their common domain of analytic- 
ity. 
It follows readily from (5.5) and (3.9) that the definition of gU depends 
only upon p and not upon its decomposition. In particular, in terms of the 
notation introduced in Lemma 5.1. 
u( w)b’( w) - b( ~)a’( co) = {c( o)d’( co) - d( w)c’( w)} det M. 
It is also useful to keep the following in mind: 
LEMMA 7.1. Zf p EL%~ and p,(w) = 0 for some point w E Cl, then 
(7.12) holds at o if and only if it is a simple zero of p,, i.e., if and only if 
(7.11) holds at that point w. 
Proof. If w E R,, then 
{u( w)b’( w) - b( w)u’( W)}U( o)*b( w>* 
= u(O)u(o)*{b’(w)b(w)* - u’(W)u(w)*}, 
since la(w)1 = Ib(w)l. If also either (7.11) or (7.12) holds, then Ia(o)l = 
Ib(w)l z 0 and hence the two terms in curly braces in the last formula are 
either both zero or both nonzero. W 
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THEOREM 7.3. Let P be an n x n (w, p, J, V, U) chain matrix which 
admits a block decomposition of the form (7.4) with an invertible r x r upper 
left hand corner P,,, where 0 < r < n. Suppose that p meets conditions (l), 
and (3) in the list for kYw and that (in place of (2)) p, has at most a simple 
zero at o. Then the Schur complement 
Q = p22 - %plY’% 
is an (n - r) x (n - r) (w, p,J,Y, X) chain matrix 
XQAw - B:QBw = X*]Y (7.13) 
such that the first columns x1 of X = [x1 **a x,_,] and y1 of Y = [ yi .** 
y,, _ .] are both nonzero. 
Proof. Our first objective is to show that for every point o E 0, there 
exists a point p E 0, such that p,(w) # 0. If o P a,, this is true for every 
p E fl, for which ]a( p)] = ]b( p)] z 0, and, by the definition of .9o, there 
exists at least one such point. On the other hand, if o E R,, then assumption 
(2) in the list for gW is in force because of Lemma 2.1, and therefore, 
]a( w)] = ]b( w)] # 0. Moreover, there must exist at least one point p E fin, 
such that pp( w) z 0, because otherwise we would have 
a(p) -40) 
a( w)* - 
b(IL) -b(w) 
b(w)* = 0 
I.L-w tJ-* 
for every j..k E 0,, and hence, upon letting p tend to w through a sequence 
of points in a,, we would obtain 
a’( @)a( o)* - b’( w)b( o)* = 0, 
which contradicts (2) in the list for gW. The indicated sequence exists because 
of Lemma 2.5. 
Now, for a given point o E a, let p E fi, be such that pp( w) # 0, and 
let y = b( p)/a( p). Then the matrix A, - yB, is clearly invertible, since it 
is upper triangular and Toeplitz with diagonal entries equal to p,“<o)/a( ~1. 
Thus Theorem 7.1 is applicable with A = A, and B = B,,, and serves to 
guarantee that Q is an (w, p, 1, Y, X) h c am matrix with X and Y as in (7.7) 
and (7.8), respectively. In view of Theorem 7.2 and Lemma 7.1, the columns 
fi,...,fn of 
F(A) = V{a( A) A, - b(A) B,}-’ 
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are linearly independent m X 1 vector valued functions of A, and hence so 
are the columns of F( A)II,. By (4.231, 
F(A)I”Ia = @,(h)F( P)II,G,,( P)G&)-’ 
= O,( A)YG,,( A) -I. 
Let e, be the first basis vector in the standard decomposition of @“-‘, and 
suppose that the first column vector yi of Y = [ yi *** y,_,] is equal to 
zero. Then, since G, is upper triangular, it follows readily from the last 
equality that 
F( A)II,e, = @,( A)YG,,( A))‘e, = 0, 
which contradicts the already established linear independence of the columns 
of F( A)lI,. Therefore, yr # 0, and, by much the same sort of argument, the 
first column x1 of X is also nonzero. n 
7.2. The Non-Hermitian Case 
In this subsection we shall show that the Iohvidov law for n X n Toeplitz 
[respectively, H an e k l] matrices is valid for every (w, p, V, U, J) chain matrix 
with w e CI,, [o E Cl,] when J is any 2 X 2 signature matrix and the first 
columns u1 of V and u1 of U are nonzero, and p E ZW. 
We begin with the following elementary fact: 
LEMMA 7.2. Let J be a 2 X 2 signature matrix, and let u, v, and w be 
vectors in C2 such that u and v are nonzero, u*]v = 0, and w*Jv = 0 
[respectively, w*]u = 01. Then w = CKU [w = au] for some choice of a E Cc. 
Proof. This stems easily from the observation that the pair {u, Jv] 
[{Ju, v}] is an orthogonal basis for C2. n 
THEOREM 7.4. Let p E gW, and let P be a singular n X n (w, p, V, U, J) 
chain matrix for some choice of V and U in Cmx ” with nonzero first columns 
and w E 52,. Suppose further that m = 2 and that J is any 2 X 2 signature 
matrix, and let 
r= 
max{j : Pcj, is invertible} if the indicated set is nonempty, 
0 otherwise, 
P 
Q = 
if r=O, 
the Schur complement of PI,] if r z 0, 
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k X k be the size of the largest all zero block in the upper left hand corner of 
the matrix Q = [9,Yt], 
1, = max(t : 9,1 = 912 = **. = 91t = 01, 
1, = max{s : 911 = 921 = .” = 9~1 = 01, 
and 
Then 
1 = max(l,,l,} -k. 
1 = 11, - l,l, 
n-r<1,+1,<2(n-r), (7.14) 
and 
(0 for j = l,...,k, 
rank Pt,+jl - rank Pt,.] = 
j-k for j=k+l,...,k+l 
if I> 1, 
(1+2(j-k-1) for j=k+l,...,n-r. 
(7.15) 
Proof. Suppose first that r > 0. Then, by Theorem 7.3, Q is an 
c am matrix for some choice of 2 x (n - r) matrices X = ;“, P, Y, X, J> h . 
x1 *.. xnpr I (respectively, Y = [ y1 1.. yn _ ,.I) with nonzero first column x1 
( yi). Moreover, the Schur complement of Pr,] with respect to PLr+jl is equal 
to Qrip and hence 
rank PC,+jl = rank P[,] + rank Qrjl. 
Therefore, by definition of r, QCII = 0 and thus k > 1. If k = n - r, then 
(7.14) and (7.15) are self-evident. We shall suppose therefore that k < n - r 
and proceed in steps. 
STEP 1. If r > 0 and k < n - r, then at most one of the numbers 1, and 
1, is strtctly greater than k (the other is then automatically equal to k), and 
hence 1 = 11,. - I,(. Moreover, 9sr = 0 for s = 1,. . . ,I, and t = 1,. . . , 1,. 
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Proof of Step 1. Since q8i = 0 for s = 1,. . . ,l, and qit = 0 for t = 
1, . . . , I,, it follows readily from (7.13) that 
GlYt 
91t =- 
PA w) ’ 
t = l,...,l +E,, 
CJY 1 
q91 = pJ 0) ’ 
5’ = l,...,l + 1,. 
(7.16) 
(7.17) 
In particular, xi and yi are nonzero vectors in C2 with xl*Jy i = 0 (since 
411 = O), and therefore, by Lemma 7.2, 
and 
xs = C,Xl, s = 1,. . .) l,, (7.18) 
Yt = 4Y1, t = l,...,Z,, (7.19) 
for some choice of constants ci, . . . , cl c and d,, . . , d, Thus r 
x,*Jy, = c:d,x,“Jy, = 0 (7.20) 
for s = 1,. . . , 1, and t = 1,. . . , 1,. Therefore, if both Z, > k and I, > k, 
then Qtk + il is a solution of an equation of the form (7.13) with zero right 
hand side. Since w E fin,, these equations are uniquely solvable by Qtk+ il = 
0. This contradicts the definition of k. 
The remaining assertions are plain from (7.16), (7.17), and (7.18). 
STEP 2. Zfr>O,k<n-r,andifv=ZI,and 
91, v+h 
1 
qh, : 1 u+h 
where 1 < h < min(Z,, n - r - Z,), then 
det M, = 
Ia(w)b’(w) - h(w)a’(w)lht-h(x~~y~+l)h 
PA 0) h” 
(and hence M, is invertible). 
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Proof of Step 2. Let 
with v = E, as in the statement of Step 2. Then, by (7.18), the rows of E are 
all proportional to the top row of E. Moreover, since A, and B, are upper 
triangular and qSt = 0 for s = 1, . . . , 1, and t = 1,. . . , I,, it is readily checked 
that 
A*,M,A, - B,*M,B, = E, (7.21) 
where all the matrices in (7.21) are h X h. Clearly 
where 
Next, setting 
A, = c$I + CZ and B, = @:I + DZ, 
h-l h-l 
c= &;zj-l and D = c fij*Zj- ‘. 
j=l j=l 
W = a,C - &D and p = p,,,(w) 
for short, it is easily verified that 
A*,M,A, - B,*M,B, = 1 - 2, 
where 
and 
l=p 
pl + z*w* 
P 
)Mh( pz “,“) 
2 = p-lZ*(W *M,W - pC*M,C + pD*M, D) Z 
= p-lz*( pot* - a0 D*) Mh( p,*C - ag*D) Z. 
Thus, upon substituting the last three formulas into (7.21), we obtain 
l=E+2, 
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and hence, since W is upper triangular, 
det{l} = p* det M,, 
whereas, since the rows of E are all proportional to the top row of E, 
det(E + 21 = (Gl~,+~)det( P-‘  RF* - ~oD*)Mh( PX - 4D)}[h-1~ 
= (~T]y~+~)p~-~l &al - q, P1lxh-l) det Mh_l 
for h > 2. Consequently, 
det M, = cq, &12(h-1) det Mh_l 
for h > 2. Since 
XTlY”+ 1 
det M, = - 
P ’ 
the asserted formula drops out easily by iteration. This proves that M, is 
invertible, because all the terms in the formula for the determinant are 
nonzero. In particular, xTJyV+ 1 # 0 by (7.16) and the definition of I,. 
STEP 3. lfr>O,k<n-r,andifp=ll,and 
with h < min{Z,, n - r - Z,}, then 
det hrh = 
PJ w> h2 
(and hence Nh is invertible). 
Proof of Step 3. Let F denote the h X h matrix with entries x:]yj for 
i = /_L + l,..., p + h and j = 1,. . , h. Then, by (7.19), the columns of F 
are proportional to the first column. The rest goes through much as in Step 2. 
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STEP 4. Ifr > 0, then (7.14) holds. 
Proof of Step 4. Since 
l,+r<n and Z,+r<n, 
the inequality I, + I, < 2(n - r) is self-evident. It remains therefore to 
check that n - r < 1, + I,. Suppose to the contrary that I, + 1, < n - r. 
Then we may choose h = 1, in Step 2 and h = 1, in Step 3, so that the 
matrix 
0 
Qv,+bi = 
r, x r, Mrc 
[ 1 ~~ * r 
is invertible. But this in turn implies that P~,+rc+r~I is invertible, which 
contradicts the definition of r if r + 1, + I, < n and contradicts the pre- 
sumed singularity of P if r + 1, + 1, = n. 
STEP 5. Zfr > 0, then (7.15) holds. 
Proof of Step 5. It is well known that 
rank PL,+jl - rank Pr,.] = rank Qrjl, 
which in turn is clearly equal to zero for j = 1, . . . , k. If I, > I, = k, then 
0 
Q[jl = 
kx(j-k) OkXk 
Nj-k 
* 
I 
(7.22) 
for k + 1 =G j < I,, where Nj_k is invertible by Step 3. On the other hand, if 
1, > I, = k, then 
(7.23) 
for k + 1 <j < l,, where Mj_k is invertible by Step 2. It thus follows easily 
from (7.22) and (7.23) that 
rank Qrjl = j -k for k <j < max{Z,, I,) = I + k. 
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But this is the same as the second line on the right in (7.15). 
Suppose next that j > k + 1, and, for the sake of definiteness that 1, > 1, 
(i.e. k + 1 = 1,). Then 
0 
Q[jl = 
l,X(j-l,) ol,X(l,+l,-j) Mj-l, 
Nj-lc 
* * I 
for j > I,. Therefore, since Mj_ 1, and Nj_,C are invertible by Steps 2 and 3, 
rank Qrjl = 2j - 1, - 1, 
= 2j - max(l,,l,} - k 
= 2(j -k) - 1, 
which is the same as the last line in (7.15) for r > 0. The cases 1, > 1, and 
1, = 1, = k are treated in just the same way. 
STEP 6. Zf r = 0, then (7.14) and (7.15) hold. 
Proof of Step 6. If r = 0 and k = n, then P = 0, and (7.14) and (7.15) 
are self-evident. On the other hand, if T = 0 and k < n, then all the 
preceding arguments hold for Q = P. 
THEOREM 7.5. Let p E Zw, and let P be a singular n X n (w, p, V, U, ]> 
chain matrix for some choice of V and U in Cmx * with nonzero first columns 
and w E s1,. Suppose further that ] is any 2 X 2 signature matrix and that r 
and k are as in Theorem 7.4. Then 
and 
rank Pr r +j 1 
and either 
n-r<2k<2(n-r), (7.24) 
i 
rank Pr,] for j = l,...,k, 
rank Pfr+k+ 1I + 2(j - k - 1) for j = k + 2,...,n -r, 
(7.25) 
rank P[r+k+ll = rank P,,, + 2, (7.26) 
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or 
rank Ptr+k+lI = rank Pt,.] + 1, (7.27) 
with the understanding that rank PLO1 = 0. Zf (7.26) is in force, then the 
sharper bound (7.14) prevails. 
Proof. Let Q be defined as in Theorem 7.4. Then, by Theorem 7.3, Q is 
an (w, p,Y, X,1) h c am matrix for some choice of X = [x1 1.. CC,_,] and 
Y=[y, *** y,_,] with nonzero first columns x1 and yr. The rest of the 
proof proceeds in steps, wherein we presume that k < n - r, since the 
theorem is self-evident if k = n - r. 
STEP 1. Zf r > 0 and k < n - r and if 1 is a positive integer such that 
1 < min{k, n - r - k}, then qs,k+j = 0 fors = l,..., k -j,j = l,..., 1. 
Proof of Step 1. Since A, and B, are upper triangular and QtkI = 0, it 
follows readily from (7.13) that 
Thus, 
(7.28) 
xi%k+l = dw)ql,k+l = O; 
which implies in turn that 
Yk+l = ck+l!/l 
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for some constant ck+ 1, and hence that 
X:]yk+l = x:.lylck+l = O, s=l ,...> k. 
Consequently the column on the left of (7.28) is equal to zero. Moreover, 
since p,(o) = 0, (7.28) itself reduces to 
Therefore, since the matrix in curly braces is invertible by Lemma 7.1, 
ql,k+l = ‘** = qk-l,k+l = O. 
This proves that the upper left hand (k - t) X (k + t) rectangular comer of 
Q is equal to zero for t = 1. 
Suppose next that these rectangular blocks are zero for t = 1, . . . , i, 
where i < min{k, n - r - k}, and let p = k + i - 1 and v = k + i + 1. 
Then, because of the presumed zeros in Q, it follows from (7.13) much as 
before that 
and hence that 
XTIY” = PJ 0)91” = 0. 
But this in turn implies that 
YY = CVYl 
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for some constant c,, and thus that the entries in the column vector on the 
left of (7.29) all vanish: 
f ors = l,..., Z_L Then, just as before, (7.29) can be reexpressed as 
Therefore, since the matrix in curly braces is invertible, 
qlV = *** = qp-_l,” = 0, 
as needed to complete the proof of this step by induction. 
STEP 2. Zf r > 0 and k < n - r and if 1 is a positive integer such that 
1 < min{k,n -r- k), thenqk+i,t = Ofort = l,..., k - iandj = l,..., 1. 
Proof of Step 2. The argument is much the same as for Step 1. The 
asserted conclusions can also be obtained by applying Step 1 to Q*, which is 
a solution of the equation 
A;Q*Aw - B:QBw = Y *]X 
STEP 3. Zf r > 0 and k < n - r, then all the entries in the matrix Q 
which lie on the 45” line passing through qk + 1, k have the same magnitude: 
Iqk+l,kl = Iqk+l-j,k+jl (7.30) 
for all j for which the expression on the right is meaningful. 
Proof of Step 3. Let ej, j = 1, . . , n - r, denote the standard basis 
vectors in @‘-‘. and let 
Ej=[ej ‘j+l], j=l ,..., n-r-l. 
Then, since x,*Jy, = 0 for s, t = 1,. . . , k + 1, it follows readily from (7.13) 
that 
EC{ A*,QA, - B,*QB,}E, = 0. 
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But this in turn is easily seen to reduce to the equation 
a0 0 0 
[ II qk.k+l 6 ff: ffl ffO qk+l.k qk+l,k+l I[ I 0 ag* PO 0 0 - [ lr & PO qk+l.k ,9:.:::1][: $1 = [: :I’ 
which, upon carrying out the indicated multiplication and taking into account 
(7.12) the fact that p,,,(o) = 0, and Lemma 7.1, yields (7.30) for j = 1. 
The rest of (7.30) is obtained in much the same way by multiplying (7.13) 
on the left by EC_ j and on the right by E, +j for the remaining choices of j. 
This yields 
PO 0 1 I[ 0 - Pi PO qk-j+l,k+j 
which in turn implies that 
‘qk-j+l,k+jl = lqk-j,k+j+l(, 
as needed. 
STEP 4. Zfr>Oandk <n -r,thenqk,k+landqk+l,k+larenotboth 
equal to zero. 
Proof of Step 4. If both are equal to zero, then in view of Step 3, Qik+ll 
is equal to zero, which contradicts the choice of k. 
STEP 5. Zf r > 0 and k < n - r, and ifqk, k+ 1 # 0, then (7.14), (7.251, 
and (7.26) hold. 
Proof of Step 5. Fix I as in Step 1, and let M, [Nl] be the E X I! subblock 
of Q with lower left hand comer qk, k+ i and upper right hand comer 
qk_ I+ 1, k + I [lower left hand comer qk +I, k _[+ 1 and upper right hand comer 
qk+ 1, k]. By Steps l-3, all the entries in M, [ &] which sit above the diagonal 
running from the two indicated comers are equal to zero, whereas the entries 
along the indicated diagonals are nonzero. Thus Ml and N, are invertible 
1 X 1 matrices, and hence (7.25) and (7.26) must hold. Finally, (7.14) is 
established in the proof of Step 4 of Theorem 7.4. 
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STEP 6. If r > 0 and k < n - r, and if qk, k + 1 = 0, then (7.241, (7.251, 
and (7.27) hold. 
Proof of Step 6. By the preceding steps, qk+ I, k + 1 is the only nonzero 
entry in Qtk+ rl, and thus (7.27) holds. Next, it is readily shown, much as in 
Step 4, that all the entries in the 45” line passing through qk + i, k + 1 have the 
same nonzero magnitude and hence that (7.25) holds. 
Finally, if n - r < 2k, then Ptr+sk+i] will be a nonsingular subblock of 
P by (the already established) (7.25) and (7.27). But this contradicts the 
choice of r. 
STEP 7. The theorem is valid zf r = 0 also. 
Proof of Step 7. You have only to redo the analysis of the preceding 
steps with Q = P. n 
7.3. The Hermitian Case 
If P is Hermitian, then U = V in (7.1) and X = Y in (7.13). Therefore, 
the only way to have u:Jvi = v:Jni = 0 with v1 # 0 for a 2 X 2 signature 
matrix J is if J is unitarily equivalent to 
Jll = I:, -;I- 
Accordingly we shall restrict attention to this case in the two main theorems 
which follow. 
We begin with an elementary lemma: 
LEMMA 7.3. Let u be a nonzero J neutral vector. Then u and Ju are 
linearly independent. Zf also J is unitarily equivalent to JI1, then v*Ju = 0 if 
and only if v is a constant multiple of u. 
Proof. Suppose that there exists a pair of constants cr and /3 such that 
au + PJU = 0 
Then, since 
ffu*u + pu*Ju = 0 
and u is J neutral, it is readily seen that first cr = 0 and then, from the first 
formula, that also p = 0. This establishes the asserted linear independence. 
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The final assertion drops out easily from the fact that if also J is unitarily 
equivalent to 111, then u and JU form an orthogonal basis for C2. n 
THEOREM 7.6. Let p E Zw, let P be an (0, p, V, J> chain matrix for 
some point w e !A, and some V = [vl +-- w,] with ul # 0, and suppose 
that ] is unitarily equivalent to Jll. Suppose further that P is not invertible, let 
r= 
max{j : Pljl is invertible} if the indicated set is nonempty, 
0 otherwise, 
and let k x k be the size of the largest all zero block in the upper left hand 
corner of P [respectively, the Schur complement of Pan,] if r = 0 [r > 01. 
Then 
n-r<2k<2(n-r) (7.31) 
and 
p*('[r+jJ = 
i 
P&rI) fir j = l,...,k, 
~+_(P,~])+j-k for j=k+l,..., n-r, 
(7.32) 
with the understanding that p + ( PI,]) = 0. 
Proof (7.31) . 1s immediate from (7.14), since I, = 1, = k in the Hermi- 
tian case. Next, if r > 0, then, by Steps 2 and 3 of Theorem 7.4, the upper 
left hand j xj corner Qrll of the Schur complement Q of P,, with respect 
to P is of the form 
(7.33) 
with M, invertibIe. Therefore 
see, e.g., Theorem 2.1 of [2]. Th’ 1 d IS ea s easily to (7.32) for r > 0. 
Finally, if r = 0 and k = n, then P = 0 and (7.32) is self-evident. On the 
other hand, if r = 0 and k < n, then all the preceding arguments hold for 
Q = P. W 
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THEOREM 7.7. Let p E iFU, let P be a Hermitian (w, p, V, J) chain 
matrix for some point w E fl, and some V E Cmx n with nonzero first 
column, and suppose that ] is unitartly equivalent to lI1. Suppose further that 
P is singular and that r and k are defined as in Theorem 7.4. Then 
n - r < 2k < 2(n - r), (7.34) 
P*('[r+j]) = 
p*(prJ for j = l,...,k, 
ZA~(P[.+~+~J + (j -k - 1) for j = k + %...,n, 
(7.35) 
and either 
(7.36) 
(which corresponds to an increase of rank of 2) or 
rank P[r+,+ rI = rank P,,, + 1, (7.37) 
with the understanding that p *(P& = rank ProI = 0. Zf (7.36) is in force, 
then the sharper bound (7.31) prevails. 
Proof. Both (7.34) and th e s a h rp b er ound which is referred to in the last 
sentence of the statement of the theorem are supplied by Theorem 7.5. 
Next, if r > 0 and k < n - r, and if qk, k + I # 0, then Qrjl is of the form 
(7.33), where Nl is an 1 X 1 matrix with all the entries on the 45’ line running 
from qk,k+l to qk+l-l,k+l of equal nonzero magnitude and all the entries 
above that diagonal equal to zero. Thus Nl is invertible, and hence 
pu+ (QrjJ = 1 for j=k+l; 
see, e.g., Theorem 2.1 of [2]. In this instance (7.35) and (7.36) hold. 
On the other hand, if r > 0 and k < n - r, and if qk, k + 1 = 0, then by 
the analysis in Theorem 7.5, qk+ 1, k + 1 is the only nonzero entry in Qtk + rl, 
and all the entries in Q on the 45” line passing through qk + 1, k + 1 are of equal 
nonzero magnitude, whereas all the entries in Q above this line are equal to 
zero. Thus Qtk + r +jl is of the form 
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where M is a k Xj matrix of rank j, W = W*, and /3 = qk+l,k+l # 0. 
Therefore, by another application of Theorem 2.1 of [2], 
which serves to prove (7.35) in this case also as well as (7.37). 
Finally, it remains to check that (7.34) to (7.37) hold if r = 0 also. But 
this is easily done by repeating the preceding analysis with Q = P. n 
It is perhaps worth reiterating that in the statements of the last four 
theorems the conditions q # 0 and (where applicable) u1 # 0 are automati- 
cally met if T > 0, thanks to Theorem 7.2. 
The Iohvidov laws for Toeplitz (for Hankel) matrices: Theorem 15.6 and 
Lemma 16.1 (Theorem 11.7 and 3” and 4” on p. 85 of [14]) emerge from 
Theorems 7.4 and 7.6 (Theorems 7.5 and 7.7) upon setting o = 0 and 
choosing p,,,(A), J, U, and V as in Example 1 (Example 2) of Section 5; in the 
Hermitian case U = V. 
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