We consider random recursive fractals and prove fine results about their local behaviour. We show that for a class of random recursive fractals the usual multifractal spectrum is trivial in that all points have the same local dimension. However, by examining the local behaviour of the measure at typical points in the set, we establish the size of fine fluctuations in the measure. The results are proved using a large deviation principle for a class of general branching processes which extends the known large deviation estimates for the supercritical Galton-Watson process.
Introduction
The class of random recursive fractals provides a wide class of fractal sets which can be used for image generation and to describe models for physical systems with irregular fractal structure. The class was introduced independently in three papers [10, 8, 19] , as a generalization of deterministic self-similar sets constructed through iterated function systems. These papers demonstrated the existence of these fractals and gave an expression for their almost sure Hausdorff dimension under an open set condition. It was known that the Hausdorff d fdimensional measure of such a fractal was infinite and the question of when the Hausdorff measure is positive and finite was resolved by the calculation of the exact Hausdorff measure function in [11] . This gap shows that there may be some interesting local structure in these fractals.
The study of these fractals has led to some discussion of the more general class of random recursive self-similar measures. The initial results in this direction were obtained in [24] , and put into the same context as the fractal sets in [22] . The most general results for the existence of a self-similar random measure are due to [13] , [14] or, with the addition of a Markov structure in the construction, [15] .
All these papers have concentrated on global properties of the fractal. Our concern in this paper is the local structure and properties of the natural measure on the fractal. If the Hausdorff dimension of the fractal is α, we will say that a point x in the fractal is thick if the natural measure of the ball B r (x) containing the point x has asymptotically more mass than Cr α for any finite constant C as we let r → 0. Similarly we say that a point x is thin if the mass of B r (x) is less than Cr α as r → 0 for any constant C > 0.
The examination of thick and thin points for measures has been a subject of recent interest with the work of [4] , [5] , on the occupation measure of Brownian motion. In this setting they were able to give a precise description of the thick and thin points and in particular a multifractal analysis of the occupation measure. Though the usual multifractal spectrum is trivial, they were able to examine the measure on a finer scale. In our work we concentrate on the thick and thin points and show that there is no non-trivial multifractal spectrum but do not go as far as a fine multifractal analysis.
There is a natural tree structure in these fractals and, in [16] , it was shown that if the topological boundary of the tree is endowed with a natural metric, the exact Hausdorff measure of the boundary can be calculated under the exact Hausdorff measure function. In a recent follow up paper [18] , some aspects of the local properties of these branching random sets were given. The work of [20] provides an analysis of thick and thin points for the branching measure on the boundary of the Galton-Watson tree. Both these papers are closely related to the work presented here. For multifractal analysis on trees and the closely related study of the behaviour of multiplicative cascades see [1] . In [23] it is shown that there is a fine scale multifractal structure on the boundary of the Galton-Watson tree. The approach of [20] could be adapted to our setting to establish the fine multifractal spectrum. This is straightforward for the trees considered here but, as we cannot establish a corresponding result for the fractal, we will not discuss multifractality here.
The key to our results is a large deviation principle for general branching processes, an extension of that obtained in [2] for the classical Galton-Watson process. We use a new renewal theoretic approach, and find a generalization of their results in the cases where the minimum family size is at least 2, and where the maximum family size is bounded. Similar results were obtained in [17] , for the tail behaviour of the limit random variable in tree martingales. A general branching process can be used to describe the class of random recursive fractals we consider and, for a subclass of these processes, we can establish their large deviation asymptotics. By translating these results to the fractal we can get precise results on the local structure of the measure.
We give a brief discussion of our results for the thin points in the fractal. Let F be a random recursive fractal, chosen from an underlying probability space (Ω, F, P), and let µ be the renormalised restriction of Lebesgue measure to F . There are three main parts. Firstly, as in [18] , we can show that the usual multifractal spectrum is trivial by showing that all points in the fractal have the same local dimension,
where α is the Hausdorff dimension of the fractal. Secondly, we show that there are fluctuations on a log scale which can occur when considering the local dimension. That is there exist constants c 1.1 , c 1.2 such that P almost surely
where η is an exponent with an explicit description.
Finally we also consider the almost sure local behaviour of the fractal. By examining the tree underlying the fractal we can uncover the size of the fluctuations in typical branches. These will be seen to be of the order of a double log, in that there are constants c 1.3 , c 1.4 such that P almost surely
There are corresponding results for the thick points. Moreover we can obtain exact expressions for these constants on the boundary of the tree which describes the fractal.
Our approach is a little different from that of the recent papers of [18] , [23] , [20] . In these papers asymptotics for the tail of the limit random variable in a branching process are assumed, and then the results expressed in terms of the tail estimate. We start with the branching process, obtain the appropriate tail estimates, and then express all our exponents in terms of quantities arising from the branching process itself. We note that this type of sharp estimate on the structure of the random recursive fractal measure has been used in [12] , to study the oscillation in time and space of the on-diagonal heat kernel of the Laplace operator on a random recursive version of the Sierpinski gasket.
An outline of the paper is as follows. In Section 2 we prove a large deviation principle for the general branching process. In Section 3 we introduce the class of random recursive fractals that we consider, and give a description of their construction in terms of a general branching process. Finally, in Section 4 we derive results about the local behaviour of the fractal, proving that the usual multifractal spectrum is trivial. We also show the local behaviour at typical points in the fractal.
We will use c n.i for the i-th fixed constant in Section n and c i for a constant that may vary between proofs.
Large deviations for the general branching process
In this section we prove two large deviation results for general Crump-Mode-Jagers (CMJ) branching processes. Our results generalise those of Biggins & Bingham [2] for Galton-Watson process with bounded family size.
Under certain conditions (A1 below), a CMJ process will grow exponentially, and we can norm the process by its mean to obtain a limit random variable W . We are interested in the left and right tails of W . Clearly, unexpectedly slow or fast growth by the process results in a small or large realisation of W respectively. Let I n = ∪ n k=0 N k and I = ∪ k I k . A sequence in I will be denoted using bold type, viz i ∈ I, though an element of I 1 will generally not be emboldened. I 0 is taken to consist solely of the empty sequence ∅. Write ij for the concatenation of sequences i and j ∈ I. For a point i ∈ I\I n , denote by i| n the sequence truncated to length n and by i[n] the n-th element of i. We write j ≤ i if i = jk for some k, and denote by |i| the length of the sequence i.
We describe the state space of a CMJ process in terms of each individual's line of descent, birth time, reproduction process, and life span. An element i ∈ N n represents an n-th generation individual in the branching process. If i has j children, then these are i1, i2, . . . , ij. A tree T is a subset of the space I such that: i) ∅ ∈ T the root of the tree;
Level n of the tree will be denoted T n = T ∩ N n . We have a one-one correspondence between trees and feasible realisations of the set of individuals in a branching process.
For each element i ∈ I, let the life-story for i be U i = (L i , ξ i ). The U i are i.i.d., L i ∈ R + is the life span, and ξ i : R + → Z + non-decreasing is the reproduction process. For t ≤ L i , ξ i (t) is the number of children born to i in time t. Let N i = ξ i (L i ) be the total number of children born to i. For a general CMJ branching process, we make no assumption about the joint distribution of L i and ξ i , though we can w.l.o.g. assume that ξ i (t) = ξ i (t ∧ L i ). Let T ⊂ I be the individuals in a CMJ process. We take ∅ as the initial ancestor, and then for each individual i ∈ T include its children i1, i2, . . . , iN i ∈ T . Clearly T is a (random) tree. Let the birth time of ∅ be σ ∅ = 0, and let the birth time for ij be σ ij = σ i + t i (j), where t i (j) = inf{t : ξ i (t) ≥ j}. Any distribution for U ∅ induces a probability space (Ω, B, P), where Ω is the space of trees T and associated life-stories {U i : i ∈ T }.
Let Z(t) be the population alive at time t, given Z(0) = 1. By considering the offspring of the initial individual ∅, we have a decomposition of the process as
where each Z i is an independent copy of the process. We will also introduce a random characteristic, a product-measurable non-negative random process that assigns a score to an individual at time t. The process counted with random characteristic φ is then
where the φ i are i.i.d., and may depend upon the whole process started from i. All our characteristics will be controlled in that there exists on [0, ∞) an integrable, bounded, nonincreasing positive function h such that E(sup t h(t) −1 e −αt φ(t)) < ∞. We note that Z φ (t) = Z(t) if we use φ i (t) = I {0≤t<L i } . We make the following assumptions.
A1a Eξ ∅ (0) = 0, and there exists a Malthusian parameter α ∈ (0, ∞) such that
A1c There exists on [0, ∞) a non-increasing, positive integrable function g such that E(sup t g(t) −1 ∞ t e −αu ξ(du)) < ∞.
Under assumption A1 we have the following. Let (Ω ∅ , B ∅ , P) be the probability space generated by U ∅ . That is, Ω ∅ is the space of possible life spans and reproduction processes for individual ∅. The mean growth rate of the process is given by the Malthusian parameter α. The minimal and maximal growth rates will be denoted β and γ respectively, and are defined as follows. Let A = {x :
e −xσ i (ω) = 1 for some ω ∈ Ω ∅ }, then put β = ess infA and γ = ess supA.
We make the following assumptions, in addition to A1. A2 0 < β < α < γ < ∞ (whence N ∅ > 1 and ξ ∅ (0) = 0 a.s.).
A3 Ω ∅ is finite, and N ∅ ≤ M < ∞ a.s., for some scalar M (which implies A1b and A1c).
These assumptions are rather strong but allow us to obtain tight control on the tail behaviour of the distribution of W . Under these assumptions, our main result for this section is as follows.
Theorem 2.2 Suppose that A1, A2 and A3 hold, and put η = (α − β)/β and κ = (γ − α)/γ. Then, there exists a real-analytic multiplicatively periodic functionĜ such that for G(x) = x −1/ηĜ (x), G is convex and
Also, there exists a real-analytic multiplicatively periodic functionĤ such that for H(x) = x 1/κĤ (x), H is convex and
This result appears as Corollaries 2.6 and 2.8 below. These corollaries also give further information onĜ andĤ, in particular their periods, and sufficient conditions for constancy.
Generating functions
Let l(t) = Ee −tW and m(t) = Ee tW be respectively the Laplace transform and moment generating function for W . From (2.1) we have that 
Theorem 2.3 Given A1, A2 and A3 hold, for any > 0 we can find constants c 2.1 , . . . , c 2.4 > 0 such that for t sufficiently large
Moreover, as complex valued functions, l and m are entire.
Proof. We consider the upper bound on l first. As Ω ∅ is finite and N ∅ bounded, we can find 
Continuing in this manner we can extend the upper bound to [1, ∞) .
For the lower bound on l, let ω ∈ Ω ∅ be an event for which
e −βσ i = 1, and let P(ω) = p. Choose c 2.1 so that the lower bound holds for t ∈ [1, e b ], then for t ∈ [e b , e a+b ] we have
Iterating this procedure we get, for t ∈ [e a+(n−1)b , e a+nb ], and some c 0 > 0,
for t sufficiently large. The upper bound on m can be proved directly using the same method as used for l; the lower bound can be found in [17] 
Minimal growth and the left tail
We assume A1, A2 and A3 hold throughout. We use the asymptotic behaviour of the Laplace transform l to analyse the minimal growth of the process. Let ω ∈ Ω ∅ be the event for which
where δ is the Kronecker delta. That is
By the choice of ω, ∞ 0 dF (s) = 1. Also, from A2 and A3, we have F (0) = 0 and
Put ζ(t) = −e −(β/α)t log l(e t ) for t ∈ (0, ∞), and ζ(t) = 0 for t ∈ (−∞, 0], then ζ is non-negative and satisfies the renewal equation
where u(t) = 0 for t ∈ (−∞, 0], and for t ∈ (0, ∞),
We have that u is bounded on finite intervals. Thus the renewal equation has solution (see for example Feller [9] , Ch. XI),
where, for
Theorem 2.4 Suppose A1, A2 and A3 hold. If F is non-lattice, then for µ = ∞ 0 s dF (s) we have lim
If F is concentrated on a lattice of span log λ (that is, the birth times of the minimal growth event ω, including time 0, fall on a lattice of span (log λ)/α), then
where h is periodic, of period log λ, and is given by
Moreover, h is real-analytic on (−∞, ∞).
Lemma 2.5
There is an ω * ∈ Ω ∅ , such that for all s ∈ (0, ∞),
where g * is the ω * analogue of g, namely,
Moreover, we can find > 0 and δ < 1, such that for all z ∈ (−∞,
Proof. Since l is convex on [0, ∞) and smooth, we can find an ω * and a T ∈ (0, ∞) such that for all ν = ω * and s ∈ (0, T ],
Thus, for any T 0 ∈ (0, T ) we can find a δ 0 < 1 and an 0 > 0 such that for all ν = ω * and
ω * is that value of ν which maximises the slope of
) at the origin. That is, which minimizes
k=1 e −ασ k (ν) . We will see later that this is in fact the same as ω, which minimizes
. Note however that the proof is indirect. Let w = e z and z = x + iy, for x, y ∈ R. Let S = ess sup σ i < ∞. For any x ∈ [log T, ∞), we can find a set L x of individuals which is a stopping-line, such that for all a ∈ L x , x − ασ a ∈ [(log T ) − αS, log T ] almost surely. A stopping-line is a set of individuals, none of whom are directly related, which includes all possible lines of descent. Also, we can choose > 0 so that for any x ∈ [(log T ) − 2αS + log cos , log T ] and y ∈ [− , ], we have (e x+iy ) = −e x sin y ∈ [− 0 , 0 ]. Thus if we put T 0 = (e (log T )−2αS+i ) = T e −2αS cos , then for all x ∈ [log T, ∞),
, and a ∈ L x , we have
Thus, if the final term is small,
Moreover, the imaginary parts of the numerator and denominator are either both positive or both negative, according to the sign of the imaginary part of z. For any complex sequences {w k } and {z k }, each restricted to a single quadrant of the complex plane, it is readily shown that
, the result follows directly from our initial inequality (2.10). For s ∈ (0, ∞), we can prove (2.8) in much the same way we proved (2.9), except that we have for positive real sequences {w k } and
That is, we do not need the extra factor of 2. Using this, we can apply the inequality (2.12) to equation (2.11) to get, for s ∈ (T, ∞), g * (s)/P(ω * ) < 1 + ν =ω * P(ν)/P(ω * ) = 1/P(ω * ). For s ∈ (0, T ] the result is given by (2.10).
2
Proof of Theorem 2.4. Given (2.5), the limits (2.6) and (2.7) will follow from the key renewal theorem (see for example Feller [9] , Ch. XI), provided u is directly Riemann integrable. To show this, initially we will work with the ω * of Lemma 2.5, rather than ω. We will then see that in fact we must have ω * = ω. Let β * be such that
e −β * σ i (ω * ) = 1. We can define F * ,F * , g * , u * , ζ * , µ * and h * analogous to F ,F , g, u, ζ, µ and h above. From (2.8) we have that − log g * (e t ) is bounded and strictly positive. Also, as N ∅ is bounded, u * has only a finite number of discontinuities, and F * has bounded support. Thus, for large enough t we have a constant c 1 such that
whence u * is directly Riemann integrable. The key renewal theorem can now be applied to ζ * to obtain analogues of the results (2.6) and (2.7). In particular, note that µ * < ∞ and u * > 0 on (0, ∞), so these limits are strictly positive. We thus have, from Theorem 2.3, that β * must in fact be β and thus ω * must be ω, as required. Let δ = log λ. As h is δ-periodic, to show that it is real-analytic on (−∞, ∞), it suffices to show it is analytic in an open complex neighbourhood of (0, 2δ). In the definition of h(x) above, we sum over all k for which x + kδ > 0. This gives a different range of k for x ∈ (0, δ] and x ∈ (δ, 2δ]. If we put
then, for x ∈ (0, 2δ], we can write
Using the fact that
e −βσ i (ω) = 1, the RHS simplifies to give
But, by definition, log g(e x−δ ) +
Now, l is entire and non-zero on (0, ∞). Thus log l, g and log g are analytic in some open complex neighbourhood of (0, ∞). This gives the analyticity of the log l(e x−δ ) term and of the second part ofĥ (which is a finite sum). Thus it remains to show the analyticity of ∞ k=0 e −(β/α)(x+kδ) log g(e x+kδ ). From Lemma 2.5 we have that for all k, log g(e x+kδ ) is bounded and thus analytic on (−∞, ∞) × [−i , i ]. Thus the sum converges uniformly on this strip, to an analytic limit, as required.
2 Corollary 2.6 Suppose A1, A2 and A3 hold, then, as
where, if F is non-lattice (that is, if the birth times for the minimal growth event, including 0, are non-lattice), then for c
, while if F is lattice with span log λ, thenĜ is real-analytic on (0, ∞), strictly positive, and multiplicatively periodic with period λ 1−β/α , given bŷ
Proof. Note that on putting h(log t) = c * , the RHS in the non-lattice case follows from the lattice case. The non-lattice case can also be proved directly, by applying a Tauberian theorem of de Bruijn ( [3] , Theorem 4.12.9) to (2.6).
For the lattice case, we follow the argument of Biggins & Bingham [2] . The details here are the same as there, so we only give a brief outline of the proof.
Let k n be the cumulant generating function of −λ n W , and let a n = λ (β/α)n , then (2.7) can be rephrased as lim n→∞ k n (t)/a n = k(t), where k(t) = −t β/α h(log t). In this form we can apply directly a large-deviation theorem of Gärtner-Ellis form ( [2] , Theorem 1), to obtain for x ∈ int{x : x = k (t) for some t > 0} = (−∞, 0), lim n→∞ − log P(−λ n W ≥ a n x) a n = lim
where k * (x) = sup t>0 {xt + t β/α h(log t)}.
For y = −x ∈ (0, ∞) putĜ(y) = y β/(α−β) k * (−y), thenĜ is multiplicatively periodic with period λ 1−β/α . Other properties ofĜ follow from those of h. Now put
, so thatĜ n (y) →Ĝ(y) as n → ∞. We use the monotonicity of y −β/(α−β)Ĝ n (y) to show the convergence is uniform on [1, λ 1−β/α ]. This and the periodicity ofĜ allows us to move from convergence as n → ∞ ofĜ n (y), to convergence as y → ∞ of −y β/(α−β) log P(W ≤ y), giving the result. 2
Maximal growth and the right tail
Again we assume that A1, A2 and A3 hold in what follows. Our results on the right tail, and their proofs, mirror closely those for the left tail. Consequently, we will restrict ourselves to describing how they differ. The central difference is that, rather than using the Laplace transform, we use the moment generating function m. Let ω † ∈ Ω ∅ be the event for which
e −γσ i = 1, and put
.
For t ∈ (0, ∞), put ζ † (t) = e −(γ/α)t log m(e t ) and
then ζ † is non-negative and satisfies the renewal equation 
If F † is concentrated on a lattice of span log λ, then
14)
where h † is periodic, of period log λ, and is given by
Moreover, h † is real-analytic on (−∞, ∞).
Proof. Analogously to Theorem 2.4, we introduce ω † * , the event which maximises
e −ασ i . The corresponding g † * is bounded on a complex strip containing the positive real line. It follows that u † * is directly Riemann integrable, and we obtain the limits (2.13) and (2.14)
∈ [0, ∞), for γ * rather than γ, where
Note that here, unlike the previous case, we do not have u † * non-negative. To show that γ * = γ, and thus that ω † * = ω † , we observe that from Theorem 2.3, if we had γ * < γ then t −γ * /α log m(t) → ∞ as t → ∞, a contradiction. We also use Theorem 2.3 to show that the limits (2.13) and (2.14) are strictly positive.
Finally, we can show that h † is real-analytic in the same way we showed h was realanalytic.
2 Corollary 2.8 Suppose A1, A2 and A3 hold, then as x → ∞,
where, if F † is non-lattice (that is, if the birth times for the maximal growth event, including 0, are non-lattice), then for
, while if F † is lattice with span log λ, thenĤ is real-analytic on (0, ∞), strictly positive, multiplicatively periodic with period λ (γ−α)/α , and is given bŷ
Proof. Putting h † (log t) = c † , the non-lattice result can be obtained from the lattice result. Alternatively, it can be obtained from (2.13) by applying a Tauberian theorem of Kasahara ( [3] , Theorem 4.12.7).
For the lattice case, we follow Biggins & Bingham [2] . The proof is essentially the same as the proof of their Theorem 2, and mirrors closely the proof of Corollary 2.6, so is not repeated here. 
Random recursive fractals
Self-similar fractals can be generated using iterated function systems, that is the repeated application of a family of contraction maps. A random recursive fractal is a random set generated by applying a set of contraction maps repeatedly chosen at random from some set of possible maps. These sets constitute a wider class of fractals with more realistic features for modelling, as the randomness introduces the irregularity observed in natural structures. Let ψ a = {ψ a 1 , . . . , ψ a Ma } for a ∈ A denote a set of contracting maps in R d with ψ a i having Lipschitz constant L a i < 1. We will assume that for each a ∈ A they satisfy the open set condition (OSC): There exists a non-empty set
This ensures that there is no significant overlap between different components of the fractal.
In order to construct random fractals we require an address space. We use the same address space we used to index the individuals of a CMJ branching process, namely the set of integer sequences I as defined at the beginning of Section 2. Let
be independent and identically distributed (N, (0, 1) N )-valued random variables. We define a probability measure Φ n on (0, 1) n and take {p n } n∈N to be a probability distribution on N, then the probability measure for U is given by
A random tree T is a subset of I such that i) ∅ ∈ T the root of the tree;
ii) i ∈ T implies i| k ∈ T for all k < |i|;
iii) i ∈ T implies i1, i2, . . . , iM (i) ∈ T , and i(
Level n of the tree will be denoted T n = T ∩ N n . We will write (Ω, B, P) for the natural probability space associated with these trees. That is, a sample point ω ∈ Ω will denote a random tree T and the associated {U i : i ∈ T }. The σ-algebras are defined as
and the probability measure, P, is as defined previously. If we project this measure onto its first coordinate it is the offspring distribution for a Galton-Watson branching process. We now regard the probability measure as lying on the set A of possible maps. We identify the randomly chosen ψ a for some a ∈ A with our random variables U i , by setting M (i) = M a and L i (i) = L a i for i = 1, . . . , M a for the number of maps and their Lipschitz constants. The address of each branch in the tree is now used to specify our random fractal. Let E be a compact subset of R d . Now set E ∅ = E and set E i , i ∈ T n , geometrically similar to E, to be
i|n (E))).
A random recursive fractal can then be defined by
We now define a specific general branching process Z with the property that at time t the individuals alive in the population each correspond to a set in the fractal of roughly size e −t . Let the life span and reproduction point process be given by
is chosen according to P. The birth time σ i of an individual with address (ancestry) i can be written as
Let (Ω ∅ , B ∅ , P) be the probability space generated by U ∅ , and put
β = ess infA and γ = ess supA.
The branching process assumptions of Section 2, translated for the fractal setting, are as follows.
A1 P(L 1 (∅) = 1) = 0, and there exists an α ∈ (0, ∞) such that
A3 Ω ∅ is finite, and M (∅) ≤ M < ∞ a.s., for some scalar M .
Under these assumptions we note that Φ n is a finite atomic measure on (0, 1) n and there
The Hausdorff dimension of the set F ω can be found by applying the results of [8] , [19] , [10] and, as we have assumed the OSC, it is given by the Malthusian parameter of the CMJ process,
This follows from the fact that to find an e −t cover for the fractal we just choose the random characteristic which counts the individuals in the corresponding CMJ process alive at time t whose mothers were born at or before time t.
From the above construction it is clear that properties of the fractal F (where we omit the ω dependence) may be studied via the boundary of the tree ∂T . As our maps are strict contractions it is straightforward to show that there is a unique point x ∈ F such that lim n→∞ E i|n = {x}.
We regard i as the address of the set E i and identify the points in the fractal with the topological boundary of the tree. Let π : ∂T → F be defined by π(i) = lim n→∞ E i|n , then this is just an embedding of ∂T into R d . We define a metric d on the boundary of the tree by setting
where n is the index of the first element in the sequence at which i and j differ. It is not difficult to show that in this metric the dimension of ∂T is also given by (3.1).
We begin by studying the natural flat measure on the fractal. Firstly, from the construction of the random fractal, we define the measure on the boundary of the tree. Let Z i denote the CMJ process which evolved from the individual with address i, then, by Theorem 2.1, we have the almost sure existence of W i = lim t→∞ e −αt Z i (t). Now let B ⊂ T n and define
This extends to a limit measure µ on the boundary of the tree. From this construction and an extension of (2.4) the total mass of the measure µ is given by W ∅ . It is also clear from the branching structure that the mass of a cylinder set i : i ∈ T m is µ(i) = L α i W i . This measure projects onto the fractal using the identification between points in the fractal and sequences in ∂T . Thus for B ⊂ R d , we have
For i ∈ T n , we define the neighbours of i as follows. Let
and then take the upper boundary of this set, namely
gives the addresses of those sets E j which overlap E i , and are of approximately the same diameter. Note that the open set condition implies that E i and E j can only overlap along their edges. Let D i = E i ∪ (∪ j∈N i E j ). Then, for i ∈ ∂T and x = π(i), we observe that if B r (x) denotes the ball of radius r at
As well as the general branching process Z, we will also need Z GW , the Galton-Watson process given by the generation sizes of Z. Let Z GW n = |T n | be the size of the n-th generation, and denote by m = EZ GW 1 the expected family size. It is clear from Assumptions A1-A3 that m > 1 and W GW = lim m −n Z GW n exists a.s. and in L 2 . Moreover, the large deviation results of Biggins and Bingham [2] apply to the left and right tails of W GW .
Previous work [18] , considered the local dimensions of the branching measure on the tree ∂T when the metric on ∂T does not take into account the scaling of the maps. In the strictly supercritical case of [18] , our model for the tree will be the same when the lifetimes are constant and all individuals are born at the moment of death.
local dimensions
In this section we use our branching process results to determine the local behaviour of the measure.
Local dimensions at typical points
What is the behaviour of the measure at typical points in the set? In order to answer this question we require two preliminary lemmas. Recall that for |j| < ∞,
is the offspring process of j.
Proof: Note that x k (log k) κ , by which we mean there exist c 1 and c 2 such that c 1 (log k) κ ≤ x k ≤ c 2 (log k) κ . The lemma is proved using our estimate (2.3) on the right tail of W . From (2.3) we have immediately that
Thus the lemma states that the added restriction W i| k−1 ≤ x k−1 has little effect on this tail probability. Let j = i| k−1 , and w.l.o.g. let i| k = j1. That is, the birth times of the process are not ordered in any particular way. We have
Since Ω ∅ is finite, we recall M (j) ≤ M < ∞, and we can set
Since H(x) = x 1/κĤ (x) whereĤ is continuous and multiplicatively periodic, we can find a K such that for all z ≥ K there exists a = a(z) such that
and for all
Moreover, a and b are uniformly bounded away from 0. It follows that for k such that (1 − ) log(k − 1) ≥ K 1/κ we have
Noting that c 4 < 1, we see from the above that we can choose so that x k−1 −c 4 x k ≥ c 7 (log k) κ for large enough k. Thus as M (j) is bounded, we can find c 5 > 0 such that for large enough
In fact, this r.v. will converge a.s. to 1 as k → ∞.
From the above and the estimate (2.3), we get
For k large enough, we can bound the two o(log k) terms by ± log k, whence for some c 6 > 0
This holds for large k. By adjusting c 6 as necessary, we get the result for all k. 2
Proof: Let j = i| k−1 and w.l.o.g let i| k = j1. Also, note that y k (log k) −η . We begin by estimating the conditional distribution of W , for 0 < x < y k ,
and thus, as W j1 is independent of U j ,
Also, for some c 2 < 1,
Finally, using the left tail estimates on W in (2.2), we see that,
There are constants c 3 , c 4 such that c 3 ≤Ĝ(x) ≤ c 4 as x → 0 and hence, if we choose k large enough so that |o(log k)| ≤ log k, and if c 4 − c 3 c
Thus by taking c 2 ≤ (c 3 / (1 + c 4 ) ) η < 1, we have
and hence, with a suitable adjustment of the constant for small k, there exists a constant c 5 such that
To complete the proof we follow the same arguments as in Lemma 4.1 to show that there is a constant c 6 such that
Putting this, (4.1) and (4.2) together gives the result. 2
We now prove a strong law of large numbers with random weights over the tree.
, where B i are identically distributed and independent of each other and of the tree T k , with E(B 2 ∅ ) < ∞, then
Proof: We can decompose W ∅ at generation k to write
By setting
As EW ∅ = 1, we have EY i = 0 and also, as EW 2
Estimating the variance of the sum using the independence of the
Using the fact that there is an upper bound on L j , we have that L α j ≤ (L * ) kα , and hence
Using this in (4.3) we have the exponential decay of the probability with k and, applying Borel-Cantelli, we have the desired almost sure convergence. 2
Corollary 4.4 There exists a k 0 (ω) such that
Our first Theorem concerns the measure on the boundary of the tree.
Theorem 4.5 With P probability one we have
and lim sup
Proof: We begin with the limsup case. Recall that µ(E i|n ) = L α i|n W i|n , and that we have assumed that we are working in Ω in which the W i exist and are non-zero.
The upper bound will follow from the first Borel-Cantelli lemma if we can show that for all > 0, almost surely under P,
By definition of the measure it is enough to show that
Conditioning on the tree T n and using the independence of T n and W i|n , we have
As E( i∈Tn L α i ) = 1, we just require an estimate on E(W I {W >H −1 ((1+ ) log n)} ). Let x n = H −1 ((1 + ) log n) (log n) κ , and choose n 0 such that for n > n 0 we have o(x n ) ≤ ( 2 log n) κ . From Theorem 2.2 we have, for n > n 0 ,
To estimate the integral on the RHS, we again use Theorem 2.2.
We have
and, sinceĤ is bounded, for some 0 < c 1 , . . . , c 4 , with c 1 < c 2 ,
The last line comes from taking the tangent to c 1 (
at the point where it is zero. Thus
Putting these bounds together we get E(W I {W >xn} ) ≤ c 5 n −(1+ /2) (log n) κ , which has a finite sum as required, giving us the result for the upper bound.
For the lower bound, it is enough to prove that almost surely under P,
That is, for F k = {i : W i| k ≥ H −1 (log k)}, we wish to show that µ(lim sup F k ) = 1. Now, as in [12] Theorem 5.4, we have that for any sequence of events F k ,
We can write
using the Markov structure of the sequence W i|n , in that
Substituting this into (4.5) and cancelling leaves
Note that the top term is bounded above by 1. For the bottom term we will write x k = H −1 (log k), and observe that
We will prove that there exists a constant c 6 (ω) such that
With this bound we have that
which gives the result. Thus all we need to establish is (4.7). Rewriting (4.6), we have
, and using M (i) ≥ 2, we can apply Corollary 4.4 as EB 2 i < ∞, and hence for k ≥ k 0 (ω) we have
Applying Lemma 4.1, and adjusting the constant c 7 , we have shown (4.7) and completed the proof of the limsup result. We now turn to the liminf case, which is similar but requires some modification. For the lower bound on the liminf we use the same argument as for the upper bound in the limsup case. For the upper bound we can argue as in the lower bound for the limsup case and hence we need to establish (4.7) for the appropriate choice of events F k = {i : W i| k < y k } where
If we rewrite (4.6) in this case, instead of (4.8) we have
Thus setting
we can apply Corollary 4.4, as EB 2 i < ∞, to obtain for large k(ω),
Using the boundedness of the offspring distribution and Lemma 4.2 we have
As there is a constant c 9 such that y k ≥ c 9 (log k) −1/η for all k ∈ N, we see that k µ(F k , F c k−1 ) diverges for every > 0 and hence we have the liminf result.
As a corollary we state the non-lattice case result when G(x) = C G x −1/η and H(x) = C H x 1/κ . Corollary 4.6 If the tail of the distribution of W is non-lattice, then for the boundary of the tree we have
This result on the tree can be translated into a less precise result on the local behaviour of the random recursive fractal. We recall the specific choice of general branching process ensures that if individual i is alive at time t, then L i ≤ e −t . There exist constants 0 < c 4.5 , c 4.6 such that P almost surely There are also constants c 3 , c 4 such that c 3 n ≤ log L i|n ≤ c 4 n for all i ∈ ∂T . Moreover, the size of the neighbourhood N i|n is bounded, and by definition for all j ∈ N i|n , L i|n ≤ L j ≤ c 5 L i|n . From this we see that there exist c 6 , c 7 such that c 6 n ≤ |j| ≤ c 7 n for all j ∈ N i|n . For the liminf result we prove the upper bound from a subsequence r n = L i|n . As the neighbourhood size is bounded, and the W j are independent, we obtain the result from the fluctuation results for W . For the lower result we use the fluctuation result for W directly.
Similarly for the limsup case. 
The thickest and thinnest points
We now examine the worst case behaviour of the measure on the tree. Recall that m = EZ GW
1
= E|T 1 | is the expected family size. Proof: This argument follows that of [18] , we will write θ = log m throughout. In order to prove the existence of the first limit we begin by showing that lim inf
By Borel-Cantelli we just need to show that for all > 0,
To see this, applying (2.2) we get, for fixed n,
= m n exp(−G(G −1 ((θ + )n)) + o(n)) = e − n+o(n) .
Hence we have the lower bound. To complete the proof for thin points we require lim sup
In order to show this we consider
Using the large deviation estimate (2.2), we have for δ > 0 that if n is sufficiently large, then
Now, using the fact that exp(−(1 + δ)(θ − )n) < 1, we have
Since m −n |T n | = m −n Z GW n a.s.
−→ W GW , there is a constant c 1 such that for large n,
Finally, from [2] , we have an estimate on the Laplace transform of W GW , giving for some ν > 0 and constant c 2
> 1 ≤ exp(−c 2 exp(ν( − δ(θ − ))n)).
Thus we have
and hence the result. The thick point result follows from the same line of reasoning. 2
In the non-lattice case we can express the results more simply. We note that the appearance of log m is due to taking the infimum or supremum over the tree determined by generations. If we take the infimum or supremum over the tree determined by those individuals alive at time t, then the log m would be replaced by α. In either case we can now turn this into a result on the fractal in the same way as before. [18] , the above results show that the local dimension of the random measure is α for all branches in the tree, that is at every point x ∈ F . As a result the usual multifractal spectrum will be trivial, just a point at α.
