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Abstract. Conventional learning-based approaches to low-light image
enhancement typically require a large amount of paired training data,
which are difficult to acquire in real-world scenarios. Recently, unsu-
pervised models for this task have been explored to eliminate the use of
paired data. However, these methods primarily tackle the problem of illu-
mination enhancement, and usually fail to suppress the noises that ubiq-
uitously exist in images taken under real-world low-light conditions. In
this paper, we address the real-world low-light image enhancement prob-
lem by decoupling this task into two sub-tasks: illumination enhance-
ment and noise suppression. We propose to learn a two-stage GAN-based
framework to enhance the real-world low-light images in a fully unsuper-
vised fashion. In addition to conventional benchmark datasets, a new
unpaired low-light image enhancement dataset is built and used to thor-
oughly evaluate the performance of our model. Extensive experiments
show that our method outperforms the state-of-the-art unsupervised im-
age enhancement methods in terms of both illumination enhancement
and noise reduction.
Keywords: Low-light image enhancement, image generation, unsuper-
vised learning, generative adversarial networks.
1 Introduction
Real-world low-light image enhancement is a challenging task since images cap-
tured under low-light conditions usually exhibit low illumination and contain
heavy noise. Enhancing these images requires adjusting contrast and illumina-
tion, as well as suppressing the noise while preserving the details simultane-
ously. Traditional methods for this task primarily focus on adjusting brightness
or contrast via a fixed tone-mapping [28], resulting in limited performance on
challenging cases. Recently, learning-based methods have been utilized to learn
content-aware illumination or contrast enhancement from data with deep neural
networks [9,32]. In spite of achieving satisfactory performance, they heavily rely
on pairs of low-light and corresponding normal-light images, which are expen-
sive or even impossible to obtain in real-world scenarios. One alternative way
to cheaply generate such training pairs is to synthesize a low-light image from
its counterpart captured under a normal light condition [27]. However, due to
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the significant signal distribution gap between synthesized dark images and ones
taken under real-world low-light conditions, models trained on synthesized image
pairs usually fail to generalize well in real-world scenarios [11,29].
To eliminate the reliance on paired data, several unsupervised deep learning-
based methods have been developed for image enhancement. As a general-purpose
method, unsupervised image-to-image translation models such as CycleGAN [42]
and Unit [25] can be applied to image enhancement. These methods adopt gen-
erative adversarial networks [10] to encourage the distribution of the generated
images to be close to that of the target images without paired supervision. Re-
cently, the GAN-based models have been specially designed to address the task
of illumination enhancement [27,6,15]. These unsupervised learning approaches
are able to generate images with better illumination and contrast in some cases.
However, they have common limitations in the real-world low-light image en-
hancement task in two aspects: 1) the contrast and illumination of enhanced
images may be unsatisfactory and usually suffer from color distortion and incon-
sistency; 2) these methods primarily focus on illumination enhancement, without
paying specific attention to noise suppression. As a result, heavy noise still re-
mains, and may even be magnified in the enhanced images. Although a few prior
works have been developed to remove noise from images without any ground-
truth supervision, they either use traditional methods such as BM3D [7] that
requires a given noise level as an input, or use learning-based denoising methods
that are originally designed for synthesized noise such as additive white Gaussian
noise [21,18,1]. In addition, the illumination and contrast are usually adjusted
differently in regions with different lighting conditions, making the noise level
spatially variant as well in the enhanced images. As a result, directly applying
these denoising methods to real-world low-light images leads to poor results with
either regions with remaining noise or over-smoothed ones.
To address these issues, we propose to decouple the whole unsupervised en-
hancement task into two sub-tasks: 1) illumination enhancement, and 2) noise
suppression. We propose a two-stage framework to handle each sub-task respec-
tively, where the enhanced results in illumination enhancement are used to guide
the learning of spatially adaptive denoising. Specifically, in Stage I, a Retinex-
based deep network is trained under a GAN framework in an unsupervised man-
ner to enhance the illumination of low-light images while preserving the contex-
tual details. A pyramid module [41] is customized and embedded in the generator
network to enlarge its receptive field, and is shown to effectively mitigate the
color distortion in results. In Stage II, unlike the conventional learning-based
denoising models, we take the original low-light image, the enhanced image from
Stage I, and an illumination mask indicating the enhanced illumination of the
low-light image as inputs, and propose an unsupervised learning-based denois-
ing model in another GAN framework to remove noise and generate the final
enhanced image. With the image pairs as input, our denoising model in Stage
II is explicitly guided by both the original lighting condition and enhanced il-
lumination, and is capable of adaptively removing noise. Moreover, we design
an adaptive content loss and construct pseudo triples, i.e., a low-light image, an
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image after illumination enhancement, and a corresponding noise-free normal-
light image with the same content, to facilitate learning the noise patterns and
training this GAN framework without ground-truth supervision.
We evaluate the performance of our proposed approach over the LOw-Light
(LOL) dataset [33] and an unpaired enhancement dataset from [15]. To further
demonstrate the effectiveness of our method, we contribute an Unpaired Real-
world Low-light image enhancement dataset (URL) for evaluation. Our dataset
is composed of 1) low-light images captured under real-world low-light conditions
with varying levels of noise, and 2) normal-light images collected from existing
data galleries, which consist of diverse scenes ranging from outdoor scenes to
indoor pictures. We compare our method with the state-of-the-art unsupervised
learning-based enhancement methods on these datasets. Extensive experiments
show that our method outperforms other methods in terms of both illumination
enhancement and noise suppression.
In summary, our primary contributions are:
– We propose a decoupled framework for low-light image enhancement in a
fully unsupervised manner;
– We facilitate unsupervised learning of our denoising model by constructing
pseudo triples and propose an adaptive content loss to denoise regions guided
by both the original lighting condition and enhanced illumination;
– We contribute an unpaired low-light image enhancement dataset containing
varying noise and good diversity as an important complement to existing
low-light enhancement datasets.
2 Related Work
2.1 Image Contrast Enhancement
Traditional image enhancement methods are primarily built upon histogram
equalization (HE) or Retinex theory [19]. HE-based methods aim to adjust
the histogram of pixel intensities to obtain an image with better contrast [30].
Retinex-based methods assume that an image is the composition of illumination
map and reflectance, and thus low-light images can be restored by estimating
the illumination map and reflectance map [16].
The performance of traditional methods may not be satisfactory enough espe-
cially in challenging scenarios. Recently, learning-based methods have been pro-
posed to learn the contrast enhancement from data [8,12,22]. Later deep neural
networks have been used and achieved promising results [27,9,33,4]. Due to the
difficulty of acquiring paired data in real-world scenarios, several weakly super-
vised and unsupervised enhancement approaches have been proposed. Ignatov
et al. propose a transitive GAN-based enhancement model that can be learned
without paired data [14]. Chen et al. propose an unpaired model based on 2-way
GANs to enhance images [6]. Jiang et al. further propose an unsupervised deep
network which is specifically designed for low-light image enhancement [15].
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2.2 Real-world Image Denoising
There have been a number of works for image denoising, including conventional
methods such as BM3D [7] and Non-local means [2], and deep learning-based
models such as DnCNN [38], Residual Dense Networks [40] and Non-local Recur-
rent Networks [24]. However, most of the models are limited to synthetic noise
removal. Models trained with synthetic noise are difficult to generalize to real-
world noise removal, since the distribution of real-world noise is different from
the synthetic noise. To address this issue, real-world blind denoising models have
been proposed. Xu et al. [36] design a multi-channel weighted nuclear norm min-
imization model to use channel redundancy. Guo et al. propose CBDNet [11] to
directly learn a blind denoiser from real-world paired data. Kim et al. leverage a
GAN based deep network for real-world noise modeling [17]. Other approaches
[20,39,35] also show promising results.
Similar to image enhancement, most learning-based denoising models need
to be trained with paired data, which is expensive to obtain for real-world noise
removal task. Recently, several unsupervised denoising methods have been de-
vised, including self-supervised learning approaches, such as Noise2Noise [21]
and Noise2Void [18], as well as unpaired training approaches [5,37].
2.3 Unsupervised Image-to-Image Translation
The general-purpose unsupervised image-to-image translation methods can be
applied to low-light image enhancement by learning a mapping from the low-light
input to the enhanced images [25,42]. Usually a GAN-based model is adopted
to encourage the generated images to be as realistic as the normal-light clean
images. However, for real-world low-light image enhancement, conventional un-
supervised models usually suffer from color distortion or perform poor noise
removal.
3 Our Approach
As shown in Fig. 1, our approach for real-world low-light image enhancement
consists of two stages. In the first stage, we perform illumination enhancement on
the real-world low-light images while preserving contextual details. We adopt a
Retinex-based network to predict the illumination map from the low-light input
image, then generate the enhanced result. To preserve details from the input
image, we constrain the enhanced image to be perceptually similar to the input
image. Note that the output image may still contain noise. In the second stage,
we propose an unsupervised learning-based denoising network to suppress the
noise in the output image from the first stage as well as enhancing the contextual
details. The denoising network takes the original low-light image, the enhanced
image of stage I and an illumination mask as inputs, and outputs the final
denoised image. The illumination mask indicates how much the illumination is
improved in Stage I, which will be formulated later.
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Fig. 1. An overview of our proposed decoupled network, which is composed of two
stages. In Stage I, given a low-light image, we learn a deep network to predict an
illumination map, then use Eq. 1 to obtain the contrast enhanced image, as illustrated
with notation ⊗. Then in Stage II, we input the original low-light image, the enhanced
image from Stage I, as well as the illumination mask, to generate an image with reduced
noise and better details.
3.1 Stage I: Illumination Enhancement
Model architecture. Given a noisy low-light image I, our goal in this stage is
to learn a model Ge to output an enhanced image Iˆ. A straight forward solution
is to use an image-to-image translation model to learn a mapping from input to
the output. Conventional image translation models usually adopt a U-net [31]
like architecture to directly predict the enhanced image from the low-light input
image. However, under the unsupervised learning scheme, directly applying such
architecture is easy to produce results with unstable illumination, such as color
distortion or inconsistency [15].
To learn a more generalized model, we adopt a Retinex-based model to en-
hance the low-light images. Based on the Retinex theory, a low-light image I
can be modeled as I = S ◦ R, where S is the illumination, ◦ denotes element-
wise multiplication, and R is the reflectance. Similar to [33,32], we regard the
reflectance as a well-exposed image Iˆ, then we have I = S ◦ Iˆ. In reverse, the en-
hanced image Iˆ can be recovered from the low-light image I given the predicted
illumination map S, with the following equation:
Iˆ = I/S. (1)
where / denotes element-wise division, the illumination map S is predicted by
a deep neural network Ge and thus S = Ge(I). As shown in Fig. 1, the input
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low-light image is passed to the encoder, then an enhancing module, and then
decoded by the decoder into an illumination map with RGB three channels.
The enhanced image can then be obtained using Equation 1. The Retinex-based
model has the advantage over the conventional image-to-image translation mod-
els in that the illumination maps for natural images usually have relatively simple
forms, as indicated in [32], which facilitates the learning process, leading to a
model with better generalization ability.
Besides the Retinex-based model, we customize a pyramid module [41] and
embed it between the encoder and decoder of the network, in order to enlarge
the receptive field of our network. In our module, we pool the feature maps into
features at multiple resolutions, namely, 1 × 1, 2 × 2, 4 × 4, 16 × 16. At each
resolution, feature maps are followed by a convolution layer and a ReLU[34]
activation layer. Then the transformed feature maps are upsampled and con-
catenated, then fed into the following convolution layer. The fused feature maps
are then decoded by the decoder to generate the illumination map S. With the
pyramid module, the receptive field of the model is enlarged, and the network
can perceive the illumination information at different spatial levels, which is ben-
eficial to the enhancement. The detailed architecture of the encoder and decoder
and the discriminator can be found in the supplementary material.
Loss Functions. In our work, Ge is trained with unpaired images. To achieve
this goal, we adopt adversarial learning to encourage the distribution of the
enhanced image Iˆ to be close to that of the normal-light images. Specifically, we
use two discriminators to distinguish the generated image from the real normal-
light image. The global discriminator Dg takes the whole image as the input,
and outputs the realness of the image. The local discriminator Dl takes random
patches extracted from the image and outputs the realness of each patch. The
global discriminator encourages the global appearance of the enhanced image to
be similar to a normal-light image, while the local discriminator ensures that
the local context (shadow, local contrast, highlight, etc.) can be as realistic as
the real normal-light images.
We adopt the LSGAN version of relativistic average GAN loss for training
the global discriminator. When updating the discriminator, we have:
LgD = Exr∈P[(Dg(xr)− Exf∈QDg(xf )− 1)2] + Exf∈Q[(Dg(xf )− Exr∈PDg(xr))2]
(2)
When updating the generator, we have:
LgG = Exr∈P[(Dg(xr)− Exf∈QDg(xf ))2] + Exf∈Q[(Dg(xf )− Exr∈PDg(xr)− 1)2]
(3)
where P and Q are the real image (the normal-light images) distribution and the
generated image distribution, respectively. xr and xf are samples from distribu-
tion P and Q, respectively.
We adopt LSGAN loss for training the local discriminator. When updating
the discriminator, we have:
LlD = Exr∈P[(Dl(xr)− 1)2] + Exf∈Q[(Dl(xf ))2] (4)
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When training the generator, we have:
LlD = Exf∈Q[(Dl(xf )− 1)2] (5)
Similar to [15], we use a perceptual loss (computed on VGG features) between
the output image and the input image to preserve content details from the input
image. To prevent the output image from being as dark as the input image, we
alleviate the influence of image brightness and force the network to focus on only
the content preservation by using instance normalization on the VGG feature
maps before performing the perceptual loss. Similar to the adversarial loss, we
calculate perceptual loss on both the whole image and the image patches. We
formulate the global perceptual loss LgP and the local version L
l
P as:
LgP = ‖Φ(I)− Φ(Iˆ)‖22/N, (6)
LlP = ‖Φ(Ip)− Φ(Iˆp)‖22/N, (7)
where Φ denotes to VGG feature extractor, N is the number of elements in the
image, Ip and Iˆp are random patches extracted from I and Iˆ, respectively.
By minimizing both the adversarial losses and the perceptual losses, we are
able to learn a good illumination predictor and produce results without color
distortion and preserve contextual details.
3.2 Stage II: Noise Suppression
In Stage I, in order to preserve the contextual details of the low-light image,
strong perceptual loss has been imposed to train the model, and the noise may
remain in the enhanced result. In dark regions, the noise may even be amplified
due to the increase of brightness. To suppress noise and enhance the contex-
tual details, in Stage II, we propose an unsupervised learning-based denoising
model via generative adversarial networks that can adaptively remove noise in
the enhanced images, as depicted in Fig. 1.
Our noise suppression model Gn adopts the original input image I, the
enhanced image Iˆ in Stage I, and an illumination mask M as inputs, and
outputs the final image I˜ that is clean and with enhanced illumination, i.e.,
I˜ = Gn(I, Iˆ,M). M serves as an indicator showing the enhanced illumination
from low-light image I to contrast enhanced image Iˆ. We have:
M = max(illu(Iˆ)− illu(I), 0) (8)
where illu(·) means extracting the illumination of an image. In our work, we
directly use the gray-scale image as the illumination map. With the enhanced
illumination M , the low-light image I and the contrast enhanced image Iˆ, our
denoising model is explicitly guided by the illumination conditions.
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Model Architecture. Our denoising model Gn in this stage adopts an encoder-
decoder architecture, with several convolutional blocks followed by several resnet
blocks then decoded back to an image. We adopt a multi-scale discriminator
[25] to predict the realness of images at multiple resolutions. The detailed archi-
tecture of the generator and discriminator can be found in the supplementary
material.
Loss Functions. Since there is no ground-truth image for the input low-light
image, to learn a noise-free image from its noisy counterpart, we adopt a LSGAN-
based adversarial loss to encourage the generated image to be as clean as the real-
world clean normal-light images. Note that the discriminator needs not only to
judge whether the illumination and contrast of the generated image are realistic
enough, but also need to judge whether the generated image is clean without any
noise. Simply training a single discriminator with clean images or synthesized
images to do both tasks is difficult. As our goal in this stage is noise suppression
and detail enhancement, we aim to keep the color and brightness of the enhanced
image from Stage I. Therefore, when feeding the discriminator, we first perform
an instance normalization on both the synthesized image and the normal-light
clean image to reduce the influence of image illumination, color and contrast.
During training, we randomly match the output image I˜ to a normal-light
clean image Ic. Our adversarial loss for training the discriminator Dn is:
LnD = EIc∈P[(Dn(Ins(Ic))− 1)2] + EI˜∈Q[(Dn(Ins(I˜))2] (9)
The corresponding loss for updating the generator is:
LnG = EI˜∈Q[(Dn(Ins(I˜)− 1)2] (10)
where P and Q are the normal-light clean image distribution and the generated
image distribution in Stage II, respectively. Ins(·) denotes to instance normal-
ization.
Merely using the adversarial loss can cause color shifting problem, i.e., the
color of the generated images can be easily distorted, since we only constrain
the images after instance normalization to be similar to the normal-light images.
As we have already obtained an image with a satisfactory contrast and color, in
this stage, we only need to preserve the contrast and color from Iˆ. Therefore,
we use a color loss to constrain the generated image I˜ to have the same color as
the Iˆ. Specifically, we first down-sample the images with average pooling to I˜↓
and Iˆ↓, then do the color matching in order to increase the robustness to heavy
noise. We have:
Lcolor =
∑
p
∠(I˜↓p , Iˆ↓p )/Nn (11)
where p is the location of a pixel in the down-sampled image, ∠(x, y) calculates
the inner product between two 3-D vectors which are composed of RGB channels
of a pixel location, Nn is the number of pixels in the down-sampled image.
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Constructing Pseudo Triples for Self-supervised Learning. We estimate
the noise in image Iˆ as In = Iˆ− I˜. Then given a randomly matched normal-light
clean image J˜ , we can simulate a pseudo noisy image Jˆ by adding the estimated
noise to the clean image, i.e.,
Jˆ = J˜ + In. (12)
Since the input of our network Gn is a combination of an enhanced image
and the low-light image, when constructing the pseudo noisy image, we also
need a low-light version of the pseudo noisy image. To this end, we use gamma
correction to decrease the brightness of Jˆ , to obtain a pseudo low-light image J .
J = (Jˆ)λ (13)
where λ is estimated as λ = log ¯˜I/ log I¯. I¯ and ¯˜I are the average pixel value over
all pixel locations of image I and I˜, respectively.
Similarly, we construct the illumination mask for the pseudo data as MJ =
max(illu(Jˆ)−illu(J), 0). We then input the simulated low-light image J , normal-
light image (with noise) Jˆ and illumination mask MJ to our network Gn, in order
to predict the denoised image Jc = Gn(J, Jˆ ,MJ).
Adaptive Content Loss for Pseudo Triples. To train the network, we adopt
a content loss to constrain the generated image Jc to be perceptually close to
the real clean image J˜ . This is achieved by using both perceptual loss and L1
reconstruction loss on the pixel space between Jc and J˜ . As different regions may
have different lighting conditions, regions with significant brightness increase
after the first stage may contain heavy noise, and regions without large brightness
increase may contain less noise. When imposing the reconstruction, we encourage
the network to focus more on dark regions where noise is usually heavier. We
then formulate the adaptive content loss as:
LpseudoC =
∑
i
‖M iJ ◦ (Φi(Jc)− Φi(J˜))‖22/Ni + γp‖MJ ◦ (Jc − J˜)‖1/N, (14)
where M iJ is the downsized version of MJ to match the spatial size of the VGG
features. M iJ serves as the weight mask for the feature matching loss at the i-th
VGG layer. MJ serves as the weight mask for each pixel in the image. N is the
number of elements in image Jc, Ni is the number of elements in the feature
maps of the i-th layer in the VGG. Φi(I) is the feature in the i-th layer of VGG
given the input image I. γp is the weight to balance the losses from the RGB
image domain and the VGG feature domain. In our work, we choose the layers
of “relu1 2”, “relu2 2”, “relu3 2”, “relu4 4”, “relu5 4” to perform both low-level
and high-level feature matching, and γp is set as 10. We do not use instance
normalization on the VGG feature maps, since we need preserve the color and
contrast.
Content loss on real images. In order to make sure that the generated image
I˜ preserves contextual details of the input image Iˆ, we also impose a perceptual
loss as well as a reconstruction loss between the real images I˜ and Iˆ.
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LrealC =
∑
i
‖Φi(Iˆ)− Φi(I˜)‖22/Ni + γc‖(Jc − J˜)‖1/N (15)
where the layers and operations used are the same as LpseudoC . γc is a weight
balance term similar to γp and set as 10 in our work.
The total loss for training Gn is a combination of all the losses.
Ltotal = L
n
G + λcLcolor + λ
p
CL
pseudo
C + λ
r
CL
real
C (16)
and we empirically find that setting λc, λ
p
C , λ
r
C as 10, 1, 1, respectively, yields
the best denoised result.
4 Experiments
In this section, we first compare the performance of each model with respect to
only contrast/illumination enhancement on an unpaired enhancement dataset
from EnlightenGAN [15]. Then we report results after both contrast enhance-
ment and noise suppression on the challenging LOL dataset [33] and our collected
unsupervised real-world low-light dataset (URL dataset), which both contain
low-light images with noticeable noise. We include more experiment results in
the supplementary materials.
4.1 Datasets
Unpaired Enhancement Dataset: Jiang et al. [15] collect an unpaired dataset
for training contrast enhancement models. The training set is composed of 914
low-light images which are dark yet containing no significant noise, and 1016
normal-light images from public datasets. We use this dataset to compare the
performance of contrast enhancement of each model. The evaluation set is com-
posed of 148 low-light/normal-light image pairs from public datasets. All the
images from both the training and evaluation sets have been resized to 400×600.
LOw-Light (LOL) Dataset [33]: LOL dataset is composed of 500 low-light
and normal-light image pairs and divided into 485 training pairs and 15 testing
pairs. The low-light images contain noise produced during the photo capture
process. Most of the images are indoor scenes. To adapt the dataset to our
unsupervised setting, we adopt the 485 training images as our low-light train
set, and adopt the normal-light images in the Unpaired Enhancement Dataset
[15] as the normal-light train set. The testing images remain the same as the
LOL dataset. All the images have a resolution of 400× 600.
URL Dataset: There are a quite limited number of real-world low-light datasets
publicly available. Among the public low-light datasets, some of them are com-
posed of synthetic images while many other datasets such as ExDark [26] or
Adobe FiveK [3] contain dark images without significant noise. Therefore, these
datasets do not meet the objective of our study. Therefore, we collect an Un-
supervised Real-world Low-light dataset (URL dataset) composed of 414 real-
world low-light images taken by iPhone-6s and 3,837 normal-light images selected
from Adobe FiveK. To collect the low-light images, we first take photos with an
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Fig. 2. Contrast enhancement results on Unpaired Enhancement Dataset from [15].
Please pay attention to the regions in the red boxes, where severe color distortion and
contrast inconsistency take place.
Table 1. Quantitative results for contrast enhancement on Unpaired Enhancement
Dataset. The best results are shown in bold.
Model CycleGAN UNIT EnlightenGAN Ours Stage I
PSNR 18.22 8.42 17.31 19.78
SSIM 0.7284 0.2549 0.8047 0.8197
iPhone-6s from various scenes in different cities around the world. We remove
images that are too dark (cannot be recovered since details are lost), blurry, or
with a high brightness. We also remove images that are very similar to other
images in order to boost the diversity of the dataset. In the end, we are able to
select 414 low-light images from over 4,000 photos. Our URL dataset is quite
diverse, containing various scenes from both indoor and outdoor, and under dif-
ferent light conditions. Consequently, the level of noise contained in each image
or even different regions of the same image varies considerably across the dataset.
We divide the low-light images into 328 training images and 86 testing images.
This dataset thus compliments the existing datasets in those two regards. Note
that there is no corresponding ground-truth image for each test image. Each
low-light image is resized to 1008× 756.
4.2 Implementation Details
We use the Adam optimizer with a learning rate of 0.0001 and a batch size of
32 for training both stages. We train Stage I for 200 epochs using randomly
cropped patches with size 320× 320, as our model needs to perceive the global
information. Stage II is trained for 1,000 epochs with randomly cropped patches
with size 128×128, as our model in this stage primarily needs to capture the noise
pattern in the local regions. The model architectures and other configuration
details will be put in the supplementary materials.
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Fig. 3. Real-world low-light enhancement results (with denoising) on the LOL dataset
(top) and URL dataset (bottom).
4.3 Experiments for Contrast Enhancement
We compare our Stage I model which does only contrast enhancement on the
Unpaired Enhancement Dataset [15] with state-of-the-art models, including Cy-
cleGAN, UNIT and EnlightenGAN. All the models are trained on the training
set, and evaluated on the evaluation set. As shown in Fig. 2, our model can
generate normal-light images with reasonable contrast and color in both global
and local regions. EnlightenGAN can produce visually pleasing images. However,
they may still suffer from color distortion in several local regions, as indicated by
the red boxes. The other unsupervised image translation methods can synthesis
roughly good images. However, the color, contrast are not perfect.
We report the PSNR and SSIM of the generated images as a complementary
to the visual results on Unpaired Enhancement Dataset. Results in Table. 1 show
that our model performs better than the existing models, which are consistent
with the visual results.
4.4 Experiments for Real-world Low-light Image Enhancement
Experiment Settings. We evaluate our full decoupled networks on the real-
world low-light image enhancement datasets: LOL and our URL datasets, and
compare it with the state-of-the-art unsupervised image translation or contrast
enhancement models, including CycleGAN [42], UNIT [25] and EnlightenGAN
[15]. We also compare our model with the combination of contrast enhancement
Unsupervised Low-light Image Enhancement 13
Table 2. Results on the LOL dataset.
Model PSNR SSIM
CycleGAN 14.75 0.6852
UNIT 15.49 0.7280
EnlightenGAN 18.36 0.7839
Stage I + BM3D 19.36 0.8154
Stage I + ADN 17.72 0.7776
Our Full Model 20.04 0.8216
Table 3. Configuration of different
versions of our model.
Model LnG Lcolor L
pseudo
C L
real
C
Version 1 X
Version 2 X X
Version 3 X X X
Full Model X X X X
Plain X X vanilla X
model and denoising model. Specifically, we compare our full model with our
Stage I + BM3D and our Stage I + ADN [13,23]. BM3D [7] is a robust image
denoising method. The limitation is that it requires a known noise level as input.
To use BM3D in our task, we estimate a rough noise level for each test image,
then apply BM3D on the test images. ADN is a recent work which proves to be
effective for unsupervised artifact removal.
Qualitative results. Fig. 3 show the qualitative results on both the LOL
dataset and our URL dataset. CycleGAN generates heavy artifacts and slightly
suffer from color distortion. UNIT suffers from heavy color distortion on our
dataset and cannot preserve details on LOL dataset. EnlightenGAN is able to
improve the illumination of the images, but there are still noise and artifacts
on the image. The visual results indicate that it is challenging to handle image
contrast/illumination enhancement and denoising simultaneously with a single
model for real-world low-light image enhancement.
However, simply cascading an contrast enhancement model with a denoising
model still cannot produce satisfactory results. From Fig. 3, we see that the
results of ADN still exhibit color distortion on our dataset and over-smoothing on
LOL dataset. A possible reason may be that existing models primarily focus on
denoising and pay less attention to maintaining a reasonable color of the image.
Using BM3D to post-process the results of our Stage I yields good contrast and
illumination. However, From Fig. 3, we observe that the highlighted regions on
both LOL and URL are over-smoothed. Many content details are missing. A
possible reason is that BM3D was proposed for synthetic noise removal, it may
not generalize well to real-world denoising. Compared to existing methods, our
full model learns to perform noise removal adaptively and considers preserving
the details and color when denoising. Therefore, It is able to suppress noise as
well as preserving more details. Results on Fig. 3 demonstrate the effectiveness
of our method.
On LOL dataset, we also report PSNR and SSIM results in Table. 2. From
Table. 2 we can see that our model is consistently better than the existing
models, further demonstrating the superiority of our decoupled networks. We
will supplement more results of other methods in the supplementary materials.
4.5 Ablation Study
In this section we study how each component of our model contribute to the
final performance. We primarily analyze the components in our Stage II, which
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Fig. 4. Ablation Study on our URL dataset.
are the core contribution and play key roles in this work. Specifically, as shown
in Table. 3, we compare the versions of our Stage II model with different losses
imposed. Besides the versions regarding the loss functions, we also compare our
model to a non-adaptive denoising model, which we call the Plain Model. Our
full model is designed to remove noise adaptively, i.e., perform stronger noise
suppression on regions where the brightness is significantly promoted after the
contrast enhancement, and perform weaker noise suppression on regions where
the brightness is not largely increased, since these regions may be originally
brighter and therefore contain less noise. To validate the effectiveness of our
approach, we compare our model in Stage II to a plain version, i.e., the generator
only takes the enhanced image Iˆ as input, and outputs the final denoised model.
The four losses used in our full model remain the same, except we use the vanilla
perceptual loss instead of adaptive content loss.
Experiments are conducted on our URL dataset and Fig. 4 shows the results.
From the visual results we conclude that merely using adversarial loss (version
1) can help to smooth the image, but the color is shifting and cannot be well
controlled. Using the color loss (version 2) does significantly help to constrain
the output image to have the same color and contrast of the input image. How-
ever, without learning with pseudo data (i.e., loss LpseudoC ), the content of the
output is not explicitly controlled. As a result, this version does not learn any
useful contents. When imposing the learning with pseudo triples (version 3), the
network is able to produce good contents as well as performing noise suppres-
sion. However, several local regions still lack details. Please pay attention to the
trees in these results in Fig. 4. The textures of the trees and leaves are smoothed
in Version 3, and preserved in our full model, indicating that the content loss
between the real input image and its output image further helps to preserve
contextual details during denoising.
Compared our full model in Stage II to the Plain Model, we observe that
the Plain Model cannot well suppress the noise. There are still notable noise
on the sky and other places, as shown in Fig. 4. A possible reason is that the
plain model may not be able to precisely perceive all the noise patterns under
different illumination conditions. On the contrary, our model is explicitly guided
by the illumination of the image, therefore it can capture the noise pattern under
various illumination conditions more effectively and produce better results.
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5 Conclusion
We propose decoupled networks to address the real-world low-light image en-
hancement problem. The model in Stage I is able to enhance the low-light image
to generate an image with satisfactory contrast and color. The model in Stage
II further denoises the enhanced image so that the final image is as clean as
real-world normal-light clean images, while preserving good contrast, color and
contextual details. We conduct experiments on three real-world datasets and
show that our model outperforms the state-of-the-art models with respect to
both contrast enhancement and image denoising.
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