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Abstract
Motivated by rapid experimental progress in ultra-cold atomic systems, we aim to
provide a simple, intuitive description of Anderson localisation that allows for a
direct quantitative comparison to experimental data, as well as yielding novel in-
sights. To this end, we advance, employ and validate a recently-developed theory
– Localisation Landscape Theory (LLT) – which has unparalleled strengths and
advantages, both computational and conceptual, over alternative methods. We
focus on two-dimensional systems with point-like random scatterers, although an
analogous study in other dimensions and with other types of disorder would pro-
ceed similarly. We begin by showing that exact eigenstates cannot be efficiently
used to extract the localisation length. We then provide a comprehensive review
of known LLT, and show that the effective potential of LLT can, to some degree,
replace the real potential in the Hamiltonian. Next, we use LLT to compute the
localisation length and (manually) test our method against exact diagonalisation.
Furthermore, we propose a transmission experiment that optimally detects An-
derson localisation and link the simulated observations of such an experiment to
the predictions of LLT. In addition, we study the dimensional crossover from one
to two dimensions, providing a new explanation to the established trends. The
prediction of a mobility edge coming from LLT is tested by direct Schro¨dinger
time evolution and is found to be unphysical. Moreover, we investigate expand-
ing wavepackets, and find interesting differences between wavepackets that are
initiated within and outside the disorder. We explain these differences using LLT
combined with multidimensional tunnelling. Then, we utilise LLT to uncover
a connection between the Anderson model for discrete disordered lattices and
continuous two-dimensional disordered systems, which provides powerful new in-
sights. From here, we demonstrate that localisation can be distinguished from
other effects by a comparison to dynamics in an ordered potential with all other
properties unchanged. Finally, we thoroughly investigate the effect of acceleration
and repulsive interparticle interactions, as relevant for current experiments.
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1 Introduction
In this section, we provide a “gentle”, global introduction, giving some general background
and motivating the research undertaken in the rest of the paper. More specific introductions,
including detailed literature reviews, are to be found in the subsequent sections, as the range
of topics covered is quite broad.
Anderson localisation [2] is a universal wave interference phenomenon, whereby transport
(i.e. wave propagation) is suppressed in a disordered medium due to dephasing upon many
scattering events from randomly-positioned obstacles. This can be understood from Feyn-
man’s interpretation of quantum mechanics, where one must sum over all possible paths from
the initial to the final points of interest to obtain the total transmission probability. The
random positions of the scatterers guarantee dephasing between the different paths, leading
to an attenuation of the amplitude of the wavefunction. First discovered in the context of
quantised electron conduction and spin diffusion [3], Anderson localisation of particles thus
provides direct evidence for the quantum-mechanical nature of the universe at a small scale.
This phenomenon can occur if the the de-Broglie wavelength is larger than the correlation
length of the disorder, so that the wave “sees” the potential as random – this gives rise to the
profound dependence of localisation properties on the energy of the probing wave. Moreover,
to ensure sufficiently strong dephasing for localisation to take place, the wave must scatter
either frequently or strongly, or both. Therefore, the density and strength of the impurities,
as well as the system size, determine whether the wave is Anderson localised at all, and if so,
to what degree. Under Anderson localisation, the wavefunction decays exponentially in the
tails with a length scale known as the localisation length. If transport is measured across a
system the size of which is less than the localisation length, one finds that transport is reduced
but does not vanish [4].
Anderson localisation has been observed in many physical systems, including electron
conduction in crystals [5] and quantum wells [6], light waves [7–14], microwaves [15–18],
electromagnetic waves [19], ultrasound [20, 21] and photonic crystal waveguides [22]. With
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the rapid advance of ultra-cold atomic physics, the possibility of observing Anderson lo-
calisation directly for a coherent matter-wave soon became a reality. A momentum-space
analogy has been employed to demonstrate localisation in a kicked rotor system [23–25], com-
plemented by real-space localisation observations in one and three dimensions (1D and 3D,
respectively) [26–32]. Two dimensions (2D) has been more challenging: for several years, clas-
sical trapping has prevented the detection of Anderson localisation with cold atoms [33–36]
(however, other systems have proved more fruitful [12, 13, 22, 25]). Extremely recently, an
innovative experimental approach has led to claims of direct observation in 2D as well [1].
Despite the undeniable tour-de-force achievements on the practical side of these ultra-cold
atomic experiments, often little or no insight is obtained into what exactly happened in the
experiment, why, what it means, and the implications that follow. To some degree, this is
due to the lack of a simple, accessible and transparent theory that experimentalists could
use to understand their findings. For continuous systems, researchers commonly draw on the
predictions of scaling theory [37], which, due to its elegance and universality, is indeed very
appealing. However, its applicability is limited to infinite systems with white noise (and finite-
range hopping), conditions that are never satisfied in real experiments, and its predictions are
often too general to be of practical use. A classical diffusive picture, applicable in the weakly-
localised1 regime, is commonly employed (e.g. [25, 38]) because it can be easily grasped,
sometimes well outside the limit where it is relevant. An alternative approach favoured
by many theorists is Green’s functions [4] which is exact (as long as all the assumptions
are satisfied) but extremely cumbersome and involved. Finally, brute-force time-dependent
simulations with the Schro¨dinger [39] or Gross-Pitaevskii (GP) [1] equations are employed to
mimic experiments as closely as possible, but this approach is very time-consuming and yields
little insight into the physics. (Note that other methods are additionally reviewed in section
6.1).
In a sense, all the information concerning localisation properties is contained in the Hamil-
tonian of the system and can be accessed through its eigenspectrum. Exact diagonalisation is
indeed a useful tool, but it is certainly limited by system size from the computational point of
view, and, as we shall see, it is not obvious how one can extract the relevant information from
the eigenspectrum. If one poses questions about dynamics specifically, then indeed solving
the Schro¨dinger equation may be the most efficient way to obtain answers, but system size
and spatial resolution are again serious limiting factors. If the particles are weakly inter-
acting (which would naturally be the case for cold atoms), the GP equation is the simplest
way of accounting for the effect of the nonlinearity. However, its numerical solution is even
more demanding than that of its linear counterpart. Nonetheless, both exact diagonalisation
and time-dependent simulations are powerful methods and will play an important role in our
study, as much for their own merits as for benchmarking purposes.
Meantime, a break-through new theory – coined Localisation Landscape Theory (LLT)
[40–46] – was developed recently, completely revolutionising the field. It allows for intuitive
and transparent new insights into the physics, as well as a practical, efficient way of performing
calculations. To give a brief overview, this theory relies on the construction of a function,
1The terms ‘weak’ and ‘strong’ localisation refer to the degree of transport suppression across the system,
which depends on its size. For a system much smaller than the localisation length, such that the exponential
decay of the wavefunction amplitude is not noticeable, a diffusion picture can assist with the description. In
contrast, strong localisation is said to take place when the system is sufficiently large to allow the density to
decay almost fully within its boundaries. Notice that these are limiting cases, with a wide range of intermediate
scenarios connecting them.
4
1 INTRODUCTION
the localisation landscape, which governs all the low-energy, localised physics. One can treat
finite problems so that boundary effects are accounted for, and yet push the algorithms to
very large system sizes, where alternative methods are completely impractical. The validity of
this theory is not restricted to a specific noise type, making it widely applicable to a range of
problems. An effective potential can be constructed, such that quantum interference effects
can be captured instead by quantum tunnelling through this effective potential. One can
predict the main regions of existence (referred to as “domains”) of the low-energy localised
eigenstates, reconstruct the eigenstates on these domains, as well as compute the associated
energy eigenvalues. Thus, Anderson localisation can be fully reinterpreted in this picture,
including the energy dependence of the localisation length. Very recently, LLT has been used
to support an experimental study of Anderson localisation [6]. Localisation landscape theory
is a very young theory; in this article, we will somewhat advance it, as well as demonstrate
how it may be used to make qualitative predictions for realistic experiments.
In this regard, to date, the vast majority of experiments on Anderson localisation with
cold atoms have examined the density profiles of wavefunctions expanding into a disordered
potential (usually speckle), using the variance to quantify the size of the cloud (e.g. [26,28,31–
33]). The exception is the recent study [1], where the authors chose to allow their wavefunction
to transmit through a region filled with random scatterers. A dumbbell geometry was chosen,
in line with earlier work [35,47–49], and the atomtronic LCR model suggested in these papers
was employed to analyse the data. With the appearance of new experimental approaches,
there is a need for a better theoretical description of such scenarios. Here we will show that
indeed much can be learned from a transmissive experiment, but we will advocate a different
key observable, proportional to the quantum-mechanical transmission coefficient through the
disordered potential.
Thus, at the outset, our goals in this work are several. First of all, we wish to find a simple,
intuitive picture that allows one to understand Anderson localisation conceptually. Second, it
is desirable to develop a framework that allows for the computation of key quantities easily and
directly, such that the theory is transparent to all. Finally, we aim to propose an experimental
scenario that cleanly exposes the essence of the physics, suggest what should be measured,
and by employing several theoretical methods, demonstrate how the observations are to be
interpreted, i.e. how one can extract meaning from the data.
1.1 Article overview
We begin by introducing the system of interest in section 2, and proceed to demonstrate
what can and cannot be learned from an exact diagonalisation of the Hamiltonian in section
3. From here, section 4 reviews known LLT, highlights its strengths and advantages, and
presents a quick survey of the effect of the key parameters on localisation. In section 5, we
expose new aspects of the physical significance of the effective potential of LLT. Then, in
section 6, we extend known LLT to calculate the localisation length, as defined by the length
scale of exponential decay in the tails of the eigenstates of the Hamiltonian, and directly
test the method by comparison to exact eigenstates. In the process, we develop a simple
and practical approximation to multidimensional tunnelling, discussed in section 7, which has
many potential applications in other contexts. Interestingly, the localisation length associated
with the eigenstates is shown to be a different quantity to that which would be probed by
transmissive experiments; the latter is crudely estimated in section 9.
Following a brief motivational discussion in section 8, section 10 moves on to propose an
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experimental configuration that would allow to unambiguously observe Anderson localisation,
and links the results of direct numerical modelling of such an experiment to the predictions of
LLT. An excellent observable is examined which is robust, readily accessible in experiments,
and has a clear physical interpretation. Moreover, it can be predicted from several theoretical
approaches, thus allowing for their direct comparison. We also elucidate the significance of
the energy distribution of the wavepacket used to probe the disorder and show how it may be
accounted for when making predictions for realistic experiments.
Furthermore, LLT enables us to naturally study finite-size effects and observe a dimen-
sional crossover from 1D to 2D as the width of the system is increased, as explored in section
11. Then, in section 12, we use LLT to compute the mobility edge, and test this prediction
using time-dependent simulations. Section 13 demonstrates that expanding wavepackets can
also be used to probe Anderson localisation (as opposed to translating ones), but the quan-
titative interpretation of the results is more involved. This study leads us to conclude that
there is a difference between localisation properties experienced by a wavefunction expanding
into the disorder and one that is transmitting through it.
Next, in section 14, we use LLT to demonstrate a connection between the Anderson model
for discrete disordered lattices and continuous 2D disordered systems, which provides powerful
new insights. Crucially, we complement our study by contrasting systems with randomly-
positioned scatterers to ones with a regular lattice in section 15. This allows to isolate the
effect of disorder and provides a means of testing whether the observed effects arise from
Anderson localisation or other mechanisms. Finally, in section 16, we consider the effect of
various secondary features that would be present in a realistic experiment. We study the
effects of acceleration and interparticle interactions in some detail, both of which are believed
to be detrimental to Anderson localisation, carrying out definitive tests and obtaining novel
understanding.
Conclusions are presented in section 17 and several ideas are discussed as directions for
a potential forthcoming investigation. Four appendices give technical details that enable
interested parties to fully reproduce our work. These focus on exact diagonalisation (appendix
A), an implementation of known LLT (appendix B), details on the numerical solution of
time-dependent partial differential equations (PDEs) used in the main text (appendix C),
and finally, the new LLT “technology” developed in our work here (appendix D).
2 System of interest
For the purposes of this article, we restrict our investigation to 2D; primarily, this is because
our work was inspired by the experiment [1], concerning Anderson localisation is 2D. Per-
forming an analogous study in 1D would be absolutely straight-forward as the computational
cost decreases significantly and all the numerical procedures, including LLT machinery, are
simplified considerably. Conceptually, it is clear that 3D could be treated by an extension
of our work here, but in practice, the computational cost will increase and the complexity of
the LLT methodology will grow as well. So far, LLT has been used in 3D in a limited capac-
ity (only to compute the localisation landscape and the density of states from the effective
potential; see section 4) – a full development is a matter for a future endeavour.
Thus, consider a (non-interacting) particle of mass m confined to a 2D plane, whose motion
is restricted to a rectangular region defined by x ∈ [0, L] and y ∈ [0,W ]. At the boundaries of
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this rectangular region, we impose Dirichlet boundary conditions, requiring the wavefunction
to vanish. The particle moves in an external potential V (x, y), so that the Hamiltonian is
simply
H = − ~
2
2m
∇2 + V (x, y). (1)
Because we are interested in studying Anderson localisation, the potential V (x, y) is taken as
a sum of Ns randomly-placed Gaussian peaks of the form
V0 exp
{
−(x− x0)
2 + (y − y0)2
2σ2
}
, (2)
constituting what is known as “point-like” disorder, chosen for its lower percolation threshold
[39].
This system could be experimentally realised with cold atoms as in [1], where an attractive
2D trap is used to contain atoms in a planar geometry, a repulsive custom potential gener-
ated by a spatial light modulator (SLM) allows the atoms to be confined to, for example, a
rectangular box, and Gaussian point-like scatterers are generated by imaging squares of light
produced by the SLM.
Next, we must introduce a set of dimensionless units, to be used throughout the paper.
Let ` be a typical physical length scale relevant for the problem (for example, ` ∼ σ). Lengths
will be measured in units of `, energy is units of E0 = ~2/(2m`2), and time in t0 = ~/E0.
Typically, for a cold-atom experiment such as [1], ` ∼ 1 µm, E0 ∼ 1 nK ×kB, and t0 ∼ 5 ms.
Note that the coordinates (x0, y0) of the Gaussian scatterers are drawn from a uniform
distribution of half-integers between [0, L/`] and [0,W/`], respectively. In all the simulations
to follow, L/` and W/` are further chosen as integers. This restriction is imposed to stay in
line with the discrete nature of the pixelated SLM used in [1] to both set the geometry and
produce the scatterers. In the case of this experiment, one could reasonably choose ` to be
the length of the side of the squares imaged on the SLM to produce the disorder.
The density of the scatterers is a more meaningful quantity to quote then their number,
especially when one wishes to examine the effect of system size. Therefore, we define a
dimensionless density, referred to as the fill factor, f , as
f =
Ns`
2
LW
. (3)
3 Exact diagonalisation
We begin our investigation by directly diagonalising (1) and inspecting the eigenstates and
energies, with the goals of (a) gaining intuition for our system and (b) checking whether useful
quantitative predictions may be readily obtained in this framework. Details on the numerical
implementation are given in appendix A.
As expected, the localised eigenstates lie at low energies, and the degree of localisation
decreases as the energy increases. This can be easily seen by eye when inspecting the eigen-
states, plotting |ψ|. An example is shown in Fig. 1, depicting nine low-energy eigenstates for a
particular noise realisation. Overall, as energy increases, the weight of the eigenstates spreads
out over a larger area (see Fig. 3 of [40] for another example). This process, however, is not
monotonic: occasionally we encounter very localised states with a fairly high energy, where
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most of the energy comes from the rapidly changing wavefunction rather than the spatial
extent and the associated potential energy. Also quite intuitively, if f or V0 are increased,
the strength of localisation increases and the area within which the weight of the eigenstates
is contained shrinks. Figure 2 demonstrates this by visually comparing the lowest energy
eigenvector for different combinations of f and V0. We see that both the fill factor and the
scatterer height are equally important parameters, influencing localisation properties just as
strongly.
Increasing the width of the scatterers σ also leads to stronger localisation (not illustrated),
because the area occupied by the Gaussian peaks increases, but the dependence on the scat-
terer width is not explored here. The shape of the scatterers also plays a role, of course, but as
long as the (“volume”) integral over a single scatterer is kept constant, the specific functional
form is expected to have a much weaker effect on the physics than f and V0. The shape of the
scatterers influences the spectral properties of the disordered potential, the relation of which
to a (possible) mobility edge2 could be investigated in the future.
Figure 1: Nine low-energy eigenstates of the Hamiltonian (1) for a given noise realisation
with L = W = 25`, f = 0.1, V0 = 20E0, σ = `/2, showing the absolute value of the eigenstates
as a colour-map. Note that all eigenstates are normalised such that the maximum is one so
that the values can be read on the same colour bar. We see that overall, the spatial extent
of the eigenstates increases with energy, quoted above each panel. However, occasionally,
very localised states are encountered at higher energies, on account of the considerable kinetic
energy such eigenstates carry.
Note that one may wonder whether the low-energy, localised states seen in Figs. 1 and 2 are
simply trapped in local minima of the potential V , formed by surrounding Gaussian scatterers.
This can be easily ruled out by visual inspection of the potential, as was in fact done in [40],
confirming that the localised nature of these states arises from quantum interference and not
classical trapping.
2The mobility edge is a cut-off energy as a function of disorder strength below which eigenstates are localised,
and above which they are delocalised.
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Figure 2: The lowest eigenstate of the Hamiltonian (1) for some noise realisations with
L = W = 25` and σ = `/2, showing the logarithm of the absolute value of the eigenstates
as a colour-map. Top left: f = 0.1, V0 = 10E0, top right: f = 0.2, V0 = 10E0, bottom
left: f = 0.1, V0 = 20E0, bottom right: f = 0.2, V0 = 20E0. We observe that the degree of
localisation is controlled both by the density of the scatterers and their height. The energy
eigenvalue is quoted above each panel: it increases as the area of the (node-free) localised
mode decreases.
9
4 LLT TO DATE
Next, let us consider how the localisation length may be extracted from the exact eigen-
states of (1). By definition, the localisation length is the length scale on which the localised
states decay exponentially, far away from the region where their main weight is concentrated.
This decay can be seen in Fig. 2 as a change of colour from dark red to red to orange to
yellow to green to blue, as the wavefunction gradually drops by orders of magnitude. The
localisation length increases with energy, depends on the strength of the disorder, and should
only be discussed in a configuration-averaged context.
If we inspect any one given eigenstate, assuming the energy is sufficiently low or locali-
sation is strong enough, there is usually only one peak – one local maximum – in |ψ|. If we
temporarily place our origin there and vary the azimuthal angle θ, then the curve |ψ(r)| along
different directions will certainly be different depending on θ. Still, we could average these
curves over θ, and attempt fitting an exponential function to the tail of the resultant. If the
peak is located in a corner of our rectangular system, for example, the average should only
be taken over those angles along which one has reasonable extent along r.
However, as energy increases (or localisation decreases due to changes in parameters), the
eigenstates develop a multi-peak structure: there are several “bumps” (see Fig. 1), and it is not
clear where to place our origin. Furthermore, the energy eigenvalues are of course quantised, so
any extracted localisation lengths from single-peak eigenstates need to be averaged over noise
realisations, only using eigenstates of roughly the same energy (binning within a reasonable
range). This makes such an approach very limited.
Now, a very common solution to this problem – heavily used in the literature (e.g. [26,28,
31–33, 50, 51]) – is to compute the spatial variance of the localised states instead. Since we
are working in 2D, we could tentatively examine the quantity[
∆x2∆y2
]1/4
, (4)
where the variance along x is
∆x2 =
〈
x2
〉− 〈x〉2 = L∫
0
dx
W∫
0
dy x2 |ψ|2 −
 L∫
0
dx
W∫
0
dy x |ψ|2
2 , (5)
assuming the wavefunction is normalised to one, and ∆y2 is defined similarly.
Figure 3 shows a typical low energy eigenstate, plotting |ψ| on a linear scale. The small-
amplitude yet large-scale structure seen on the logarithmic plots of Fig. 2, capturing the
exponential decay of the eigenstates away from their main region of existence, is completely
invisible on such a plot. The variance-based length scale of (5) reports only on the width of
the main peak seen in Fig. 3 – analogous to the full-width-at-half-maximum or the standard
deviation of a Gaussian peak. It measures the size of the main bump, but carries no infor-
mation on the exponential decay in the tails, and thus does not report on the localisation
length, as such. We therefore advise caution when using the variance to quantify localisation
properties, a common practice in the literature.
4 LLT to date
A powerful new theory has recently been pioneered by Marcel Filoche and Svitlana May-
boroda [40]: LLT is a purely linear theory which describes localisation effects, whether due to
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Figure 3: The lowest eigenstate of the Hamiltonian (1) for a given noise realisation with
L = W = 25`, f = 0.2, V0 = 20E0, σ = `/2, plotting ` |ψ| as a colour-map. The exponential
decay away from the main region of existence of the eigenstate is unresolvable on a linear
scale.
Anderson localisation or other factors. It carries the information contained in the Hamilto-
nian and its spectrum in a different, more accessible form. In particular, LLT yields intuitive
and transparent conceptual insights, as well as providing a framework where quantitative
calculations can be performed directly and simply. In this section, we provide an overview of
the main results and arguments of LLT known so far [40–46]. Technical details regarding our
numerical implementation can be found in appendix B.
The central object of LLT is the localisation landscape u, defined by
Hu = 1, (6)
where H is the Hamiltonian and u is required to vanish on the boundary of the system. It is
simple to prove that u is a real and positive function as long as V ≥ 0. In 2D, it is a surface,
and a typical example is shown in Fig. 4. We notice that the surface is “pitted”: it has
many local maxima and minima and a complicated shape, with features on an intermediate
length scale between the system size, and the size and spacing of the random scatterers. The
Figure 4: The localisation landscape u for a given noise realisation with L = W = 25`,
f = 0.1, V0 = 10E0, σ = `/2, viewed from the top and from the side.
significance of the localisation landscape arises from the inequality
|ψ(x)| ≤ Eu(x), (7)
where x is the position vector (keeping the system dimensionality general), ψ is an eigenstate
of H with eigenvalue E, normalised (without loss of generality) such that
max |ψ(x)| = 1. (8)
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Since the function u constrains the eigenstates from above (the effect of the energy will be
discussed later), it is sensible that the valleys of this landscape should play an important role
in confining the eigenstates: at its valleys, u is small and the eigenstates are forced down.
Thus, the so-called “valley network” is a collection of all the valley lines (anti-watersheds) of
u. Note that since we are interested in a 2D system, the valleys are indeed lines: in 1D, they
are points and in 3D, surfaces. The valley network divides the entire system into a collection
of “domains”, separated by valley lines, completed by the boundaries of the system itself.
However, not all valley lines must necessarily form closed structures – when localisation is
fairly weak, it is very common to have “open” valley lines that extend into the interior of
some closed domain without constituting part of a domain wall themselves. An example valley
network is presented in Fig. 5. The value of u on the valley lines is extremely important and
is discussed below. At this point, we simply remark that if the valley lines are plotted as
trajectories in x− y − u space, they appear as a collection of “bridges” (see Fig. 5), with the
top of each bridge being a saddle point and the low ends located at minima of u.
Figure 5: The valley network for the localisation landscape shown in Fig. 4. The blue and
red lines show the valleys; one blue and one red valley line emanates from each saddle point.
The extrema of the landscape are also shown as symbols (maxima in blue, minima in red,
saddles in green). The valley lines connect saddle points to minima, and each closed domain
contains a maximum. The “velocity field” of u is depicted by the small blue arrows (see
appendix B for the significance of the extrema and velocity field to the network construction
process). The right panel shows a rotated view, highlighting the importance of the value of
u on the the valley lines: as energy increases, the network is cut down from the top, moving
down, according to (9).
In fact, the domains defined by the valley network are of key importance: the eigenstates of
the Hamiltonian are localised such that their main weight lies precisely within these domains.
Superimposing the valley network on top of several of the lower energy eigenstates clearly
demonstrates this (see Fig. 6). Recall that the governing inequality (7) depends on energy.
Combining this with the normalisation of the eigenstates (8), we see that the valley lines only
effectively constrain the eigenstates where
u < 1/E. (9)
In other words, depending on the energy of the eigenstate, part of the valley network needs to
be dropped. As the energy increases, the “bridges” formed by the valley lines in x−y−u space
are cut down from the top – i.e. “breaks” in the domain walls start from the saddle points and
grow as energy goes up. This allows the higher energy eigenstates to extend to neighbouring
domains, leaking out through the openings in the domain walls. Several eigenstates are shown
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in Fig. 6, with the effective network superimposed, demonstrating the eigenstates extending
to occupy larger areas with increasing energy. In fact, this mechanism is one of the factors
behind the dependence of the localisation length on energy.
Figure 6: Some of the low energy eigenstates for the same noise realisation as used in
Fig. 4, showing the logarithm of the absolute value of the eigenstates as a colour-map and the
effective valley network as white and black lines. The first panel demonstrates the localisation
of an eigenstate to a single domain of the network, with any occupation in the other domains
resulting from decay across the valley lines from this single main peak. As energy increases,
the network shrinks (compare the first and last panels), allowing the eigenstates to spread out
over a larger area. In this example, all shown eigenstates apart from the first have independent
occupation of several domains. In many cases, we see several distinct peaks inside a domain:
this is an excitation of a mode higher than the fundamental one on that domain. An order of
magnitude drop in the amplitude of the eigenstates can be seen when a peak decays across a
valley line, as for example in the first panel.
Even when there are no breaks in the domain walls, however, u is practically never zero
on its valleys (merely small), which means that the eigenstates can leak out into neighbouring
domains, but the amplitude drops by an order of magnitude in the process. In contrast, within
a domain, the eigenstate amplitude remains a single order of magnitude. Both statements can
be confirmed by noticing the change in colour in Fig. 6 as one crosses a domain wall, while
within a domain, one colour dominates.
Now, let us discuss the importance of disorder for this picture. A prudent question is why
the valley lines contain the eigenstates, rather than just forcing ψ to be small at the valleys
and allowing it to spill out into adjacent domains with a large amplitude. As the authors
of [40] show, an eigenvector ψ can be non-zero in a given domain if the corresponding energy
eigenvalue E is close to the energy of a mode of the original eigenvalue problem (with Dirichlet
boundary conditions) restricted to that domain. If the global mode energy E does not match
a local mode energy, the (global) eigenstate weight is expelled from this domain. From this,
it follows that the shapes of the global mode and the local domain mode must match quite
13
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closely. Furthermore, a global eigenmode can extend across neighbouring domains if the
valley network has shrank sufficiently (due to a high energy value) to allow this “spillage”,
or if the two domains have nearly matching eigen-energies. This is why a noisy potential
creates localisation: it mismatches the eigenspectra of domains. More will be said about this
in sections 14 and 15.
The next major step forward in LLT came in Ref. [43], where it was realised that
WE = 1/u (10)
can be thought of as an effective potential for our problem, to some degree capable of replacing
V (see below and section 5). The essence of the effective potential is that quantum interference
effects in V are translated to ordinary quantum tunnelling in WE , which is much more familiar
and easier to work with. The valleys of u are the peak ranges of WE , and it is not surprising
that to cross them, the wavefunction must tunnel through the barriers and thus decays by an
order of magnitude. An example of WE is shown in Fig. 7, with “mountain ranges” (where
u has valleys) being the most prominent feature. One caveat of using WE , however, is that
since u has Dirichlet boundary conditions, WE diverges on the edges of the system. This is
not reporting on Anderson localisation (as opposed to the peaks of WE in the interior of the
global domain), and as such, we must avoid including the section of WE in the immediate
proximity of the system edges in any numerical calculations.
Figure 7: The effective potential WE for the localisation landscape shown in Fig. 4, viewed
from the top and from the side. The peak ranges of WE correspond to the valley lines of u
and govern both the localisation regions of the eigenstates and their decay outside of their
main domains of existence.
We now clarify in what sense WE is an effective potential for our system. If ψ is an
eigenstate of the Hamiltonian, the authors of [43] define φ = ψ/u, and rewrite the eigenvalue
problem for the Hamiltonian as
− ~
2
2m
[
1
u2
∇ · (u2∇φ)]+WEφ = Eφ. (11)
This has a similar form to the stationary Schro¨dinger equation, with WE replacing V and a
modified kinetic energy term. Two further potentially useful results are: for any state |ψ〉
〈ψ|H |ψ〉 = ~
2
2m
〈u∇(ψ/u)| u∇(ψ/u)〉+ 〈ψ|WE |ψ〉 , (12)
and
V −WE = ~
2
2m
∇2u
u
. (13)
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Next, Ref. [43] provides a simple and direct method of obtaining the number of states below
a given energy E – the integrated density of states. Starting from Weyl’s law, it is shown to
be proportional to
N (E) ∝
∫
WE(x)<E
√
E −WE(x) dx, (14)
with the proportionality constant dependent on the dimensionality of the system. This very
simple formula reproduces the density of states very accurately [43,44]. We will uncover other
important aspects of the physical significance of WE in section 5.
Another extraordinary feature of LLT is that it allows us to compute the fundamental
eigen-mode and -energy of the Hamiltonian eigenvalue problem restricted to each domain of
the valley network [44]. For the jth domain, we have
ψ(j) =
u
||u|| , (15)
Ej =
〈1|u〉
||u||2 , (16)
where 〈1|u〉 and ||u||2 are the integrals of u and u2, respectively, over the area of the domain.
Moreover, as discussed above, the low-energy eigenmodes of the full Hamiltonian that
only have strong occupation of a single domain with a single peak in the density are very
similar to the fundamental local state on that domain, and the eigen-energies are also in close
agreement. This can be readily verified by direct comparison of the exact eigenstates and
eigen-energies to the predictions of (15) and (16), as is done in Fig. 8. The chief difference
is that in the global eigenstates, some weight spills out into neighbouring domains. We can
estimate the amplitude of the full eigenstates outside of the primary domain via the following
method [43]. Define the energy-dependent quantity known as the Agmon distance:
ρE(x0,x) = min
γ
∫
γ
<
√
2m[WE(x)− E]/~ ds
 . (17)
Because only the real part of the square root is used, the integrand is zero if E exceeds WE
at position x. The integral should be minimised over all possible paths γ going from x0 to x,
and ds is the arc length. If we have a local domain eigenstate peaked at position x0, then the
full corresponding eigenstate will have amplitude at position x outside of this main domain
bounded by
|ψ(x)| . |ψ(x0)| exp [−ρE(x0,x)] . (18)
In a way, this tells us how the wavefunction decays across the barriers of WE and constitutes
another important aspect of its physical meaning. As the authors of [43] point out, the for-
mula (17) is commonly encountered in the context of the Wentzel–Kramers–Brillouin (WKB)
approximation in 1D (and higher dimensions). Further discussion of this equation, physical
insight, and practical computational considerations are given later in the article.
4.1 Advantages of LLT
Considering the fact that LLT reports on the information contained in the spectrum of the
Hamiltonian, one might wonder if it actually presents any significant advantages over tra-
ditional methods such as exact diagonalisation and Schro¨dinger evolution when it comes to
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Figure 8: Top: Eigenstate amplitude (normalised such that the maximum is one) for a given
noise realisation with L = W = 25`, f = 0.2, V0 = 21.33E0, σ = 0.48`. Columns 1 & 3 show
the exact eigenstates and 2 & 4 the approximation from LLT, equation (15). Going down
columns and then across, the shown eigenstates are numbers 1, 2, 5, 6, 7, 12, 14, 17 in the
spectrum, ordered by increasing energy. Bottom: the corresponding eigen-energies, computed
exactly (red diamonds) and calculated from LLT according to (16) (blue circles). It is clear
that the local fundamental modes and energies are well approximated by LLT.
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describing Anderson localisation. For one, exact diagonalisation cannot be pushed to very
large system sizes. The “active area” (filled with disordered scatterers) used in [1] was very
large, and it is not simple to push the numerical algorithms to such extensive sizes. Paral-
lelising such a problem is difficult and memory constraints are also an issue. Simulating time
evolution (described later) suffers from the same limitations, with the additional problem that
resolving high energy components requires a fine grid, which makes the computational cost
scale up with system size and energy. On the other hand, LLT relies on the one-off solution
of a stationary PDE which can be done very efficiently even for extremely large systems (see
appendix B), and one immediately gets information about the behaviour of all energy com-
ponents through the effective potential WE . Another key strength of LLT is the ability to
learn about finite size effects (this will be illustrated later).
4.2 Effect of parameters
We can easily use LLT to investigate (at this stage, qualitatively) the effect of the different
parameters in our system on localisation. Increasing either f or V0 unambiguously strengthens
localisation (Fig. 9). This manifests as denser valley lines, forming smaller domains, with the
value of u on the valleys significantly reduced. The number of valley lines that are not part
of closed domain walls reduces. Simultaneously, the peak ranges in WE become much taller.
In fact, the entire localisation landscape u drops to smaller values. All these factors are in
agreement with one another and point to stronger Anderson localisation upon increasing the
density or height of the scatterers, consistent with what we have learned by examining the
exact eigenstates in section 3. The width of the scatterers σ has a similar effect, but it is not
studied here and therefore not illustrated.
5 The effective potential
So far, LLT has given us several extremely useful results involving the effective potential WE
which allow to make physical predictions for a system with real potential V – in our case,
a disordered one. In particular, WE controls the regions of localisation of the eigenstates at
different energies, the density of states according to Weyl’s law (14), and the decay of the
eigenstates through the valley lines according to the Agmon distance (17). While the authors
of [43, 44] motivate this remarkable success of the effective potential by the auxiliary wave
equation (11), it appears that WE may, to a good approximation, be able to replace V in the
real Schro¨dinger equation, directly in the Hamiltonian (1). In this section we test to what
degree this statement is valid.
First, we check whether the eigen-states and -energies of H with WE are similar to those
of H with V . To some extent, this is indeed the case, as demonstrated in Fig. 10. The energy
spectrum seems very similar up to a global energy shift, while the eigenstates themselves are
closely correlated for sufficiently low energies. We find that for eigenstates that are localised
to a handful of domains, involving fundamental local modes, the similarity is immediately
obvious. Once localisation is weakened (due to an increase in energy) to allow the occupation
of many domains (possibly in excited local states), the correlation is lost. If Anderson local-
isation is strengthened (by increasing either or all of V0, f , σ), more low-energy eigenstates
match between the spectra of H with V and H with WE , and the agreement between the
eigenstates is improved.
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Figure 9: The valley network (top), localisation landscape (middle), and effective potential
(bottom) are shown for the same parameters as in Figs. 4, 5, 7, except that in the left column,
we set V0 = 20E0 and in the right, f = 0.2. The networks are denser, the entire surface of
u (including its valleys) is lower, and the peaks in WE are higher compared to the case of
V0 = 10E0, f = 0.1, indicating a stronger degree of localisation.
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Returning to the energy shift between the eigenvalues in Fig. 10, the energies arising
from diagonalising H with WE always lie higher than their counterparts using H with V .
Precisely the same trend is seen in Fig. 8, where the approximate eigenstates and eigenvalues
are reconstructed from the localisation landscape u, avoiding numerical diagonalisation. This
is very likely linked to the fact that in both cases, the approximate LLT eigenstates are
a little more spread out than the exact. Since both V and WE are positive functions, if
an eigenstate has additional non-zero weight in some region of the system, its contribution
would be to increase the potential energy. On the other hand, the more tightly-localised
exact eigenstates would have more rapidly changing wavefunctions (as they decay to zero
within a smaller area), and consequently, higher kinetic energy. It would thus appear that
the difference in potential energy between exact and approximate eigenstates is larger than
in the kinetic energy. Curiously, we observe that the energy shift seen in the top panel of
Fig. 10 seems roughly equal to the value of WE in its local basins, which was tested for many
sets of parameters and several noise realisations. As a final note, we will see shortly that
transmission in the effective potential always happens more readily than in the real. This
may be explained by the observation that the eigenstates of H with WE are somewhat more
extended than the exact and have higher overlaps.
Next, let us consider time evolution (see appendix C for details on implementation). In
light of the apparent physical significance of WE , one would hope that a low energy wavefunc-
tion would evolve similarly in WE and in V . We begin by placing a 2D Gaussian wavepacket
3
at the centre of the system. The initial condition (up to normalisation) reads
ψ = exp
(
− r
2
4σ¯2
)
, (19)
where r is the radial coordinate centred on (L/2,W/2), σ¯ = ` (for this example), and the
state has energy E ≈ 0.5E0. Snap shots of the density are shown in Fig. 11 and reveal
that indeed there is a visible similarity between the expansion of the wavefunction in the two
potentials, although the state overlap drops quite rapidly. The effective potential generally
allows for a better transmission than the real one (we will see this in many examples later on),
but a strong correlation is undeniable. Of course, as time goes on, the two evolving states
become less similar. More faithful agreement can be obtained if localisation is strengthened
by changing parameters, or if a lower energy wavefunction is used. An important aspect is
the energy distribution of the wavefunction, discussed in section 13. In our case here, the
Gaussian is well-localised in position space, and therefore covers quite a broad momentum
range. The behaviour of the high energy components will not be captured well by evolution
in the effective potential, as we will see shortly.
In the case just considered, a wavefunction with stationary centre of mass (CoM) dynamics
was initiated inside the disordered potential and allowed to expand into it. Now we introduce a
transmissive scenario, to be studied in more detail later (section 10). First we have to slightly
modify the geometry of the system we are examining. The region occupied by the potential
scatterers remains precisely the same, x ∈ [0, L], y ∈ [0,W ], but we add empty “reservoirs” on
either side of the disorder where the potential is zero. These occupy x ∈ [−R, 0], y ∈ [0,W ]
(first reservoir, R1) and x ∈ [L,L + R], y ∈ [0,W ] (second reservoir, R2). Usually, we
choose R = 30`, just large enough to contain the initial condition that will be used. In the
transmissive scenario, a wavefunction with CoM translation starts out in R1 and goes through
the disorder, finally arriving in R2.
3The use of similar probing waves was independently suggested by [52] and used in the experiment [53].
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Figure 10: Low-energy eigenspectrum (top) and six of the lowest eigenstates with L =
W = 25`, f = 0.1, V0 = 10E0, σ = `/2, showing the logarithm of the absolute value of the
eigenstates as a colour-map (bottom). A direct comparison is drawn between the spectrum
of the Hamiltonian (1) with potential V and with WE for the same noise realisation. The
eigenvalues seem very similar, up to a global energy shift. In the bottom panel, going across
the rows, we plot consecutively the nth eigenstate using V and the nth eigenstate using WE ,
alternating between the potentials before increasing n. Thus the first and second panels can
be directly compared, the third and fourth, etc. Up to the fifth eigenstate, the correlation
between the mode shapes is clear. From the sixth eigenstate onward, there is no visible
relation between the eigenmodes of the Hamiltonian with the two potentials.
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Figure 11: Top panel: Density profiles (all normalised such that the maximum is one so that
the values can be read on the same colour bar) during time evolution of the initial condition
(19) centred on (L/2,W/2) with σ¯ = `, for the same parameters and noise realisation as used
for Fig. 10. Columns 1,3,5 show evolution in V and 2,4,6 in WE . Time starts at t = 0 and
advances by t0/2 in each snap shot, going down columns, then moving on to the next pair
of columns. Indeed there is a visible similarity between the expansion of the wavefunction in
the two potentials. Bottom panel: state overlap between the wavefunctions evolving in V and
WE as a function of time for the simulation in the top panel.
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The most common initial condition we will use in this set up is a 1D Gaussian wavepacket
(Gaussian along x and uniform along y), which is fairly wide in position space and therefore
has a rather localised energy distribution. The functional form is simply
ψ = exp(−ik0x) exp
[
−(x+R/2)
2
4σ¯2
]
, (20)
where we leave out the normalisation constant. In this case, we have initialised the 1D
Gaussian at the centre of R1, but by changing the shift of x, we can place it in other locations
as well (this will be required later in the paper). Figure 12 demonstrates the transmission
of such a wavepacket with σ¯ = 5`, k0 = 1/`, so that the momentum distribution is quite
localised and the mean energy is E ≈ 1.17E0. Only at fairly late times significant differences
arise between simulations using V and WE for the potential, but the state overlap of the
two wavefunctions decreases rather quickly. Whenever there is a strong difference between
the two potentials, WE always allows the wavefunction to spread / transmit farther and more
freely. By varying k0 we can easily change the energy of the probing wavepacket to address the
question under what conditions can WE approximate V well? The most accurate, although
perhaps not so useful, answer we have been able to find is that this substitution works well
as long as the dynamics are fairly localised. In other words, as energy increases, the validity
of replacing V by WE becomes questionable. Of course for weaker or sparser disorder, the
range of energies where the replacement works well is much smaller.
To conclude, we have shown that WE can to some degree replace V directly in the
Schro¨dinger equation, both in terms of the eigen-values and -vectors, and in terms of time
evolution in expansion and transmission. This understanding explains why general quantum-
mechanical results based on the external potential serve to give useful physical predictions for
a particle moving in V if WE is used in these formulae instead of V .
6 Eigenstate localisation length
In this section we extend LLT to compute the localisation length, defined as the length scale of
exponential decay in the tails of the eigenstates of the Hamiltonian. A combination of several
LLT concepts allows for the development of a general methodology that can be applied to other
systems, with other kinds of disorder, or in other dimensions. Technical details regarding the
implementation can be found in appendix D. We explicitly test our ideas by direct comparison
to exact eigenstates. Before introducing our new method, however, we remind the reader of
the alternative approaches available to date.
6.1 Literature review
The computation of the localisation length is by no means straight-forward. For continuous
systems, a rough estimate can be obtained by setting the renormalised diffusion coefficient,
derived in the limit of weak scattering where it is only slightly reduced from its classical value,
to zero [4, 54]. While the resulting analytical formula is not expected to be accurate, it is of
course convenient, and is thus used by many researchers [25, 38, 39, 52]. The diffusive picture
is in general often employed to describe Anderson localisation, even though it is strictly
inapplicable in this limit [25, 38]. A rigorous calculation can be performed using Green’s
functions [4, 54, 55], but it requires many assumptions regarding the nature of the disorder
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Figure 12: Top panel: Density profiles (all normalised such that the maximum is one so that
the values can be read on the same colour bar) during time evolution of the initial condition
(20) with σ¯ = 5`, k0 = 1/`, R = 30` for the same noise realisation and parameters as in
Fig. 10. Columns 1,3,5 show evolution in V and 2,4,6 in WE . Time starts at t = 4 (after
the atoms enter the region with the scatterers) and advances by t0/2 in each snap shot, going
down columns, then moving on to the next pair of columns. Significant differences between
evolution in the two potentials only become evident in the last four snap shots shown. Bottom
panel: state overlap between the wavefunctions evolving in V and WE as a function of time
for the simulation in the top panel.
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and is quite involved. On the other hand, Green’s functions can be used to extend the classical
diffusive picture into the weakly-localised regime by computing the correction to the diffusion
coefficient [4, 38, 54], and even push this picture into the strongly localised limit by making
the renormalised diffusion integral equation self-consistent [4, 38,54,56].
Another approach to obtain the localisation length is the Born approximation, commonly
utilised for weak scattering [39, 52, 57]: here, one takes the total wave in the extended scat-
tering body as the incident wave only, assuming that the scattered wave is negligibly small
in comparison. Understandably, this method is inaccurate for strong disorder. Exact time-
dependent simulations with the Schro¨dinger [39,50,52,58] or Gross-Pitaevskii [1,51] equations
can be used instead, but this approach is somewhat of a “brute force” one, as discussed in the
general introduction of section 1. Finally, access to the localisation length directly through the
eigenstates of the Hamiltonian is hampered by practical considerations (as we have shown).
Other, more model-specific methods have also been employed in the literature: [59] solved
the Schro¨dinger equation via a random walk on a hyperboloid, [60] derived a non-linear
wave equation to extract the Lyapunov exponents corresponding to the linear problem of
interest, [61] solved the kicked-rotor model analytically, and [62] derived analytical expressions
relevant for the weak disorder limit.
For discrete models, a plethora of methods to calculate the localisation length likewise ex-
ists. The most renowned is of course the transfer matrix method, allowing for the calculation
of Lyapunov exponents and thus the localisation length [63–71]. Such calculations have com-
monly been used to confirm the predictions of finite scaling theory [66,69]. While often used
together, transfer matrices and Lyapunov exponents have been combined with other elements
to obtain the localisation length: the former with analytical continuation [72] to compute
moments of resistance and the density of states, and the latter in a perturbative expansion,
with numerical simulations of a quantum walker [73]. The Kubo-Greenwood formalism has
also proved highly successful [37,66,74].
Green’s functions have been as invaluable for discrete systems as for continuous [55, 57,
58, 66, 75, 76], allowing for renormalisation techniques to be applied [76, 77], or alternatively
scattering matrices, treated with the Dyson equation [55]. Out of these references, [75] exam-
ined the off-diagonal elements of the Green’s matrix as a localisation order parameter, [58] the
distribution of eigenstates which was related to the spatial extent of the eigenstates, [55] the
characteristic determinant related to the poles of the Green’s function, and Ref. [76] developed
a renormalised perturbation expansion for the self energy. Recursion formulae encoding the
exact solution [78, 79] can also sometimes allow one to calculate the localisation length (and
the density of states [79]).
Out of the studies above, 1D [52, 58–61, 63–65, 72, 73, 75, 76, 78, 79] and 2D [38, 39, 50,
52, 55, 57, 62–70, 77] models have been numerically explored far more thoroughly than three-
dimensional (3D) [52, 69, 75], simply because of the increased computational requirements
of higher-dimensional spaces. Possibly the most heavily studied model of localisation is the
Anderson model, also known as the tight-binding Hamiltonian [4, 55, 57, 58, 64–69, 71, 72,
74–78, 80–85], but other examples include the kicked rotor [61] (formally equivalent to the
Anderson model), the Lloyd model [58, 63], the Peierls chain [79], a quantum walker [73],
and the continuous Schro¨dinger equation [50, 58, 59], with either a speckle potential [38, 51],
delta-function point scatterers [52,55], or more realistic Gaussian scatterers [39].
We now demonstrate how the localisation length can be obtained from LLT, a method
that can be applied to continuous systems with any potential (as long as V > 0 to satisfy the
applicability requirements of LLT), for any strength of the disorder, and which will provide
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accurate results for a range of (reasonably low-lying) energies. Our description is in 2D, a 1D
version is much simpler and can be implemented with no additional effort, while a 3D version
can be eventually developed by a direct extension.
6.2 Outline of the LLT method
Recall that LLT has taught us that the low-energy eigenstates are localised inside domains
of the valley network, and must tunnel through the peaks of the effective potential in order
to spread to neighbouring domains. Within any given domain, there is nothing to induce
exponential decay – the decay does not happen continuously (as commonly believed), but in
discrete steps, every time the wavefunction crosses a valley line. This was originally shown in
Ref. [43], but is also visible in essentially all the figures depicting eigenstates in the sections
above. Furthermore, valley lines which are not part of a closed domain are irrelevant, as the
wavefunction simply goes around them without losing amplitude.
If we approximate the domains on average as circular in shape and denote the diameter
D, then every distance D, the wavefunction undergoes a decay. The cost of crossing a valley
line will be determined by the Agmon distance (motivated later), so we may safely use the
symbol ρE to denote the exponent, such that the amplitude of the wavefunction drops by a
factor of exp(−ρE) on average every time. Combining these two quantities, we see that the
localisation length is simply given by
ξE = D/ρE , (21)
where the subscript E on ξ stands for “eigenstate”, to differentiate it from the quantity
examined in section 9. Remarkably, the difference between D and ξE was already realised
in [76].
Now, evaluating ρE between any two arbitrary points in the x − y plane is extremely
difficult, as discussed in section 7. However, this is not strictly necessary for our purposes.
With the understanding that the system is divided into network domains, we can estimate
the Agmon distance between the minima of WE (equivalently, the maxima of u), considering
only nearest neighbour domains. In other words, if we have two neighbouring domains (which
share some common segment of domain walls), we aim to find the least-cost path, according
to (17), that connects the two unique maxima of u which reside in these domains. Evaluating
ρE along this path would then be straight-forward.
Again, formally, finding the true least-cost path is a difficult task. We have found an
approximate solution to this problem that seems much simpler to implement compared to
all currently known alternatives, while not sacrificing much in terms of accuracy at all (see
section 7 to gain perspective). As explained in appendix B, the valley lines are the paths of
steepest descent, starting from each saddle point and ending at minima of u (valley lines may
also terminate by exiting the system). Consider now curves that start from the saddle points
and follow paths of steepest ascent, ending at maxima of u. Each saddle point thus links two
maxima of u, and the curve formed in this way is the lowest-lying path on the inverse landscape
WE that connects the two minima of WE in question. Figure 13 first shows an example of
the valley network as originally defined, and then with open valley lines removed (as they do
not matter for eigenstate confinement and decay) and the minimal paths connecting maxima
of u through the saddle points overlaid.
We will use these paths to compute ρE between any two neighbouring maxima of u. First
of all, we highlight that the Agmon distance is an energy-dependent quantity. Thus, along
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each path, the integral in (17) must be done separately at each energy of interest, E. Now,
generally speaking, any two neighbouring domains have several common saddles on the shared
section of their domain walls. At each energy, we must choose the minimal path which has
the smallest Agmon integral out of the finite, discrete number of available options (which
is computationally trivial). The path integral along that curve then becomes the Agmon
distance ρE between the domain maxima in question at the energy considered. This must be
done for all neighbouring domains and at all energies in any given landscape u.
As pointed out, ρE between neighbouring domains is an intrinsically energy-dependent
quantity. Once the energy is so high that the saddle point of the minimal path on the
effective potential WE is below E, the cost of crossing from one domain to the other vanishes:
ρE becomes zero as a break develops in the domain wall separating the two maxima of u.
For our computation of ξE , we need the average of all non-zero ρE across the 2D system as
a function of energy, but we also need to compute the domain area to extract the diameter,
D. This requires integrating over the individual domain areas (at E = 0), averaging over
all domains, assuming the area is that of a circle, and computing the diameter. However,
as energy goes up and domain walls break down, domains effectively merge, so that the
area increases with energy as well. This domain merging is fully taken into account in our
calculations.
To summarise, the main steps of the calculation are as follows. Take a precomputed
valley network, remove any open valley lines and calculate all the “minimal paths” connecting
saddles to maxima of u. Next, identify the valley lines (and potentially segments of the system
boundary) that form the domain walls for each domain and perform local, on-domain integrals
(for now we only need the area, so the integrand is one). From here, identify all saddles
linking any two neighbouring domains, calculate the path integral in (17) over all linking
paths between them, and finally obtain ρE by choosing the smallest of the integrals at every
energy. Then for each noise configuration, the mean of ρE is computed over all neighbouring
domain pairs, and the mean domain area yields the diameter D. Both of these quantities are
energy dependent: zero-cost links are excluded from the average of ρE and domain areas are
merged as the walls between them break down. Finally, many noise configurations need to be
averaged over to get a reasonable estimate of the localisation length.
We remark that this calculation can be performed for any given localisation landscape as
long as it has extrema. This includes, in particular, cases when the potential V is regular
and Anderson localisation is impossible. The resulting “localisation length” is then of course
meaningless. It is up to the researcher performing the calculation to identify cases when one is
dealing with localisation before attaching any significance to the result. This can be done by
examining the fundamental on-domain eigen-energies, and ensuring that they are randomised,
as explained in detail in sections 4 and 14.
6.3 Test of decay constants
We have just outlined a proposed method for computing the localisation length. While there
can be no question that the areas of the domains and the derived mean distance between
the valley lines really give us the desired physical quantities (as long as they are calculated
correctly, which has been tested), the decay constant from one domain to another, ρE , is a
different matter entirely. As will be discussed in section 7, the level of approximation involved
is very high, and there is no a priori assurance that our method yields numbers which faithfully
capture the decay of the eigenstates. Therefore, a direct test is in order. This can be done as
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Figure 13: The original valley network (top) for some given noise realisation with L = W =
25`, f = 0.06, V0 = 5E0, σ = `/2, and the same network after all “open” valley lines have
been removed (bottom). Both panels plot the valley lines in red and blue. The extrema of
u are also shown, as usual (maxima in blue, minima in red, saddles in green). The bottom
panel displays in addition all candidate approximate paths of least cost with respect to the
Agmon metric as green and black lines, connecting neighbouring maxima of u through the
linking saddle points.
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follows: for the same noise realisation, we perform the full LLT calculation, as well as find the
low energy eigenstates by exact diagonalisation. Now, we know that within each domain, the
wavefunction remains roughly constant (same order of magnitude). Therefore, we integrate
|ψ| over the domains, and divide by the domain areas to get the average of the wavefunction
amplitude on each domain.
Then, by visual inspection of the eigenstates, we find examples of eigenstates and domain
pairs where it is clear that the wavefunction tunnels from one domain to the other, as opposed
to an independent occupation of the two domains. We also avoid higher local modes than the
fundamental. Having identified suitable candidates, we take the ratio of the mean amplitudes
on the two domains and compute the logarithm. The resulting number is equivalent to ρE
from LLT, the exponential cost of going specifically between these two domains (in this noise
realisation), at an energy equal to the eigenvalue corresponding to the eigenstate examined.
We have performed this test, and the results are shown in Fig. 14. A clear correlation
is seen, whether the predictions of LLT are compared to the eigenstates of H with potential
V or WE . The performance of the LLT method is equally good for arbitrary strengths of
localisation (compare sparse and dense scatterer results), simply because the only numbers
included in the test are those for which the eigenstates and domains chosen are sensible
(sufficiently low energy, correct local modes, decay as opposed to independent occupation,
etc.). Of course there is scatter about the identity function, but since much averaging is
performed during the calculation of ξE , this scatter will disappear in the mean. This gives us
confidence in the validity of our novel computational method.
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Figure 14: Exponential decay cost linking two neighbouring domains, plotting the values
measured from exact eigenstates and LLT against each other. There is a very clear correlation
between them: the data points fall nicely around the identity map, shown as a black solid
line. All data points presented were obtained for a system with L = W = 25`, V0 = 21.33E0,
σ = 0.48`. Blue and red circles have f = 0.02, with blue coming from diagonalising H with
WE and red with V , while green squares used the real potential V and f = 0.1.
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6.4 Effect of parameters
Let us examine the localisation length obtained via the prescription given in this section.
Figure 15 shows ξE computed from LLT for different densities of the scatterers (the same
densities are examined in both panels), comparing low and high scatterers between the panels.
The higher f , the smaller ξE , as expected. The system length in the bottom panel is twice
that in top, which has the effect of increasing the localisation length due to finite size effects,
as shown in Fig. 16. Finite size effects are studied methodically in section 11, where we find
that these are visible when at least one dimension of the system is smaller than the mean
distance between the valley lines. Furthermore, localisation weakens with increasing system
size, but this trend is not strong and can easily be obscured by fluctuations arising from either
working in a regime where finite size effects are very small, or where localisation is weak and
much more averaging needs to be performed to obtain accurate results. This is precisely what
we see in Fig. 16: there is no clear pattern to ξE as L is increased at constant scatterer density,
but there is always an initial increase for L changing from 25` to 50`. This initial increase
persists at higher V0 and higher fill factors. Despite this, it is absolutely obvious that at low
V0 the localisation length is much larger than at high V0 (see Fig. 15). Increasing the width
of the scatterers also decreases the localisation length, but we do not simulate this directly in
this paper.
Each of the curves in Figs. 15 and 16 is only shown over the range of low energies where
it can be trusted, i.e. where the curve is fairly smooth and monotonically increasing. We
have verified that the structure seen at higher energies (in particular, the local maximum, the
discontinuous jumps, etc. – see the inset of the bottom panel of Fig. 15) is all simply due to
the fact the system has a finite size, combined with insufficient averaging (we use 20 noise
realisations) because the network thins out so much by that point. To explain, as energy
increases, domains merge and their area grows in discontinuous jumps every time a domain
wall breaks down. Once the average merged domain area becomes limited by system size
(i.e. if the system was larger, more domains would have joined each cluster, but because there
aren’t any more domains, the cluster area stops growing), the calculation cannot be trusted
anymore. At this point, the calculated ξE(E) deviates from the expected monotonically
increasing trend.
Furthermore, as energy increases, more and more of the domains merge and the Agmon
distances linking neighbouring domains vanish. Thus the number of measurements being
averaged necessarily decreases, which deteriorates the quality of the final curve. Note also
that once E exceeds all saddle points, ξE diverges to infinity and ceases to exist, at which
point our curves must terminate. This is a predicted mobility edge, and it is studied further in
section 12, where we find evidence suggesting that this prediction is unphysical. Thus, even if
one could handle infinite systems numerically and remove the noise in ξE , we will conclude in
section 12 that LLT cannot be trusted at high energies, and with it, the extracted localisation
length.
As already pointed out (and demonstrated in Fig. 15), ξE(E) depends strongly on both f
and V0, so that one might wonder as to the precise functional form of this dependence. This
is a highly non-trivial question. There is no guarantee in general that an analytical expression
can be written down at all, let alone a simple one. Perhaps an expansion in an asymptotic
limit could yield a simple, analytical formula for the localisation length as a function of the
parameters of the noise, but obtaining accurate numerical data in these regimes is envisioned
to be rather difficult. For the purpose of the present article, we mostly leave this investigation
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Figure 15: The eigenstate localisation length ξE computed for different scatterer densities
(the same colour is used for the same density in both panels; see legend) and different scatterer
heights: V0 = 5E0 in the top and V0 = 20E0 in the bottom panel. Other parameters are
W = 25`, σ = `/2 common to both panels, while L = 25` in the top and L = 50` in
the bottom panel. The inset in the bottom panel shows the f = 0.04 curve over a larger
energy range to demonstrate the numerical noise obtained from the calculation, and the axes
labels are the same as for the main figure. The localisation length increases with energy: the
behaviour at high E is artificial (see inset and the text for details) and therefore is not shown
for the majority of the data. In addition, ξE strongly decreases with increasing scatterer
density and height.
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Figure 16: The eigenstate localisation length ξE computed for different system lengths
(see legend). Other parameters are W = 25`, σ = `/2, V0 = 5E0, f = 0.06. Initially the
localisation length certainly increases as L is increased (this has been confirmed in many other
cases), but then there is no consistent pattern: the differences that are seen at higher L are
simply fluctuations (see discussion in the main text).
for future work, only conducting a single, simple test of the analytical formula in 2D
ξ ∼ `e exp
(pi
2
ke`e
)
, (22)
where `e is the mean free path and ke the wavenumber associated with the energy at which
the localisation length is evaluated. We recall that this formula is not expected to be entirely
correct as it is derived by first assuming weak localisation and then forcing the diffusion
coefficient to zero [4, 54] (in addition, we do not have white noise or an infinite system).
One may relate the mean free path to the fill factor rather trivially by simple geometrical
arguments, yielding `e ∝ 1/
√
f , and then fit the numerically-obtained ξE as a function of fill
factor to
ξ ∼ a√
f
exp
(
b√
f
)
(23)
with energy held fixed. By examining the dependence of the fitted parameters a and b on
E ∝ k2e , we can judge whether the formula (22) is supported by the numerical data. We have
carried out this test for a large system (L = 75`,W = 25`, well beyond the regime of visible
finite-size effects; see section 11) with high scatterers (V0 = 21.33E0), varying fill factor over
a wide range (f ∈ [0.02, 0.2]). An uncertainty for ξE may be evaluated by computing the
standard error in the domain area A and the decay coefficient ρE , and then propagating them
to find the standard error in ξE [see equation(21)]. Upon performing standard nonlinear
fitting4, we found that the coefficients a and b indeed varied smoothly with E, which was
4In order to ensure the quality of each individual fit was of sufficiently high quality, we had to remove (a
variable number of) the lowest fill-factor data points.
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encouraging. Moreover, the b coefficient was fairly consistent with a b ∝ √E dependence, as
expected from equation (22). On the other hand, a was not independent of E, as (22) predicts,
but appeared to vary linearly with 1/E. This is not only contradictory to the formula (22),
but also dimensionally inconsistent, which suggests that this functional form is incorrect in our
case. This is not alarming, however, because one cannot expect this formula to be applicable
due to the way and the conditions under which it was derived. Thus, the true functional
dependence of ξE on f and V0 in our system remains an open question.
A final prudent remark is in order. Finite size effects can manifest as a dependence of
localisation properties on the size of the system, which certainly vanishes as the size of the
system increases to infinity. In section 11 we will see an example of precisely that. In brief,
as long as L,W  D, one may consider the results converged to the infinite limit. Of course,
D depends on the energy and the properties of the noise: weaker localisation implies larger
D, and requires larger systems to measure its attributes properly. However, as soon as this
condition is satisfied, we can trust our results. This means that one does not necessarily need
to model very large systems to predict their behaviour: a numerical treatment of a smaller,
but sufficiently extensive, system will provide the same information. Furthermore, we have
two ways of checking whether the results are converged: compare D to L,W or change the
system size slightly and check for the effect.
7 Multidimensional tunnelling
The Agmon distance of LLT (17), including minimisation over all paths connecting the two
points in space, gives a prescription to predict the decay of eigenstates through the barriers of
WE as they tunnel out of each domain – a local potential well – and spread across the system.
In the previous section we have heuristically outlined and tested a method to quantitatively
estimate ρE between neighbouring domain minima of WE , avoiding the path minimisation
stage, but using the usual expression for the integrand along the path.
Multidimensional tunnelling is in fact an old and thoroughly-investigated problem. Of
course, brute force quantum mechanical calculations are possible, but physicists have been
striving to obtain insight into the process by generalising the WKB approximation to di-
mensions higher than one to describe it. In 1D, WKB is a straight-forward and methodical
approach (see, e.g., [86]) – a controlled approximation that is fully understood. The general-
isation to several dimensions is a different matter entirely: there is a large body of literature
developing and discussing different methods, their limitations, suggesting improvements, and
utilising these techniques to solve practical problems. In this section, we will provide an
overview of this topic, to place our method of section 6 in perspective.
Let us see where the result (17) comes from. The starting point of the derivation is usually
the Feynman propagator, none other than the Green’s function of the system. One has to
go through a series of approximations, listed below, in order to arrive at this semi-classical
formalism:
1. The propagator is expanded in powers of ~, and only the zeroth order term is retained5
[87, 88].
2. Next, one usually assumes that Hamilton’s principle function is pure imaginary [87,89,
5An equivalent approach is to write the wavefunction in polar form and expand the phase similarly.
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90].
3. In principle, if we want to use the Feynman propagator to describe tunnelling from one
region of space where the wavefunction is initially contained to another, we must consider
all source points, all target points, and all possible paths to arrive from each source to
each target point. In the simplest approximation, one uses the fact that the contribution
of the classical path is the largest, and as we move away from it in configuration space,
the contribution of the other paths is exponentially suppressed. Therefore, one usually
only examines the classical path, or at most a “tube” of paths around the classical one.
Moreover, it is common to only consider one source point (at which the wavefunction is
maximal) and one target point (say the minimum in the potential on the other side of
the barrier). The classical trajectory method was developed and used in many papers,
e.g. [88, 91–93], and relies on minimising the action via the Euler-Lagrange equations.
Assumption 1 is already a strong limitation, and to the best of our knowledge, first order
solutions were only ever obtained in the classically allowed region [87]. However, taking ~→ 0
is the essence of the semi-classical nature of the method, and not much can be practically
done to overcome this approximation.
Assumption 2 is certainly not generally justified [87, 89, 90]. These three references have
superbly dealt with the case of a general complex action, and demonstrated that a geometrical
ray construction, following two surfaces (equi-phase and equi-amplitude) along two orthogonal
paths, is necessary to solve the problem in earnest. They have proven that the imaginary
action approximation breaks down if one considers a general incoming wavefunction, incident
on a barrier such that its k-vector is arbitrarily predetermined. It has also been argued that
this approximation can even fail for tunnelling out of a potential well [90]. The geometrical
construction proposed in these papers is extremely involved, and completely impractical for
our purposes.
While in principle, accuracy could be improved by including more than one source and
target point, as well as considering multiple paths as in [88], all three simplifications of the
third assumption are essential for our case: we cannot afford (computationally) to calculate
many paths or to describe each domain by anything more than the point at which WE attains
its minimum. This is simply because the calculation needs to be done so many times that it
is simply impractical.
The usual final form of the semi-classical approximation in the forbidden region involves
solving the classical equations of motion with negative the potential and the energy, or equiv-
alently, in imaginary time. The differential equations are based on Newton’s laws, imposing
energy conservation as a constraint, and seek out the path of minimal action. In the context
of tunnelling out of a potential well, the trajectory is usually required to pass through the
turning surface (where kinetic energy vanishes) normally, so that it can connect smoothly to a
classical trajectory in the allowed region. On the turning surface, the velocity is aligned along
the gradient of the potential [88, 93]. An alternative constraint was used in [91]: the authors
required their escape paths to pass through the saddles of the potential and be aligned along
the correct axis of the saddle at those points (which is closer in spirit to our approach, but
is less rigorous). Essentially, if the direction of the incoming wave is predetermined and it
impinges on the turning surface at any angle other than normally, the action must be taken
as complex and the classical equations are insufficient. This is the chief difference between
tunnelling out of a local well and the transmission of an incoming wave through a barrier.
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We highlight that in the final form of the semi-classical approximation (17), the minimal
path is energy-dependent: one must solve the set of ordinary differential equations defining
the minimal path for each energy separately. If we wish to find the classical path that connects
two specific points, knowledge of the energy gives us the magnitude of the velocity vector, but
its direction is unknown. Trial and error is called for to discover the latter: one needs to try
different initial directions of motion until a path that arrives at the desired end point is found.
This makes the traditional (and formally correct) solution of the semi-classical problem (17)
impractical for our purposes.
Our method of section 6 overcomes this problem: no differential equations need to be
solved at all (one only needs to know the localisation landscape u), one path is computed for
all energies, and there is no need to guess the initial condition. As we have seen in Fig. 14, it
performs well, which justifies its use despite the many approximations in deriving the semi-
classical formulation, as well as our heuristic way of computing the escape paths. In either
case, no other level of approximation is practical for our purposes, as we need to compute
the Agmon distance between every two neighbouring domains at all energies for many noise
realisations (twenty are used in practice), at each set of parameters investigated.
A few final notes are in order, without which any review of multidimensional tunnelling
would be incomplete. References [94, 95] have developed the path decomposition expansion
method, which allows one to divide space into separate regions, minimise the action in each
region using whatever method happens to be optimal in that region (chosen based on physical
considerations), and then collate the solutions using global consistency equations. While
not used in our work, it is clear that our problem would fit nicely into such a formalism:
our system is naturally divided into domains (which are local basins in WE). It should
be possible to use the path decomposition expansion formalism to predict tunnelling across
large distances, spanning several domains, by combining local information through global
collocation equations.
Reference [88] deserves special attention, as an exceptional effort was made to consider
many classical paths from many source points, deriving the tunnelling current and transmis-
sion coefficient through the potential barrier.
For a more comprehensive review of the topic, the reader is referred to [96], as well as the
original literature cited above.
8 The question of transport
The fact that an Anderson-localised system possesses localised eigenstates has profound im-
plications on transport properties, constituting an experimentally-accessible handle to probe
the nature of the system. It is therefore important to understand this aspect of the physics, a
goal we address in the next two sections, with the relevant literature reviewed here as a form
of introduction to the topic.
Recall that in section 1, we have glimpsed the extensive literature on the experimental
detection of Anderson localisation. When it comes to classical systems involving, e.g., light
and sound waves, it is natural to transmit the wave through the disordered sample and
detect the outgoing signal [9–11,21]. However, a common problem with this approach is that
absorption of the wave by the medium reduces the output intensity, and because nothing but
the outgoing intensity can be measured, it is difficult to separate the effect of absorption from
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that of localisation [9,10]. One proposed solution to this is to instead examine the transverse
spreading of the “beam” at the sample output [50], a method that was successfully employed
in [7, 8, 12]. Now, in the setting of ultracold atoms, one can measure the density everywhere,
including inside the “sample” (in fact a disordered potential), and while there is certainly
some loss of atoms with time, one can easily differentiate whether the atoms have been lost
from the system (and are no longer detectable by the imaging procedure) or are “stuck” inside
the disorder where they can be measured and shown to accumulate. The goal is then to prove
that this accumulation occurs due to interference effects, as opposed to classical trapping in
the potential which may have local wells deeper than the atomic energy.
The question of transport through a disordered sample in the localised regime has been
studied thoroughly in the literature. It is widely accepted that the conductance (see [2,4,55,65]
for a general discussion) through a sample is proportional to exp(−2L/ξ), where L is the length
of the system and ξ the localisation length [2,4,63,65,66,69,72,74,97]. The conductance can be
directly expressed through the quantum-mechanical transmission coefficient [2,4,69,72,97], or
through the transmission matrix in the case of multiple conduction channels [2,4,65,74,80,98].
The conductivity can also be expressed through the Kubo-Greenwood formula [37,66,74,99],
and has been evaluated explicitly in [66,74,80]. The closely-related dimensionless conductivity
(“Thouless number”) has been numerically computed in [4,69,80,98,100], often by the transfer
matrix method, as well as the conductance [97,101,102] and the transmission coefficient [55,60,
101,102]. Explicit finite-size effects on the conductivity have been numerically demonstrated
in [66, 71, 80, 98, 102], in support of the famous scaling arguments of Anderson localisation,
specifically predicting the behaviour of the dimensionless conductivity [2, 4, 37,54,69,74,98].
A diffusive picture of transport for Anderson localisation has been thoroughly developed,
from the classical description, to renormalised diffusion in the weakly-localised regime [4,54],
to a self-consistent formulation of diffusion [2,4,54,56], which has been shown to perform well
also with stronger scattering. A less complicated concept, the semiclassical conductivity, has
occasionally been of interest [66, 99], as well as a many-body generalisation of the quantum-
mechanical conductivity in an interacting system [103].
Thus, overall, the idea of transport through a disordered system is not new, neither from
the theoretical nor the experimental points of view. However, for the cold-atom setting, it
was quite a novel approach, first proposed in [101] for a 1D system, tested experimentally
in [53], and in parallel, experimentally realised in 2D [1]. Making relevant predictions for
such experiments motivates us to re-examine this matter from a different angle, using LLT
combined with exact Schro¨dinger evolution to attack the problem.
9 Dynamical localisation length
Thus, in this section, we are interested in predicting the localisation properties of not eigen-
states, as in section 6, but of an incoming wave that is incident on the disordered potential.
With the understanding that the disordered potential V may be replaced by the effective
potential of LLT WE (see section 5), this is a case of multidimensional tunnelling, reviewed
in the previous section. Moreover, this is an example of the more difficult scenario, when the
action cannot be assumed to be pure imaginary, and geometrical ray construction is called for.
In light of this difference, it is not surprising that the “localisation length” experienced by an
incoming plane wave, say, would be different to that seen by eigenstates of the Hamiltonian at
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the same energy. Of course, as mentioned before, the full ray-tracing treatment is completely
impractical in our case, leading us to propose a computationally cheap (but not rigorously
justified) alternative that will be shown to perform qualitatively to an acceptable degree in
section 10.
Since the understanding that the localisation length of the eigenstates in not necessarily
that seen by a wave passing through the disorder is completely novel, let us take a moment to
motivate it. Imagine a plane wave, uniform along y, travelling along the x direction, impinging
on the effective potential WE (see, e.g., Fig. 7). The localisation length of the eigenstates is
controlled by the saddle points: as soon as the energy of the state exceeds all saddle points of
u on the surface of WE , there is nothing to stop the eigenstates from spreading from domain
to domain without having to tunnel and decay in the process – localisation vanishes as we
arrive at the mobility edge. However, it is completely intuitively clear that tunnelling of an
incoming wave is controlled by the peaks of WE , not the saddles. Any wave with energy
between the maximal saddle point energy and the maximal peak energy is still attenuated in
transmission because it will have to tunnel through the barriers of WE on its way through
the system.
In fact, a crude, yet useful, picture may be constructed thus. Let D¯ denote the average
distance between valley lines in a network that is not necessarily closed (in contrast to D)
and recall that both D and D¯ are energy-dependent quantities6. An outline of how D¯ may
be computed is given in appendix D. If the wave travels along x, then in the total length of
the system L, it will have to tunnel through a peak of the effective potential L/D¯ times. Let
us further denote by α the decay exponent upon tunnelling through an average peak of WE ,
such that the amplitude of the wavefunction is reduced by a factor of exp(−α) after each
tunnelling event. Of course, α would also be an energy dependent quantity. For the purpose
of this conceptual exercise, it could be estimated, for example, by crudely approximating
the peaks as square barriers. Then the total amplitude reduction of our wave, after passage
through the system, would be a factor of exp(−αL/D¯).
The above construction treats the entire tunnelling process as if it were essentially a 1D
problem: the transverse dimension is simply averaged over and plays no other role. In this
approximate approach, a simple way to estimate the total decay exponent picked up over
a length L is to integrate the WKB cost function over the entire system and divide by the
width, thus:
αL/D¯ =
1
W
L∫
0
dx
W∫
0
dy <
√
2m[WE(x)− E]/~. (24)
Recalling that the localisation length is defined as the length scale of exponential decay of the
wavefunction in a disordered medium, we see that in a dynamical transmission scenario, it is
given by
ξD = D¯/α, (25)
which can be estimated from LLT through (24) as L is trivially known. The subscript D on ξ
stands for “dynamical”, and serves as a reminder of the distinction between this length scale
and ξE . This method is of course completely unjustified, but we will see in the next section
that it is able to capture exact dynamics qualitatively. Nevertheless, it is only to be viewed
6Note that since D¯ is computed from a continuous measurement based on the density of the valley lines (as
opposed to D, which is obtained from domain area, thus introducing a discrete component to the calculation),
it is affected by system size to a much lesser degree than D.
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as a rough estimate. We will show how the exact ξD may be extracted from time-dependent
simulations in the next section.
In terms of the effect of parameters on ξD, the density and height of the scatterers reduce
it strongly, while the dependence on L has no clear pattern as long as L is sufficiently large –
precisely the same trends we have seen for ξE . As expected, ξE > ξD for energies where both
calculations can be trusted; this is illustrated in Fig. 17.
Figure 17: A direct comparison of the eigenstate and dynamical localisation lengths, ξE
(red squares) and ξD (blue circles), presented for different scatterer densities. Going across
and down the panels, f spans the range 0.04 to 0.2 in steps of 0.02. Other parameters are
L = 75`, W = 25`, σ = 0.48`, V0 = 21.33E0. Once again, the ξE curves are truncated once
they deviate from the expected monotonically increasing trend. In the region where both
calculations are trust-worthy, ξE > ξD, as it must be.
As with ξE in section 6, we note that ξD can be computed from any effective potential WE ,
even if the latter arises from a potential V with no disordered features. In this case, we cannot
associate the final number with a localisation length, as there can be no Anderson localisation
at all. One must separately ensure that Anderson localisation reins before applying the above
procedure and interpreting the outcome as a localisation length. This can be achieved by
calculating the local, single-domain, fundamental eigen-energies and checking their variability
(see sections 4 and 14).
10 Transmission scenario
In this section we continue investigating what can be learned about Anderson localisation
by passing incident wavepackets through the disorder and examining the transmitted sig-
nal. However, since LLT and multidimensional tunnelling cannot provide us with a simple
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method to extract quantitatively accurate predictions, we will turn to direct time-dependent
simulations instead.
The idea of using transmission to search for localisation in 2D, in the context of ultra-cold
atoms, was pioneered by the experimental study [1]. Here, a Bose-Einstein condensate (BEC)
was prepared in one reservoir of a dumbbell-shaped potential, and allowed to expand through
a channel filled with randomly placed potential scatterers, eventually arriving at the second
reservoir. While the system was set up in a transmissive configuration, the wavefunction did
not have CoM translation, and as such was expanding. We will examine such a scenario in
section 13. In addition, the 2D plane was tilted so that the atoms experienced acceleration,
and interactions were not tuned away, so that a single particle picture would be inapplicable,
at least for early times. The effect of these two factors is explored in section 16.
Here we will consider a much cleaner scenario: a transmissive set up with a translating
wavepacket. Plane waves would of course be ideal candidates for probing the disorder because
they would allow us to resolve the energy dependence in detail, but this is not realistically
possible as it implies the wavefunction must have infinite extent in position space. Fortunately,
it is not necessary to realise true plane waves: Gaussian wavepackets that have a fairly
narrow momentum distribution are equally useful. To generate these, one must simply have
a large Gaussian cloud in real space, which is not difficult. In an experiment, one could use a
Feshbach resonance to tune interactions to zero (see section 16 for a discussion on the effect of
interactions), and create an initial BEC in the ground state of a weak harmonic trap, which
would then be transferred into the 2D trap by adiabatic ramping of potentials, as in [1]. A
Bragg pulse could then be used to impart momentum to the cloud, making the entire cloud
move at a constant velocity through the system. The momentum transferred can be finely
tuned by varying the angle between the Bragg beams. In [53], the authors have instead
boosted their non-interacting wavepacket to a finite velocity by allowing it to accelerate in a
given linear potential which is switched off when the cloud reaches the noisy potential.
The proposal in the previous paragraph would of course create a 2D Gaussian wavefunc-
tion, which would be a very natural object to study experimentally. In our theoretical work
here, however, we will use a rectangular system, as described above equation (20), with empty
reservoirs of length R added on to each side of the usual region filled with noise (length L and
width W ), from now on referred to as the “channel”. Considering the Cartesian symmetry
of the system, it is more natural for us to use a 1D Gaussian, given by (20), to probe the
disorder. Experimentally, the scheme outlined above could be easily adapted to create a 1D
Gaussian: one must simply turn off the harmonic trap in the transverse direction after load-
ing the atoms into the 2D trap and turning on the SLM potential (which in this case would
confine the atoms to the rectangular domain modelled here), but before the Bragg pulse and
before the longitudinal harmonic trap is switched off.
10.1 Compartment populations and the flow rate
Thus, a 1D Gaussian wavepacket with some CoM translation is initiated in R1 and transmits
through the disordered potential to R2. We now propose an observable that can be easily
measured in this scenario, highlight its advantages, and discuss its physical meaning. Define
the normalised populations of the three compartments, r1 (first reservoir), c (channel) and r2
(second reservoir), as the atom number in each compartment divided by the total number of
atoms in the system. As a function of time, r1 will begin from one, decrease as atoms pass
from R1 into the channel, causing c to rise from zero, and eventually, as atoms arrive at the
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second reservoir, r2 will increase from zero as well at the expense of c diminishing.
If the channel is empty, all the atoms get through to R2, moving as a slowly spreading
lump at constant speed. The population dynamics for this case are shown in Fig. 18, and it
is evident that there is a nicely linear segment in r2(t), as it increases from zero and settles
into a temporary equilibrium (the entire cloud is in R2 by t/t0 = 30). Of course, as time
goes on, the wavefunction reflects off the right hand side of R2, reverses direction and travels
back into the channel. This latter behaviour is more complicated, usually involving two-way
transport to and from R2, and is thus to be avoided for the purpose of making quantitative
measurements. Instead, we measure the maximal rate of the initial rise of the r2(t) curve,
and denote this quantity ρ.
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Figure 18: Normalised populations of the three compartments – the two reservoirs and the
channel – when a 1D Gaussian wavepacket transmits from (the centre of) R1 to R2 through
an empty channel (blue circles) and in the presence of potential scatterers with f = 0.05
(red diamonds). Parameters used are L = W = 25`, R = 30`, σ = `/2, V0 = 5E0, σ¯ = 5`,
k0 = 1/`. The maximal rate of growth of r2 is coined the “flow rate”, denoted by ρ, and is
our observable of choice.
Figure 18 also shows an example of the population dynamics in the presence of noise.
For this illustration, we have chosen parameters to ensure the incident wave experiences
Anderson localisation, but system size and localisation length are such that a visible portion
of the atoms arrive at R2. As is immediately evident, the flow rate is strongly reduced. This
is due to several factors. First, note that when potential scatterers are present in the channel,
the Gaussian wavepacket no longer travels as a single lump, but breaks up and smears out
over the system as a result of multiple scattering events. Now, some of the incoming wave
is reflected off the scatterers at the entrance to the channel and travels back to R1. Out of
the portion of atoms that enter the channel, some get localised and remain “stuck” in the
channel. Some atoms transmit through to R2, and it is this fraction that is detected by our
measurement.
The flow rate out of the channel, ρ, is determined by the product two quantities: the
linear density (having integrated over the width) of the atoms at the channel-to-second-
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reservoir interface, and the velocity of the atoms at that point. For a plane wave, the velocity
will not be modified by Anderson localisation (nor, indeed, by classical trapping, should it
be a factor). This can be understood as follows: the transmission process can be viewed
as tunnelling through the effective potential WE (see section 5). We know that tunnelling
through a barrier reduces the amplitude of the emergent wavefunction but does not alter
the wavevector, hence the atomic speed should not be reduced in the presence of disorder.
The density, on the other hand, is exponentially suppressed under Anderson localisation. A
reduction in the flow rate can thus be directly linked to the density of the atoms at the end
of the channel.
However, a decrease in the flow rate does not necessarily report on localisation – other
factors can contribute to a reduction in the density at the channel output. A translating
Gaussian wavepacket in an empty channel may be naively expected to have a channel-length
independent flow rate. In practice, a roughly linear and non-negligible decrease is seen in
ρ(L) with no potential scatterers (see Fig. 19, inset of bottom panel). This is due to the
spreading of the wavepacket. As time goes on and the cloud moves further down the channel,
the atomic density becomes more diffuse. Thus the rate of matter influx into the second
reservoir is reduced (it takes longer for the entire cloud to move in to R2). This effect arises
from the density, and is “real”.
One might consider normalising this dependence out to isolate the effect of Anderson
localisation in the presence of a noisy potential, but that makes little sense: in the latter
case, the wavefunction breaks up and moves through the system in a completely different
way, so this empty-channel behaviour is not embedded in the noisy results and thus cannot
be taken out. We just need to compromise on the fact that ρ(L) falls roughly linearly even
without noise – this is the price we pay for not being able to use plane waves directly. This
empty-channel effect is much more dramatic for a purely expanding wavefunction, such as
that studied in section 13, for understandable reasons.
Some of the advantages of using ρ to quantify transport are that it is easy to measure,
both from direct theoretical simulations and experimental results, and it has a high signal-to-
noise ratio (because early r2 dynamics provide a clean, isolated signal on a null background,
essentially). Only a linear fit is required to extract ρ, which is numerically robust and keeps
data processing artefacts to a minimum. Furthermore, ρ can be approximated from LLT using
our estimate of ξD from the previous section, allowing for a comparison of two theoretical
results.
The physical meaning of the flow rate is also clear: ρ is proportional to the transmission
coefficient of the channel. If we had infinitely long reservoirs and could run the experi-
ment/simulation for a very long time, we could measure the transmission coefficient directly,
by waiting until the population of R2 stops rising. The value to which it would equilibrate
would then be the transmission coefficient. But since time is limited and the reservoirs are
very finite, this cannot be done: the wave reflects off the end of R2 and comes back into the
channel, after which it is no longer a one-way process. However, the initial slope of r2 is
clearly proportional to the final value to which it would rise, and a reasonably short segment
of r2(t) is sufficient to obtain the slope.
To summarise, the flow rate ρ carries information about the atoms that go through the
disorder, and by inference, those that do not – those that are “stuck” in the channel due
to Anderson localisation. The other important quantity that we will examine is the density
profile of the wavefunction in the channel, which is readily accessible both in theory and in
experiment.
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10.2 Comparison to LLT
With this understanding, let us predict the expected behaviour of ρ – arising from the 1D
density profile, n(x) – in the transmissive scenario. Under Anderson localisation, the den-
sity in the channel is expected to decay exponentially. We define the length scale of this
decay with incident plane waves in the transmissive set-up to be ξD, as extracted from exact
time-dependent simulations (evaluating it correctly from LLT together with multidimensional
tunnelling presents too formidable a task to even attempt). We wish to write down a phe-
nomenological equation that captures the dependence of ρ on system parameters. As we will
show in section 12, LLT predicts the existence of a mobility edge in our system. Therefore,
let us incorporate the possibility that a mobility edge exists into our description. Depending
on whether a particular energy component is below or above this hypothetical mobility edge
at a given strength of the disorder (controlled by f , V0 and the shape of the scatterers), it will
either experience localisation or not. Both possibilities may be captured by one equation:
ρ = c1 exp(−2L/ξD) + c2, (26)
where c1,2 are independent of L. The constant c1 depends on the density and height of the
scatterers, as these factors determine the strength of reflection off the noise at the entrance
to the channel. The dynamical localisation length ξD would depend on all the properties of
the disorder, and will have a weak dependence on the channel dimensions due to finite size
effects, as discussed in section 11. Both constants c1 and c2 depend on the properties of the
disorder, as the latter shift the potential mobility edge, changing the behaviour of any given
energy component.
Note that we are assuming that the flow into the channel is constant (up to reflection off
the noise), as is indeed the case in our rectangular system. In a dumbbell geometry as was
used in [1], the flow in would also depend on W , as the reservoir and the atomic cloud are
larger than the entrance to the channel. In order to make our discussion here applicable to
the dumbbell system, one needs to normalise the flow out of the dumbbell channel by the rate
of flow in, which will remove the explicit dependence on W .
The motivation for equation (26) is of course the behaviour of the 1D density profile.
Generally speaking, n(x) ∼ exp(−2x/ξD). If L is not large compared to ξD, the density will
not decay to zero within the channel and a large transmission into R2 will be detected. In
this case the profile in the channel may not look exponential. By varying L, we can sample
the flow rate and therefore the density at different positions and build up a curve that should,
hopefully, posses the same spatial dependence as the density profile in a channel long enough
to see almost full exponential decay.
Now, usually, the wavefunction probing the disorder is not monochromatic, but has an
energy distribution, as in [1]. Our 1D Gaussian wavepackets also have a non-negligible width
which must be accounted for. In this case, c1,2 capture the fraction of localised/delocalised
atoms, and integrals over portions of the energy distribution need to be performed to obtain
them: up to the mobility edge for c1 and beyond the mobility edge for c2. A further complica-
tion is that the localisation length ξD would have to be averaged over the energy distribution,
of course only integrating up to the mobility edge.
While the estimate of ξD from section 9 is very rough and cannot be expected to perform
very well, we may still compare the LLT prediction for the flow rate ρ based on equation (26)
with ξD from LLT to ρ from exact time-dependent simulations. This requires bringing the
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two descriptions to equal footing, as some factors are intrinsically included in one but not the
other. In particular, several considerations need to be taken into account:
1. The flow rate into the channel depends on the density and height of the scatterers. This
information is absent in the LLT prediction combined with (26), therefore ideally one
should measure the flow rate into the channel for varying scatterer density (holding V0
constant for simplicity) and normalise the flow rate out of the channel by the these
numbers. This process would remove this additional dependence on fill factor from the
time-dependent results.
2. When the wavefunction has a significant energy distribution, each component would
propagate in the empty channel at a different velocity, and thus have a different empty-
channel flow rate. This is automatically included in time-dependent simulations, but we
need to incorporate this into our LLT prediction. To this end, we multiply the exponen-
tial term in (26) by k/k0 (k0 being the central wavenumber of our Gaussian wavepacket)
and then instead of averaging ξD over the energy distribution and substituting into (26),
we average k/k0 exp(−2L/ξD(E)) directly, which effectively incorporates different prop-
agation speeds into c1.
Moreover, we can simplify the calculation and avoid the separate computation of c2: with
the convention that beyond the mobility edge ξD is infinite, the exponential term reduces to
one, and a single integral over the entire energy distribution g(E) can be used to predict ρ.
To summarise, the final equation used to estimate the flow rate from LLT is simply
ρ =
∫
g(E)
k
k0
exp(−2L/ξD(E)) dE, (27)
where clearly k ∝ √E.
Recall that it is very important to average ρ from time-dependent simulations over noise
realisations. The shot-to-shot fluctuations in the strongly-localised regime are very high – 20
realisations are normally used for evolution in V while 10 seem sufficient for evolution in WE
(see later). In order to measure the flow rate into the channel, we use 10 realisations for both
V and WE .
To implement the above ideas in practice, we need the energy distribution of our initial
condition (20). The momentum-space wavefunction (up to normalisation) reads
ψ = exp
[−σ¯2(kx − k0)2] , (28)
and the associated energy distribution is
g(E) dE = exp
−2σ¯2(√2mE
~2
− k0
)2 √m
~
√
2E
dE. (29)
We are now in a position to examine the results. Figure 19 shows the flow rate extracted
from time dependent simulations, transmitting a 1D Gaussian through the disordered poten-
tial V , as a function of scatterer density and channel length. A strong, distinctly non-linear
decrease is visible, as one would expect from our reasoning above. The next question is
whether we can usefully predict the flow rate from LLT. Replacing V with WE in H and
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repeating the time-dependent simulations already reveals a strong difference: the effective po-
tential has a higher transmission, as noted in section 5. Attempting to bypass time-evolution
via a static calculation of ξD as outlined in section 9 together with equation (27), induces
additional quantitative departures from the exact results. Thus, our estimate of ρ from LLT
can only be used for predicting the general qualitative behaviour of ρ. Qualitative insights,
however, can also be useful. The LLT physical picture that accounts for the decrease of ρ
with channel length and fill factor has already been outlined in section 9, as ρ is expected to
be closely related to the density profiles, n(x).
10.3 Comparison to density profiles
We now compare the localisation length extracted by exponentially fitting ρ(L) at constant
f and V0 to that extracted from the density profiles. The flow rate from time-evolution in V
shown in the bottom panel of Fig. 19 looks quite linear on a semi-log plot, and we extract
ξD ≈ 24.1` for these disorder parameters and this specific wavepacket. If we wish to obtain
ξD from its direct definition through the density profiles, we must average twenty simulations
where the same wavepacket transmits through a channel with L = 100` (long enough to
allow the wavefunction to decay essentially to zero within the channel), using a different noise
realisation each time. The 1D density profiles at each point in time are averaged, and the
resultant is shown in Fig. 20. In the long time limit, the density profile settles into a steady
state (a small and slow change is still visible, but that is inevitable), and the logarithm of the
density in the second half of the channel (in the “tails of the wavefunction”) becomes linear in
distance. The extracted localisation length is ξD ≈ 23.3` (measured at t = 50t0), in very close
agreement with that obtained from the flow rate. Note that this measurement is performed
as soon as a quasi steady-state is reached. If we wait longer, slow changes are still visible in
the density profile and the apparent localisation length increases. It is sensible to expect the
early “steady-state” density profile to be related to the flow rate measurements, as the latter
are based on the initial atom current entering the second reservoir.
We have thus shown that the decay of the flow rate with channel length happens on
the same length scale as the decay in the density profiles in a very long channel where the
wavepacket essentially decays to zero within the noisy system. The latter is defined as the
dynamical localisation length, and the flow rate allows one to measure it just as well as
the density profiles. The advantages of this new approach are that it permits ξD to be
extracted where transmission through a sample can be measured but the density profiles are
inaccessible (e.g. electronic systems) or where system size can be varied, but is limited and
cannot be pushed to a sufficiently large L  ξD that would enable a direct observation of
strong localisation and a measurement of ξD from the density.
10.4 Discussion
In the meantime, we may also inquire how ξD from time-dependent calculations compares
to ξD (and ξE , just out of curiosity) from LLT. Since we have tested the performance of
the LLT prediction for ρ in Fig. 19 and found it wanting, we do not expect agreement: in
fact, we should find a higher localisation length than in reality, because the transmission in
WE is always higher than in V . Indeed, taking an average over the energy distribution of
the wavepacket, ξD from LLT is computed as 71.5`, and ξD(E) over the range of relevant
energies is well-behaved. The same cannot be said about ξE(E), which suffers from strong
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Figure 19: A comparison of the flow rate ρ from time dependent simulations and LLT,
normalised to coincide at the first point on each panel. Common parameters to both panels
are W = 25`, σ = `/2, V0 = 5E0. In the top panel, L = 25` is held constant and f is varied,
while in the bottom panel, f = 0.06 is maintained and L is increased. For the time dependent
simulation, R = 30`, and a 1D Gaussian placed in R1 with σ¯ = 5`, k0 = 1/` is used. Top
panel: blue circles show ρ from time-dependent simulations in V , and red diamonds in WE .
Both data sets have been normalised by the flow rate into the channel as a function of fill
factor. Green squares depict the prediction of LLT through equation (27). Bottom panel: blue
and green symbols have the same meaning as in the top panel. The red line is an exponential
fit. The inset shows ρ(L) (the axes labels are the same as for the main figure) from time
dependent simulations for an empty channel, normalising the first point to one. Error bars
show the standard error. We conclude that for the purpose of computing the flow rate, the
effective potential of LLT – used directly or with a very rough estimate of ξD combined with
equation (27) – can only be used to predict qualitative trends.
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Figure 20: Density profiles at different points in time (see legend) as a 1D Gaussian transmits
through a long channel and experiences Anderson localisation. A steady state is reached in
the long time limit, and the density in the second half of the channel is convincingly linear
with ξD ≈ 23.5`. Parameters used were L = 100`, W = 25`, f = 0.06, V0 = 5E0, σ = `/2,
R = 30`, σ¯ = 5`, k0 = 1/`.
inaccuracies (due to merged domain area being limited by system size and thinning of the
valley network leading to a degradation of the averaging) over the higher half of the energy
interval in question, so it cannot be evaluated directly. However, we know that we must have
ξE > ξD, simply due to which parts of the effective potential are used to compute them (lowest
paths versus the entire surface). Thus, LLT indeed significantly overestimates ξD.
As a side note, we remark that the average localisation length ξD that may be extracted
according to equation (26) from transmission data ρ(L) heavily depends on the energy distri-
bution of the wavepacket used. Moreover, we will see in section 16 that it is strongly affected
by some secondary factors which may be present in experiments, such as acceleration and
interactions.
We have performed a detailed comparison between the predictions of the flow rate with
varying channel length and the density profiles in a long channel only at the one set of
parameters presented in Figs. 19 and 20, simply due to the sheer volume of calculations
required. While it looks extremely promising, in the future it would be prudent to test several
other parameter sets to gain more confidence in our proposed methodology. We can, however,
rather easily test if the density profiles behave as expected with changing parameters. We
know that increasing either of V0 or f (or both) strengthens localisation considerably. We
can compare the density profiles with higher scatterers or higher densities for single noise
realisations and ensure that the density is attenuated faster on its way through the channel.
This is done in Fig. 21, and confirms that the density profile of a translating wavepacket in
transmission indeed reports on Anderson localisation.
A very important final remark is in order. Since our review of multidimensional tunnelling
in section 7 has brought to light the fact that an incoming wave will transmit through a
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Figure 21: Density profiles at t = 100t0 with different combinations of f and V0 (see legend)
as a 1D Gaussian transmits through a long channel and experiences Anderson localisation.
It is clear that the density is more localised if either V0 or f are increased, and even more
so if both are set higher. This implies that the spatial form of the density profiles of a
translating wavepacket in a transmission scenario indeed reports on Anderson localisation.
Other parameters used were L = 100`, W = 25`, σ = `/2, R = 30`, σ¯ = 5`, k0 = 1/`.
potential barrier differently depending on its properties (specifically, the wavefront), we must
be careful to define ξD in a sensible way. We have chosen ξD(E) to be defined with reference
to plane waves modulated along x and constant along y, the simplest possible scenario. Our
1D Gaussians are superpositions of precisely such probing waves, but there are wavefunctions
with more complicated wavefronts, which may change the localisation response of the system.
It is not currently known how strong the dependence on the form of the initial condition is.
So far, we have only carried out a rudimentary investigation of this matter. A full study is
required but at this point, is left for a different paper. Some ideas that would be interesting
to try are
• use a 2D Gaussian (19) of different widths, and
• generate spinning 2D Gaussians as described in [104], and change the angular momentum
as well as the width.
Since all of these wavepackets should have momentum imparted to them via a factor of
exp(ik0x), we have the wavenumber as an additional parameter. However, k0 changes the
energy of the initial condition, which obviously changes localisation properties. One should
try to keep the mean energy the same, and ideally even the energy distribution should be
taken as similar as possible, and only change the nature of the wavefunction to isolate the
effect of the wavefront.
Note that we have not, at the end of the day, presented a quantitatively accurate method
for calculating ξD without using time-dependent simulations. It should be theoretically possi-
ble, but extremely difficult, through the construction of Refs. [87, 89, 90]. An attempt in this
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direction is outside of the scope of this article.
We also do not know the functional dependence of ξE and ξD on f , V0, and the shape of
the scatterers. This is likewise a matter for a future investigation.
11 Dimensional crossover
In this section we will investigate finite size effects using LLT, and in particular, the effect of
system size on intrinsic localisation properties of the system. Already at the end of section
6 we have commented on the effect of L and W on ξ (also see discussion of Figs. 15 and
16). Because the valley lines have an associated mean distance between them (D and D¯ for
closed and open networks, respectively), if any dimension of the system is smaller than or
comparable to this distance, the presence of the system boundary affects the structure of the
valley network significantly. In fact, we will see that as we start from a width smaller than
the spacing of the valley lines and progressively increase it, D¯ increases and equilibrates as
it approaches its infinite-system value. Precisely the same effect would be seen but in both
dimensions if we held L = W and changed the two together, except that the network would
always have a 2D structure, first constricted, then allowed to spread out as the system walls
move further out. This exercise if left for another study.
In this paper we choose to use our LLT technology specifically to illustrate the dimensional
crossover from 1D to 2D as the width of the channel is increased from W  L to W ≈ L.
This is quite natural in our “channel” system, inherited from the experiment [1]. First of all,
as already pointed out, if the flow into the channel increases with W (as it does, for example,
in the dumbbell geometry where the reservoirs are circular), there will be a proportional
increase in the flow rate out of the channel for obvious reasons. This has been discussed
in the literature: the Landauer conductance, thoroughly studied over the years [4], is in fact
conceptually extremely similar to our transmissive scenario with the flow rate as an observable.
This formalism explicitly brings out the dependence on macroscopic quantities, but does not
attempt the essential computation of the quantum mechanical transmission coefficient. The
width is treated as the number of independent transport channels, the contributions of which
to the conductance are added incoherently. This leads to the prediction of a linear dependence
of the current on the width (and gives rise to quantised conductance). The same “extensive”
linear dependence is clearly discussed in [66].
A more subtle dependence on the width arises from finite size effects of the intrinsic
localisation properties. There exists a large and thorough body of literature studying these
effects, and a clear consensus has been established. Assuming that the length of the system
is sufficiently large to have practically settled into the infinite limit, we are left with the
interplay between the width and the localisation length, the latter of course being tunable
by the strength of the disorder. In the limit when the width is smaller than the localisation
length, ξ increases linearly with W . As W increases further, ξ slows down its growth and
saturates to the infinite limit. This has a direct effect on the conductance and the conductivity
of the disordered sample. The (dimensionless) conductance has been computed across the
dimensional crossover in [4, 66,69,71,80,102], and the conductivity in [66,80,102].
An elegant result was found in [69] and then confirmed by numerous other authors [4,57,
66–68,70]: the strength of the disorder can be scaled out, and the transition from 1D to 2D is
completely determined by the ratio of the two length-scales: the localisation length and the
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width of the system. A direct computation of the localisation length as a function of the system
width was performed in the regime of weak scattering [55, 62, 65, 105], mostly confirming the
linear dependence mentioned above. The exception is [65], who find an inversely-proportional
dependence on the number of channels, but considering the overwhelming amount of evidence
(see below) supporting an increase of ξ with W , this result is likely to be incorrect. All
disorder strengths in 2D were considered by [4, 57, 64, 66–71, 80], and Refs. [4, 64, 69] have
repeated the calculation for 3D bars, as well. The behaviour found in these references fully
supports the width dependence described in the previous paragraph. In 3D, there is a metal-
insulator transition as a function of disorder strength, which is clearly evident in the results.
In fact, [70,80] treat 2D systems with complicating features that give rise to a mobility edge,
and the behaviour of the localisation length with width is then very similar that is seen in
3D.
Now, here we choose to keep the flow into the channel constant in order to isolate any small,
intrinsic finite-size effects on Anderson localisation. Our results are completely consistent with
the literature, but give new insights that elucidate the mechanism behind the transition. Let
us begin by examining the valley networks as we go through the dimensional crossover visually.
Figure 22 demonstrates that when W < D¯, the valley lines simply run across the width of the
channel, which corresponds to a 1D regime (in a true 1D system, the valley lines are reduced
to points). Gradually, as W increases, structure appears also in the transverse direction, soon
reaching the stage where locally, without reference to the system boundaries, it is impossible
to tell which direction is which. This corresponds to a true 2D regime. Thus LLT directly
allows us to visualise the transition from one to two dimensions. We remark that it is D¯, and
not the localisation length (as is commonly believed), that is the relevant length scale to be
compared to system size.
We can quantify this effect by inspecting the localisation length ξE across this transition,
as shown in Fig. 23. Indeed, as the valley lines move further apart, localisation weakens,
manifesting as a larger localisation length. The same trend is seen in ξD computed from
LLT for the given parameters. Since this is a finite-size effect, it is much weaker than the
dependence on the noise parameters, for example, and requires rather strong Anderson lo-
calisation to resolve the trend. It also depends on D¯ compared to system size, so it is quite
easy to find parameters where the trend is drowned out in the fluctuations; it is, however,
undoubtedly real. This can be confirmed via time-dependent simulations, using a translating
1D Gaussian in the transmissive scenario, measuring the flow rate out of the channel. This
data is displayed in Fig. 24, and reveals the same trend: localisation weakens with increasing
W , resulting in a higher transmission through the channel. Note that this finite size effect
would not be visible in the flow rate as a function of L (even though it is present if L < D¯)
because of the explicit dependence of ρ on L which is exponential and completely eclipses this
weak trend. The reason it is clearly resolvable as a function of the width is because ρ has no
explicit dependence on W – only through ξ.
To conclude, while finite-size effects of localisation properties have been extensively studied
previously (and are consistent with our findings), our work here constitutes the first clear
explanation of why they occur. This is exclusively due to the conceptual and computational
power of LLT to (a) elucidate the significance of the valley network to localisation and (b)
access the mean distance between the valley lines, which is the relevant length scale to be
compared to system size.
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Figure 22: Valley networks for different channel widths (with lines and symbols having the
same meaning as in the top panel of Fig. 13). The length is kept fixed at L = 75`, while
the width starts from W = 10` and increases by 10` in each panel going across and down.
Other parameters are f = 0.05, V0 = 21.33E0, σ = 0.48`. For narrow channels, the valley
lines almost always run straight across the channel, as the size of an average domain is larger
than the width, which corresponds to an effective 1D regime. As W is increased, the network
gradually transforms to accommodate many full domains in the transverse direction, and
eventually the two dimensions become equivalent, reaching a true 2D regime.
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Figure 23: The eigenstate localisation length for varying channel widths (see legend). Other
parameters are L = 75`, f = 0.15, V0 = 21.33E0, σ = 0.48`, and 20 realisations are averaged
over. As always, the ξE curves are truncated once they deviate from the expected mono-
tonically increasing behaviour. There is a clear increasing trend in ξE as we go through the
dimensional crossover from 1D to 2D.
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Figure 24: Flow rate out of the channel for a 1D Gaussian with σ¯ = 5`, k0 = 1/`, in a
system with R = 30`, L = 75` f = 0.05, V0 = 21.33E0, σ = 0.48`. Twenty realisations are
averaged over and the error bars show the standard error. Transmission increases with width
as localisation weakens across the crossover from 1D to 2D.
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12 Mobility edge
Throughout the paper so far, we have alluded to the existence of a potential mobility edge in
our system. At first, this may be surprising, since the results of scaling theory are so strongly
engraved in our understanding of Anderson localisation. According to [37], no mobility edge
exists in 1D and 2D, but is present in 3D. This result holds under “normal” conditions (to be
specified below), and has been confirmed repeatedly by many authors for 1D [37,58,63,64,72,
75], 2D [37,57,63,64,66–69], and 3D [37,64,69,75] systems. Sheng [4] provides many different
arguments and a collection of evidence to support these claims, [105] re-establishes that two
is the marginal dimension (i.e. all states are localised in 1D, and a mobility edge exists for all
dimensions higher than two), while [52] discusses the situation in all dimensions.
Several physical mechanisms are known that can give rise to a mobility edge in lower
dimensions. One of the more thoroughly explored ones is correlations: if the parameters in
the Anderson model or the distribution of scatterers (e.g. delta-function or Gaussian bumps)
in a continuous system are not completely random (white noise), or if the Fourier transform
of the continuous potential spans a finite frequency range, then the disorder is said to be
correlated and a mobility edge in lower dimensions is possible [52,101]. This has been shown
in 1D for discrete [84, 85, 106] and continuous [60, 85, 97, 107] models, as well as in 2D [71],
while in 3D, correlations allow one to tune the mobility edge out of existence [108]. Another
commonly investigated mechanism is the introduction of a magnetic field which breaks time-
reversal symmetry, thus weakening and eventually destroying localisation: demonstrations in
2D systems include [4, 54,56,70,74,109–111], with 1D studies also available [4, 54,111].
Interparticle interactions have a detrimental effect on localisation and cause a metal-
insulator transition in lower dimensions, as has been found experimentally [2, 112] and the-
oretically [113, 114]. Chiral symmetry [80, 115], spin-orbit coupling [4, 70, 109, 111, 116, 117],
topology and spin [102, 109], and symplectic symmetry [98] can also create a mobility edge,
as can the presence of acceleration in the system [53, 54]. We study the effect of interactions
and acceleration in section 16. Often, the transition is studied through a finite-size scaling
analysis [70, 80, 109]. Curiously, it is sometimes possible to have delocalised states in lower
dimensions without adding any of the above complicating ingredients [99, 118–120], while
on the other hand, not all studies including a magnetic field find a transition [62] and not
all frequency components outside the spectral window of correlated disorder are necessarily
delocalised [121].
For us, the relevant factor to consider is correlations. To reiterate, the results of scal-
ing theory only hold for white noise, where the spatial Fourier transform of the disordered
potential V is uniform in frequency space7. If it is not, there is some spatial correlation to
the noise: in our case, the mean spacing between the scatterers is tuned by the fill factor,
and the size and shape of the scatterers determine the smallest-scale features, thus setting an
upper frequency cut-off in the spectrum. As a result, the spectrum has a finite extent and
a completely non-trivial shape. With this established, it is obvious that the height of the
scatterers also influences the Fourier transform – it is unimportant for white noise because
the spectrum is not normalisable anyway, so its amplitude is irrelevant.
In other words, as we have repeatedly demonstrated throughout the article, the height
and density of the scatterers strongly influence localisation properties, which usually implies
7S.S.S. gratefully acknowledges Donald H. White and David A.W. Hutchinson for bringing this fact to her
attention.
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the localisation length (the scatterer shape has a weaker effect, not studied in this paper).
The idea we discuss here is that the same parameters may also shift the mobility edge, just
as strongly. This can be intuitively understood by thinking about the effective potential of
LLT, WE . We know that the exponential decay associated with quantum interference effects
of Anderson localisation can be viewed as tunnelling through this potential landscape. The
higher the surface of WE , the stronger the localisation. The eigenstate localisation length is
controlled by the saddle points of this landscape, and the dynamical one by the peaks. As
soon as E, the energy of the eigenstates or incoming plane waves (respectively), exceeds the
saddles/peaks of WE , no further localisation is possible. As f and V0 increase, the entire
surface of WE moves up, including the saddles and maxima, i.e. the mobility edge moves, as
illustrated in Fig. 25. To summarise, LLT predicts the existence of a true mobility edge that
is affected by the properties of the disorder.
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Figure 25: The mean energy of saddle points (red) and minima (blue) of u on the landscape
of WE averaged over 20 noise realisations as a function of fill factor. Top panel has V0 = 5E0,
L = W = 25` and bottom panel V0 = 20E0, L = 50`, W = 25`. Both panels used σ = `/2.
The mean energy at the saddles/maxima of WE can be viewed as a rough measurement of the
mobility edge predicted by LLT. It is clearly strongly increased by both f and V0. Meantime,
the eigenstate mobility edge always remains below the dynamical one, as it must.
At this point, it is important to mention that the presence of peaks in the effective potential
is insufficient to guarantee that there is Anderson localisation in the system – for this, the on-
domain, fundamental eigen-energies must be randomised, which occurs when the Hamiltonian
has a disordered feature (see sections 4 and 14). We proceed with the understanding that this
is the case (otherwise speaking of mobility edges is meaningless).
We can further ensure that the LLT prediction of the mobility edge in itself is not a finite-
size effect. It could in principle be possible that as L,W → ∞, WE stretches up to infinity
and the mobility edge vanishes. This can be easily ruled out by checking for the dependence
of the mobility edge on system size. Modest changes in L,W are then sufficient to reassure
one that the mobility edge does not shift with system size (for small L,W < D¯, the mobility
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edge decreases and eventually settles down as finite-size effects cease to be important8).
Let us now elaborate on the nature of the mobility edge. To date, in the conventional
understanding of Anderson localisation, it has always been viewed as a sharp phase transition
– a single energy below which one has localisation and above which one does not. However,
according to LLT, the mobility edge is determined by the saddles and peaks of WE , for eigen-
state and dynamical localisation, respectively. While one could define such a sharp mobility
edge by simply averaging over all saddles or maxima (and over many noise realisations, of
course), it does not give us the full picture. Naturally, the values of WE at any one of the two
sets of extrema form a distribution. Energies within the range over which this distribution
extends still experience some localisation, because there are still parts of WE above their
energy that induce tunnelling. As E sweeps through the range covered by this distribution,
fewer and fewer saddles/maxima remain that affect this energy component, and finally, when
we reach the high-energy end of the mobility edge distribution, localisation truly vanishes. If
a phase transition can be claimed at any point, then it is here: when no constraining extrema
remain.
Next, we demonstrate the effect of parameters on the mobility edge distributions. As
shown in Fig. 26, the mobility edge is independent of system size as long as L,W exceed the
mean distance between the valley lines so that finite-size effects are no longer important (for
smaller L,W , the mobility edge falls with increasing system size). In contrast, it is strongly
shifted by both the density and height of the scatterers. The effect of the scatterer shape will
be investigated in a future study; we can expect interesting results because the shape and
size of the scatterers determine the momentum cut-off of the Fourier transform of V (x, y),
and thus should affect the mobility edge. It is also evident from Fig. 26 that the dynamical
mobility edge always lies above the eigenstate one, as it must, since the former is computed
from the maxima of WE and the latter from the saddle points.
Clearly, our understanding of the mobility edge so far fully relies on the interpretation
provided by LLT. With LLT being a very young theory, there is no direct evidence to date
that it is relevant also at high energies (at low energies, it has been verified, of course). What
if, for example, at energies where the saddles and peaks of WE are attained, LLT simply does
not relate to physical reality any more? i.e. What if the prediction of a mobility edge is simply
wrong? In principle, this could be tested by performing exact diagonalisation and direct time-
dependent simulations above and below the mobility edge predicted by LLT, increasing system
size, and showing that below the mobility edge one eventually sees signs of localisation, while
above it, one does not. On the other hand, such a test could well be inconclusive because the
localisation length grows exponentially with the wavenumber [4] (possibly diverging at the
mobility edge, if it truly exists). As we increase system size, we can never be sure that it is
large enough and that going a little further will not reveal signs of localisation. Moreover,
these methods are not easily scaled up to large systems, and one soon hits the computational
wall.
Fortunately, we can circumvent this problem by making use of our flow-rate formalism. If
we examine the flow rate out of the channel in the transmissive scenario with a translating
8Recall that due to Dirichlet boundary conditions on u, WE diverges to infinity at the edges of the system.
Thus, the mean of all peaks/saddles on the surface of WE is artificially shifted higher than the “true value”
if the edges of the system – a strip of a given width running along the perimeter of the system domain where
the boundary conditions pull WE up higher than the average values in the interior – constitutes a significant
portion of the total area. As the system area increases, the contribution of the strip to the mean diminishes,
and the mobility edge falls lower.
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Figure 26: First three panels: Mobility edge distributions for eigenstate (filled symbols,
dashed lines) and dynamical (empty symbols, solid lines) localisation. The extrema are binned
in intervals of 0.2E0 for V0 = 5E0 and 0.5E0 for V0 = 20E0, using 20 noise realisations,
counting the number of extremum points in each interval. The distributions are normalised
such that the maximal value is one. In all panels it is clear that the dynamical mobility edge
(calculated from the maxima of WE) lies higher than the eigenstate mobility edge (obtained
from the saddle points). Top left panel: W = 25`, f = 0.06, V0 = 5E0, σ = `/2, two values
of L are used (see legend) and the results confirm that the mobility edge is independent of
system size as long as L,W > D¯. Top right panel: L = W = 25`, V0 = 5E0, σ = `/2, showing
two values of f (see legend). Bottom left panel: L = 50`, W = 25`, f = 0.06, σ = `/2,
comparing the distributions at low and high V0, as indicated in the legend. Both the fill
factor and the height of the scatterers strongly move the mobility edge. Bottom right panel:
dynamical mobility edge distribution for L = 50`, W = 25`, f = 0.06, σ = `/2, V0 = 5E0
(blue circles, solid line) and the energy distribution (29) for a 1D Gaussian with σ¯ = 5`,
k0 = 1/` (black diamonds, dashed line) and σ¯ = 5`, k0 = 1.5/` (green diamonds, dashed line)
normalised such that the maximal value is one. The flow rate ρ(L) shown in Figs. 19 and 27
was obtained with these noise parameters and these two initial conditions, respectively.
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wavepacket possessing a broad energy distribution as a function of channel length L, we will
find that it obeys the functional form (26). If all energy components were localised – with
different localisation lengths, but nonetheless localised – then taking L → ∞, should cause
the flow rate to vanish. If there exists a mobility edge and a portion of the energy distribution
of the atoms lies above the dynamical mobility edge, then these energy components will never
be localised and c2 will be non-zero. Such an off-shift to the exponential decay of the flow rate
allows one not only to detect the mobility edge, but also observe its dependence on parameters.
Changing either the energy distribution of the initial condition or the noise parameters will
shift the two distributions with respect to each other and change the value of c2.
Thus, a non-zero off-shift c2 to the rate of flow out of the channel is a practical approach
to test the prediction of a true mobility edge arising from LLT. It does not require increasing
system size beyond what is accessible via standard techniques, relying instead on taking a
limit as the system size increases. We look for changes in the transmission with system size, in
other words. A complementary option – if computational resources allow it – is to observe the
density profiles as a function of time for a system the channel of which is taken progressively
longer, checking whether the density decays exponentially, and if it is possible to reach a
regime where no significant portion of the atoms transmit to the second reservoir.
Recall that the energy distribution for our translating 1D Gaussian initial condition is
given by (29). In Fig. 19, we have shown an example of ρ(L) (bottom panel) for a given low
energy wavepacket and there was no visible off-shift c2 as L → ∞. Comparing the energy
distribution of the translating Gaussian utilised to the dynamical mobility edge distribution
in the last panel of Fig. 26, we see that while the atomic distribution peaks at a higher energy
than the mobility edge distribution, there are still some maxima of WE across the entire range
of atomic energies. Since all energy components within the mobility edge distribution are still
localised (albeit to varying degrees), by forcing the wavefunction to pass through a sufficiently
long channel, it is possible to fully attenuate the signal detected in the second reservoir. Thus,
the outcome of exact time-dependent simulations is not inconsistent with LLT in this case.
Now let us increase the translational momentum of the 1D Gaussian wavepacket to k0 =
1.5/` such that most of its energy distribution lies beyond the mobility edge (see Fig. 26,
bottom right panel) and repeat the test. The corresponding flow rate measurements are shown
in Fig. 27 and reveal no significant off-shift, c2. This suggests that all the energy components
are localised, in complete contradiction to the predictions of LLT. We have confirmed this by
using a very long channel (L = 250`), where we observed the density eventually decay almost
completely within the disordered potential, with no significant fraction of the atoms reaching
the final reservoir.
How may this be explained? We recall that the effective potential always allows bet-
ter transmission/more extended eigenstates than the real, disordered potential, even in the
regime where we certainly have Anderson localisation and the two potentials behave simi-
larly. Therefore, it is possible that if WE indicates a mobility edge, it may not necessarily
be true, or if a real mobility edge exists, it may lie higher in energy than LLT indicates. In
order to test whether a true mobility edge really exists in the system we would have to use a
higher-energy wavepacket still, requiring higher spatial resolution, and use larger systems and
longer evolution times. We have run single-shot simulations for a 1D Gaussian with k0 = 2/`
and σ¯ = 5` for quite long channels – just about reaching the limit of what our computational
resources can accomplish at the moment – and still found no evidence of a delocalised atom
fraction (see Fig. 28).
Thus, while we have documented the predictions of LLT regarding the mobility edge, it is
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Figure 27: The flow rate out of the channel as a function of channel length, L. Error bars
indicate the standard error and the red line is an exponential fit. Parameters were f = 0.06,
W = 25`, σ = `/2, V0 = 5E0, R = 30`, the 1D Gaussian was placed in R1 and σ¯ = 5`,
k0 = 1.5/`. No significant off-shift c2 to the exponential decay is observed, indicating that all
the energy components are localised. This is confirmed by running simulations with L = 250`
and ensuring the wavefunction decays almost fully within the channel, with practically no
population arriving at R2.
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not supported by direct Schro¨dinger evolution, so we must conclude that LLT is restricted to
the low-energy, well-localised end of the spectrum. This realisation is completely novel – for
example, the original article on the subject suggested the mobility edge was physical [40].
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Figure 28: The normalised population of the second reservoir for three different channel
lengths in single shot simulations (no averaging over noise realisations was performed). Pa-
rameters were f = 0.06, W = 25`, σ = `/2, V0 = 5E0, R = 30`, the 1D Gaussian was placed
in R1 and σ¯ = 5`, k0 = 2/`. The fact that the entire curve r2(t) falls lower with increasing L
originates from the density profiles that distinctly show less and less population arriving at
R2, as more of the atoms get localised in the channel. Thus, energies approximately in the
range E/E0 ∈ [3, 5] are localised at these noise parameters – the mobility edge can only lie
higher, if it exists at all.
13 Expanding wavepackets
So far throughout the paper, we have considered the localisation properties of a translating 1D
Gaussian wavepacket which has the advantage of a fairly compact energy distribution. Fur-
thermore, the translational momentum provides a direct means of tuning the average energy
of this distribution and thus allows one to scan the energy of the wave probing the disorder.
The other advantage of the translating Gaussian wavepacket is that since all momentum com-
ponents are fairly close together in energy, they all behave more or less similarly and thus the
quantitative interpretation of the results is straight-forward.
On the other hand, experiments with cold atoms to date have almost exclusively utilised
expanding wavefunctions with no CoM translation. While imparting momentum to the atoms
via a Bragg pulse is not impossible (and the machinery for it is in place at the laboratory
where [1] has been performed [122]), it does require an extra laser and quite a lot of care to
ensure clean operation. The method employed in [53] – boosting a non-interacting wavepacket
to a finite velocity by allowing it to accelerate in a given linear potential – requires fast control
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over the linear potential through magnetic fields, which may not always be possible. The
question we address in this section is whether an expanding Gaussian without CoM motion
can be equally well used to study Anderson localisation. Apart from providing a guide for
future research, this investigation is useful also for the interpretation of all the experiments
and theoretical studies performed to date that used purely expanding wavefunctions.
To begin with, let us inspect the energy distributions of a translating and expanding Gaus-
sian of approximately the same mean energy. Figure 29 shows the energy distribution of the
translating wavepacket mostly used so far with σ¯ = 5` and k0 = 1/`, giving a mean energy
of E ≈ 1.17E0. If we insist on a stationary CoM (k0 = 0) for our expanding wavefunction,
then the only way to increase the energy is through the width of the momentum distribu-
tion. A comparable mean energy can be attained with σ¯ = `/2, yielding E ≈ 1.05E0. The
energy distribution for this initial condition is also illustrated in Fig. 29, and the difference is
quite striking: the translating Gaussian is centred on the mean energy and is fairly compact,
involving only energies close to the mean. In contrast, the expanding wavefunction spans a
large range of energies, with most of the weight concentrated at very low energies and a long,
thin tail extending to very high energies.
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Figure 29: Normalised energy distributions for a moving 1D Gaussian wavepacket (blue)
with σ¯ = 5`, k0 = 1/`, E ≈ 1.17E0 and an expanding one (red) with σ¯ = 0.5`, k0 = 0,
E ≈ 1.05E0. While for the translating case the energy distribution is fairly compact, centred
on the mean energy, the expanding Gaussian distribution has most of its weight around zero
energy and possesses a long, weakly populated tail extending to high energies.
Before using such an expanding wavefunction to study Anderson localisation, we must
verify that we understand and can trust its behaviour. First of all, imagine initiating our
expanding 1D Gaussian inside the disorder. As time goes on, the wavepacket spreads out,
with a density peak remaining at the initial position of the wavefunction. From LLT we know
that there is no exponential decay within single domains, and it is only upon crossing valley
lines that the wavefunction decays. The steady state density structure immediately around
the initial position of the atoms should carry no information about localisation, but instead
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can only depend on the local domain fundamental mode shape and the initial condition.
Only after moving sufficiently far away from the initial position can one expect to start
seeing exponential decay. A careful examination of the 1D density profiles (integrated over
the width), both directly and after taking the logarithm, revealed rather weak signatures of
different “regimes” in the density profile (see Fig. 30). We find that whether we exclude the
first 20` worth of channel or not, the exponential fits look quite good, the fit parameters are
well behaved (in time), and the extracted localisation length is only slightly increased in the
steady state if the initial segment is left out. Therefore, it is “safe” to use the entire profile
for extracting the localisation length.
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Figure 30: Density profile plotted directly and after taking the logarithm at t = 50t0 (when
a quasi steady state is reached) upon expansion of a stationary 1D Gaussian with σ¯ = 0.5`,
k0 = 0 initiated in the centre of the channel. Parameters were L = 150`, W = 25`, R = 30`,
f = 0.06, V0 = 5E0, σ = `/2. The profile shown is averaged over 10 noise realisations,
using both left and right parts of the channel (reflecting one about x = L/2), thus effectively
averaging 20 different realisations. The centre of the channel is at x = 0 on these plots.
There is no clear cross-over behaviour to an exponential decay as we move away from the
initial position of the wavefunction. An exponential fit is shown as a red line; such fitting also
indicates that leaving out the initial density segment does not make a strong difference.
Next, because in an expanding wavefunction there are so many widely different energy
components (propagating at different speeds) and since all of them localise on different length
scales, there is no a priori guarantee that the overall density profile will have an exponential
functional form. Again, a critical inspection did not bring to light strong evidence to suggest
otherwise, so we may continue to assume exponential behaviour (see Figs. 30 and 31). The
same is true of the flow rate, ρ(L) (see Fig. 32). Furthermore, we have readily confirmed that
the expected qualitative trends regarding localisation behaviour are seen upon changing V0
and f , both in the density profiles (using equivalent tests to that shown in Fig. 21) and the
flow rate (see later, Fig. 32). Finally, we remark that estimating ξD from LLT for a stationary
Gaussian with a wide energy distribution such as the one shown in Fig. 29 is not practical.
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Figure 31: Logarithm of the density profile at t = 50t0 (by which time a quasi steady state
has been reached) upon transmission of a stationary 1D Gaussian with σ¯ = 0.5`, k0 = 0
initiated in the centre of R1. Parameters were L = 150`, W = 25`, R = 30`, f = 0.06,
V0 = 5E0, σ = `/2. The profile shown is averaged over 20 noise realisations, and the red line
is an exponential fit.
The LLT estimate for ξD(E) diverges with energy much faster than the energy distribution
g(E) decays, and as a result, the average is several orders of magnitude higher than the value
seen in time-dependent simulations.
With stationary CoM motion wavepackets at our disposal, we can address a fundamen-
tal question: is there a difference in the localisation length experienced by a wavefunction
expanding into the disorder from within it, and a wavefunction which starts off outside the
disordered potential and transmits through it? The answer to this question helps compare
the results of the experiment [1] (and [53] in 1D) to the vast majority of the Anderson locali-
sation literature, thus setting it in context. For convenience, let us label the two simulation
configurations that will be used in the rest of the section as
• Expansion set-up: the wavefunction expands directly into the disorder, with the initial
position taken in the centre of the channel,
• Transmission set-up: the wavefunction impinges on the disorder, with the initial position
set to the centre of R1.
Naively, we may hypothesise that the expansion set up will show weaker localisation, because
in a way, the eigenstate localisation length should be more relevant for “internal dynamics”,
seeing as the initial condition can be expanded as a superposition of the channel eigenstates.
Extracting the flow rate ρ(L) in the expansion and transmission set-ups using the same
initial wavefunction yields the results shown in the top panel of Fig. 32. If we keep noise
properties fixed and vary channel length, the outcome is at first surprising: transmission
shows weaker localisation than expansion. There is, however, a simple potential explanation
for this observation: in transmission, when the atoms arrive at the entrance of the channel,
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part of the wave is reflected back into R1 from the external potential V (this is always the
case, also for translating Gaussians). As already pointed out in section 10, the reflection
coefficient depends on the fill factor and the scatterer height. We must also realise, however,
that the higher energy components will propagate into the channel with higher probability
than the lower energy ones. Since the energy distribution of our purely expanding Gaussian
is so wide, it is likely that the high energy components dominate the transmitted signal,
and because localisation is notoriously weaker at higher energies, the flow rate decays slower
in transmission than in expansion. In other words, despite the fact that we are using the
same wavefunction in the two set-ups, in expansion, the entire energy distribution probes the
disorder, and in transmission, only the higher energy end.
The fact that the localisation length seen in the transmission set-up is higher than in
expansion was also confirmed by extracting decay rates directly from configuration-averaged
density profiles. The localisation length extracted from the density profiles (ξ ≈ 32.9` for
expansion and ξ ≈ 43.2` for transmission, both measured at t = 50t0) was not in perfect
quantitative agreement with that from ρ(L) (ξ ≈ 20.7` for expansion and ξ ≈ 32.4` for
transmission), but it is similar (“same order of magnitude” is the best we can say) and most
importantly, unambiguously points to the same conclusion as ρ(L) in terms of the comparison
between the two set-ups.
The second important observation we make looking at the top panel of Fig. 32 is that
there appears to be a non-zero off-shift to the exponential decay, c2. In principle, this could
be evidence for a mobility edge (see previous section) as the tail of the energy distribution
extends quite far, but increasing system size and measuring the density in the reservoirs
confirms that the transmitted population keeps decreasing, so if we extended our ρ(L) data
to higher L we would see it decay essentially to zero.
Next, we examine the flow rate in the two set-ups as a function of fill factor. Since in
the transmissive configuration the reflection coefficient at the channel entrance increases with
fill factor, it is important to normalise the flow rate out by the flow rate into the channel to
isolate the effect of localisation. A direct comparison is shown in the bottom panel of Fig. 32,
revealing that now the difference between the two is much smaller and, in fact, the expansion
scenario seems to show weaker localisation. Normalising the flow rate out of the channel by
the flow rate into it in transmission accounts for the smaller fraction of atoms that enters the
channel as well as the increased average propagation speed of the energy components that
make it through. As fill factor increases, we expect that the atoms propagating in the channel
in transmission have higher and higher mean energy. However, we know that the higher ρ(L)
seen in transmission was not entirely due to propagation speed because the density profiles
localised on length scales consistent with the indication of ρ(L).
If intrinsic localisation properties in expansion and transmission for a given energy com-
ponent were identical, there would be no reason for the trend to reverse after normalisation
of the flow rate. The only explanation for both sets of observations, ρ(L) and ρ(f), is that
for the same energy component, the expansion set-up must have a larger localisation length
then the transmissive one. Then a low energy distribution in expansion and a high energy
distribution in transmission could have comparable overall decay rates. This suggestion must
of course be tested directly. We do so by using a translating Gaussian, first initiated in the
centre of R1, and then initiated just inside the channel, with the channel length increased to
compensate for the extent of the wavefunction, as shown in Fig. 33. Thus in the first case, the
translating Gaussian begins outside the disorder, and in the second, inside it. Since the energy
distribution is far more compact, we do not expect the energy distribution of the atoms that
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Figure 32: Comparison of the localisation behaviour of the same expanding Gaussian with
no CoM motion in the expansion (blue) and transmission (red) set-ups. Parameters used were
W = 25`, R = 30`, V0 = 5E0, σ = `/2, σ¯ = `/2, k0 = 0. Top panel: fill factor was fixed at
f = 0.06. In expansion, the channel length is twice the L value shown: we plot the flow rate
versus half the channel length, the distance the atoms must traverse to arrive at the reservoirs
(for transmission, L is just the channel length). Ten noise realisation are averaged over for
expansion with measurements performed both on R1 and R2, resulting in 20 independent
values, and five for transmission. The solid lines are exponential fits. The (normalised)
flow rate decays faster in expansion, contrary to initial expectations. Bottom panel: for
expansion, L = 100` and for transmission, L = 50`. In the former case, 5 noise realisations
with rate measurements performed on both sides of the channel yield 10 independent values
for averaging. In the latter case, ten noise realisations were used and the flow rate out of
the channel was divided by the flow rate in, to isolate the effects of localisation. With this
additional dependence removed, most of the difference between the two set-ups is gone and,
in fact, expansion seems to cause somewhat weaker localisation.
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get into the channel in transmission to differ strongly from the original distribution. Indeed,
using such a test, we find that the density of the wavepacket initiated inside the disorder
decays on a larger length scale than the one initiated outside it. We have tested that this
result is robust by verifying it at several different sets of parameters and noise realisations.
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Figure 33: Logarithm of density profiles at t = 100t0 using a single noise realisation. A
translating Gaussian with σ¯ = 5`, k0 = 1/` is first initiated in the centre of R1 with L = 100`
(blue line), and then initiated just inside the channel at 15`, with the channel length increased
to compensate for the extent of the wavefunction to L = 130` (red line). Other parameters
are f = 0.06, V0 = 5E0, W = 25`. It is clear that the decay length scale is larger when the
wavepackets begins inside the disorder.
Thus, in this section we have shown that one can indeed use purely expanding wavepackets
to study Anderson localisation, but the quantitative interpretation of the behaviour is more
complicated than with a translating wavepacket. One specific result is that the decay rate of
ρ(L) does not match that of the density profile n(x), as it did for translating Gaussians (see
section 10). Furthermore, we have obtained compelling evidence that there is a difference
between the localisation length seen by atoms if they expand into the disorder or transmit
through it. Performing this test with expanding wavefunctions led to complicated results,
requiring a high level of interpretation, due to the broad energy distribution involved. In
contrast, translating wavepackets with a localised energy distribution yielded a direct and
unambiguous answer to our question. To the best of our knowledge, a comparison between
the two scenarios was only previously considered by the companion papers [101,107] who also
found some important differences, but whose overall approach and results are quite distinct
to ours.
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14 Connection to the Anderson model
So far, from the point of view of LLT, we have seen that Anderson localisation arises due
to tunnelling of the wavefunction through the peaks of the effective potential WE . But
how does the disorder – the random component – come into the picture? We address this
question using two different approaches in this and the next section. The first approach
relies on establishing a connection between our continuous system and the Anderson model
(also commonly referred to as the tight-binding model), the work-horse of localisation studies,
e.g. [4,55,57,58,64–69,71,72,74–78,80–85]. In its simplest form, the Anderson model consists
of a lattice of “sites”, described by a single quantum-mechanical state each, that are coupled
to their nearest neighbours by tunnelling. In the canonical form of the model, the on-site
energies are drawn out of a random distribution, a case which is known as “diagonal disorder”.
On the other hand, off-diagonal disorder occurs when the hopping strengths between sites
are randomised. The latter case has been studied in [67, 68, 74, 80, 82–85], with several of
these papers [67, 80, 82–84] concluding that the two ways of randomising the model are not
equivalent. In particular, off-diagonal disorder was found to be not as efficient at inducing
localisation. Interestingly, our results in this section point in the same direction, providing a
new vantage point to an old problem.
To begin with, we recall that the valley lines of u, corresponding to the peak ranges of
WE , divide the system into a collection of domains, which in the effective potential look like
local wells, i.e. local oscillators. These are not completely decoupled, of course: we know
that it is possible to tunnel out of each domain into its nearest neighbours. If we consider
a single, isolated domain, then LLT allows us to construct its fundamental eigenmode and
calculate the corresponding eigen-energy trivially through equations (15) and (16). These
equations are simple to verify in practice, and an example was shown earlier in Fig. 8. If we
now bring the rest of the system – all the other domains – back into the picture, the local
eigenstate will “spill out” into its nearest-neighbour domains and the result will be very close
to a true eigenstate of the entire system. We will refer to these as “nearest-neighbour coupled”
(NNC) states. In fact, our work in section 6 provides a method for computing the amplitude
of the wavefunction on each of the neighbouring domains: their occupation is linked to the
amplitude of the strongly populated domain through the Agmon distance, and we have shown
that the latter can be reasonably calculated by following the paths connecting the maxima of
u through the saddles, the approximate paths of least cost.
Since we know that the wavefunction remains more or less constant within each domain, we
could approximate the amplitude on the secondary, nearest-neighbour domains as constant.
Furthermore, due to the exponential suppression of the amplitude each time a valley line is
crossed, only nearest-neighbour coupling needs to be considered. Let us calculate the average
value of the wavefunction amplitude in the fundamental mode on the main domain:
u¯j =
1
Aj
∫
Ωj
u dr, (30)
where the area of the domain is
Aj =
∫
Ωj
dr (31)
and we denote the region occupied by domain j by Ωj . In the NNC states, the nearest
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neighbours have a constant amplitude of
u¯j exp(−ρE(i, j)), (32)
where the indices j, i label the main and neighbouring domains (respectively) in question.
The Agmon distance is of course energy-dependent, as always, and should be evaluated at
the energy of the on-site fundamental mode for approximating NNC states.
We can build up the entire set of NNC states, where each one has a single strongly occupied
domain in its fundamental mode and a small, constant amplitude on its nearest neighbours.
These states must be normalised to unity, as usual, taking into account their population on
all occupied domains. The normalisation constant becomes
nj =
√√√√∫
Ωj
u2 dr +
∑
i∈nns
Ai
[
u¯je−ρE(i,j)
]2
, (33)
where “nns” stands for the set of nearest neighbours of domain j.
Our goal now becomes to use this picture to develop a simple model of dynamics. First
let us consider energy dependence. What if we place a wavepacket of some given energy
within a single domain – how will it tunnel out of the local well? Clearly the relevant Agmon
distance needs to be computed at the energy of the wavepacket involved, not the energy of
the fundamental eigen-mode. Therefore, we take the coupling to neighbouring domains to be
energy-dependent. Note that it is not easy to account for the fact that as energy increases
domains merge. It is much simpler to keep this description a low energy one, such that the
number of domains remains energy independent, and since imposing this restriction does not
come at the cost of losing insight, we adopt it.
Of course, the fact that the local domain modes decay into their nearest neighbours means
that the family of NNC states is non-orthogonal, with different states having non-zero overlap
integrals. Hamiltonian matrix elements can be easily computed between any two states where
the fundamental domains are nearest neighbours. In this picture, the system is reduced to a
discrete model of several coupled linear oscillators, equivalent to Anderson’s original model
for localisation in 2D. The difference is that in our case, all parameters come out of LLT and
all have a random component, each site has a different number of nearest neighbours and each
noise realisation is different. The Hamiltonian takes the form
HA =
∑
j
Eja
†
jaj +
∑
<i,j>
ti,j(a
†
jai + a
†
iaj), (34)
where a†j , aj are bosonic creation and annihilation operators, the coupling is restricted to
nearest neighbours, Ej is given by (16), the overlap integrals are
ti,j =
∫
dr ψi(r)Hψj(r), (35)
and ψi(r) are the NNC states. The matrix elements ti,j can be evaluated either by making
use of the defining property of the localisation landscape, Hu = 1, leading to
ti,j =
e−ρE(i,j)
ninj
(u¯jAi + u¯iAj), (36)
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or equivalently, the energy eigenvalue problem restricted to each domain, Hψ(j) = Ejψ
(j),
which gives
ti,j =
e−ρE(i,j)
ninj
∫
Ωj
u dr
∫
Ωi
u dr (Ei/Aj + Ej/Ai). (37)
The Heisenberg equations of motion for this system of coupled harmonic oscillators are
i~
dak
dt
= Ekak +
∑
j
tj,kaj , (38)
but we will make a classical field approximation and treat the amplitudes ak as complex
numbers.
With this simple, discrete model at our disposal, we can understand the role played by
disorder in transport suppression. First, recall that LLT tells us that eigenstates of the
full (continuous) Hamiltonian only spread across two adjacent domains if the energy is high
enough for the domain wall between them to break down, or if the two domains have very
similar local energies. It is the second case that is of interest to us now. The same physics
is captured by the realisation that if two coupled oscillators have very different frequencies,
energy transfer between them is suppressed (due to energy conservation): the detuning limits
the transfer of excitations, just like for a pair of coupled pendula.
If we use an ordered lattice of potential scatterers (see the next section), the landscape u
and the associated valley network are completely regular. Every domain is identical and all
domains have the same on-site energy. While there are still barriers in WE (since u still has
valleys), the eigenstates are all completely extended and the transfer of excitations from one
site to the next in our discrete, dynamical model is complete. Thus eigenstate localisation
results from the combination of two factors: tunnelling through the potential barriers of
the effective potential WE , and the energy mismatch between the domains arising from the
randomness. Equivalently, transport suppression originates from the fact that the coupling
strengths ti,j are small (slowing down the transfer of excitations) and the set {Ek} has a
random component, limiting the amount of population transfer between detuned nearest
neighbours. This is why randomising the two sets of parameters has a different effect on
inducing localisation, as was found in previous studies, with only diagonal disorder leading to
true strong localisation.
The Anderson model derived from LLT could be used to make dynamical predictions for
the transfer of excitations from one site to another at a fraction of the computational cost
involved in solving the full 2D Schro¨dinger equation. In principle, by populating all the do-
mains on the left side of the channel proportionally to their “opening” onto R1, and observing
the growth of the population of all the domains on the right side combined (proportionally
to their “opening” onto R2), we could even model the transmission scenario and measure the
flow rate out of the channel. This can be done at a single energy, or if an atomic energy
distribution needs to be accounted for, then the equations of motion can be solved at many
energies and the output population averaged over the energy distribution.
We highlight the fact that the LLT-Anderson model we have presented is limited by several
strong approximations. In particular, only nearest-neighbour coupling is accounted for, only
states where a single domain is strongly occupied in its fundamental mode (and tunnels into
nearest neighbours), and we do not attempt to push the model up to and beyond the eigenstate
mobility edge, where domains begin to merge. Furthermore, note that the spatial extent of
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domains is completely neglected – they are taken as discrete points – which eliminates travel
time across domains. In principle, this could be remedied by incorporating time delays into
the coupling terms in the Hamiltonian, proportional to the distances between domains. In
practice, differential equations with time delays behave very unnaturally, with populations
diverging to infinity due to feedback from the past, so we opt out of this approach. Finally,
as we know, transmission of a wavepacket that starts off outside the disordered potential
through it depends on the initial condition, the wavefront, etc., and is not quite governed
by the internal Agmon distances between sites. However, qualitatively, using these coupling
strengths should still give more or less the correct picture.
The limitations listed in the paragraph above are “acceptable” in the sense that the
model can still be implemented and studied, with the results providing useful insight. There
is another, much more severe problem with reducing the continuous 2D system to the discrete
Anderson model, which cripples the entire enterprise. To see it, let us derive the model from
a slightly different, more formal perspective.
Recall that
∣∣ψ(j)〉 denotes the fundamental local mode on domain j, with zero amplitude
everywhere else, while |ψj〉 includes the tunnelled amplitudes onto nearest-neighbour domains.
We begin by truncating the Hilbert space of the full 2D Hamiltonian H to only those low-
energy eigenstates that involve a single domain with a strong occupation in its lowest local
state, with other domains occupied only through exponential decay arising from the main
domain. In this truncated basis, the Hamiltonian may be expanded as
H =
∑
j
Ej |ψj〉 〈ψj | . (39)
Each of these NNC states can be expanded over local fundamental domain modes:
|ψj〉 =
∑
i
c
(j)
i
∣∣∣ψ(i)〉 , (40)
which, incidentally, is also an approximation. Substituting this expansion into the Hamilto-
nian, we get
H =
∑
i,k
∑
j
Ejc
(j)∗
i c
(j)
k
 ∣∣∣ψ(k)〉〈ψ(i)∣∣∣ . (41)
We recover HA by identifying ∣∣∣ψ(k)〉〈ψ(i)∣∣∣ = a†kai, (42)
and realising that c
(j)
k ≈ δk,j , which means that∑
j
Ej
∣∣∣c(j)k ∣∣∣2 ≈ Ek (43)
and ∑
j
Ejc
(j)∗
i c
(j)
k ≈ Eic(i)k (44)
for k 6= i.
The problem with using the LLT-Anderson model in practice lies in the fact that the
expansion coefficients c
(j)
i have non-trivial signs. Inspecting the exact eigenstates of H, we
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find that they can be expressed as purely real functions, but the signs of the wavefunction on
the primary occupied domain and all its nearest neighbours certainly need not be the same.
Localisation landscape theory gives us a way to compute the amplitude of the wavefunction on
the nearest-neighbour domains, but tells us nothing about the signs. Since the LLT-Anderson
model is a coherent one, phase information such as relative signs cannot be dropped at any
cost. Thus for this model to be practically useful, one needs a method to deduce the signs of
the wavefunction on the different domains in the NNC states.
One idea that could be developed and used in the future is requiring the set of all NNC
states to be approximately orthogonal. In a valley network with ND domains, we could
represent all the NNC states as discrete vectors in RND where the basis states are the domains
and the amplitude is the average of the wavefunction on the domains in each state. The signs
of all these entries are initially undetermined. One could pose a minimisation problem that
requires the inner product of all states with an overlap (that is, all NNC state pairs where the
strongly occupied domains are up to twice removed neighbours) to be as small as possible. We
only need to solve for binary variables (±1), but the problem can easily be under-determined.
This is a possible avenue to pursue in the future but we have not yet attempted to implement
this idea.
If the sign problem is solved at some stage, then the first test of the LLT-Anderson model
would be as follows. Imagine initiating the system with only one internal domain excited in its
fundamental mode at t = 0. It is straight-forward to derive an expression for the population
of its nearest-neighbours as a function of time, following similar logic and methodology to
that presented in this section, based on LLT. The evolution in the discrete model can then
be compared to exact Schro¨dinger evolution in the continuous model where the same domain
is initiated in its fundamental local mode, and the evolving wavefunction is integrated over
the area of each domain to produce an output that can be directly compared to the discrete
model. The LLT derivation can be also checked against a calculation where the same initial
state is expanded over exact eigenstates of the 2D Hamiltonian and trivially evolved in time
by virtue of the diagonal representation.
While the LLT-Anderson model cannot at this stage be used to model dynamics (see
above), we can learn about our system by inspecting statistical properties of quantities that
enter the simplified model as a function of parameters (the sign problem is irrelevant for this
exercise). First of all, we might wonder if the relative detuning between domains, on average,
depends on the properties of the disorder. We may compute it as the standard deviation of
the local energies over their mean, and average over 20 noise realisations, as usual. In Fig. 34,
we show that surprisingly, the relative fluctuations do not depend on the fill factor, but do
increase with scatterer height. The mean on-site energy increases with fill factor and scatterer
height, while the mean domain area decreases. The energy and area are inversely correlated,
as might be expected from the relation for a harmonic oscillator. We note that there is no
consistent change in the average area, local energy or the variability of the latter with system
size, except at very small L,W < D¯.
Our computational scheme (see appendix D) allows for the identification of nearest neigh-
bour domains; in Fig. 34 we also show the mean number of neighbours each domain has. It
increases with fill factor and scatter height because the domains become smaller and more
compactly fitted, but it also grows with L and W , a finite size effect which vanishes for suffi-
ciently large systems. The increase with W is more pronounced as the explored values of W
are smaller – this is a manifestation of the dimensional crossover from 1D to 2D discussed in
section 11, illustrated in Fig. 22.
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Figure 34: Dependence of various quantities featuring in the LLT-Anderson model, averaged
over domains and over 20 noise realisations. Blue circles: V0 = 5E0, σ = `/2, red diamonds:
L = 50`, W = 25`, V0 = 20E0, σ = `/2. First four panels: blue circles correspond to
L = W = 25`. Bottom figure, first subplot: same parameters and colour code as the first
four panels. Second subplot: f = 0.06, W = 25`, third subplot: f = 0.05, L = 50`.
Top left: the relative fluctuations of the local domain energies display no dependence on fill
factor but increase with V0. Note that we have explicitly confirmed that this increase is not
attributed to the larger L used for the red data points. Top right: the local energies increase
with both fill factor and scatterer height (the dependence on V0 seen is not due to L, as a
higher L decreases mean Ej). Middle left: the domain area decreases with both fill factor
and scatterer height (the dependence on V0 seen is not due to L, as no consistent change
is seen in Aj with increasing L). Middle right: There is a clear inverse correlation between
the energy and the area of a domain, much like for a simple harmonic oscillator. The shift
of the curve for higher V0 is not due to higher L, as neither the mean of Aj or of Ej shows
a consistent dependence on L. Bottom panel: the mean number of nearest neighbours each
domain possesses grows with increasing disorder strength as the domains shrink and the valley
network becomes more compactly packed. The observed growth with L and W is a finite-size
effect that is eliminated in the large system limit. The width dependence is a quantification
of the dimensional crossover from 1D to 2D, and the qualitative restructuring of the valley
network seen in Fig. 22.
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In summary, this section demonstrated how our continuous 2D system may be reduced to
a discrete lattice model, equivalent to Anderson’s model for localisation. It served to highlight
the importance of disorder in detuning the domains – thought of as local oscillators – from
each other, thus limiting the efficiency of excitation transfer.
15 Distilling the effect of disorder
Anderson localisation is usually identified by its trade-mark property: an exponentially de-
caying density profile for a wave travelling in a disordered potential. However, there are other
mechanisms at play which can often create similar effects and lead to the misinterpretation
of experimental data and simulation results. One such mechanism is classical trapping: if the
potential V is sufficiently dense and the scatterers are considerably higher than the atomic
energy, the wavefunction may become trapped in a local minimum of V , tunnelling out, caus-
ing exponential decay, but for reasons other than Anderson localisation. Even when there are
no trapping regions in V , if it is sufficiently dense and high, waves passing through will feel a
degree of attenuation. An excellent way of determining whether there is any observable effect
from the randomness of the noisy potential is to compare it directly to a regular lattice of
scatterers of the same height and density as used in the disordered case9, as was also done
in [55,81]. In this section we do just that.
As always, the eigenspectrum of H is a good place to start our investigation. Figure 35
shows two of the lowest energy eigenstates using high and dense ordered scatterers, where for
the same parameters with random scatterers the eigenstates are extremely localised (compare
to Fig. 3). Clearly they are completely delocalised (as are higher states), as expected, which
confirms that the localisation seen in the eigenstates is caused by the randomness. The
numerous nodes visible in these states come at an energy cost: the lowest eigenvalues are
much higher than the equivalent typical numbers with a noisy potential.
Figure 35: The lowest two eigenstates of the Hamiltonian (1) for ordered scatterers with
L = W = 25`, f = 0.2, V0 = 20E0, σ = `/2, plotting ` |ψ| as a colour-map. All of the
eigenstates are completely delocalised and have much higher energies than their localised
counterparts with a random potential.
Next, we inspect the key objects of LLT: Fig. 36 shows the localisation landscape, effective
potential and valley network for an ordered lattice of high and dense scatterers. While there
are many domains and the peaks in WE are high (due to the strength and density of the
9This idea was developed during work towards the research presented in [1], benefiting from formidable
contributions from Donald H. White, to whom we are grateful for his input.
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scatterers), all domains are absolutely identical and would have the same exact local eigen-
energies. As discussed in the previous section, according to LLT, in this case the eigenstates
can have many domains occupied at once, and transport is unhindered (a full transfer of
excitations) in the LLT-Anderson model as all domains are resonant with each other.
Note that the height of the effective potential WE , including its maxima and saddle points,
grows with increasing f and V0, as it does for the disordered case. This is because higher and
denser scatterers create denser and deeper grooves in the localisation landscape u, regardless
of their arrangement in the channel. The point of difference is that we cannot talk about a
mobility edge for ordered scatterers as there is no Anderson localisation at any energy, due
to the fact that all domains are resonant and thus can be simultaneously excited in a global
eigenstate.
Evidently, both the eigenspectrum and LLT reveal a stark contrast between the case of
ordered and disordered scatterers. However, one usually does not have access to either in
realistic experiments, so let us test if measurable quantities show the same strong difference.
Figure 36: The localisation landscape u (top left) and effective potential WE (top right)
shown as a colour-map for ordered scatterers with L = W = 25`, f = 0.2, V0 = 20E0,
σ = `/2. The associated valley network is depicted in the bottom panel. The lines, symbols
and vector field plot have the same meaning as in Fig. 5. All three objects are completely
regular, with all domains identical.
We begin by allowing a tight 2D Gaussian wavepacket to expand into the ordered lattice.
Figure 37 demonstrates that before long, the wavefunction is fully spread out over the entire
system. This should be contrasted to behaviour in a noisy potential (see Fig. 11). Next, we
transmit a 1D Gaussian through an ordered array of scatterers, as shown in Fig. 38. Note that
the reflection at the entrance to the channel can be very strong for high fill factors and strong
scatterers, to the point where almost no atoms propagate into the channel. Therefore, for
this example, we choose somewhat weaker scatterers, with parameters directly comparable to
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Fig. 12. At t = 10t0, the wavepacket is entering the channel and a portion of the wavefunction
is reflected back into R1. By t = 20t0 the two parts are well separated, moving in opposite
directions. At t = 30t0 both are moving to the right, and for higher times, reflection and
transmission of the two pieces at x = 0 and x = L make dynamics quite complicated, such
that the atoms cover the entire area of the system. Thus, completely different dynamics
are seen in expansion and transmission of wavepackets in the presence of ordered scatterers
compared to a random potential. Such a comparison should be possible in experiments where
the atomic density can be measured and the potential controlled, allowing one to differentiate
the effects of Anderson localisation from other mechanisms.
Figure 37: Density profiles during time evolution of the initial condition (19) centred on
(L/2,W/2) with σ¯ = `, in an ordered lattice of scatterers with L = W = 25`, f = 0.2,
V0 = 20E0, σ = `/2. Left panel: t = 0, right panel: t = 10t0. Very soon the wavefunction
spreads out over the size of the system, showing no signs of localisation.
If we compute compartment populations for the transmitting 1D Gaussian example in-
spected in Fig. 38 and compare to a typical disordered run with the same parameters, as
shown in Fig. 39, we see that the flow rate ρ and the final population of R2 are much smaller
in the presence of noise, validating the fact that the disordered runs display strong evidence
of Anderson localisation. Needless to say, the 1D density profiles in the ordered lattice case
corresponding to the results shown in Fig. 38 display no signs of localisation what so ever,
nor is there any exponential decay involved (we highlight that the flow rate can be used to
quantify transport regardless).
As for expanding wavepackets (Figs. 40 and 41), in the expansion set up, the density
profile with ordered scatterers soon disperses evenly over the entire system, while in a random
potential, a clearly peaked structure, decaying to either side, freezes out in steady state. In
the transmission set up, the difference in the density profiles on a linear scale is harder to see,
but is revealed on a logarithmic scale as well as through the flow rate.
In conclusion, we have shown that in the regime where Anderson localisation dominates
the physics in a noisy potential, the contrast between an ordered and a disordered array of
scatterers can be used to clearly distinguish localisation effects. Whenever a comparison of
these two scenarios is not significantly different, one cannot claim Anderson localisation with
any degree of confidence. We reiterate, however, that reflection at the entrance of the channel
can be very severe for an ordered lattice, and so in the transmission set up, it is crucial to
examine influx into the channel as well as the output current; quantitatively, the flow rate
out should be normalised by the flow rate in.
Another method of identifying when Anderson localisation is at play is inspecting the
shot-to-shot fluctuations. Throughout our investigation, we have found that whenever An-
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Figure 38: Density profiles during time evolution of the initial condition (20) with σ¯ = 5`,
k0 = 1/`, for a regular lattice of scatterers with L = W = 25`, R = 30`, f = 0.1, V0 = 5E0,
σ = `/2. Time starts at t = 0 and advances by 10t0 in each snap shot, going across and
down. The wavepacket transmits through the ordered lattice without breaking up significantly.
Reflections at the entry and exit points of the channel eventually cause the entire system to
be considerably populated.
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Figure 39: Normalised populations of the three compartments – the two reservoirs and the
channel – when a 1D Gaussian wavepacket transmits from (the centre of) R1 to R2 through an
ordered lattice of scatterers (blue circles) and a disordered one (red diamonds). Parameters
used are L = W = 25`, R = 30`, f = 0.1, σ = `/2, V0 = 5E0, σ¯ = 5`, k0 = 1/`. It is obvious
that the flow rate out of the channel is much smaller in the presence of noise.
derson localisation dominated, fluctuations between different noise realisations were very large
indeed, requiring averaging over 20 runs. In fact, we have confirmed that the relative error
in the flow rate out of the channel (quantified by the standard error divided by the mean)
clearly and strongly increases with both fill factor and scatterer height. This was done with
several different initial conditions for the time evolution, and in both the transmission and
expansion set-ups, indicating that it is a fundamental localisation effect, rather than being
caused by the specific details of the numerical simulation. If we weaken localisation by, for
example, considerably reducing scatterer height or the fill factor, then fluctuations also fall
significantly (as they must, because the empty channel case is of course deterministic). Al-
ternatively, tuning atomic energy to higher values where the scatterers are weakly felt also
reduces fluctuations as the localisation length increases (or diverges all together, in cases
when a mobility edge exists). Note that high fluctuations in the transmission from a strongly-
localised system have been independently found by other researchers [19, 21, 100] and even
put forward as a “smoking-gun” of Anderson localisation. We will see in the next section that
adding interactions or acceleration also weakens localisation and reduces variability between
realisations.
16 Effect of realistic experimental features
16.1 Specifics of the experiment [1]
In this section we will discuss the effect of several “secondary” features present in the exper-
iment [1]. We begin from the geometry of the system: a dumbbell was used in [1], involving
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Figure 40: Top: density profiles at t/t0 = 10, 20, 30, 40, 50 upon expansion of a stationary 1D
Gaussian with σ¯ = 0.5`, k0 = 0 initiated in the centre of the channel. Blue lines correspond
to disordered scatterers and red to a regular lattice. Parameters were L = 150`, W = 25`,
R = 30`, f = 0.06, V0 = 5E0, σ = `/2. Bottom: compartment population curves for the same
simulations; the same colour code is used. The contrast between the localised dynamics seen
with random scatterers and practically free transport with an ordered lattice is seen both in
the density profiles and the transmission into the reservoirs.
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Figure 41: Top: logarithm of density profiles at t/t0 = 20, 30, 40, 50 (going across and down)
upon transmission of a stationary 1D Gaussian with σ¯ = 0.5`, k0 = 0 initiated in the centre
of R1. Blue lines correspond to disordered scatterers and red to a regular lattice. Parameters
were L = 150`, W = 25`, R = 30`, f = 0.06, V0 = 5E0, σ = `/2. Bottom: compartment
population curves for the same simulations; the same colour code is used. The difference
between ordered and disordered scatterers is much easier to see in the density profiles on a
logarithmic scale (compared to linear) and is evident in the growth rate of the population of
R2.
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large circular reservoirs connected by a rectangular channel. In our study here, we used rect-
angular reservoirs of the same width as the channel itself. The difference is of course that
with circular reservoirs, the atoms quickly expand in R1 to a cloud diameter that exceeds
the channel width, so the flow rate into the channel is strongly increased as the channel is
widened. With rectangular reservoirs of width W , this effect is completely absent. However,
the increased influx with the width would need to be scaled out in any case in order to expose
the more interesting finite-size effects that we have examined in section 11 – we are able to
simply skip this step.
Next, it is important to realise that the initial condition used to probe the disorder in-
fluences the outcome of the experiment. Apart from the energy distribution, the effect of
which we have briefly considered in section 13, there are less obvious factors. For exam-
ple, from multidimensional tunnelling, it appears that the precise wavefront would make the
atoms propagate down the channel differently, as we have pointed out in section 7. Whether
the wavepacket is radially expanding (i.e. is subject to angular dispersion) or along x only
may make a difference to the measured results. Clearly interparticle interactions would com-
pletely change the picture (this scenario is considered separately below). Assuming the cloud
is allowed to expand sufficiently and become so dilute that interactions are negligible before
entering the disordered channel, the effect can be still captured with the linear Schro¨dinger
equation, with the initial condition taken as the asymptotic limit of a Thomas-Fermi (TF)
cloud in 2D [123]. This wavefunction will have a completely different energy distribution to,
for example, the Gaussian wavepackets used in this paper. In other words, it is crucial to use
the correct initial condition if one wishes to model/theoretically reproduce the experiment.
In our modelling so far, we have taken the system to have Dirichlet boundary conditions.
This can be achieved experimentally by having a very high repulsive potential that covers a
very large area with a “hole” in it which comprises the system. This is precisely what is done
in [1] through the use of an SLM, and in this case the “hole” is dumbbell-shaped, with the
atoms confined inside. However, what if the repulsive potential is not so high so as to prevent
the atoms from leaking out over the edges of the dumbbell/rectangular system? We have
implemented such a model and ensured that even if the potential is quite low and “spill-over”
the sides of the system is quite noticeable, nothing important changes in the dynamics or
observations. The fact that we normalise the three compartment populations by the total
number of atoms in the system practically renders this issue unnoticeable.
Furthermore, the confining SLM potential discussed in the previous paragraph is produced
by a very wide and powerful laser beam, which is nonetheless Gaussian in profile. We have
checked that for the parameters used in [1], the variation in intensity over the size of the
system is negligible. It would be possible to simulate the case of a position-dependent confining
potential (corresponding to a less well-expanded laser beam), but we have not modelled this
directly yet. The interesting aspect of this idea is that the potential scatterers are created
via the SLM from the same repulsive beam, and in this scenario, their height would also vary
throughout the system. While this variation would not be random, it is quite likely that it
would have a noticeable effect on the dynamics.
Next, to enter the 2D regime, one usually loads the atoms into a 2D trap from a 3D one
where the BEC is initially prepared, which is precisely what was done in [1]. The aspect ratio
of the 2D trap in this experiment is superb: 800-to-1 in the horizontal-to-vertical directions,
suggesting that the trap is very shallow in the plane and very deep vertically. Under these
circumstances, it would seem reasonable to reduce the description to a 2D one, and leave
out the harmonic confinement in the plane all together. However, computing the 2D trap
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harmonic potential and comparing it to the atomic energies used in the experiment, we see
that the 2D trap cannot be safely neglected. Its depth, while small, is comparable to atomic
energies, and the length-scale on which it varies to the size of the dumbbell. It influences the
motion of the atoms, and placing its centre in the correct position in simulations is certainly
desirable. As far as we are able to determine, the vertical confinement is indeed so tight that
one may safely reduce the dimensionality of the system to 2D and leave the vertical direction
out.
This completes our discussion of the minor features relevant to the experiment [1]. We
now move on to consider two more-general, important physical mechanisms: acceleration and
interactions are believed to weaken or even destroy localisation, but concrete, direct tests
and understanding of the observed effects are an on-going effort in the literature. With the
infrastructure built up so far in this article, we are easily able to fill this knowledge gap.
16.2 Acceleration
The question of acceleration, resulting from a linearly varying background potential, is an
interesting matter to consider in its own right. It is known that a system must posses time-
reversal symmetry in order for full Anderson localisation to be possible, as the probability
amplitude for closed Feynman paths that are traversed clockwise and anti-clockwise must
be able to fully cancel [4]. The most common way to break time-reversal symmetry in the
context of Anderson localisation is the introduction of a magnetic field, but a time-dependent
potential will also serve the same purpose. A magnetic field has been shown to weaken
localisation in [74,111,124], as was spin-orbit coupling [111,124]. A common result of several
studies is that in 1D (or quasi-1D) systems, in the limit of strong symmetry breaking, the
localisation length is multiplied by a constant factor [74,111,124], while in higher dimensions it
diverges as localisation is fully destroyed [111]. Other systems investigated include the kicked
rotor [125] where a general anti-unitary symmetry is broken, and a continuous superfluid
system [126] where quantised persistent currents break time reversal symmetry.
Now, when acceleration is included in the system, the atoms are more likely to move
downstream than upstream, of course, but this is not true time-reversal symmetry breaking:
reversing the direction of time and conjugating the wavefunction (to reverse momenta) leaves
the Schro¨dinger equation unchanged. Nevertheless, the effect on the amplitude cancellation is
similar, reducing localisation and even creating a mobility edge in the lower dimensions [54].
This does not mean that Anderson localisation cannot be effectively studied in the presence
of acceleration – in fact, essentially all experiments performed in the solid state setting in-
volved a voltage applied across the system, explicitly included in the theory of Landauer
conductance [4]. More recently, a pair of companion studies [101, 107] have considered cold
atoms transmitting through and expanding into (respectively) a disordered potential, using
both white and correlated noise. Both papers included acceleration as a key feature (also see
references therein for other examples), relevant for the two experiments [1,53], both of which
included an acceleration to help their atoms transmit through the noise. In fact, [53] can al-
most be considered a direct test of [101], confirming the single-parameter scaling of [101], the
algebraic decay of the density profiles, and finding a delocalisation transition with correlated
noise.
As the problem currently stands, it is not entirely clear whether acceleration makes local-
isation fundamentally weaker (or even impossible), requiring the addition of a new element
to the theoretical description, or simply increases the energy of the atoms, thereby weaken-
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ing localisation via the usual energy-dependence of the localisation length. We will address
this matter directly. This formulation of the problem raises another important question: for
atoms moving in a changing background potential landscape (on top of which the scatterers
are then placed), the total energy is given by the kinetic plus the potential energies. Intu-
itively, it would make sense if only the kinetic part was relevant for determining localisation
properties, not the total, but this needs to be demonstrated directly – this is our second goal.
The gravitational potential takes the form −max, where a is the acceleration, m the mass
and x the longitudinal spatial coordinate. Since this term is negative, adding it on to our
disordered potential will allow V (x, y) to become negative in parts of the system domain. This
invalidates the use of LLT [40,44]: if V < 0 in some region, the localisation landscape u also
takes on negative values and all the structure and logic of the theory fail. In principle, one
could simply add an absolute energy shift to V to ensure that the total, including acceleration,
is positive everywhere. However, unlike conventional quantum mechanics, LLT is not invariant
with respect to absolute energy shifts – these actually change the physical predictions [44].
As such, this is not a satisfactory solution. If we turn to exact diagonalisation, include
the acceleration term in the Hamiltonian, slowly increase a for the same noise realisation
and observe the eigenstates, we do see that they become progressively more spread out, but
it is difficult to quantify. This leaves time-dependent simulations as the best method of
approaching the question of acceleration.
To determine whether it is the total energy or only the kinetic energy part that sets
localisation properties, we perform a ramp test, as illustrated in Fig. 42. The basic idea is
to use a potential ramp before the atoms enter the disorder to change their kinetic energy
while keeping the total fixed, and observe their transit through the channel. We wish to
compare two wavepackets, both translating 1D Gaussians, but with different energies. We
use larger reservoirs than usual to accommodate the ramp and perform all tests with this
geometry. First, we propagate both initial conditions with a flat background for comparison.
We then create two ramps (before the noise begins) that change the potential energy of the two
wavepackets by the difference between them. The high energy wavepacket travels through the
ramp-up and the low energy one through a ramp-down potential. The same noise realisation
is used for all four simulations. While reflection at the entrance to the channel depends
somewhat on the presence and nature of the ramp potential, the results are unmistakable:
wavepackets with the same kinetic energy at the point of entering the noisy section of the
potential behave the same way, while those with different kinetic energies but the same total
behave differently.
Note that in the ramp test just described, there was no acceleration in the section of the
potential that contained the disorder. We now wish to find out whether adding an acceleration
to the disordered system proper makes it impossible to localise the atoms completely, or if
by changing noise parameters, it is still possible to achieve practically full attenuation of the
density in the channel, which would indicate that acceleration does not fundamentally destroy
localisation but rather just increases the kinetic energy of the atoms and thus weakens it.
We perform the following test, illustrated in Fig. 43. We use a low-energy 1D Gaussian
wavepacket and begin from a given set of system parameters where the density essentially
decays to zero within the length of the channel with a flat background potential. Then we
add on an acceleration, and indeed a large fraction of the atoms now transmits to the second
reservoir. Progressively increasing L causes a smaller fraction of the atoms to transmit, but
does not induce strong localisation inside the channel. Observing the dynamics, it is not
obvious that increasing L further would lead to strong localisation. However, doubling the
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Figure 42: Top: background potentials used for the ramp test. We wish to compare two
wavepackets, one with σ¯ = 5`, k0 = 1/` (E = 1.17E0) and one with σ¯ = 5`, k0 = 1.5/`
(E = 2.58E0). We choose system geometry W = 25`, L = R = 50`, and the green dash-dotted
lines depict the reservoir-channel boundaries. The black solid line shows a flat background
potential, used normally. The initial wavepacket is placed at x = −35` and fits in to the
interval [−50,−20]`. Over the section [−20, 0]`, we ramp the background potential up or
down, resulting in two alternative background potentials that change the potential energy by
1.41E0, the difference between the mean energies of the two wavepackets of interest. Bottom:
four simulations are shown. Panels correspond to t/t0 = 20, 30, 40, 50 going across and down.
The same noise realisation is used for all four runs, with f = 0.1, σ = `/2, V0 = 5E0. The
blue (red) lines show the 1D density in a flat background with k0 = 1/` (k0 = 1.5/`), and
the black (green) correspond to a run with the potential ramped down (up) and using the
k0 = 1/` (k0 = 1.5/`) wavepacket. While reflection at the entrance to the channel depends
somewhat on the presence and nature of the ramp potential, the similarity between the blue
and green (red and black) lines proves that it is the kinetic energy part only that governs
localisation properties.
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fill factor or the scatterer height (with the original channel length) immediately causes strong
localisation in the channel, with little arriving in R2. Increasing L in both cases confirms
that only a short further channel length was needed to attain an essentially full decay of the
density.
This tell us that acceleration
• weakens localisation compared to a flat background when the same initial condition and
system parameters are used,
• for a given set of noise parameters, may make it impossible to localise certain energy
components,
• does not fundamentally render localisation impossible, as increasing the strength of the
disorder leads to strong localisation even in the presence of a large acceleration.
Since we now know that the kinetic energy EK determines localisation properties, we
inspect it in order to gain insight into our observations. As demonstrated in Fig. 43, without
acceleration, EK changes very little over time, oscillating slowly. With acceleration and
without strengthening the disorder – in the cases when we saw that one could not readily
localise all the atoms in the channel – the kinetic energy increases with time. This explains
our inability to localise the wavefunction: we may make the channel longer, but as the atoms
travel further down, they gain energy, and localisation length increases even more, leading
to a “vicious circle”. In contrast, when either the density or the height of the scatterers is
increased, the kinetic energy remains bounded from above; in fact, it oscillates between E0
and 2E0, energies that are readily localised at these noise parameters. This last remark is
based on observations made regarding the behaviour of the system without acceleration. As
such, by inspecting the kinetic energy we can predict if localisation is possible for a given
wavepacket, noise regime, and acceleration value.
Finally we remark that the increase in kinetic energy of the atoms in the presence of the
potential scatterers is much smaller than in an empty channel. This is sensible: filling up the
channel with (positive) Gaussian scatterers raises the total potential landscape, leaving less
room for change in the kinetic energy. No doubt precisely the same observation is responsible
for the fact that by increasing the strength of the disorder, we were able to qualitatively
change the behaviour of EK(t) from increasing to bounded and oscillatory. All this insight
into the effect of acceleration was, to the best of our knowledge, thus far unknown.
16.3 Interactions
Now that we understand the effect of potential energy on Anderson localisation, we may
wonder if interparticle interactions behave similarly: is it possible that interaction energy
simply increases the total, while it is still only the kinetic part that determines localisation
properties? On the other hand, we know that Anderson localisation causes particles to bunch
together, while repulsive interaction try to push them apart. In this sense, it is likely that
interactions will be detrimental to localisation – in fact, this is the generally accepted picture.
Experimental evidence, including specifically in 2D, has shown that interacting systems
with disorder can possess a mobility edge even in low dimensions [2, 112, 127]. Previous
theoretical work that included interactions involves studies in 2D [113, 128], 1D (or quasi-
1D) [103, 114], and at low but non-zero temperature [103, 114], with several studies finding
an induced mobility edge [113, 114]. In addition, [129] has demonstrated that an Anderson
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Figure 43: Top: normalised population of the second reservoir, bottom: kinetic energy as
a function of time, computed for single noise realisations. In all cases we use a 1D Gaussian
initiated in R1 with σ¯ = 5`, k0 = 1/`. Parameters common to all simulations are W = 25`,
R = 30`, σ = `/2. Blue circles depict the case of no acceleration with L = 50`, f = 0.1,
V0 = 5E0, sufficient to achieve strong localisation in the channel, with very little population
arriving to R2. Kinetic energy stays mostly constant, oscillating between E0 and 1.16E0. Red
diamonds show the result of adding an acceleration of a = 0.1410`/t20 (arbitrarily taken equal
to the value used for the ramp test of Fig. 42), which is present in all the other runs as well.
Transmission into the second reservoir increases very strongly, and the kinetic energy EK
climbs to much higher values than before. Crucially, it keeps climbing as time goes on. If we
try to restore localisation by increasing channel length (L = 100` – green squares, L = 150` –
black circles), the transmission into R2 progressively decreases but from the density profiles, it
does not appear that full localisation would be possible if L was increased further. Again, the
kinetic energy continuously grows with time. On the other hand, if we double the fill factor
(L = 50` – cyan squares, L = 100` – magenta diamonds), or double the scatterer height
(L = 50` – brown circles, L = 100` – purple squares) it is easily possible to reach strong
localisation in the channel. This is because the kinetic energy does not grow unbounded, but
rather oscillates with time, remaining between E0 and 2E0, very reasonable energies to be
localised at these noise parameters (judging from experience gained without acceleration).
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insulator can be distinguished from a Mott insulator via the spin configuration (a glass or
anti-ferromagnetic phase, respectively), and [130] solved the nonlinear Schro¨dinger equation
in 1D on a lattice, confirming that interactions oppose localisation.
The attempt to study Anderson localisation in the presence of interactions has given rise
to a new concept – many-body localisation – which has grown into a research field in its
own right over the last decade [131–136]. The 1D case is well-understood, and while in 2D
the situation is more complicated, conceptually similar ideas to the methods used in 1D are
being pursued. However, many-body localisation has diverged away from the question of what
happens to Anderson localisation in the presence of interactions and focused on ergodicity,
thermalisation and localisation in Hilbert space instead. Incidentally, these ideas appeared in
the literature very early on [127], and it is the remarkable advance in computational techniques
and resources that has allowed for the explosion of research to take place only recently.
Several studies have approached the question of interactions in the presence of disorder
in cold-atom systems via the Gross-Pitaevskii equation, e.g., [137] in 2D and [51, 138, 139] in
1D. Reference [51] is particularly interesting, predicting that 1D experiments would not be
able to clearly detect Anderson localisation due to the presence of interactions. On the other
hand, we will show that with realistic experimental parameters, interactions visibly weaken
localisation, but the latter remains sufficiently strong to be detected.
Overall, there is little direct knowledge on how interactions would modify the picture we
have built up in this article so far. This question is of prime importance because not all
experiments with cold atoms tune interactions to zero. For example, like many of the earlier
localisation experiments, the 2D study [1] has not attempted to eliminate interactions, relying
on the fact that the atoms will spread out over a large area in the course of the experiment
and interactions should become negligible (that was the intention), leaving bare Anderson
localisation to be observed. We are in a prime position to test the validity of this assumption.
The rest of the section is dedicated to precisely this cause.
First of all, we remark that the initial condition can be a complicated, unknown function,
but we will restrict our exploration to using a TF profile for an initial condition. The excellent
paper by Kamchatnov [123] contains analytical approximations of the order parameter of a
BEC in a 2D TF profile after the confining harmonic potential is abruptly removed, assuming
the atoms are evolving in an infinite 2D plane. These can be used to obtain an order of
magnitude idea of what we might expect, but the presence of boundaries in our system means
that the free predictions soon lose relevance and one needs explicit simulations to capture
the dynamics. We remark that using the results in [123], it is straight-forward to show
that the energy distribution in the long-time limit of the condensate evolving in 2D with
no external potential is linear (falling with energy), which is very different from the shape
one might expect naively for an expanding wavepacket (e.g. a 2D Maxwell-Boltzmann or a
Bose-Einstein distribution).
Note that the geometry of the system – a fully rectangular system studied earlier in this
article or a dumbbell potential used in [1] – is now very important, as it determines the shape
and size the wavefunction can assume, setting interaction energy, which then drives future
dynamics. For the rest of the section, we will use a dumbbell geometry in our simulations,
firstly to allow the condensate to expand significantly before entering the disordered region
(the circular reservoirs are much larger than the rectangular “channel extension” reservoirs),
and second, to ensure our results retain relevance to the experiment. The dumbbells are
constructed by placing two circular reservoirs of radius R on either side of a rectangular
channel (dimensions L×W ), and bringing the reservoirs in towards the channel (keeping the
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reservoir centres on the y = W/2 axis) until their circumference touches the corners of the
channel. The channel is then filled with noisy scatterers, as always. Furthermore, we will use
a purely expanding wavefunction, with no added translation or acceleration, in order to make
our investigation as simple and transparent as possible.
It is worth pointing out that when interactions are added to the system, clearly exact
diagonalisation and LLT are no longer applicable at all, but time-dependent simulations can
still be performed. Instead of solving the Schro¨dinger equation, we must use the GP equation,
but density profiles and the flow rate observable are still perfectly well defined and fully
accessible. In this sense, our work in this paper, demonstrating the connection between static
linear theory and dynamical results, is very important because the latter can be extended into
the nonlinear regime while the former cannot.
The GP equation for the mean-field order parameter in the grand-canonical ensemble
reads
i~∂tψ(x, t) =
[
− ~
2
2m
∇2 + V0(x)− µ+ g2D |ψ(x, t)|2
]
ψ(x, t). (45)
Here the order parameter is normalised to N particles, the total number of atoms in the BEC.
In the experiment [1], N ∼ 15, 000, so we will use numbers of this order of magnitude. A
dimensionally-reduced interaction strength is used, g2D, obtained as usual from the 3D s-wave
scattering length, which for Rb-87 is 95a0 (a0 being the Bohr radius).
Since we intend to use a TF profile for the initial condition, we must first compute the
ground state of a harmonic trap, the centre of which is positioned in the centre of the circular
reservoir R1. If
V =
1
2
mω2t r
2 (46)
where r is the polar radial coordinate centred on the centre of R1, then for a given chemical
potential µ (which controls N), the TF profile is given by an inverse parabola
|ψ|2 = µ−
1
2mω
2
t r
2
g2D
, (47)
and the TF radius where the density vanishes is determined by µ = 12mω
2
tR
2
0. By setting
N and R0, one can obtain the corresponding trap frequency ωt from equation (49) of [123],
and from there, the chemical potential. For the aspect ratio of the 2D trap and its harmonic
oscillator length-scales we use the experimental values from [1].
Before presenting results, let us outline the strategy we will adopt to elucidate the effect
of interactions. Since the theory is now nonlinear, we can no longer speak of an “energy
distribution”, as the superposition principle does not hold. However, we can still compute the
kinetic energy of an interacting cloud, and by Fourier analysis of the order parameter, access
its distribution. This is to be done with the understanding that this is only part of the energy
(in an empty channel, the rest is in interactions) and that this distribution changes with time.
We would like to compare two cases, both with the same kinetic energy distribution, with and
without interactions present. This could be approximately accomplished by evolving a TF
profile with the GP equation, waiting until the cloud is close to entering the channel, and then
performing two runs: one where interactions are switched off at that point and one where
they are left on. If we monitor the kinetic, interaction, and potential energy components
and see that the interaction energy stays more or less constant in the GP simulation as the
atoms transit through the channel, we will have achieved our goal. If we observe a serious
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difference between the two simulations, this will be due to the effect of interactions, and would
imply that they do not just change the total (as potential energy does) but directly influence
localisation properties.
To begin with, we examine the empty channel behaviour to gain intuition into the dy-
namics. Figure 44 shows the dumbbell system as well as the initial condition, the ground
state solution in a harmonic trap corresponding to the chosen TF profile. We will use a TF
radius comparable to the size of the initial cloud in the experiment [1], R0 = 12.5`. The
time evolution of this order parameter is depicted in Fig. 45, allowing a direct visualisation
of the transport. Note that the wavefunction is purely expanding, with no CoM motion. The
long-time 1D density profile is shown in Fig. 46. Observe in particular that at long times, the
profile in the channel is constant and R2 is generously filled with atoms. This is also reflected
in the corresponding compartment population curves, which are plotted in Fig. 47.
Figure 44: View from the top and from the side of the dumbbell system, illustrating the
geometry, depicting the density of the BEC in the ground state of a harmonic trap corre-
sponding to R0 = 12.5`, with N = 15, 000 atoms. The dumbbell dimensions are L = 50`,
W = 25`, R = 30` and no potential scatterers are present in the channel. Gross-Pitaevskii
parameters were set to µ = 8.05E0, ωt = 0.4536/t0, and g2D = 0.1315E0`
2.
Next, we would like to find out how significant interactions are and how quickly their
importance decreases with time as the atomic cloud expands. An obvious way to accomplish
this is to inspect the fractional contributions from kinetic and interaction energy as a function
of time in the empty channel case, as shown in Fig. 48. We see that at the point when the
could expands to the size of R1, which in this case happens at around t = 5t0, the kinetic
and interaction energy fractions stop changing rapidly, and settle in to a roughly constant
ratio of 20%-to-80% interaction-to-kinetic energy splitting. One fifth of the energy typically
stays in interaction form – this is certainly not negligible and the effect should be easily
observable. We have confirmed that changing the particle number or TF radius by 20% does
not drastically change the empty channel results shown thus far, and so we will focus on this
set of parameters for further investigation.
The empty channel results are to be contrasted to the case when Gaussian scatterers are
present in the channel. We add disordered scatterers of moderate strength to the system,
and examine 1D density profiles, the compartment populations and the energy fractions for
the effect (see Figs. 46, 47 and 48). The 1D density profiles now reveal what appears to be
exponential decay in the long-time limit, the flow rate out of the channel is significantly re-
duced, and the energy fractions are mostly unchanged, such that it is still valid to approximate
them as constant after the initial expansion in R1. To confirm that the transport suppression
is indeed due to Anderson localisation, we compare also to an ordered lattice of the same
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Figure 45: Time evolution of the initial density profile shown in Fig. 44 with the harmonic
trap removed at t = 0. Panels going across and down correspond to t/t0 = 5, 10, 15, 20, 25, 30.
The wavefunction expands and transmits through the empty channel (with no CoM motion),
arriving at the second reservoir.
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Figure 46: Long-time (t = 30t0) density profiles resulting from evolving the initial condition
shown in Fig. 44 with the harmonic trap removed at t = 0. Blue: empty channel. Red:
a single noise realisation with f = 0.1, V0 = 5E0, σ = `/2. Transmission into the second
reservoir is clearly suppressed, and the density in the channel now looks exponential. Black:
an ordered lattice of scatterers with the same density and height, showing a much slower fall
off of the density in the channel. Magenta: ordered lattice with interactions turned off at
t = 5t0. Cyan: disordered scatterers (using the same noise realisation as for the red curve)
with interactions turned off at t = 5t0. There is no significant difference between the linear and
nonlinear ordered density profiles, while the disordered profiles run parallel to each other (on
a logarithmic scale), with the linear case lying visibly and consistently lower. This suggests
that Anderson localisation is weakened by interactions, but still survives with approximately
the same localisation length, except that a fraction of the atoms are effectively delocalised for
the given system size. Green: including (linear-in-time) atom loss at a rate of 200 atoms per
t0 and using the same noise realisation as for the red curve. The entire BEC is smaller and
as a result, the density profile is lower than in the conservative case. On the other hand, the
two still run parallel to each other, which implies no significant changes to the localisation
length experienced by the particles.
87
16 EFFECT OF REALISTIC EXPERIMENTAL FEATURES
0 5 10 15 20 25 30
0.6
0.8
1
0 5 10 15 20 25 30
0
0.1
0.2
0 5 10 15 20 25 30
0
0.1
0.2
Figure 47: Normalised compartment population curves for the initial condition shown in
Fig. 44 with the harmonic trap removed at t = 0. Blue: evolution in an empty channel. Red:
a single noise realisation with f = 0.1, V0 = 5E0, σ = `/2. Transmission into the second
reservoir is clearly suppressed. Black: an ordered lattice of scatterers with the same density
and height. The flow rate is indeed higher for the ordered lattice, indicating some effect of the
disorder is certainly present. Magenta: ordered lattice with interactions turned off at t = 5t0.
Cyan: disordered scatterers (same realisation as was used for the red curve) with interactions
turned off at t = 5t0. The curve r2(t) is much more linear without interactions and is clearly
reduced by the removal of interactions. Normalising the flow rate out of the channel by the
flow rate into it reveals that indeed localisation is stronger in the linear case, but is present
with interactions also (see text). Green: including (linear-in-time) atom loss at a rate of 200
atoms per t0 and using the same noise realisation as for the red points. The populations are
only very slightly below their conservative counterparts, and the flow rates both in and out
of the channel are very similar.
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Figure 48: Kinetic (diamonds) and interaction (circles) energy divided by their sum as a
function of time for the initial condition shown in Fig. 44 with the harmonic trap removed
at t = 0. The total energy in this example is ET ≈ 2.7E0. Blue: empty channel. As soon as
the cloud expands to the size of R1 and enters the channel (in this case, at around t = 5t0),
the energy fractions stabilise to roughly a 20%-to-80% interaction-to-kinetic energy splitting,
which indicates that the effect of interactions should be readily observable. Red: a single
noise realisation with f = 0.1, V0 = 5E0, σ = `/2. The addition of scatterers has a weak
effect on the energy fractions, with most of the conversion still happening during the initial
expansion in R1. Green: including (linear-in-time) atom loss at a rate of 200 atoms per t0
and using the same noise realisation as for the red points. Interaction energy becomes less
important as a result of loss, but not significantly.
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scatterer density and height (see Figs. 46 & 47). The density profile at long times decays
considerably slower than in the noisy case, and the flow rate reveals that ordered scatterers
allow more transmission through the channel, so Anderson localisation survives the presence
of interactions, at least to some degree.
We are finally in a position to test directly if interparticle repulsion indeed weakens locali-
sation. Turning off interactions at t = 5t0 and repeating the ordered and disordered scatterer
runs, we find that the long-time density profile in the channel for ordered scatterers overlaps
that obtained with interactions, while for random scatterers, it runs parallel to and below
it10 (on a logarithmic scale; see Fig. 46). This suggests that adding interactions (keeping the
kinetic energy distribution fixed) weakens localisation (much stronger suppression is seen in
the linear case), but the average localisation length of the particles that are still localised for
this system size is unaltered. In both the linear and nonlinear cases there is a strong difference
between ordered and disordered scatterers which proves that Anderson localisation is at play
despite being weakened by interactions.
Before proceeding further, notice the different shape of the atomic cloud in R1 with and
without interactions, visible in Fig. 46. As may be expected, upon quenching interactions
to zero, the density in the source reservoir (slightly) collapses (or “refocuses”) on the centre
of the reservoir. However, we have directly checked that the density in the channel after
the quench does not withdraw back into the reservoir, and in fact, differences between the
density profiles with and without interactions develop from the far end of the channel. This is
confirmed by the fact that the flow rate into the channel in the two cases is not significantly
different, while the flow out is (see later). Finally, the fact that for ordered scatterers the
profiles with and without interactions overlap means that the effects we see in the disordered
case are not due to the specific dynamics after the quench (e.g. the minor collapse of the
condensate), but due to Anderson localisation in the channel. With this established, we may
continue to analyse the results.
The key difference induced by the presence of the nonlinearity seems to be that a fraction
of the atoms is effectively delocalised for the given system size, which is not the case in the
linear regime. Doubling the channel length with interactions included reduced the flow rate
strongly, as well as the fraction of the atoms accumulated in R2. It is quite possible that by
increasing the channel length sufficiently, we would be able to fully localise the entire cloud.
In other words, the localisation length for the higher energy components may still be finite,
but considerably increased compared to the linear system. At least, this is the observation
we make for the given set of parameters – it is no doubt possible to easily find a regime
where adding interactions will destroy localisation (the kinetic energy distribution and the
proportion of energy in interactions would be the key handles to enter this regime).
To confirm our density-based observations, we examine the population curves and the
flow rate observable in the relevant simulations (Fig. 47). As there is a small variability
in the flow rate into the channel between the cases studied, as a precaution, we normalise
the flow rate out by it. Note that the flow rate out is strongly different between the five
relevant simulations depicted in Fig. 47 (while the flow rate in is very similar), and causes the
majority of the difference observed in the normalised flow rate. The normalised flow rate for
the five cases studied is as follows: empty channel 0.46634, nonlinear with disorder 0.12089,
nonlinear with regular lattice 0.27933, linear with disorder 0.048194, and linear with regular
lattice 0.20111. These measurements support the conclusions reached based on the long-time
10This observation was confirmed for a different noise realisation with the same parameters.
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density profiles. As a final note, we remark that shot-to-shot fluctuations are significantly
reduced when nonlinearity is included, which further evidences the fact that interactions
weaken Anderson localisation.
Thus, we were able to definitively expose the effect of interactions on Anderson localisation
using the formalism developed in the earlier parts of the paper for the linear system. It would
be highly desirable to apply the procedure followed in this section to more cases – different
parameters, more noise realisations, etc. – to confirm that our conclusions are indeed correct.
This is left for future work.
16.3.1 Atom loss: condensate depletion
In any real experiment, and certainly also in [1], the BEC is subject to loss mechanisms,
such that the total particle number and energy are no longer conserved. A rather strong
depletion of the condensate is observed in [1] on a long time scale, arising from collisions of
the condensate atoms with background thermal atoms in the vacuum chamber. This can be
phenomenologically modelled, to lowest order of approximation, as a linear decrease of the
particle number. How would such loss change the effect of interactions as a function of time?
Intuitively, as N drops, we approach the linear regime, so we would expect localisation to be
strengthened by the presence of loss. Let us test this.
We model the process by introducing a linear loss of 200 atoms every t0 unit of time,
which over 30t0 means N falls from 15 to 9 thousand particles. Rerunning the GP simulation
with disordered scatterers studied above in a conservative scenario, we find that the total
energy drops monotonically and more or less linearly from 2.7E0 to 2.3E0. Meantime, the
population curves lie only a little below the no-loss case (Fig. 47), yielding a (normalised by
the input current) flow rate of 0.1, while the energy fractions are restored practically to the
empty channel results (Fig. 48). The 1D density profile at long times lies significantly below
its conservative version (Fig. 46), but that is because the entire atomic cloud is smaller – the
density is lower throughout, including in R1 – this is not to be taken as a sign of stronger
localisation. The gradient on a logarithmic scale is largely unchanged, which suggests no
major strengthening of localisation takes place.
Our results imply that realistic condensate depletion would not cause a serious improve-
ment in localisation properties, while it would certainly deteriorate the experimental signal-
to-noise ratio. Thus, minimising loss is advisable, as always, and tuning interactions to zero
is a better solution for removing the effect of the nonlinearity.
17 Conclusions and future work
In this paper we have carried out a thorough study of Anderson localisation in 2D with
point-like Gaussian scatterers, of particular relevance to the recent experiment [1]. We used
both the height and the density of the scatterers to control the strength of the disorder, and
varied system size to demonstrate the strong and direct effect of the number of scattering
events on the degree of localisation, as well as much more intricate finite size effects where
the localisation length itself depended on system size.
We used three complementary methods to tackle the problem: exact diagonalisation, LLT,
and time-dependent simulations (solving the Schro¨dinger and the GP equations). We showed
that exact diagonalisation was quite limited by system size, and highlighted the difficulty in
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extracting useful numbers out of the calculations. We then presented a complete review of
LLT to date, going on to extend it to new frontiers. We showed that the effective potential WE
can replace the real potential V in the Hamiltonian in terms of reproducing the low-energy
eigenspectrum as well as for time-evolution of expanding or transmitting wavepackets.
Then we used LLT to calculate the eigenstate localisation length, quantifying the decay
length scale of the eigenstates, as a function of energy. This required us to develop a practical
approximation to multidimensional tunnelling and a formidable extension of LLT techniques
and machinery. It also involved considerable conceptual progress, linking together domain size
and the decay exponent (the “cost”) of tunnelling through the peak ranges of WE separating
domains through the saddle points. We accounted for the effect of increasing energy by merg-
ing domains as the domain walls separating them broke down. Crucially, we explicitly tested
the decay coefficients computed from LLT against exact eigenstates, validating our compu-
tational method and the many approximations involved. We also reviewed multidimensional
tunnelling to set our method in context.
From there, we pointed out a fundamental difference between the eigenstate localisation
length, and the length scale that governs transmissive dynamics, which we termed the dynam-
ical localisation length. This insight arose purely out of the LLT interpretation of Anderson
localisation and understanding of multidimensional tunnelling. We put together a simple
physical picture that allowed us to estimate the dynamical localisation length from LLT, with
the understanding that this estimate is only fit for qualitative predictions.
We explored the transmission scenario, introduced in the experiment [1], and never prop-
erly theoretically studied before. We proposed the use of translating Gaussian wavepackets
to better probe the energy dependence, obtaining cleaner results that are easier to interpret.
We introduced the flow rate out of the channel as an excellent physical observable, pointing
out its advantages and uses. We approximately predicted the flow rate from LLT, accounting
for the energy distribution of our wavepackets. We proposed a phenomenological equation to
capture the dependence of the flow rate on the channel length, a very useful tool for quanti-
fying localisation in systems which are too small to allow full localisation within their range,
but where system size can be varied.
We found strong shot-to-shot fluctuations in the regime where Anderson localisation gov-
erned the physics, which is to be expected since the mechanism relies on the randomness of
the potential. We measured the flow rate as a function of noise parameters and system length,
and showed that the length scale of exponential decay of ρ(L) matched that seen in density
profiles for sufficiently long channels. We further understood and accounted for secondary
factors influencing ρ such as the flow rate into the channel, different propagation speeds of
the different energy components, etc.
Next, we studied finite size effects in the 1D-to-2D dimensional crossover. Our work took
a distinctly different approach from all previous exploration of the width dependence in the
literature, but is fully consistent with known results, showing that the localisation length
increases monotonically as the width grows and settles into its infinite-system value as the
width becomes larger than the mean distance between valley lines. Our approach helped
highlight the physical mechanisms that give rise to this dependence, an achievement fully
ascribed to LLT.
We examined the predictions of LLT regarding the existence of a true mobility edge,
both for eigenstate and dynamical localisation, introducing the idea that (according to LLT)
the mobility edge was not a sharp phase transition but a distribution of finite width, with
localisation vanishing gradually, until finally none is left. We motivated the possible existence
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of a mobility edge in our system by noting that our continuous random potential had a
minimal length scale (which can be thought of as a form of correlations) and documented the
LLT prediction for its dependence on the noise parameters.
We overcame the challenge of searching for evidence of the mobility edge by using the
limiting behaviour of ρ(L) as L → ∞, a method that can be equally well applied to ex-
periments. We tested the LLT prediction using two progressively-higher energy translating
Gaussian wavepackets in the transmission scenario, but found no direct evidence to support
it. This led us to conclude that LLT may only be valid at low energies, where states are well
localised.
From here, we turned our attention to expanding wavepackets with no CoM translation,
and learned that they were more complicated to interpret and quantify, but overall behave
in a sensible manner. We used such wavepackets to compare dynamics in expansion and
transmission, leading us to hypothesise that the localisation length relevant in the former
case was larger than in the latter (which was also suggested by the picture emerging from
LLT). We directly confirmed this prediction using translating 1D Gaussians.
Next, we demonstrated how a discrete 2D Anderson model emerges from the continuous
LLT description, highlighting the importance of detuning between sites arising from the dis-
order. We reconstructed eigenstates which have tunnelled across valley lines to their nearest
neighbour domains (NNC states), which was possible to achieve due to the new LLT tech-
nology we developed as part of this work. Such a simple, discrete model would allow one
to predict low-energy dynamics: for example, the transfer of population from one domain to
its nearest neighbours. The major problem we have uncovered was the lack of knowledge of
the signs of the eigenstates as they cross domain boundaries. This became evident from a
rederivation of the Anderson model by transforming the Hamiltonian in to the NNC state
basis. We also analysed average properties of the quantities that enter the LLT-Anderson
model.
Then we used an ordered lattice of scatterers to isolate the effect of disorder, and found
that in the regime where Anderson localisation dominated, a clear, strong difference could be
seen, present in all the different kinds of simulations and calculations presented throughout the
paper. Large fluctuations between different noise realisations are another way of identifying
when the disorder is governing the physics.
For completeness, we discussed the effect of several secondary features that affected the
experiment [1], with specific emphasis on two key physical mechanisms that are believed to
weaken localisation. The first important aspect we investigated was acceleration. We began
by clearly demonstrating that it is the kinetic energy alone and not the total energy that
sets localisation properties. We further found that it is possible to chose parameters such
that with acceleration, a wavepacket that is easily localised in the flat background potential
cannot be fully localised by increasing system size alone. However, this can be remedied
by increasing the strength of the disorder. Second, we explored how Anderson localisation
is affected by interparticle interactions. Our results suggested that the nonlinearity allows
part of the atoms to become effectively delocalised at the given system size, but does not
change the localisation length itself (averaged over the energy distribution). Interactions do
not necessarily completely destroy Anderson localisation – the latter can still be seen if the
nonlinearity is not very strong. Depletion of the condensate did not have a major effect on
the results.
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17.1 Future work
While we have attempted to perform a complete and self-consistent study, there are many
still open questions that need to be answered. Several extensions of the work have also been
mentioned throughout the article. These have all been left for future research at this point,
as we think it may be more beneficial to share the insight obtained thus far with the scientific
community to allow others to make use of our results if they find them helpful. Here we list
the ideas for future work that were generated in the course of our research to date.
1. First of all, it would be excellent to generalise LLT to 3D, where the logic and conceptual
picture are largely unchanged, but the practical framework and the technology are
not yet in place (everything beyond obtaining u and performing simple mathematical
operations on it). This would open the door to a large number of possible studies in
3D.
2. Second, one could study the effect of the spectral properties of the disorder on the
mobility edge predicted by LLT. Is there a sensible relation, as one would hope? Is
there a mobility edge at very high energies, after all? In our work so far, we have seen
no direct evidence of it, and yet it is quite possible that it could exist.
3. We need to compare ξD extracted from density profiles and from ρ(L), both obtained
through time-dependent simulations, more thoroughly (for more parameter sets) to gain
confidence in the connection between them.
4. It would be very interesting to check the dependence of ξD from time-dependent simu-
lations on the wavepacket wavefront, as multidimensional tunnelling suggests that such
a dependence should exist.
5. A related question is whether it is at all possible to compute ξD from the geometrical ray
construction of multidimensional tunnelling of incoming waves impinging on a potential
barrier. It appears to be a monumental task, but perhaps a new idea could spark
progress in this direction.
6. One should also investigate the functional dependence of ξE and ξD on the fill factor,
V0, and the shape of the scatterers. At the moment, this can only be done by running
large numbers of simulations at different parameters and examining the dependence
explicitly, hoping to discover the functional form by inspection.
7. What effect does the shape of the scatterers have? We have limited ourselves to 2D
Gaussian peaks (of more or less constant width) for the entire paper. What would
happen if we changed the width, or even made the scatterers, say, square?
8. It would be interesting to study finite size effects on the localisation length in a similar
fashion as we have done here, but holding L = W and increasing the size of the system
progressively.
9. Can the sign problem of the LLT-Anderson model be solved, possibly through requiring
approximate orthogonality of the NNC states? How useful is the model if it can be?
10. One should test the effect of interactions more thoroughly. There are many possibilities
here – so far we have only done the simplest, most basic tests.
Thus, the stage is set for quite an extensive and active future research in this field.
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The following appendices describe the numerical implementation of various computational
methods discussed in the main text, providing details at the level needed to reproduce our
work. All simulations are performed in Matlab on a standard laptop, without parallelisa-
tion. We also describe the testing performed for each method/code, in terms of convergence,
agreement with other solvers, and comparison to analytical results. Thus, we feel completely
confident that the numerics are fully under control and that our results are reporting real
physics rather than computational artefacts.
A Numerical implementation of exact diagonalisation
We use the position basis to represent the Hamiltonian operator. The scatterer potential V is
diagonal in this basis, and so is trivial to evaluate. As for the Laplacian, the simplest approach
is to employ stencils to construct it. This can be easily achieved, but the eigen-energies of the
discretized Laplacian converge to those of the continuous operator extremely slowly. This is
a common issue in numerical analysis and the solution is to turn to spectral methods.
When Dirichlet or Neumann boundary conditions are needed, the optimal solution is to
employ Chebyshev spectral differentiation (see, e.g., [140]). An extremely powerful imple-
mentation of these methods is the “Chebfun” toolbox [141], which is heavily used in our
work. In order to obtain a representation of the Laplacian the eigen-spectrum of which con-
verges rapidly, we adapt the new algorithm developed in [142] and which is implemented in
the Chebfun toolbox for 1D operators by extending it to 2D. Note that as a result we must
solve a generalised eigenvalue problem, the consequences being that the eigenvectors are not
orthogonal.
A.1 Testing
The diagonalisation code was tested in several ways. First of all, clearly, the number of
Chebyshev points in each dimension was increased until satisfactory convergence was achieved.
Moreover, the eigenvalues and eigenfunctions of the free Hamiltonian (Laplacian term only,
no external potential) are well known. We ensured that both the spectrum and eigenstates
of the continuous Laplace operator are reproduced correctly by our code (see, e.g., [143]).
In order to test the Chebyshev-based code in the presence of a disordered potential, a
stencil Laplacian operator was constructed making use of the function available at [144] (which
in turn was tested against the Matlab function del2.m). Since the eigenstates converge quickly
for a stencil-based code (it is only the eigenvalues which are problematic), we ensured the
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eigenstates of the Hamiltonian including a random potential compared well to those returned
by the Chebyshev code. Meantime, the eigenvalues of the stencil Laplacian (i.e. the free
Hamiltonian) are in excellent agreement with analytical results for the discrete Laplacian [145]
(also see [143]).
Finally, we have also implemented and tested the “traditional” square matrix Chebyshev
representation of the Laplacian (included in the Chebfun toolbox), and confirmed that its
spectrum converges much slower than that of the rectangular representation discovered in
[142].
B Numerical implementation of known LLT
Localisation landscape theory to date deals with two main objects: the localisation landscape
u (and its inverse, WE), and the valley network of u. Here we describe how both of these
can be computed, even for truly large system sizes (where other approaches are completely
impractical) and in very reasonable computational time. The first step is of course to solve the
stationary PDE for u, (6). The optimal method we are aware of is the domain decomposition
method, an implementation of which is available making use of the legacy solver of the PDE
toolbox in Matlab [146]. We find excellent performance with partitions about 25` × 25` in
size, together covering the entire area of the system (with no overlap).
We employ spectral differentiation, using the square Chebyshev derivative matrices [141,
142], to accurately obtain the first and second derivatives of u. Then the functional approx-
imation capability of the Chebfun toolbox (see appendix A) is utilised to expand u and its
derivatives as analytical series of Chebyshev polynomials. The root-finding routines of the
Chebfun toolbox are then able to identify all the extrema of u. Note that spurious extrema
are often picked up very close to the edge of the system and need to be discarded.
Since the root-finding algorithm is also limited by system size, it is necessary to use parti-
tioning not only for obtaining u, but also for identifying its extrema. The same main partitions
are used in both cases for simplicity. It is quite likely that the analytical approximations of the
solution and its derivatives will not be (sufficiently) accurate on the “joint lines” separating
the partitions. A region within a thin frame running around the edge of the partitions cannot
be trusted as it may suffer from spurious features, and therefore, we place additional parti-
tions centred around all the joint lines, referred to as “patches”. Note that this is only done
when scanning for exterma, not when solving for u with the domain decomposition method.
All the partitions and patches are taken larger than necessary, and the solution on the extra
“padding” frame is not used after the Chebyshev approximations are obtained. The trust
regions of all the partitions and patches can be arranged such that they do not overlap and
cover the entire system domain.
It is possible that extrema which are on the joint lines of the trust regions would be missed
in the root-finding step in both partitions. Therefore, we employ a “safety net” around each
trust region: we look for extrema on the trust regions proper as well as within a thin frame
around them (overlapping with other trust regions). Then extrema in the safety nets are
compared to all those picked up in the main trust regions, and if one has indeed been missed,
it is added to the list. All extrema in the safety nets which are also identified in the trust
regions are discarded.
At this point, we have a complete solution for u on the entire system and have found and
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classified all its extrema. The valley network is constructed in the following way. We begin
from each saddle and follow the gradient of u (forward and backward) until we arrive at a
minimum or the system boundary, at which point the valley line is terminated. The valley
lines are paths of steepest descent connecting saddles to minima of u.
A prudent remark is in order. The valley network construction, as outlined here, is not
fault-proof: imperfections do occur. If one is interested in overall, average properties of u,
WE or the network, then these imperfections are not important. However, for our purposes
in sections 6 and 14, the valley network really has to be immaculate. This requires fixing any
accuracy issues that can result after directly following the prescription in this appendix. The
problems encountered and their solutions will be described in appendix D.
B.1 Testing
Several other methods have been employed to solve for u and the performance of the solvers
compared. The valley network has also been constructed based on the localisation landscape
from all these alternative approaches to ensure agreement at this more refined level as well.
The first method is a Chebyshev spectral solver included in the Chebfun toolbox [141], devel-
oped in [147]. It is extremely accurate, but (like all alternative methods described here) limited
by system size. Next, we tested the modern PDE solver in Matlab’s PDE toolbox, which, like
all the Matlab solvers, is based on the finite element method. The legacy solver has similar
performance, it is only the interface that is different. A multi-grid implementation [148] has
also been trialled, using the Matlab legacy solver underneath. Two other implementations of
the domain decomposition method have further been evaluated for performance [149].
We confirmed that all methods agreed with each other, and convergence has been tested
with respect to all available precision/resolution parameters in the different codes. This
statement also holds for the step size used for constructing the valley network.
C Numerical implementation of time-dependent simulations
All time-dependent PDEs are solved using Matlab’s modern PDE solver, solvepde.m, with
Dirichlet boundary conditions. The algorithm uses the finite element method for the spa-
tial dependence, and an adaptive-time-step, variable-order stiff ordinary differential equation
solver for the time-evolution. Because both the spatial and temporal problems consist of
many coupled equations that need to be solved simultaneously, this implementation cannot
be easily parallelised, and the domain decomposition method (see appendix B) could not be
successfully adapted to solve this issue. Other codes, however, have taken a different approach
and overcame this obstacle, e.g. [150]. As such, our computational capabilities are limited by
system size and resolution (a high resolution is required to capture a state with high kinetic
energy). Needless to say, all reported results have been checked for convergence.
Whenever we solve the GP equation, starting from a TF profile in a harmonic trap that
is removed at t = 0, we first use the analytical expression for the TF cloud [123] as a guess,
and solve for the true ground state in the harmonic trap. The resulting wavefunction is then
used as an initial condition for time evolution.
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C.1 Testing
The performance of the code was tested against two analytical results: the expansion of a 2D
Gaussian wavepacket (standard textbook material) and the expansion of an initial TF cloud
in 2D after the harmonic trap is removed [123]. Both were reproduced faithfully, thereby
inspiring confidence in the numerics.
D Numerical implementation of new LLT
In this appendix we give details on how all the extensions of LLT put forward in this article are
implemented. First of all, one must solve for u and compute the valley network, as described
in appendix B. As mentioned at the end of that appendix, the resulting valley network can
have imperfections that need to be “cleaned up” before proceeding any further. Below we
give a list of known possible issues:
• Rarely, due to inaccuracies in the gradient of u, valley lines may start at a saddle and
arrive at a maximum of u (rather than a minimum), or get “stuck” at some point (not
near an extremum) in the 2D plane.
• Spurious saddle-minimum pairs (or even entire chains) may be identified during the
extremum search.
• Any type of extremum – a maximum, minimum or a saddle – may be accidentally picked
up twice during the root-finding stage.
All these are reasonably simple to correct, and most of the process can be automated, with
only occasional need for human judgement. Once the valley network and the list of extrema
are perfected, we may move on to implementing the new features of LLT discussed in the
main text.
The first step is the removal of any valley lines that do not constitute part of a closed
domain. This can be accomplished by counting the number of valley lines terminating at each
minimum and searching for minima that only have one. For each such minimum, we then
remove the minimum, the valley line that links it to a saddle, the saddle, and the second valley
line originating from that saddle. The process is repeated until there are no more minima
with only one valley line connecting to them.
Next, we trace paths of (approximately) least-cost with respect to the Agmon distance
ρE from every saddle point to two maxima of u by following the gradient of u, much in the
same way as the valley lines are obtained. Thus, two valley lines emanate from each saddle
and connect to two minima (or exit the system), following paths of steepest descent. Two
lowest-lying paths originate from each saddle and connect to two maxima, following paths of
steepest ascent.
For any domain that is fully internal to the system, the collection of all valley lines as-
sociated with saddles that connect to the (unique) maximum of this domain constitute the
domain walls. For domains that lie on the edge of the system, the valley lines are not enough
– we must complete the collection of the domain walls by including the relevant segments of
the system boundary. This is not a trivial task, but in brief, one creates a collection of all the
exit points of valley lines that terminate by exiting the system and breaks up the perimeter
into segments separated by these exit points. Then, we assign a domain to each segment
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using the knowledge of which saddle the exit valley lines “belong” to and which maxima are
connected to these saddles. The relative position of the valley line exit points and maxima is
also instrumental in correctly assigning system boundary segments to the right domains. The
process can be quite intricate if localisation is very strong: it is not uncommon to have several
valley lines that practically merge as they exit the system, which complicates matters further.
Mostly, we have successfully automated this process, but occasionally human judgement is
needed to correctly complete the task.
Now, once we know which saddles connect to which maxima, it is simple to identify
domains which are nearest-neighbours, as they will share at least one common saddle. A
list of potential problems which we have encountered in the process described so far can be
summarised as follows:
• The minimal-cost paths may be (incorrectly) computed to run on top of the valley lines
originating from that saddle.
• The least-cost paths may get “stuck” at some point (not near an extremum) in the 2D
plane.
• The maximum to which a minimal path should connect may not be identified if the
path terminates a little too far away from it.
• The two minimal-cost paths connecting a saddle point to two different maxima of u
may (erroneously) overlap, leading to both maxima associated with this saddle being
identified as the same one.
All of these problems have been solved, largely automating the problem identification and
clean-up process, but not fully – some issues require human judgement, and a selection of the
appropriate solution via trialling. All results presented in the main text have of course been
fully tested and corrected, whenever necessary.
Once we know the collection of paths (valley lines and potentially segments of system
boundary) that make up the domain walls, we can perform integrals of various functions,
restricted to the domains. A sufficiently fine rectangular grid is set up such that it just covers
the area of the domain (i.e. we draw a rectangular box that just fits the arbitrarily-shaped
domain inside it and set up a regular grid on it). The domain walls are rounded to this grid,
and for each y-value, it is then simple to find the smallest and largest x values in the set of
the domain wall points. The integrand is evaluated on the rectangular grid, with all values
outside the domain walls replaced by zeros. A 2D integral is then trivial to perform.
D.1 Average distance between valley lines
Here we provide a method to compute the average distance between the valley lines D¯(E) in
a network that is not fully closed (i.e. it includes some “open” valley lines). A good solution
is to essentially sample the density of the valley lines. We begin by cutting down the network
to a given energy E. Then a large number (103 seems to work well) of random points in
the interior of the system is chosen, and each point is assigned a random direction. Then
one measures the distance from each random point in its associated random direction to the
nearest valley line. If no valley line is encountered and the “ray” exits the system domain, it is
discarded. The remaining distances are averaged. This gives a number which is proportional
to the actual mean distance between the valley lines. The proportionality constant can be
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determined by running the calculation on a series of closed networks where a domain-area
based computation can be performed as well (of course, configurational averaging is needed to
obtain meaningful numbers). Comparing the true distance to D¯(E), the two measurements
are indeed found to be out by just a constant scaling factor of about 1.84. This scaling factor
can then be used to convert the “proportional” measure of the distance between valley lines
to a real physical length also for open networks.
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