Robots manipulating in domestic environments generally need to interact with articulated objects, such as doors, drawers, laptops and swivel chairs. The rigid bodies that make up these objects are connected by a revolute pair or a prismatic pair. Robots are expected to learn and understand the objects' articulated constraints with a simple interaction method. In this way, the autonomy of robot manipulation will be greatly improved in an environment with unstructured constraints. In this paper, a method is proposed to obtain the articulated objects' constraint model by learning from a one-shot continuous visual demonstration which contains multistep movements, and this enables human teacher to continuously demonstrate several tasks at once without manual segmentation. At the end of this paper, a six-degree-of-freedom robot uses the constraint model obtained by demonstration learning to achieve manipulation planning of various tasks based on the AG-CBiRRT algorithm.
I. INTRODUCTION
How to make robots imitate human skills in a simple and friendly interactive method so as to extend their capabilities is a long-term challenge in the field of robotics. Although modern robots have significant differences in configuration, size, perception, driving methods and application scenes, the autonomous movement and manipulation in unstructured environments are common problems faced by almost all robots. If robots can imitate and learn human skills, their autonomy can be greatly improved with reduced unnecessary manual programming of robots' movement.
Motion and manipulation planning refers to finding a series of control inputs to drive a robot from the initial state to the target area. Besides, the movements should satisfy various constraints, including collision avoidance and task constraints. When the dimension of the configuration space (C-space) in the planning problem is low, the problem can be solved by A * , Dijkstra or D * algorithm. But in high-dimensional problem, because the obstacle area can not be described explicitly, the exploration of the C-space
The associate editor coordinating the review of this manuscript and approving it for publication was Gursel Alici . can only be conducted by random sampling. These motion planning methods with random sampling process are called Sampling-Based Motion Planners (SBMPs). Because of their probabilistic completeness and high stability, SBMPs have become the standard for industrial solutions [1] .
However, when robots perform certain tasks such as bolting, opening doors and opening drawers, they are often subjected to some rigid kinematic constraints. Due to task constraints, the configurations satisfying constraints form low-dimensional manifolds embedded in the C-space. The manifold has zero measure with respect to the ambient space metric, which brings challenges to the traditional SBMP methods. Berenson et al. [2] propose Constraint Bi-directional Rapidly-Exploring Random Tree (CBiRRT). It uses projection operation to build a bridge between low-dimensional manifolds and the C-space, which makes it possible for SBMP to plan on constrained manifolds. Besides, they propose a general description framework for task constraints called Task Space Region (TSR) [3] , which is used to describe the articulated constraints in this paper. TSR is determined by the constraints type, and the operated object's size and pose, which can not be obtained or measured directly from sensors data. The acquisition process of TSR is tedious and requires participation of professionals, which greatly limits the ability of robots to flexibly manipulate various objects with articulated constraints.
Learning from demonstration (LfD) [4] is an ideal method to solve the above problems. LfD enables non-professional users to teach robots how to perform tasks through examples. The demonstration process enables users to tailor the robots' skills to their needs without professional knowledge.
The main contribution of this manuscript is learning the articulated constraints from a one-shot continuous video demonstration which contains different motion segments. These motion segments are defined by different tasks, some of which contain articulated constraints. This framework enables human teacher to continuously demonstrate several tasks at once without artificial segmentation, which will greatly reduce the teacher's time and physical costs. The proposed framework does not simply track or repeat the demonstration trajectory, but infers the constraint through human operation. The constraint is described by TSR, which further guides the SBMP to generate a manipulation plan satisfying the constraints.
The paper is organized as follows: Section II introduces the existing work related to the framework of the article. In Section III, the problems to be solved in this paper are described in detail. IV elaborates the proposed algorithm framework. The results and analysis of real world experiments are provided in Section V. In Section VI, conclusions are drawn and directions for future work are provided.
II. BACKGROUND AND RELATED WORK
Learning from demonstration can be divided into two basic stages: gathering samples and inferring models or strategies from samples. In this paper, the two stages correspond to the segmentation of movements and the learning of constraint relationship respectively. In this section, the existing research work in these two fields will be reviewed.
A. SEGMENTATION AND EXTRACTION OF MOVEMENTS
Some research work describes time-continuous action sequences through probabilistic models. Calinon et al. [5] propose a method to segment and extract important features from the human manual demonstration through the Gaussian mixture model (GMM). Similarly, Akgun et al. [6] uses GMM to describe the demonstration trajectory in the robot joint space. Grollman et al. [7] propose using the Infinite Mixture of Gaussian Process Experts (IMoGPE) function regressor to model multi-valued policy functions. This work segments the data into experts, each with a single-valued policy function. Silvia and Peters [8] propose a probabilistic model for detecting basic movements in time series data. They use this method and a motion capture system to segment the fast movements of a robot playing table tennis accurately. Niekum [9] proposes using the principled Bayesian nonparametric approach to divide unstructured demonstration actions into basic skills. Subsequently, the user's intention of each basic skill is inferred and these skills are automatically improved by reinforcement learning. Besides, some researches use probabilistic models such as the Hidden Markov Model (HMM) [10] , the Gaussian Mixture Regression [11] and the Sparse Online Gaussian process [12] to segment continuous movements. The training of the probabilistic models usually requires repeated demonstrations to obtain a large number of samples. Moreover, the generalization ability of probability model is limited. Although the tasks are similar, the models need to be retrained or updated online when the starting point, the target or the environment changes.
Some researches use basic primitives to segment and extract movements. The Dynamic Movement Primitives (DMPs) [13] provide a framework in which dynamical systems can be described as a set of nonlinear differential equations. DMPs provide simple mechanisms for segmentation of movements and LfD. Niekum et al. [14] constructs DMPs by using a single movement fragment, and then uses DMPs to identify and extract the most similar segment of current demonstration movements. Their frameworks have the potential to establish a large database of skills which are described by DMPs over time. DMPs are also used to encode various operational skills such as drumming [15] , serving water [16] and cutting vegetables [17] . Takano et al. [18] encodes the known motion primitives with HMM, and segments the time series according to the error between the motion data predicted by HMM and the actual motion data. The disadvantage of the above method is that the movement primitives must be clustered and abstracted from a large amount of demonstration data or be given in advance.
B. LEARNING THE ARTICULATED CONSTRAINTS
Understanding the internal spatial movements of articulated objects is essential for robots to plan relevant movements and decide whether they are actually successful. Sturm et al. [19] , [20] present a probabilistic framework that enables robots to learn the kinematic models of the articulated objects through motion capture systems. The framework describes the constraint relationship of the articulated objects as a kinematic graph. Calinon and Billard [21] present a probabilistic architecture for solving the problem of extracting the task constraints through a Programming by Demonstration framework. Phillips et al. [22] store the constrained movements demonstrated by users in an Experience Graph (E-Graph) and use the weighted A* algorithm to maximize the reusing of the path on E-Graphs. In this way, the motion planning costs under task constraints will be great reduced. All the methods above need multiple segmented demonstration trajectories as learning samples.
Researchers have studied the problem of extracting feature points from unmarked demonstration videos and learning constraints based on them. Katz et al. [23] , [24] perceive the three-dimensional kinematic structure of the articulated objects through interaction. They judge the joint types according to the relative movement between the three-dimensional feature points. Similarly, Huang et al. [25] use interactive perception to infer parameters models of articulated objects. However, these methods need robot to try to operate a constrained object many times without any prior knowledge which is inefficient. Pillai et al. [26] propose a markerless framework that enables robots to learn kinematic models for everyday objects from RGB-D video acquired during user-provided demonstrations. Because they use a probabilistic approach similar to Sturm et al. [19] , they also need multiple segmented demonstration video as samples. However, the above-mentioned markerless methods are sensitive to outliers in the feature tracking stage, which results in significant errors of the kinematics model. These errors will lead to failure in some tasks with high precision requirements.
The method of learning from a one-shot demonstration or single sample has been studied previously in the context of robotics [27] - [29] . Pĺerez-D'Arpino and Shah [30] propose C-LEARN, a method that learns multistep manipulation tasks from a single demonstrations as a sequence of keyframes and a set of geometric constraints. In this framework, robots do not learn from any sensors data, but get keyframes from human teachers through an interactive GUI via end effector teleoperation, which means the process of action segmentation is actually realized by human teachers. Similar research work includes [29] and [31] . This GUI based constraint learning method can avoid errors caused by sensors' noise and realized one-shot learning. But in practice, for a variety of constrained scenarios, learning directly from visual sensors data will be a more convenient and faster method.
Compared with the above mentioned methods, the contribution of this article is learning the kinematic relationship from a one-shot continuous visual demonstration which contains different motion segments. The proposed method does not need multiple segmented demonstration trajectories as learning samples, but can learn from one-shot demonstration contains different segments to greatly reduce the teacher's time and physical costs. Besides, different from GUI based methods, the proposed method is realized by contactless visual demonstration, which will be more convenient in practice.
III. PROBLEM STATEMENT
There are two main difficulties in constrained motion planning. First, the mapping between the constrained manifolds and C-space is non-linear, which means that the manifolds can not be expressed analytically. Secondly, the constraint manifold has zero measure with respect to the ambient space metric, which makes the probability of obtaining samples on manifolds by rejection sampling almost zero. Therefore, it can be concluded that the key to solve the constrained motion planning problems with SBMPs is to find a suitable manifold description method and realize sampling on the manifold with probabilistic completeness.
Berenson et al. [3] proposed that a pose of the robot's end effector can be described as a six-dimensional vector in the rigid body motion space (SE (3)). When robot interacts with articulated objects such as doors, drawers, laptops and swivel chairs, the end effector is subjected to some hard kinematic constraints. The vectors satisfying the constraints constitute a bounding box in the SE(3) space. The bounding box represents the task space region of the robot, namely TSR. A TSR consists of three parts:
Coordinate transformation from the origin coordination system to the TSR w.
• T w e : End-effector offset transform in the coordinates of w.
where the first three lines of B are the translation boundary allowed by the constraint along axes X, Y and Z. The last three lines of B are the allowed rotation boundary around the three axes.
Because of the zero measure of constrain manifold, it is almost impossible to randomly sample configurations in C-space that satisfy task constraints. So it is necessary to use the Jacobi inverse J (q) −1 to change the configurations to eliminate the end effector's pose error to TSR boundary in Cartesian space. Because it is impossible to directly obtain the inverse of Jacobi matrix of redundant robot, pseudo-inverse matrix J (q) + is always used for substitution in practice. The Jacobian pseudo inverse J (q) + based Gauss-Newton process builds a bridge between the ambient space and the constraint manifolds, which is described in detail in previous research work [32] . This mechanism enables the configurations to be sampled randomly in the ambient space, which is specifically designed for SBMP.
Taking the operation of opening a door as an example, T O w is related to the pose of the hinge, and B represents the feasible space of the end effector when the door is being opened. In previous work, all of these need to be acquired through calibration and manual setting. The goal of the proposed algorithm is to automatically learn the TSR which represents the constraints of the articulated objects from a one-shot visual demonstration, so as to realize autonomous planning of the robots for similar tasks.
IV. ALGORITHMS
The proposed algorithm framework is briefly described in Fig.1 . Firstly, the Visual-TSR method is proposed, which enables the Eye-in-Hand system to track the AprilTag attached to the hand, so as to capture the complete demonstration trajectory. The time series demonstration trajectory may include several constrained or unconstrained movements, but each of them is time continuous. Based on this assumption, the Sliding Sample Consensus algorithm is proposed to obtain the inners ratio of the whole demonstration trajectory, and to segment the inners ratio signal by Total Variation Denoising and step function fitting. Then, the extracted trajectory is fitted and the TSR coordinate T O w can be calculated from the fitting model. Finally, the TSR bounding box B is calculated according to the pose range of the demonstration samples, and a TSR library containing multiple articulated object constraints is established. Next, the framework will be introduced in detail.
A. TRACKING THE APRILTAG
AprilTag [33] is a visual fiducial system. The 2D bar code style tag can be easily created from an ordinary printer, which allow full 6-DOF localization of futures from a single image. Through this robust feature tracking method, human hand movements can be captured stably.
In the demonstration stage, changes of the hand pose may make the AprilTag occluded or out of recognition range. This risk will lead to discontinuity of the demonstration trajectory. Unlike the position-based visual servo system, the camera does not need to be adjusted at all times to ensure the AprilTag is always at the center of the imaging plane. Because in actual use, the AprilTag can be accurately identified and positioned in a fairly large subset of the SE(3) space. Inspired by TSR, The Visual-TSR method is proposed to restrict the tag pose in the camera coordinate system to realize tag tracking by the hand-eye system.
The tag tracking method is shown in Fig.2 , where O is the origin coordinate system, which is set to the manipulator's base coordinate system for convenience. The camera coordinate system T O C can be calculated by forward kinematics according to the robot's current joint value. T C P represents the AprilTag's current pose in camera coordinate system T O C , which can be computed by an AprilTag detection software. The transformation matrix T C P is transformed to a 6 × 1 generalized vector:
The yellow box in Fig.2 represents the current task space region of the camera, namely the Visual-TSR. The Visual-TSR is the tag's allowed change range, which can be detected in the SE(3) space. It is described as a 6 × 2 matrix B P that is exactly consistent with the form of (1). Then, the offset x of the current tag d P relative to the Visual-TSR can be calculated by (3):
If the tag is within the Visual-TSR, and x = 0, the camera pose need not be adjusted. When the tag exceeds the limit of the Visual-TSR in the demonstration process, it is necessary to adjust the camera's pose to T O C , so that the AprilTag can return to the center of the Visual-TSR. The tag's ideal pose T C P is set artificially according to the camera's optimum imaging position. Therefore, the transformation matrix T C C from the current camera pose to the ideal camera pose can be calculated:
Subsequently, the camera target pose T O C can be obtained according to the transformation relationship in Fig.2 , and the robot's future joints value can be obtained by inverse kinematics calculation. In addition, Jacobian pseudo inverse based Gauss-Newton process is used to calculate the camera target pose, which is more suitable for adjusting the camera pose based on the current state. T C C is converted to a generalized vector x c by (2) , and Jacobian iteration is carried out as shown from line 7 to line 19 in Algorithm 1, where q step is the maximum iteration step length.
In this way, the AprilTag's pose can always be located in the subset of the SE(3) space defined by the Visual-TSR, thus ensuring a stable and continuous pose estimation.
B. SLIDING SAMPLE CONSENSUS
The demonstration trajectory may contain several constrained or unconstrained movements. Firstly, these trajectories should be segmented according to the different task constraints. When the operator manipulates the articulated object, the demonstration path points form straight lines or arcs in the cartesian space. Therefore, the problem of demonstration trajectory segmentation can be transformed into a problem of detecting which path points conform to the linear or circular model. RANSAC [34] is an iterative method for estimating mathematical models from the observed data which contains a large number of outliers. Data that conforms to the model is classified as inners, otherwise as outliers. For the problem in this paper, all demonstration data is continuous in the temporal dimension. Inspired by the RANSAC algorithm, a method to segment the time-series demonstration trajectory is proposed, which is called the Sliding Sample Consensus, as shown in Algorithm 2. SLISAC requires the demonstration samples D, the sliding window size S and the error threshold σ . P represents the current window position and M represents the current window model. The window slides from the first sample, which is also the starting point of the demonstration movements. Samples covered by the sliding window are extracted to fit the straight line or the circle and used as window model. To find the best one-dimensional model in the R 3 space, two least square fittings are needed. This part of the calculation process is given in Appendix. Then, all the demonstration samples are traversed and the fitting errors of each sample to the window model M are calculated. If the fitting error error < σ , the sample is considered to be an inner of the current window model. The suitable σ can be obtained by the demonstration samples collected in advance and crossvalidation. When the window slides to the end of the trajectory, the time-series inners ratio signal is obtained. The complexity of the SLISAC algorithm is n 2 . However, since the samples are obtained from a one-shot demonstration and the sample size is small, it makes the computational overhead almost negligible.
C. TRAJECTORY SEGMENTATION
The inners ratio of the sliding window model is used to segment the demonstration trajectory, because different constrained or unconstrained movements have different inners ratio. As shown in Fig.3(a) , the unprocessed inners ratio can not be segmented directly, which need be denoised to a smooth time-varying signal throughout the demonstration process. Total Variation Denoising (TVD) [35] is a noise removal method by minimizing the total variation TV (r) of the signal:
The denoising problem of the original inners ratio r 0 (t) is transformed into the following unconstrained convex optimization problem:
For the discrete situation:
In (5) and (6), α > 0 is a regular parameter that is used to balance between the fitting quality to r 0 and the mount of regularization done to the origin data r 0 to produce r. The advantage of TVD is that it can keep the signal's discontinuous edges accurately [36] , which is important to movements segmentation. (6) and (7) can be solve by the Fast Newton-type Methods according to [37] . Every change of the smoothing inners ratio signal means the beginning of a new segment.
Next, the smooth signal is fitted with a series of step functions. The step function fitting problem can be expressed by (8):
where n is the number of inners ratio samples, and Y n is the n-by-1 vector of inners ratio samples. X n is a n-by-n lower triangular matrix, and all non-zero terms are 1. β n is the n-by-1 vector. The starting point of the new step is 1 and the rest of the elements are all 0. β n is decomposed into N k β k , where β k represents the changes of k new step points. N k is a n-by-k matrix, each column of which is a trivial orthonormal basis of R n .
The parameters N k and β k in (8) and the optimal segmentation number k * can be solved by the method proposed in [38] , which is used to solve similar problems in [39] . The results of movement segmentation can be extracted from matrix N k .
D. CONSTRAINT LEARNING AND TSR LIBRARY
After the above movements segmentation, the demonstration trajectory can be used to learn the constraint relationship of the articulated objects. As mentioned above, the constraint will be expressed in TSR form, so the goal is to find the constrained trajectory's feasible region in the SE(3) space. In III.B, the constraint type of each trajectory can be obtained by SLISAC. The method in Appendix is used to fit the trajectory with the corresponding linear or circular model, and obtain the TSR coordinate system T O w according to the fitting model. All samples T O j are transformed from the original coordinate system to the TSR coordinate system T O w :
Then, T w j is transformed into a generalized vector V j in the SE(3) space, and the function f (x) is defined: Finally, the bounding box of the prismatic pair B p and the revolute pair B r can be defined as follows:
where r is the rotating radius of the revolute pair, which can be obtained by the circle's fitting equation. φ is the yaw angle of the end effector. It should be noted that the TSR obtained by the above process is the constraint information of the hand movements captured by the camera. However, the constraints should be imposed on end-effectors in the robot manipulation planning stage. Therefore, the TSR can not be used to guide the robot manipulation planning directly. The AprilTags is attached to the articulated objects to guide the robots' grasping. When the robot grasps the articulated object, the tool coordinate system T O tool can be calculated by forward kinematics. The relative transformation T x tool from the current tool coordinate system T O tool to the nearest sample T O x in TSR is calculated, and the transformation is added to the robot kinematics model to transfer the tool coordinate system to TSR. In this way, the retargeting from the learned constraints to the constraints of robot's end effector is realized.
After completing the learning of the articulated object constraints, the TSR coordinate system T O w , the constraint type, the constraint bounding box B and the contact point T O tool are encapsulated to build a TSR library. The AprilTag attached to the object is used not only as a visual locating datum, but also as the label of TSR library. In the light of this framework, the robot can acquire a constraints database of various articulated objects in domestic circumstances through a one-shot demonstration. In the subsequent robot manipulation, when the robot recognizes the TSR label, the corresponding TSR and the contact point can be recalled and the manipulation plan can be generated accordingly. 
V. EXPERIMENTS
In this section, the experiment results of the proposed method for learning various constrained motion planning tasks from demonstration will be discussed. In the human demonstration stage, the Universal Robots and an Intel RealSense Depth Camera D435 are used to form Eye-in-Hand system. According to the optimum range of the camera imaging and AprilTag detection software, the Visual-TSR's bounding box B V can be given: 
In addition, the regular parameters of all TVD processes in this paper are α = 0.6; and the error threshold of circular and linear models in SLISAC is set to σ = 0.02m.
In the robotic autonomous planning stage, the previous research work AG-CBiRRT [32] is used, which is developed from CBiRRT but has better efficiency and success rate. The algorithms are implemented in the framework of the Open Motion Planning Library(OMPL 1.3.1) [40] . All experiments were implemented on an Intel Core i5-4590 3.3GHz personal computer. The Robot Operation System Indigo is used to build the communication system of the experimental platform.
A. SINGLE TASK DEMONSTRATION
In this section, two different kinds of articulated constraints is demonstrated separately, so as to verify whether the proposed method can learn the corresponding constraints from the continuous motion trajectory. As shown in Fig. 4 , the handwheel and the sliding door are constrained by a revolute pair and a prismatic pair respectively, and a man demonstrates the manipulation method of the two objects to a robot. The time numbers in the upper left corner of these pictures are the starting and end moments of human demonstration's movements phase, and they correspond to the segmentation result below. During the demonstration process, the robot adjusts the camera pose according to the Visual-TSR based tracking method to ensure the continuity of demonstration trajectory.
After obtaining the complete trajectories, SLISAC algorithm with the linear window model and the circular window model is used to calculate the inners ratio of these two trajectories. As shown in Fig.5 , the original inners ratio signal can not be directly used for movements segmentation. The IV.C method is adopted to carry out total variation denoising and fit the step function of the denoised signal. The final segmentation result can be extracted from matrix N k . The segment with the highest response to the window model is the constrained trajectory by the revolute pair or the prismatic pair. The result of the final movements segment in Fig.5 basically agrees with the video snapshots shown in Fig.4 . Because there are some errors between the demonstration trajectory and the linear or circular model, the constrained trajectory can not be extracted completely. However, as long as the extracted samples are accurate and sufficient, the subsequent constraint learning will not be affected.
After extracting the constrained fragments, the least squares fitting method in the Appendix is used to fit the two constrained trajectories, and the TSR coordinate system w door and w handwheel is obtained according to the fitting results, as shown in Fig.6 . The bounding boxes of the two constraints B can be solved according to (10) and (11) .
B. CONTINUOUS MULTI TASK DEMONSTRATION
In this section, the learning ability of the proposed method in the continuous multi-task demonstration process will be tested. As shown in Fig.7 , the cabinet door and the drawer are constrained by the revolute pair and the prismatic pair respectively. Installing the server hard disk requires two constrained movements: taking the hard disk and inserting the hard disk. Due to the tight seam between the hard disk and the slot, it is important to get TSR accurately to ensure success. The time numbers in these pictures represent the starting and end moments of the constrained demonstration movements. the manipulation methods of these tasks are demonstrated in a continuous movement. In order to ensure that the time series trajectory is captured completely, the Visual-TSR method is used to make the hand-eye system track the AprilTag attached to the hand in real time. At the same time, the real-time forward kinematics solution is calculated according to the current joints value of the robot, and the current tag pose is transformed to the origin coordinate system, so that the complete demonstration trajectory can be accurately captured.
Since continuous demonstration trajectory may contain two different types of articulated constraint information, the sliding windows of linear and circular model will be used to calculate the continuous inners ratio signals respectively. As shown in Fig.8 , the original inners ratio signal calculated by SLISAC can generate a step function curve after post-processing in IV.C. For Demo.1, the movements of opening the door and opening the drawer corresponds to the maximum response segment of to the linear model and the circular model respectively. For Demo.2, both the movement of taking the disk and inserting the disk is constrained by prismatic pair, so the demonstration trajectory have no obvious response to circular model. For continuous demonstration that contains n constrained movements, the algorithm can extract maximum n segments of linear and circular inner ratio. At the same time, the process can determine the constraint types accordingly. The segmentation results in Fig.8 are basically consistent with the snapshots of the teaching process shown in Fig.7 , which proves that the proposed method can segment continuous multi-task demonstration movements.
For the extracted trajectories, the method in IV.D is used to learn TSR. As shown in Fig.9 , w drawer , w door , w take and w insert are TSR coordinate systems obtained by learning. The constrained bounding box is solved by (10) and (11) . The TSR learned in the previous section and in this section will be used to build the TSR library, which will guide the robot's manipulation planning in the next section.
C. QUANTITATIVE COMPARISON AND ROBOT MANIPULATION PLANNING
Once the TSRs of the articulated relationship are estimated, the kinematic structure and model parameters of articulated object estimated by the proposed method is compared with those produced by state-of-the-art markerless framework [26] . As shown in Fig(10) , the measurements of the motion capture system is used as ground truth to compare the two methods. Table 1 summarizes the model estimation performance achieved with the proposed method and Pillai's [26] . The model fitting error is defined as the average spatial and orientation error between the motion capture system's SE(3) measurement and the estimated articulation relationship. Because of the AprilTag-based feature tracking method, the proposed method achieved an average model fit error 5.1mm spatially, and 1.6 • in orientation from one-shot demonstration, a great improvement over Pillai's method which estimates parameters from several observations. When the visual texture of articulated object is not clear (like handwheel), the markerless method always fail to track features and can not estimate the model parameters. In installing the disk task, the markerless framework's model fit error which can not satisfy the accuracy requirement. By contrast, the proposed method can achieve an average model fit error 1.2mm spatially, and 0.7 • in orientation, which can ensure the smooth progress of the task. These scenarios can show marker-based tracking framework's advantages in accuracy and stability.
After learning the various articulated object constraints with the IV.D method, a TSR library is established. The AprilTags attached to the objects is used as the label of TSR library, which enables the robot to acquire the corresponding TSR by detecting the AprilTag, and generate the manipulation plan to meet the constraints. According to the given TSR, the robot's constrained motion can be planned by the AG-CBiRRT algorithm.
The AG-CBiRRT is a manifold metric learning based motion planning method to solve the problem of robot motion planning under task constraints. The configurations satisfying the task constraints are sampled off-line, and the KNN algorithm is used to construct a graph which can approximate the constraint manifold. Then, the shortest path length between the nodes on the approximate graph is calculated using the Dijkstra algorithm, and the distance matrix is constructed off-line to realize the metric learning of the constraint manifolds. During on-line planning, the approximate graph and metric of the manifold are used to select the most promising direction in the local expansion, thus reducing the exploration of invalid regions in the C-space. Through the previous work, AG-CBiRRT has shown high efficiency and stability in manipulation planning for the articulated constrained objects.
As shown in Fig.11 , AG-CBiRRT is used to plan the manipulation for articulated objects in V.A and V.B. According to the TSR library acquired from the demonstration learning, the robot can successfully manipulate various objects with articulated constraints, thus proving the feasibility of the proposed method.
VI. CONCLUSION
This paper introduces a method that enables a robot to learn the constraints of articulated objects from a one-shot video demonstration, and then generates a TSR to guide the robot manipulation planning. In the human demonstration stage, in order to ensure the integrity of the demonstration trajectory, the Visual-TSR method is proposed to make the hand-eye system stably track the AprilTag attached to the hand. After obtaining the continuous demonstration trajectory, the inners ratio of the whole trajectory can be calculated by SLISAC, which is used as the basis of the constrained movements segmentation. The constrained fragments can be obtained by carrying out Total Variational Denoising and step function fitting to the original inners ratio signal. Subsequently, the TSR can be learned from the demonstration samples, and a TSR library containing multiple articulated object constraints is established. In the experiment section, the movements segmentation ability of the proposed method in a single task demonstration and a multi-task continuous demonstration is validated respectively. Finally, a quantitative comparison with state-of-the-art markerless framework is made to highlight the advantage in stability and accuracy, and the AG-CBiRRT algorithm is used to validate the TSR library obtained by learning. The experimental results show that the TSR obtained by this framework can correctly guide the robot's constrained manipulation planning.
The main idea of this paper is to segment and learn the constrained demonstration movements by analyzing geometric features of visual marker. In future work, the authors will attempt to realize accurate segmentation and learning from one-shot marker-less video demonstration.
APPENDIX FITTING WINDOW MODEL
When a person manipulates articulated objects, the demonstration trajectory is an arc (a revolute pair) or a line (a prismatic pair) in the SE(3) space. Therefore, the fitting window model is used to fit a circle or a line through the least square method according to the samples in the sliding window. In order to fit a one-dimensional model in the three-dimensional space, two least square fittings is needed.
Firstly, the two-dimensional plane is fitted according to the window samples. The plane equation and its square loss function are shown in (13) and (14):
Q p = n−1 i=0 (a 0 x i + a 1 y i + a 2 − z i ) 2 (14) By calculating the partial derivative of the square loss function, the undetermined parameters of the plane equation can be solved, as shown in (16): 
The undetermined parameters can be solved by calculating the partial derivative of the square loss function:
The equations of a circle and its square loss function are:
Similarly, the undetermined parameters of the circular equation are solved by calculating the partial derivative of the square loss function:
The final returned window model window_model includes the plane equation and the circular or linear equation on the plane. The window_model and the error threshold σ are used to judge whether the demonstration sample is an inner of the window model.
