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Wielandtova karakterizacija funkcije gama
Povzetek
Glavna tema dela je Wielandtova karakterizacija funkcije Γ. Wielandtova karakte-
rizacija holomorfno funkcijo f , definirano na desni kompleksni polravnini, za katero
velja f(z + 1) = zf(z), prepozna kot večkratnik funkcije gama, če je le f omejena
na navpičnem pasu oblike {z ∈ C | 1 ≤ Re(z) < 2}. S pomočjo karakterizacije
navedemo alternativen dokaz znanih rezultatov, kot so povezava med Eulerjevima
funkcijama gama in beta, Gaussov produkt in Eulerjeva formula, Gaussova produk-
tna formula ter Stirlingova formula z oceno za napako aproksimacije. Dokažemo še,
da se da pogoj omejenosti v Wielandtovi karakterizaciji nadomestiti s precej milejšim
pogojem, ki zahteva le, da funkcija f na navpičnih pasovih ne raste prehitro.
Wielandt’s Characterization of the Gamma Function
Abstract
The main theme of the work is Wielandt’s characterization of the Γ function. Wie-
landt’s characterization claims, that a holomorphic function f , defined on the right
complex half-plane, for which the recursion f(z + 1) = zf(z) applies, is a multiple
of Γ, if only f is bounded on vertical band {z ∈ C | 1 ≤ Re(z) < 2}. Using this
characterization, we provide alternative proofs of known results, such as the relation
between Euler’s functions gamma and beta, Gauss product and Euler’s formula,
multiplication formula of Gauss and Stirling’s formula with an estimate of its error.
We prove that the boundedness condition in Wielandt’s characterization can be re-
placed by a weaker assumption, which demands, that the growth rate of function f
on vertical bands is not too great.
Math. Subj. Class. (2010): 33B15
Ključne besede: funkcija gama, integral s parametrom, enakomerna konvergenca,
holomorfna funkcija
Keywords: gamma function, integral with parameter, uniform convergence, holo-
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1. Uvod
Funkcija gama je skozi zgodovino vzbudila zanimanje mnogih velikih imen ma-
tematike. Povod za obravnavo je bil problem razširitve funkcije fakulteta izven
množice celih števil. S tem so se v 18. stoletju med drugimi opazneje ukvarjali Da-
niel Bernoulli, Christian Goldbach, James Stirling ter Leonhard Euler. Slednjemu
je uspel največji preboj in je kot prvi podal eno izmed oblik funkcije, ki ji danes
pravimo Eulerjeva funkcija gama. Zanimanje za to področje se je nadaljevalo v
19. stoletje, ko je francoski matematik Adrien-Marie Legendre Eulerjevo definicijo
funkcije gama prepisal v integralsko obliko, katera je najbolje prepoznana še danes.
Veliko zanimanje za funkcijo gama pa je prineslo tudi veliko število različnih
zapisov, ki jo definirajo. Ti sicer vsi podajo isto funkcijo, njihova ekvivalenca pa
kljub temu ni povsem očitna. Tako se je porodila želja po karakterizaciji, ki bi
ponudila način, kako funkcijo gama prepoznati, brez da bi jo bilo potrebno zapisati
v eksplicitni obliki, ki ustreza eni od definicij.
Funkcija gama spada v družino specialnih funkcij, ki so pogosto karakterizirane
kot rešitev neke diferencialne enačbe z enolično rešitvijo. To je bil tudi prvi na-
čin, na katerega so se matematiki lotili iskanja karakterizacije. Tovrstne poskuse
je leta 1887 dokončno ustavil nemški matematik Otto Hölder, ko je dokazal, da je
funkcija Γ transcendentno transcendentna funkcija, torej ni rešitev nobene algebra-
ične diferencialne enačbe s celimi koeficienti. Njene karakterizacije se je bilo torej
potrebno lotiti drugače. Prva, ki jima je to uspelo, in to šele leta 1922, sta bila
matematika Harald Bohr in Johannes Mollerup, ki sta funkcijo gama karakterizirala
s pomočjo njene lastnosti logaritmične konveksnosti. Mi se bomo v nadaljevanju
posvetili nekoliko manj poznani karakterizaciji funkcije gama, ki jo je leta 1939 po-
dal matematik Helmut Wielandt. Ta namesto logaritmične konveksnosti uporabi
enostavnejši pogoj omejenosti funkcije na nekem pasu v kompleksni ravnini. [8]
Funkcija Γ kompleksnega argumenta je definirana kot integral s parametrom. Da
bodo sklepi v jedru naloge bolj jasni, bomo v drugem poglavju ponovili glavne rezul-
tate povezane z integralom s parametrom ter se spomnili nekaj pojmov iz kompleksne
analize. V tretjem poglavju bomo dokazali nekaj lastnosti funkcije Γ kompleksnega
argumenta, ki so nam znani že iz obravnave game definirane na realnih številih. Wie-
landtovo karakterizacijo bomo formulirali in dokazali v četrtem poglavju. S pomočjo
te, bomo v petem poglavju dokazali nekatere že dolgo znane rezultate, povezane s
funkcijo Γ. Dokazi za rezultate, med katerimi so bili mnogi formulirani že v 18.
stoletju, so seveda že znani. S pomočjo naše karakterizacije ponudimo zgolj alter-
nativen način dokazovanja, ki se za razliko od klasičnega povsem ogne integralski
definiciji funkcije Γ. V zadnjem poglavju bomo zaključili s formulacijo posplošene
verzije Wielandtove karakterizacije, ki poda enak rezultat pri precej milejših zače-
tnih pogojih.
2. Osnovni pojmi
V nadaljevanju se bomo pri nekaterih razmislekih sklicevali na trditve in rezultate,
ki niso neposredno povezani s temo naloge. Prvi vsebinski razdelek tako posvetimo
definicijam in trditvah, ki nam bodo prišle prav kasneje. Nekatere izmed teh bodo
zgolj ponovitev že predelane snovi, ostalo pa bo bralcu morda še nepoznano. Doka-
zov spodnjih trditev ne bomo navajali, saj niso bistveni za nadaljnje delo.
2.1. O posplošenem integralu s parametrom.
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Definicija 2.1. [3, poglavje 2.1, definicija 22] Naj bo množica A ⊆ Rn in funkcija
f : A × [a,∞) → R taka, da je za vsak x ∈ A funkcija t → f(x, t) zvezna in
posplošeno integrabilna, torej za vsak x ∈ A obstaja integral
∫∞
a
f(x, t)dt. Integral
F (x) =
∫∞
a
f(x, t)dt je enakomerno konvergenten na A, če za vsak ε > 0 obstaja
b0 ∈ [a,∞), da za vsak b > b0 velja⏐⏐⏐⏐∫ ∞
b
f(x, t)dt
⏐⏐⏐⏐ < ε za vsak x ∈ A.
Pri dokazovanju enakomerne konvergence integralov si bomo pomagali z nasle-
dnjim zadostnim pogojem.
Trditev 2.2. [3, poglavje 2.1, trditev 4] Naj bo A ⊆ Rn in f : A×[a,∞) → R zvezna
funkcija na [a,∞) za vsak x ∈ A. Naj obstaja taka funkcija g : [a,∞) → [0,∞), da
je |f(x, t)| ≤ g(t), t ∈ [a,∞) za vsak x ∈ A in naj integral
∫∞
a
g(t)dt konvergira.
Tedaj integral
F (x) =
∫ ∞
a
f(x, t)dt
konvergira enakomerno na A.
Trditev 2.3. [3, poglavje 2.1] Naj bo A ⊆ Rn lokalno zaprta množica, f : A ×
[a,∞) → R zvezna funkcija in naj integral∫ ∞
a
f(x, t)dt
konvergira lokalno enakomerno na A, tj. za vsak y ∈ A obstaja r > 0, da integral∫∞
a
f(x, t)dt konvergira enakomerno na množici {x ∈ A | ∥x− y∥ < r}. Tedaj je
x ↦→
∫ ∞
a
f(x, t)dt
zvezna funkcija na A.
Trditev 2.4. [3, poglavje 2.1, trditev 24] Naj bo f : [c, d] × [a,∞) → R zvezna in
naj F (x) =
∫∞
a
f(x, t)dt enakomerno konvergira na [c, d]. Potem je F zvezna in
zato integrabilna ter velja∫ d
c
(∫ ∞
a
f(x, t)dt
)
dx =
∫ ∞
a
(∫ d
c
f(x, t)dx
)
dt.
Trditev 2.5. [3, poglavje 2.1, trditev 25] Naj bo J ⊆ R odprt interval in f :
J × [a,∞) → R zvezna funkcija. Naj bo f(x, t) parcialno odvedljiva po x in naj bo
∂f
∂x
zvezna funkcija na J × [a,∞). Naj za vsak x ∈ J integral
F (x) =
∫ ∞
a
f(x, t)dt
konvergira in naj integral iz odvodov
(1)
∫ ∞
a
∂f
∂x
(x, t)dt
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lokalno enakomerno konvergira na J , tj. za vsak x ∈ J obstaja interval I ⊂ J , s
središčem v x, da integral (1) konvergira enakomerno na I. Tedaj je F ∈ C1(J ) in
F ′(x) =
∫ ∞
a
∂f
∂x
(x, t)dt.
2.2. Pojmi iz kompleksne analize. Vsi razmisleki v nadaljevanju bodo narejeni
v kontekstu kompleksne analize. Funkcijo f : C → C z argumentom z = x + iy,
x, y ∈ R, tako razumemo kot f(z) = f(x+ iy) = u(x, y) + iv(x, y) za u, v : R2 → R.
Od tod sledi, da lahko sklepe v povezavi z integralom realne funkcije s parametrom,
posplošimo na integral funkcije s kompleksnim parametrom.
Spomnimo se nekaj osnovnih pojmov iz kompleksne analize.
Definicija 2.6. [3, poglavje 6.3] Punktiran disk s središčem v a ∈ C in radijem
r > 0 definiramo kot D′(a, r) := D(a, r)\a = {z ∈ C|0 < |z − a| < r}.
Definicija 2.7. [3, poglavje 6.1.3, definicija 60] Naj bo Ω odprta množica v C in
f : Ω → C. Če za a ∈ Ω limita
lim
z→a
f(z)− f(a)
z − a
obstaja, je f v a odvedljiva v kompleksnem smislu in njen odvod f ′(a) je enak
vrednosti zgornje limite. Če je f kompleksno odvedljiva za vsak a ∈ Ω, pravimo, da
je f na Ω holomorfna. Funkciji, ki je holomorfna v vsaki točki kompleksne ravnine,
pravimo cela funkcija.
Definicija 2.8. [3, ?, poglavje 6.3] Naj bo Ω ⊆ C odprta množica in a ∈ Ω. Če
je funkcija f holomorfna povsod na Ω razen v a, pravimo, da ima f v a izolirano
singularnost. Če lahko f v točki a dodefiniramo tako, da bo dobljena funkcija
holomorfna na Ω, je a odpravljiva singularna točka.
Izrek 2.9. [3, poglavje 6.3, izrek 56] Naj bo Ω ⊆ C odprta množica in a ∈ Ω. Naj
bo f holomorfna povsod na Ω, razen v a. Če obstaja tak r > 0, da je f omejena na
punktiranem disku D′(a, r), ima f v a odpravljivo singularnost.
Definicija 2.10. [3, poglavje 6.3] Naj bo Ω ⊆ C odprta množica, naj bo a ∈ Ω in
naj ima f v a izolirano singularnost. Naj obstaja funkcija g holomorfna na okolici
D′(a, r) in naj obstajajo kompleksna števila c1, c2, . . . , cm ̸= 0, m ∈ N, da velja
f(z) =
m∑
k=1
ck
(z − a)k
+ g(z).
Tedaj pravimo, da ima f v točki a pol reda m.
Definicija 2.11. [3, poglavje 6.4, definicija 69] Naj bo Ω odprta množica v C in
f : Ω → C. Funkcija f je meromorfna na Ω, če obstaja taka množica A ⊆ Ω brez
stekališča v Ω, da je f holomorfna na Ω\A, v točkah a ∈ A pa ima funkcija f pole.
Definicija 2.12. [3, poglavje 6.4] Naj bo funkcija f holomorfna na kolobarju
A(a,R1, R2) = {z ∈ C : R1 < |z − a| < R2} za 0 < R1 < R2.
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Potem lahko funkcijo f razvijemo v Laurentovo vrsto oblike
f(z) =
∞∑
k=−∞
ck(z − a)k, z ∈ A(a,R1, R2),
kjer so ck ustrezni kompleksni koeficienti.
Definicija 2.13. [3, poglavje 6.4.2, definicija 68] Naj ima holomorfna funkcija f
izolirano singularnost v točki a. Naj bo
f(z) = · · ·+ c−2
(z − a)2
+
c−1
z − a
+ c0 + c1(z − a) + c2(z − a)2 + · · ·
Laurentov razvoj funkcije f v punktirani okolici a. Koeficient c−1 imenujemo resi-
duum funkcije f v točki a in ga označimo
Res(f, a) = c−1.
V primeru, da ima funkcija v neki točki a pol, lahko residuume izračunamo po
znanih formulah.
Trditev 2.14. [3, Poglavje 6.4.2] Naj bo f holomorfna na punktiranem disku D′(a, r)
in naj ima v a pol reda n. Tedaj lahko residuum izračunamo kot
(2) Res(f, a) =
1
(n− 1)!
lim
z→a
(
dn−1
dzn−1
((z − a)nf(z))
)
.
Izrek 2.15 (Liouvilleov izrek). [3, izrek 59] Vsaka omejena cela funkcija je kon-
stantna.
Izrek 2.16 (Princip identičnosti). [1, poglavje 3.2] Naj bo Ω odprta in povezana
podmnožica C. Naj bosta f in g funkciji, holomorfni na Ω. Naj na neki množici
S ⊆ Ω, ki vsebuje stekališče v Ω, velja f(z) = g(z) za vsak z ∈ S. Tedaj je f = g
na celotni domeni Ω.
2.3. O neskončnih produktih. V nalogi bomo na nekaterih mestih vpeljali dolo-
čene neskončne produkte funkcijskih vrednosti. Pred tem si oglejmo, kako neskončni
produkt sploh definiramo.
Definicija 2.17. [1, poglavje 3.6] Naj bo {ak} zaporedje kompleksnih števil in naj
velja ak ̸= −1 za vsak k ∈ N. Neskončni produkt P definiramo kot
P =
∞∏
k=1
(1 + ak)
Pravimo, da P konvergira, če limita delnih produktov
lim
n→∞
Pn = lim
n→∞
n∏
k=1
(1 + ak)
konvergira proti končni vrednosti različni od 0.
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Podobno definiramo neskončni produkt funkcijskih vrednosti. Naj bo Ω ⊆ C
odprta množica in naj bo {ak(z)} zaporedje kompleksnih vrednosti definirano za
z ∈ Ω. Če za vsak z ∈ Ω produkt
P (z) =
∞∏
k=1
(1 + ak(z))
konvergira po kriterijih iz definicije 2.17, pravimo, da P (z) konvergira na Ω. Pro-
dukt P (z) konvergira enakomerno, če je konvergenca delnih produktov Pn(z) proti
P (z) enakomerna na kompaktnih podmnožicah Ω.
Večina razmislekov v naslednjih razdelkih temelji na članku [4], zato vira ne bomo
navajali vsakič znova. V primeru, da je vir napisanega drug, bo ustrezno označen.
3. O funkciji Γ
V tem in naslednjih poglavjih označimo s H desno kompleksno polravnino, defi-
nirano kot
H := {z ∈ C | Re(z) > 0}.
Definicija 3.1. Eulerjevo funkcijo gama Γ definiramo kot
(3) Γ(z) :=
∫ ∞
0
tz−1e−tdt
za z ∈ H.
Trditev 3.2. Naj za števili a, b ∈ R velja 0 < a < b < ∞. Potem integral (3)
enakomerno konvergira na vsakem pasu S := {z ∈ C | a ≤ Re(z) ≤ b}.
Dokaz. Za z ∈ S označimo z x = Re(z) in y = Im(z). Spomnimo se, da za t ∈ R in
z ∈ C velja |tz| = tRe(z) = tx. Zapišemo∫ ∞
0
tz−1e−tdt =
∫ 1
0
tz−1e−tdt+
∫ ∞
1
tz−1e−tdt.
Konvergenco in enakomerno konvergenco bomo preverili za vsakega od zgornjih dveh
integralov posebej.
Naj bo najprej t ∈ [0, 1]. Tedaj velja |tz−1e−t| ≤ tx−1. Poleg tega velja∫ 1
0
tx−1dt =
[
tx
x
]1
0
=
1
x
≤ 1
a
< ∞
in po trditvi 2.2 sledi, da integral
∫ 1
0
tz−1e−tdt enakomerno konvergira na S.
Naj bo sedaj t ≥ 1. Ocenimo
|tz−1e−t| = tx−1e−t ≤ tb−1e−t = tb−1e−
t
2 e−
t
2 .
V primeru, da je b < 1, tako velja ocena
|tz−1e−t| ≤ e−t ≤ e−
t
2 .
Za b ≥ 1 ima izraz tb−1e− t2 za t ∈ (0,∞) maksimum v točki 2(b − 1), od koder za
t ≥ 1 sledi ocena
|tz−1e−t| ≤ (2(b− 1))b−1e−(b−1)e−
t
2 ≤ (2(b− 1))b−1e−
t
2 .
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Poleg tega velja ∫ ∞
1
e−
t
2dt = −2
[
e−
t
2
]∞
1
= 2e−
1
2 < ∞
ter ∫ ∞
1
(2(b− 1))b−1e−
t
2dt = 2b(b− 1)b−1e−
1
2 < ∞
in zato tudi integral
∫∞
1
tz−1e−tdt konvergira enakomerno na S. 
Označimo z g : H × [0,∞) → C funkcijo znotraj integrala (3), katero definira
predpis
g(z, t) = tz−1e−t.
Parcialni odvod g po spremenljivki z je tako enak
∂g
∂z
(z, t) = tz−1e−t log t.
Podobno, kot v dokazu trditve 3.2, lahko dokažemo, da za vsak z0 ∈ S integral∫ ∞
0
∂g
∂z
(z, t)dt
enakomerno konvergira na disku D(z0, r) ⊂ S za nek r > 0. Tako po trditvi 2.5 za
vsak z ∈ S velja
d
dz
Γ(z) =
∫ ∞
0
∂g
∂z
(z, t)dt
in zaključimo, da je Γ holomorfna na S. Z integracijo po delih dobimo še
(4) Γ(z + 1) = zΓ(z)
za vse z ∈ H. Do tega pridemo, če po delih integriramo funkcijo Γ(x+ 1) za x ∈ R,
kar nas pripelje do rekurzivne zveze Γ(x + 1) = xΓ(x). Posledično, po principu
identičnosti, rekurzija velja tudi za vsak z ∈ H.
Opazujmo še obnašanje funkcije Γ na pasu S. Izpeljemo lahko oceno
|Γ(z)| =
⏐⏐⏐⏐∫ ∞
0
tz−1e−tdt
⏐⏐⏐⏐ ≤ ∫ ∞
0
⏐⏐tz−1⏐⏐ ⏐⏐e−t⏐⏐ dt = ∫ ∞
0
tRe(z)−1e−tdt = Γ(Re(z))
Torej velja
(5) |Γ(z)| ≤ Γ(Re(z))
za vse z ∈ H, od koder sklepamo, da je Γ(z) omejena na vsakem pasu S = {z ∈ C |
a ≤ Re(z) ≤ b}, 0 < a < b < ∞.
4. Wielandtova karakterizacija funkcije Γ
Osrednja tema naloge je Wielandtov izrek o karakterizaciji funkcije Γ.
Izrek 4.1. Naj bo f holomorfna funkcija na H, ki ustreza pogojema
(1) F (z + 1) = zF (z)
(2) |F (z)| je omejena na pasu S1 := {z ∈ C | 1 ≤ Re(z) < 2}.
Potem je F (z) = aΓ(z) za vse z ∈ H in a := F (1).
Da bi izrek dokazali, potrebujemo naslednjo lemo.
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Lema 4.2. Naj za holomorfno funkcijo f na H velja
(6) f(z + 1) = zf(z).
Potem lahko f razširimo v meromorfno funkcijo na C. Meromorfno razširitev funk-
cije f označimo z f̃ . Funkcija f̃ je holomorfna na C\{0,−1,−2, . . . } in velja, da je
f̃ cela funkcija natanko tedaj, ko je f(1) = 0.
Dokaz. Vzemimo tak z ∈ C, da z /∈ {0,−1,−2, . . . }. Za dovolj velik n ∈ N bo
z̃ := z + n+ 1 vsebovan v H. Zato lahko definiramo funkcijo
f̃(z) :=
f(z̃)
z(z + 1) . . . (z + n)
=
f(z + n+ 1)
z(z + 1) . . . (z + n)
.
Pokažimo, da je tako definirana funkcija f̃ dobro definirana na C\{0,−1,−2, . . . }.
Ker z ni enak 0 ali kakšnemu negativnemu celemu številu, imenovalec v definiciji
funkcije f̃ nikoli ni enak 0. Vzemimo sedaj z̃ = z+ n+1 in ˜̃z = z+m+1 za dovolj
velika m in n, da bosta obe števili ležali v H. Za lažje računanje in brez škode za
splošnost lahko vzamemo m = n+1, torej velja ˜̃z = z+n+2 in ˜̃z = z̃+1. Računamo
f̃(z) =
f(˜̃z)
z(z + 1) . . . (z + n+ 1)
=
f(z + n+ 2)
z(z + 1) . . . (z + n+ 1)
=
(z + n+ 1)f(z + n+ 1)
z(z + 1) . . . (z + n+ 1)
=
f(z + n+ 1)
z(z + 1) . . . (z + n)
=
f(z̃)
z(z + 1) . . . (z + n)
.
Funkcija f̃ ima torej enaki vrednosti, če za njeno definicijo vzamemo z̃ ali ˜̃z. Torej
je res dobro definirana neodvisno od izbire n. Ker je f po predpostavki holomorfna
na H, je očitno tudi f̃ holomorfna povsod razen v ničlah imenovalca. Pokažimo še,
da je f̃ res razširitev funkcije f . Upoštevajoč (6) s pomočjo indukcije izpeljemo
f(z + n+ 1) = z(z + 1) . . . (z + n)f(z)
za vsak n ∈ N in vsak z ∈ H. Za z ∈ H torej velja
f̃(z) =
f(z + n+ 1)
z(z + 1) . . . (z + n)
=
z(z + 1) . . . (z + n)f(z)
z(z + 1) . . . (z + n)
= f(z).
(7)
Sledi, da je f̃ |H = f . Iz definicije funkcije f̃ sledi, da ima pole stopnje največ 1 v
točkah −n za n ∈ N ∪ {0} in f̃ je tako res meromorfna razširitev f , holomorfna
na C\{0,−1,−2, . . . }. Vemo, da lahko v okolici točk −n funkcijo f̃ razvijemo v
Laurentovo vrsto oblike
f̃(z) =
c−1
z + n
+ c0 + c1(z + n) + c2(z + n)
2 . . . ,
kjer so c−1, c0, c1, . . . ustrezne konstante in velja
Res(f,−n) = c−1.
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Po formuli (2) za izračun ostanka v polih prve stopnje dobimo
Res(f̃ ,−n) = lim
z→−n
(z + n)f̃(z)
= lim
z→−n
(z + n)f(z + n+ 1)
z(z + 1) . . . (z + n)
=
f(1)
(−n)(−n+ 1) · · · (−2)(−1)
=
(−1)nf(1)
n!
.
V primeru, ko je f(1) = 0, torej velja, da je Res(f̃ ,−n) = c−1 = 0. Iz razvoja v
Laurentovo vrsto je razvidno, da v primeru, ko je c−1 = 0, f̃ nima pola v točki −n.
Takrat je torej f̃ holomorfna v vsaki točki kompleksne ravnine. 
S pomočjo zgornje leme dokažimo Wielandtov izrek.
Dokaz. Dokazati želimo, da za funkcijo F , ki ustreza pogojema (1) in (2) iz formu-
lacije izreka, za vsak z ∈ H velja
F (z) = aΓ(z).
Na H definiramo funkcijo f(z) = F (z)−aΓ(z). Če pokažemo, da za vsak z ∈ H velja
f(z) = 0, bo izrek dokazan. Pri tem si bomo pomagali z Liouvillovim izrekom (izrek
2.15). Da pa bi omenjeni izrek lahko uporabili, moramo funkcijo f najprej razširiti
na celo kompleksno ravnino, pri čemer si pomagamo z lemo 4.2. Prepričajmo se, da
f res ustreza predpostavkam leme.
Funkcija f je holomorfna na H, saj sta na H holomorfni F in Γ. Poleg tega velja
f(z + 1) = F (z + 1)− aΓ(z + 1)
= zF (z)− azΓ(z)
= zf(z)
in pa f(1) = F (1) − aΓ(1) = a − a = 0. Funkcija f torej ustreza predpostavkam
leme, zato se jo da razširiti do cele funkcije f̃ . Oglejmo si sedaj funkcijo g(z) :=
f̃(z)f̃(1− z), ki je očitno holomorfna na C. Želimo pokazati, da je g konstantna na
C, za kar bo po Liouvilleovem izreku dovolj, če pokažemo, da je na C omejena.
V ta namen se posvetimo najprej omejenosti funkcije f̃ . Zaradi (5) in pogoja (2)
iz izreka, velja, da je f̃ omejena na pasu S1. Oglejmo si, kako je z omejenostjo f̃ na
pasu
S0 := {z ∈ C |0 ≤ Re(z) < 1}.
Naj bo P0 množica tistih točk iz S0, za katere je |Im(z)| ≤ 1. Ker je f̃ zvezna na
vsej kompleksni ravnini in ker je P0 kompaktna množica, je f̃ omejena na P0. Za
točke iz S0, za katere velja |Im(z)| > 1, pa omejenost sledi iz zveze f(z) = f(z+1)z .
Pogoj |Im(z)| > 1 namreč implicira |z| > 1, zato velja
|f(z)| = |f(z + 1)|
|z|
< |f(z + 1)|.
Ker z+1 leži v pasu S1, je tam izraz f(z+1) omejen, iz zgornje ocene pa tako sledi
tudi omejenost f(z). Za točke z ∈ S0\{z ∈ C|Re(z) = 0} velja
g(z) = f̃(z)f̃(1− z) = f(z)f(1− z).
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Zaradi simetrije, f(z) in f(1 − z) na S0\{z ∈ C|Re(z) = 0} zavzemata enake
vrednosti in ker sta na tem pasu omejeni, je tam omejena tudi g. Zaradi zveznosti
funkcije g lahko omejenost razširimo na celoten pas S0.
Iz dokaza leme 4.2 sledi, da je razširitev funkcije f oblike
f̃(z) =
f(z + n+ 1)
z(z + 1) . . . (z + n)
.
Od tod hitro vidimo, da velja f̃(z + 1) = zf̃(z) in zato f̃(−z) = − f̃(1−z)
z
za z ̸= 0.
Za z ̸= 0 tako sledi
g(z + 1) = f̃(z + 1)f̃(−z)
= −zf̃(z) f̃(1− z)
z
= −f̃(z)f̃(1− z)
= −g(z)
oziroma g(z) = −g(z + 1) za vsak z ∈ C. Po indukciji tako sledi, da je g omejena
na celem C in zato konstantna po Liouvilleu. Velja torej
g(z) ≡ g(1) = f̃(1)f̃(0) = f(1)f̃(0) = 0.
Imamo torej enakost g(z) = f̃(z)f̃(1− z) ≡ 0. To pomeni, da mora veljati f̃(z) ≡ 0
ali f̃(1 − z) ≡ 0. Res: brez škode za splošnost lahko predpostavimo, da f̃(1 − z)
ni identično enaka 0. Recimo, da obstaja tak z0 ∈ C, da velja f̃(z0) ̸= 0. Ker je
f̃ holomorfna, obstaja neka odprta povezana okolica z0, U := D(z0, r), r > 0, kjer
velja f̃(z) ̸= 0 za vsak z ∈ U . Torej mora za z ∈ U veljati f̃(1− z) = 0, kar pa po
izreku 2.16 pomeni, da je f̃(1− z) = 0 za vsak z ∈ C.
Dokazali smo, da je f̃ ≡ 0, torej je f(z) = 0 za vsak z ∈ H in velja F (z) =
aΓ(z). 
5. Posledice Wielandtove karakterizacije
Wielandtova karakterizacija torej od opazovane funkcije zahteva, da ustreza re-
kurzivni zvezi (6), ter da je omejena na pasu S1. Izkaže se, da se da ti dve lastnosti
pogosto precej enostavno preveriti, kar Wielandtov izrek spremeni v uporabno orodje
za dokazovanje nekaterih znanih rezultatov, povezanih s funkcijo Γ.
5.1. Povezava med funkcijama Γ in B.
Definicija 5.1. Eulerjevo funkcijo beta B definiramo kot določen integral
(8) B(w, z) =
∫ 1
0
tw−1(1− t)z−1dt
za w, z ∈ H.
S pomočjo Wielandtove karakterizacije bomo dokazali znano povezavo med funk-
cijama Γ in B:
(9) B(w, z) =
Γ(w)Γ(z)
Γ(w + z)
.
12
Bralcu je dokaz za Γ in B v realnem argumentu, ki upošteva integralski definiciji
obeh funkcij, morda že znan.
Preden se posvetimo alternativnemu dokazu, si oglejmo nekaj lastnosti funkcije
beta.
Lema 5.2. Za funkcijo B, definirano na množici H×H, velja:
(1) B je holomorfna na H×H
(2) B(w, 1) = w−1
(3) B(w, z + 1) = z
w+z
B(w, z)
(4) |B(w, z)| ≤ B (Re(w),Re(z))
Dokaz. (1) Holomorfnost sledi iz dejstva, da integral (8) na H×H konvergira lokalno
enakomerno. Dokazovanja lokalne enakomerne konvergence integrala se lotimo po-
dobno, kot dokaza trditve 3.2.
(2) Računamo:
B(w, 1) =
∫ 1
0
tw−1dt =
1
w
[tw]10 = w
−1
(3) Oglejmo si razliko
(w + z)B(w, z + 1)− zB(w, z) =
= (w + z)
∫ 1
0
tw−1(1− t)zdt− z
∫ 1
0
tw−1(1− t)z−1dt
= w
∫ 1
0
tw−1(1− t)zdt− z
∫ 1
0
tw−1(1− t)z−1(1− (1− t))dt
= w
∫ 1
0
tw−1(1− t)zdt− z
∫ 1
0
tw(1− t)z−1dt
= [tw(1− t)z]10
= 0.
(4) Ocenimo |B(w, z)|.
|B(w, z)| =
⏐⏐⏐⏐∫ 1
0
tw−1(1− t)z−1dt
⏐⏐⏐⏐
≤
∫ 1
0
⏐⏐tw−1⏐⏐ ⏐⏐(1− t)z−1⏐⏐ dt
=
∫ 1
0
tRe(w)−1(1− t)Re(z)−1dt
= B (Re(w),Re(z))

S pomočjo zgornje leme in Wielandtovega izreka dokažemo zvezo (9).
Trditev 5.3. Za w, z ∈ H velja
B(w, z) =
Γ(w)Γ(z)
Γ(w + z)
.
Dokaz. Za fiksen w ∈ H definiramo funkcijo
F (z) = B(w, z)Γ(w + z).
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F je očitno holomorfna na H. Z uporabo točke (3) iz leme 5.2 ter lastnosti (4)
funkcije Γ, dobimo:
F (z + 1) = B(w, z + 1)Γ(w + z + 1)
=
z
w + z
B(w, z)(w + z)Γ(w + z)
= zB(w, z)Γ(w + z)
= zF (z).
Poleg tega po točki (4) leme 5.2 in lastnosti (5) funkcije Γ velja
|F (z)| = |B(w, z)| |Γ(w + z)|
≤ B(Re(w),Re(z))Γ(Re(w + z))
= F (Re(z)).
Za z ∈ S1 je torej F očitno omejena.
Funkcija F tako ustreza predpostavkam Wielandtovega izreka, zato velja
F (z) = aΓ(z)
za vsak z ∈ H. Poiščimo še konstanto a. Po izreku velja a = F (1), torej je a =
B(w, 1)Γ(w + 1). Če upoštevamo točko (2) zgornje leme, lahko izračunamo a =
w−1wΓ(w) = Γ(w). Sledi, da za w, z ∈ H velja
F (z) = B(w, z)Γ(w + z) = Γ(w)Γ(z)
in trditev je s tem dokazana. 
5.2. Gaussov produkt in Eulerjeva formula. Eden izmed bolj znanih rezultatov
v povezavi s funkcijo Γ je Gaussov produkt, ki ga podamo v obliki limite
(10) Γ(z) = lim
n→∞
n!nz
z(z + 1) . . . (z + n)
, z ∈ C\{0,−1,−2, . . . }.
Preden se lotimo njegovega dokaza, pa definirajmo še naslednje pojme.
V analizi in teoriji števil se pojavi Euler–Mascheronijeva konstanta, ki je definirana
kot limita razlike med harmonično vrsto in naravnim logaritmom
(11) γ := lim
n→∞
(
n∑
k=1
1
k
− log n
)
.
Euler je konstanto v svojih zapisih označeval z velikima črkama O in C, Mascheroni
z A in a, v sodobni matematiki pa se zaradi povezave s funkcijo Γ uporablja zgornja
oznaka. Numerična vrednost konstante je enaka približno 0.57721 [7].
Konvergenco limite v (11) premislimo na naslednji način. Če funkcijo log x defi-
niramo kot integral zgornje meje
log x =
∫ x
1
du
u
,
je vrednost log n za n ∈ N ravno ploščina pod grafom funkcije x ↦→ 1
x
za x ∈ [1, n].
Če na isti koordinatni sistem narišemo še pravokotnike z osnovnicami dolžine 1 in
višinami dolžine 1
k
za k = 1, . . . , n, dobimo ravno spodnjo sliko.
Od tod je razvidno, da je razlika dn :=
n∑
k=1
1
k
− log n za vsak n ∈ N večja od 0 in je
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Slika 1. Izris ploščine pod grafom funkcije x ↦→ 1/x za x ≥ 1, skupaj
z izrisom pravokotnikov z osnovnicami dolžine 1 in višinami k za k ∈
N. [7]
enaka vsoti ploščin krivočrtnih trikotnikov z oglišči (k, 1
k
), (k + 1, 1
k+1
) in (k + 1, 1
k
)
za k = 1, . . . , n. Očitno velja ocena
dn ≤
n∑
k=1
1 ·
(
1
k
− 1
k + 1
)
= 1− 1
n+ 1
< 1.
Sledi, da je naraščajoče zaporedje dn navzgor omejeno z 1, zato limita (11) obstaja.
Sedaj definiramo končni produkt
∆n(z) := ze
γz
n∏
k=1
(
1 +
z
k
)
e−z/k
ter funkcijo ∆(z) kot limito delnih produktov
(12) ∆(z) := zeγz
∞∏
k=1
(
1 +
z
k
)
e−z/k = lim
n→∞
∆n(z).
Privzemimo, da neskončni produkt, ki definira funkcijo ∆, konvergira enakomerno
na vsaki kompaktni podmnožici C [1, poglavje 3.6]. Potem je ∆ cela funkcija [1,
poglavje 3.6], ki ima ničle stopnje 1 natanko v točkah −n za n ∈ N ∪ {0}. Tako
lahko formuliramo naslednji izrek.
Izrek 5.4 (Gaussov produkt). Za vsak z ∈ C\{0,−1,−2, . . . } velja
(13) Γ(z) =
1
∆(z)
= lim
n→∞
n!nz
z(z + 1) . . . (z + n)
Zgornji enačbi pravimo Gaussov produkt.
Dokaz. Prepričajmo se, da res velja enakost
1
∆(z)
= lim
n→∞
n!nz
z(z + 1) . . . (z + n)
.
Definiramo meromorfno funkcijo
Gn(z) :=
n!nz
z(z + 1) · · · (z + n)
.
Pokazati želimo, da velja
G(z) := lim
n→∞
Gn(z) =
1
∆(z)
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za vsak z ∈ C\{0,−1,−2, . . . }. Če namesto nz pišemo ez logn, dobimo
Gn(z) ·∆n(z) =
n!ez logn
z(z + 1) · · · (z + n)
zeγz
n∏
k=1
(
1 +
z
k
)
e−z/k
=
zn!ez(logn+γ)
z(z + 1) · · · (z + n)
(1 + z)
(
1 +
z
2
)
· · ·
(
1 +
z
n
)
e−ze−z/2 · · · e−z/n
=
n!ez(logn+γ)
z(z + 1) · · · (z + n)
z(1 + z)(2 + z) · · · (n+ z)e
−z
n∑
k=1
1
k
1 · 2 · 3 · · ·n
= e
z(γ+logn−
n∑
k=1
1
k
)
Sledi, da v limiti velja G(z)∆(z) = 1 za vse z ∈ C\{0,−1,−2, . . . }, torej je G = 1
∆
.
Preverimo še, če veljajo predpostavke Wielandtovega izreka. Funkcija G je oči-
tno holomorfna na C\{0,−1,−2, . . . }, saj je ∆ cela funkcija z enostavnimi ničlami
v točkah 0,−1,−2, . . . . Poleg tega velja še
Gn(z + 1) =
n!nz+1
(z + 1)(z + 2) · · · (z + n+ 1)
=
zn
z + n+ 1
Gn(z),
sledi, da je G(z + 1) = limn→∞ Gn(z + 1) = zG(z).
Poglejmo si še, kako je z omejenostjo. Za z ∈ H ocenimo:
|Gn(z)| =
n!|nz|
|z||z + 1| · · · |z + n|
≤ n!n
Re(z)
Re(z) · (Re(z) + 1) · · · (Re(z) + n)
= Gn(Re(z)).
Pri oceni smo upoštevali, da za vsak z katerega Re(z) > 0 in vsak c ∈ R, velja ocena
|z+ c| ≥ Re(z)+ c. Sledi, da je
⏐⏐Gn(z)⏐⏐ navzgor omejena z Gn(Re(z)) za vsak z ∈ H
in zato tudi na S1. Torej tudi za limitno funkcijo G velja ocena |G(z)| ≤ G(Re(z))
in je potemtakem omejena na pasu S1.
S tem funkcija G izpolnjuje predpostavke Wielandtovega izreka in velja, da je
G(z) = aΓ(z), kjer je a = G(1). Poračunajmo še konstanto a. Ker je
Gn(1) =
n!n
1 · 2 · 3 · · ·n · (n+ 1)
=
n
n+ 1
,
je G(1) = limn→∞Gn(1) = 1.
Zaključimo, da je za z ∈ H res G(z) = 1
∆(z)
= Γ(z). Zaradi lastnosti (4) je Γ(z) =
1
∆(z)
za vsak z ∈ C\{0,−1,−2, . . . }. 
Če upoštevamo (12) in (13), dobimo Weierstrassov zapis funkcije Γ:
(14) Γ(z) =
e−γz
z
∞∏
k=1
(
1 +
z
k
)−1
ez/k.
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Privzemimo sedaj Weierstrassovo faktorizacijo sin (πz) = πz
∏∞
k=1(1 −
z2
k2
) [1, po-
glavje 3.6], torej
π
sin πz
=
1
z
∞∏
k=1
k2
k2 − z2
=
1
z
∞∏
k=1
k2
(k − z)(k + z)
, z ∈ C\Z.
S pomočjo zgornje enakosti in (14) dokažemo naslednjo trditev.
Trditev 5.5. Za z ∈ C\Z velja zveza
(15) Γ(z)Γ(1− z) = π
sin πz
.
Dokaz. Računamo:
Γ(z)Γ(1− z) = −zΓ(z)Γ(−z)
= −z · e
−γz
z
∞∏
k=1
((
1 +
z
k
)−1
ez/k
)
· e
γz
−z
∞∏
k=1
((
1− z
k
)−1
e−z/k
)
=
1
z
∞∏
k=1
k2
(k + z)(k − z)
=
π
sinπz
.

Za konec tega razdelka se bomo posvetili Eulerjevi formuli, ki za n = 2, 3, . . . trdi,
da velja
√
nΓ
(
1
n
)
Γ
(
2
n
)
· · ·Γ
(
n− 1
n
)
= (2π)(n−1)/2.
Najprej si oglejmo naslednjo lemo.
Lema 5.6. Za n = 2, 3, . . . velja
(16) 2n−1
n−1∏
k=1
sin
kπ
n
= n.
Dokaz. Opazimo, da velja
sin z =
1
2i
eiz(1− e−2iz) in
n−1∏
k=1
e
ikπ
n = in−1.
Prva enakost sledi iz eiz(1−e−2iz) = eiz−e−iz = cos z+i sin z−cos z+i sin z = 2i sin z.
Produkt iz druge enakosti pa lahko zapišemo kot
n−1∏
k=1
e
ikπ
n = e
∑n−1
k=1
ikπ
n = e
iπ
n
(n−1)n
2 = (ei
π
2 )n−1 = in−1.
Če upoštevamo zgornja rezultata, lahko zapišemo
n−1∏
k=1
sin
kπ
n
=
1
(2i)n−1
n−1∏
k=1
e
ikπ
n
(
1− e
−2ikπ
n
)
,
oziroma
(17) (2i)n−1
n−1∏
k=1
sin
kπ
n
= in−1
n−1∏
k=1
(1− e
−2ikπ
n
)
.
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Spomnimo se pojma n-tega korena enote v kompleksnih številih. Rešitve enačbe
wn = 1 so kompleksna števila oblike e
2ikπ
n za k = 0, 1, . . . , n− 1. Izraz wn − 1 lahko
torej faktoriziramo v obliki wn−1 =
∏n−1
k=0
(
w − e 2ikπn
)
= (w−1)
∏n−1
k=1
(
w − e 2ikπn
)
.
Obenem vemo, da velja wn−1 = (w−1)(wn−1+wn−2+· · ·+w+1) = (w−1)
∑n−1
k=0 w
k.
Če torej primerjamo možni faktorizaciji izraza wn − 1, pridemo do enakosti
(18)
n−1∏
k=1
(
w − e
2ikπ
n
)
=
n−1∑
k=0
wk.
Ko v (18) vstavimo w = 1, dobimo
∏n−1
k=1(1− e
2ikπ
n
)
=
∑n−1
k=0 1 = n. Obenem velja
n−1∏
k=1
(
1− e
−2ikπ
n
)
=
n−1∏
k=1
e
−2ikπ
n
(
e
2ikπ
n − 1
)
= e
−2iπ
n
(n−1)n
2
n−1∏
k=1
(
e
2ikπ
n − 1
)
= (−1)n−1
n−1∏
k=1
(
e
2ikπ
n − 1
)
=
n−1∏
k=1
(−1)
(
e
2ikπ
n − 1
)
=
n−1∏
k=1
(
1− e
2ikπ
n
)
in s tem
∏n−1
k=1(1− e
−2ikπ
n
)
= n. Ta rezultat vstavimo v (17) in enakost (16) je s tem
dokazana. 
Če upoštevamo sedaj (15), lahko produkt razpišemo kot
n−1∏
k=1
sin
kπ
n
=
n−1∏
k=1
π
Γ( k
n
)Γ(n−k
n
)
=
n
2n−1
in zaradi simetričnosti členov Γ( k
n
) ter Γ(n−k
n
) dobimo
(2π)n−1 = n
n−1∏
k=1
(
Γ
(k
n
))2
.
S korenjenjem zgornje enačbe dobimo ravno Eulerjevo formulo:
Izrek 5.7 (Eulerjeva formula). Za n = 2, 3, ... velja
(19)
√
nΓ
(
1
n
)
Γ
(
2
n
)
· · ·Γ
(
n− 1
n
)
= (2π)(n−1)/2
5.3. Gaussova multiplikativna formula. Še ena pomembna funkcijska enačba,
povezana s funkcijo Γ, je Legendreva multiplikativna formula
(20)
√
πΓ(2z) = 22z−1Γ(z)Γ
(
z +
1
2
)
, z ∈ H.
Zgornja enakost je le posebna oblike Gaussove multiplikativne formule.
Izrek 5.8 (Gaussova multiplikativna formula). Za n ∈ N in z ∈ H velja
(21)
n−1∏
k=0
Γ
(
z +
k
n
)
= (2π)
n−1
2 n
1
2
−nzΓ(nz).
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Dokaz. Za n = 1 je enakost očitna. Pri dokazu formule za n > 1 pa si bomo pomagali
z Wielandtovo karakterizacijo. Za fiksen n ∈ N, n > 1, definiramo funkcijo
F (z) :=
Γ
(
z
n
)
Γ
(
z+1
n
)
· · ·Γ
(
z+n−1
n
)
(2π)
n−1
2 n
1
2
−z
.
Ker je Γ holomorfna na H in (2π)n−12 n 12−z ̸= 0, je tudi F holomorfna na H. Raču-
namo
F (z + 1) =
Γ
(
z+1
n
)
Γ
(
z+2
n
)
· · ·Γ
(
z+n
n
)
(2π)
n−1
2 n
1
2
−zn−1
=
Γ
(
z+n
n
)
Γ
(
z
n
) nF (z) = zF (z).
V dokazu Wielandtovega izreka smo pokazali, da je Γ omejena na notranjosti pasu
S0 ter na celem S1. Poleg tega za z ∈ S1 in k = 0, 1, . . . , n− 1 velja
Re
(
z + k
n
)
=
1
n
(Re(z) + k) ∈ (0, 2),
zato je na S1 omejena tudi F . Funkcija F tako ustreza predpostavkam Wielandto-
vega izreka in zato velja F (z) = aΓ(z). Poiščimo še konstanto a. Vrednost funkcije
F v 1 izračunamo s pomočjo Eulerjeve formule (19).
F (1) =
Γ
(
1
n
)
Γ
(
2
n
)
· · ·Γ
(
n−1
n
)
Γ
(
1
)
(2π)
n−1
2 n−
1
2
= 1.
Torej velja F (z) = Γ(z). Če v F in Γ, namesto z, vstavimo nz, dobimo ravno Gaus-
sovo multiplikativno formulo. Če vanjo vstavimo n = 2, pa dobimo še Legendrevo
obliko. 
5.4. Stirlingova aproksimacijska formula in njena napaka. V istem obdobju
kot Euler, se je s problemom funkcije fakulteta ukvarjal tudi škotski matematik
James Stirling. Do točne formule za zvezno razširitev fakultete izven naravnih števil
ni prišel, je pa zapisal aproksimacijo, ki jo danes poznamo pod imenom Stirlingova
formula. Aproksimacija je oblike
n! ∼
√
2πn
(n
e
)n
oziroma Γ(n) ∼
√
2πnn−1/2e−n,
pri čemer oznaka α(n) ∼ β(n) pomeni, da je limn→∞ α(n)β(n) = 1. Naslednji izrek poda
obliko Stirlingove aproksimacije za kompleksna števila, skupaj z oceno za njeno
napako.
Izrek 5.9. Označimo s C− := C\{x ∈ R|x ≤ 0}. Potem obstaja enolično določena
funkcija napake µ(z) za z ∈ C−, da velja:
(1) µ je holomorfna na C−
(2) Γ(z) =
√
2πzz−1/2e−zeµ(z)
(3) Za vsak δ, 0 < δ ≤ π in za vse z = reiϕ, kjer je |ϕ| ≤ π − δ, velja ocena za
funkcijo napake:
|µ(z)| ≤ 1
8
1
|z|
1
sin2 δ
2
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Dokaz. Enoličnost funkcije napake µ je očitna. Če namreč enakost (2) iz izreka drži,
lahko zapišemo eµ(z) = 1√
2π
z1/2−zezΓ(z) in tako izrazimo µ kot
µ(z) = log Γ(z) +
(
1
2
− z
)
log z + z − 1
2
log 2π,
kjer za log z in log Γ(z) vzamemo glavni veji kompleksnega logaritma. Enoličnost in
holomorfnost funkcije µ sledita.
Zgornji predpis za funkcijo µ ne poda očitne ocene za omejenost |µ(z)|, zato se te
izpeljave lotimo drugače. Definiramo realni funkciji P in Q
P (t) := t− [t]− 1
2
in Q(t) :=
1
2
(t− [t]− (t− [t])2),
kjer s [t] označimo največje celo število, manjše od t. Oglejmo si nekaj lastnosti tako
definiranih funkcij.
Funkcija P je očitno zvezna v točkah iz R\Z. Ker za n ∈ Z velja Q(n) = 0 in
limt→n Q(t) = 0, je funkcija Q zvezna za vsak t ∈ R. Kratek račun pokaže, da imata
obe funkciji periodo 1. Prepričajmo se še, da za t ∈ R\Z velja zveza Q′(t) = −P (t).
Opazimo, da je na intervalu (n, n+1) za n ∈ Z funkcija [t] konstantna. Za t ∈ R\Z
funkcijo Q odvajamo in dobimo
Q′(t) =
1
2
(1− 2(t− [t])) = −t+ [t] + 1
2
= −P (t)
Za Q velja ocena
0 ≤ Q(t) ≤ 1
8
Zgornjo oceno najlažje izpeljemo, če Q obravnavamo kot kompozitum q(t− [t]), kjer
je q(u) = 1
2
(u − u2). Ker t − [t] zavzema vrednosti med 0 in 1, nas zanima q(u)
za u ∈ [0, 1]. Maksimum kvadratne funkcije na tem intervalu je 1
8
v točki u = 1
2
,
minimum pa 0 v u = 0 oz. u = 1.
Sedaj za z ∈ C− definiramo funkcijo napake kot
µ(z) = −
∫ ∞
0
P (t)
z + t
dt =
∫ ∞
0
Q(t)
(z + t)2
dt.
Dokažimo najprej, da integrala v zgornjem predpisu enakomerno konvergirata na
C−. Za z = reiϕ = r(cosϕ+ i sinϕ), r = |z| in za t ∈ R, velja:
|z + t|2 = |r(cosϕ+ i sinϕ) + t|2
= (r cosϕ+ t)2 + (r sinϕ)2
= r2 cos2 ϕ+ 2rt cosϕ+ t2 + r2 sin2 ϕ
= r2 + 2rt cosϕ+ t2
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Če pišemo 1 = cos2 ϕ
2
+ sin2 ϕ
2
in upoštevamo cosϕ = cos2 ϕ
2
− sin2 ϕ
2
, lahko zgornjo
enakost zapišemo kot
|z + t|2 = r2 + 2rt cosϕ+ t2
= r2(cos2
ϕ
2
+ sin2
ϕ
2
) + 2rt(cos2
ϕ
2
− sin2 ϕ
2
) + t2(cos2
ϕ
2
+ sin2
ϕ
2
)
= cos2
ϕ
2
(r2 + 2rt+ t2) + sin2
ϕ
2
(r2 − 2rt+ t2)
= (r + t)2 cos2
ϕ
2
+ (r − t)2 sin2 ϕ
2
= (|z|+ t)2 cos2 ϕ
2
+ (|z| − t)2 sin2 ϕ
2
.
Sedaj lahko ocenimo |z+ t| =
√
(|z|+ t)2 cos2 ϕ
2
+ (|z| − t)2 sin2 ϕ
2
≥ (|z|+ t) cos ϕ
2
≥
(|z|+ t) sin δ
2
, za |ϕ| ≤ π − δ.
Torej velja ⏐⏐⏐⏐ Q(t)(z + t)2
⏐⏐⏐⏐ ≤ 18 1(|z|+ t)2 sin2 δ
2
.
Integral
∫∞
0
1
(|z|+t)2dt konvergira na vsaki kompaktni podmnožici C
−, zato zgornja
ocena implicira enakomerno konvergenco integrala
∫∞
0
Q(t)
(z+t)2
dt na C−. Poleg tega
lahko z zgornjo neenakostjo dokažemo točko (3) izreka, saj velja
|µ(z)| =
⏐⏐⏐⏐∫ ∞
0
Q(t)
(z + t)2
dt
⏐⏐⏐⏐ ≤ ∫ ∞
0
⏐⏐⏐⏐ Q(t)(z + t)2
⏐⏐⏐⏐ dt
≤ 1
8
1
sin2 δ
2
∫ ∞
0
1
(|z|+ t)2
dt =
1
8
1
sin2 δ
2
[
− 1
|z|+ t
]∞
0
=
1
8|z| sin2 δ
2
(22)
Pokažimo še enakost −
∫∞
0
P (t)
z+t
dt =
∫∞
0
Q(t)
(z+t)2
dt. Naj bosta 0 < r < s < ∞ realni
števili in naj bo k ∈ Z edino celo število, ki leži med njima. Tedaj lahko zapišemo
−
∫ s
r
P (t)
z + t
dt = −
∫ k
r
P (t)
z + t
dt−
∫ s
k
P (t)
z + t
dt
=
∫ k
r
Q′(t)
z + t
dt+
∫ s
k
Q′(t)
z + t
dt
=
[
Q(t)
z + t
]k
r
+
∫ k
r
Q(t)
(z + t)2
dt+
[
Q(t)
z + t
]s
k
+
∫ s
k
Q(t)
(z + t)2
dt
=
[
Q(t)
z + t
]k
r
+
[
Q(t)
z + t
]s
k
+
∫ s
r
Q(t)
(z + t)2
dt
Spomnimo se, da za k ∈ Z velja Q(k) = 0. Ko r pošljeno proti 0, gre tako prvi
sumand v zgornjem izrazu proti 0, ker je Q zvezna v 0 z vrednostjo 0. Ko s pošljemo
proti ∞, gre drugi sumand proti 0, saj je Q omejena. V limiti torej dobimo ravno
enakost −
∫∞
0
P (t)
z+t
dt =
∫∞
0
Q(t)
(z+t)2
dt.
Ker lokalno enakomerno konvergira integral
∫∞
0
Q(t)
(z+t)2
dt, enako velja tudi za in-
tegral −
∫∞
0
P (t)
z+t
dt. Sedaj moramo le še dokazati, da s tako definirano funkcijo µ
enakost (2) drži. Tega se lotimo s pomočjo Wielandtove karakterizacije. Poglejmo
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si, kako se rekurzivno izraža µ(z + 1).
µ(z + 1) = −
∫ ∞
0
P (t)
z + 1 + t
dt
= −
∫ ∞
0
P (t+ 1)
z + 1 + t
dt
= −
∫ ∞
1
P (t)
z + t
dt
= −
∫ ∞
0
P (t)
z + t
dt+ lim
s→1
∫ s
0
P (t)
z + t
dt
= µ(z) + lim
s→1
∫ s
0
t− 1
2
z + t
dt
= µ(z) + lim
s→1
(
s−
(
z +
1
2
)
log
z + s
z
)
= µ(z) + 1−
(
z +
1
2
)
log
z + 1
z
Na C− definiramo holomorfno funkcijo F (z) := zz−1/2e−zeµ(z). Pokažimo, da velja
F (z) = aΓ(z), za neko konstanto a. S pomočjo rekurzivne zveze za µ računamo
F (z + 1) = (z + 1)z+1/2e−z−1eµ(z+1)
= (z + 1)z+1/2e−z−1eµ(z)+1
(
z + 1
z
)−(z+ 1
2
)
= zz+
1
2 e−zeµ(z)
= zF (z)
Poglejmo še, kako je z omejenostjo funkcije F (z) na pasu S1. Za z ∈ S1, z = reiϕ,
velja −π
2
≤ ϕ < π
2
, torej bomo pogoju |ϕ| ≤ π− δ iz točke (3) zadostili, če vzamemo
π
2
≤ δ ≤ π. Poleg tega za vsak z ∈ S1 velja |z| ≥ 1. Po oceni (22) tako sledi, da je
µ(z) omejena na pasu S1, torej je tam omejena tudi eµ(z). Če pišemo z = x + iy =
|z|eiϕ, za z ∈ S1 velja |zz−
1
2 | = |e(z− 12 ) log z| = eRe((z− 12 ) log z) = e(x− 12 ) log |z|−yϕ =
|z|x− 12 e−yϕ in |ez| = ex ≤ 1. Izpeljemo torej oceno
|zz−1/2e−z| ≤ |z|x−
1
2 e−yϕ.
Poleg tega velja tudi ocena e−yϕ = e−|z|ϕ sinϕ ≤ e−ϕ sinϕ ≤ 1. Pri tem smo upoštevali,
da velja |z| ≤ 1, ter da izraz ϕ sinϕ, za −π
2
≤ ϕ < π
2
, doseže svoj minimum v ϕ = 0.
Vzemimo sedaj z ∈ S1, za katere velja |Im(z)| = |y| ≥ 2. Očitno takrat velja
x < |y|, torej |z| =
√
x2 + y2 <
√
2y2 =
√
2|y|. Če upoštevamo še, da v pasu
S1 velja x − 12 < 2, ter e
−yϕ ≤ 1, lahko za |y| ≥ 2 izpeljemo oceno |zz− 12 | =
|z|x− 12 e−yϕ ≤ (
√
2|y|)2 = 2y2. Ker je realni del elementov pasu S1, za katere velja
|y| ≥ 2, manjši od absolutne vrednosti imaginarnega, velja |y|
x
> 1. Sledi, da je za
take z tan |ϕ| = |y|
x
> 1 in zato |ϕ| > π
4
. Opazimo, da sta ϕ in y v pasu S1 vedno
enako predznačena, zato lahko pišemo e−yϕ = e−|y||ϕ| < e−|y|
π
4 . Vse zgoraj navedene
omejitve nas za z ∈ S1 in |y| ≥ 2 pripeljejo do končne ocene
|zz−1/2e−z| ≤ 2y2e−|y|
π
4 .
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Ko |y| pošljemo proti ∞, gre izraz na desni proti 0, zato je funkcija F na pasu S1 za
|y| > 2 omejena. Zaradi zveznosti je potemtakem funkcija F omejena tudi za |y| < 2
in zato na celem pasu S1. Predpostavke Wielandtovega izreka so s tem izpolnjene.
Po Wielandtu torej velja, da je F (z) = aΓ(z) oziroma Γ(z) = 1
a
F (z). Poračunajmo
še konstanto a. Z uporabo Legendreeve formule (20) dobimo
√
πΓ(2z) = 22z−1Γ(z)Γ
(
z +
1
2
)
√
π
1
a
F (2z) = 22z−1
1
a
F (z)
1
a
F
(
z +
1
2
)
Od tod
√
π(2z)2z−
1
2 e−2zeµ(2z) =
1
a
22z−1zz−
1
2 e−zeµ(z)
(
z +
1
2
)z
e−z−
1
2 eµ(z+
1
2
)
ter
√
2πe · eµ(2z)−µ(z)−µ(z+
1
2
) =
1
a
(z + 1
2
z
)z
Za izračun konstante a fiksiramo y in na obeh straneh enačbe pošljemo x → ∞.
Iz ocene (22) sledi, da je limx→∞ µ(x) = 0. Limita na desni je pri fiksnem y enaka
limiti limx→∞
(
x+ 1
2
x
)x
= limx→∞
(
1 + 1
2x
)x
= e1/2. Sledi, da je a = 1√
2π
. Tako res
velja, da je F (z) = aΓ(z) = 1√
2π
Γ(z) oziroma Γ(z) =
√
2πzz−1/2e−zeµ(z). 
6. Posplošitev Wielandtove karakterizacije
Wielandt v svojem izreku zahteva, da je opazovana funkcija f na pasu S1 ome-
jena. Izkaže se, da lahko pogoj omejenosti precej omilimo. Formulacija in dokaz
posplošene oblike Wielandtove karakterizacije bosta zadnja cilja te naloge. Pri tem
bo večina razmislekov temeljila na članku [2], zato vira ne bomo navajali vsakič
znova.
Za začetek si oglejmo naslednji dve lemi, ki nam bosta pomagali v nadaljevanju.
Lema 6.1. Naj bo f holomorfna funkcija, definirana na desni polravnini H, in naj
za vsak z ∈ H velja
(23) f(z + 1) = zf(z)
Potem obstaja taka holomorfna funkcija, h definirana na C\{0}, da za z ∈ H velja
f(z) = h(e2πiz)Γ(z).
Dokaz. Za začetek se prepričajmo, da funkcija Γ na H nima ničel. Za z ∈ N to sledi
iz znane enakosti Γ(z) = (z − 1)!. Za z /∈ N pa neničelnost Γ(z) sledi iz formule
Γ(z)Γ(1− z) = π
sin πz
,
ki smo jo že spoznali v trditvi 5.5. Definirajmo sedaj funkcijo g(z) = f(z)
Γ(z)
za z ∈ H.
Ker Γ na H nima ničel, funkcija f pa je na H holomorfna, je na H holomorfna tudi
g. Upoštevajoč rekurzivno zvezo (23) iz predpostavke dokaza, ter znano rekurzijo
za Γ, hitro vidimo, da velja
g(z + 1) = g(z).
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Torej lahko g z rekurzijo holomorfno razširimo na cel C, označimo to razširitev z g̃.
Funkcija g̃ ima očitno periodo 1. Sedaj definiramo funkcijo h, za katero velja
h(w) = g̃
(
1
2πi
logw
)
, za w ∈ C\{0}.
Ob tem za logw vzamemo poljubno vejo kompleksnega logaritma.
Preverimo, da je to naša iskana funkcija. Najprej se prepričajmo, da je h sploh
dobro definirana. Če vzamemo k-to vejo kompleksnega logaritma za k ∈ Z, dobimo
h(w) = g̃
(
1
2πi
logw
)
= g̃
(
1
2πi
(
log |w|+ i(arg(w) + 2kπ)
))
= g̃
(
1
2πi
(
log |w|+ iarg(w)
)
+ k
)
= g̃
(
1
2πi
(
log |w|+ iarg(w)
))
Vrednost funkcije h(w) oziroma g̃
(
1
2πi
logw
)
je torej enaka za vse izbire veje komple-
ksnega logaritma, zato je h(w) dobro definirana na C\{0}. Holomorfnost funkcije
g̃ na C smo že dokazali. Poleg tega velja, da ima vsaka točka w ∈ C\{0} okolico,
v kateri je logw definiran in holomorfen. Sledi, da je funkcija h(w) = g̃
(
1
2πi
logw
)
holomorfna na C\{0}. Očitno velja f(z) = h(e2πiz)Γ(z) za z ∈ H in lema je s tem
dokazana. 
V prejšnjem razdelku smo s pomočjo Wielandtove karakterizacije že dokazali eno
izmed oblik Stirlingove formule. Za dokaz zadnjega izreka te naloge pa bomo potre-
bovali Stirlingovo formulo v nekoliko drugačni obliki.
Definicija 6.2. [6] Naj bo A ⊆ C neomejena množica in f : A → C in g : A → R+
funkciji. Če obstajata tak M ∈ R, M > 0 in z0 ∈ A, da za vsak z, kjer je |z| ≥ |z0|,
velja
|f(z)| ≤ Mg(z),
pišemo f(z) = O(g(z)), |z| → ∞. To notacijo imenujemo O notacija.
Opomba 6.3. Notacijo O lahko uporabimo tudi za predstavitev napake neke apro-
ksimacije. Naj bodo f, h : A → C in g : A → R+ funkcije. Oznako
f(z) = h(z) +O(g(z)), |z| → ∞
uporabimo natanko tedaj, ko obstajata taka M > 0 in z0 ∈ A, da za vsak z, kjer je
|z| ≥ |z0|, velja |f(z)− h(z)| ≤ Mg(z).
Lema 6.4. Za velike z, kjer je z ∈ H in Re(z) ≥ 1, velja Stirlingova formula
(24) log Γ(z) =
(
z − 1
2
)
log z − z +O(1), |z| → ∞.
Pri tem za log z vzamemo glavno vejo logaritma, tj. log z = log |z| + iarg(z) za
arg(z) ∈ [−π
2
, π
2
].
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Dokaz. Izračunajmo najprej d
dz
Γ(z). Spodnji postopek se zgleduje po zapisanem v
[5].
Γ(z + h)− Γ(z)
h
=
Γ(z + h)
Γ(h+ 1)
(
Γ(h)− Γ(z)Γ(h)
Γ(z + h)
)
=
Γ(z + h)
Γ(h+ 1)
(Γ(h)−B(z, h))
=
Γ(z + h)
Γ(h+ 1)
(∫ ∞
0
th−1e−tdt−
∫ 1
0
tz−1(1− t)h−1dt
)
=
Γ(z + h)
Γ(h+ 1)
(∫ 1
0
(− log t)h−1dt−
∫ 1
0
tz−1(1− t)h−1dt
)
=
Γ(z + h)
Γ(h+ 1)
∫ 1
0
(
1
(log 1
t
)1−h
− t
z−1
(1− t)1−h
)
dt,
kjer smo v predzadnji vrstici za integriranje uporabili novo spremenljivko oblike e−t.
Ko pošljemo h → 0, dobimo
d
dz
Γ(z) = Γ(z)
∫ 1
0
( 1
log 1
t
− t
z−1
1− t
)
dt.
Sledi
d
dz
log Γ(z) =
1
Γ(z)
( d
dz
Γ(z)
)
=
∫ 1
0
( 1
log 1
t
− t
z−1
1− t
)
dt.
Za dokaz želene Stirlingove formule si oglejmo spodnji račun, kjer pri integriranju
uvedemo novo spremenljivko u = log 1
t
.
d
dz
log Γ(z + 1) =
∫ 1
0
(
1
log 1
t
− t
z
1− t
)
dt =
∫ ∞
0
(
1
u
− e
−zu
1− e−u
)
e−udu
=
∫ ∞
0
(
1
u
− e
−zu
1− e−u
)
e−udu =
∫ ∞
0
(
e−u
u
− e
−zu
eu − 1
)
du
=
∫ ∞
0
e−u − e−zu
u
du+
∫ ∞
0
e−zu
(
1
u
− 1
eu − 1
)
du.
Opazimo, da za prvega izmed zgornjih integralov velja∫ ∞
0
e−u − e−zu
u
du =
∫ ∞
0
(∫ z
1
e−uζdζ
)
du
Po trditvi 2.4 integral izračunamo s pomočjo zamenjave vrstnega reda integriranja∫ ∞
0
e−u − e−zu
u
du =
∫ z
1
(∫ ∞
0
e−uζdu
)
dζ
=
∫ z
1
1
ζ
dζ = log z
Vstavimo to v zgornji izraz in dobimo
d
dz
log Γ(z + 1) = log z +
∫ ∞
0
e−zu
(1
u
− 1
eu − 1
)
du.
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Račun nadaljujemo tako, da levo in desno stran zgornje enačbe integriramo v mejah
od 1 do z:
log Γ(z + 1)− log Γ(2) =
∫ z
1
log ξdξ +
∫ z
1
(∫ ∞
0
e−ξu
(
1
u
− 1
eu − 1
)
du
)
dξ
log Γ(z + 1) = [ξ log ξ − ξ]z1 +
∫ ∞
0
(
1
u
− 1
eu − 1
)[
−1
u
e−ξu
]z
1
du
= z log z − z + 1 +
∫ ∞
0
e−u − e−zu
u
(
1
u
− 1
eu − 1
)
du.
Med računom smo tudi tokrat pri dvojnem integralu zamenjali vrstni red integri-
ranja, kar nam omogoča trditev 2.4. Za lažjo oceno konvergence integrala v zadnji
vrstici na desni strani enačbe prištejemo in odštejemo člen log z
2
in dobimo
(25) log Γ(z + 1) =
(
z +
1
2
)
log z − z + 1 +
∫ ∞
0
e−u − e−zu
u
(1
u
− 1
eu − 1
− 1
2
)
du.
Za z ∈ H, katerih Re(z) ≥ 1, lahko absolutno vrednost zgornjega integrala ocenimo
na sledeč način:⏐⏐⏐⏐∫ ∞
0
eu − e−zu
u
(
1
u
− 1
eu − 1
− 1
2
)
du
⏐⏐⏐⏐ ≤ ∫ ∞
0
⏐⏐⏐⏐e−u − e−zuu
⏐⏐⏐⏐ ⏐⏐⏐⏐1u − 1eu − 1 − 12
⏐⏐⏐⏐ du
≤
∫ ∞
0
|e−u|+ |e−zu|
u
⏐⏐⏐1
u
− 1
eu − 1
− 1
2
⏐⏐⏐du
≤
∫ ∞
0
2|e−u|
u
⏐⏐⏐1
u
− 1
eu − 1
− 1
2
⏐⏐⏐du.
Ker velja
lim
u→0
(1
u
− 1
eu − 1
)
= lim
u→0
(1
u
− 1
1 + u+ u
2
2
− 1
)
= lim
u→0
u+ u
2
2
− u
u(u+ u
2
2
)
=
1
2
,
integral v zadnji vrstici zgornje neenačbe konvergira. Sledi, da je integral v (25)
omejen s konvergentnim integralom neodvisnim od z, torej za z ∈ H, Re(z) > 1
enakomerno konvergira in je na tem območju omejen kot funkcija z. Za velike z
torej velja
log Γ(z + 1) =
(
z +
1
2
)
log z − z + 1 +O(1), |z| → ∞
oziroma
log Γ(z + 1) =
(
z +
1
2
)
log z − z +O(1), |z| → ∞.
Uporabimo še rekurzivno zvezo za funkcijo Γ in Stirlingova formula je dokazana:
log z + log Γ(z) =
(
z +
1
2
)
log z − z +O(1), |z| → ∞
log Γ(z) =
(
z − 1
2
)
log z − z +O(1), |z| → ∞.

S pomočjo zgoraj dokazanih rezultatov se lahko lotimo zadnjega dela te naloge.
Definiramo množici S+1 = {z ∈ C | 1 ≤ Re(z) < 2, Im(z) ≥ 0} in S−1 = {z ∈
26
C | 1 ≤ Re(z) < 2, Im(z) ≤ 0}. V nadaljevanju bomo uporabljali oznake x = Re(z),
y = Im(z) in ϕ = arg(z).
Izrek 6.5. Naj bo f holomorfna funkcija, definirana na H, za katero velja f(z+1) =
zf(z) in f(1) = 1. Če veljajo pogoji
(1) lim sup
z→∞,z∈S1
(
|f(z)||y|
1
2
−xe−
3π
2
|y|) < ∞
(2) lim inf
z→∞,z∈S+1
(
|f(z)||y|
1
2
−xe−
3π
2
|y|) = 0
(3) lim inf
z→∞,z∈S−1
(
|f(z)||y|
1
2
−xe−
3π
2
|y|) = 0,
potem je za z ∈ H funkcija f(z) = Γ(z).
Opomba 6.6. Preden se lotimo dokaza, je vredno povedati nekaj besed o tem, kako
interpretiramo pojma lim sup
z→a
g(z) ter lim inf
z→a
g(z).
V primeru, da je a < ∞, si izraz lim sup
z→a
g(z) predstavljamo kot limito supremu-
mov funkcije g na punktiranih okolicah D′(a, r), ko gre r → 0. Analogno velja za
lim inf
z→a
g(z).
V primeru, ko je a = ∞, pa izraz lim sup
z→∞
g(z) predstavlja limito supremumov funk-
cije g na komplementu okolic ničle D(0, r), ko gre r → ∞. Podobno seveda velja za
lim inf
z→∞
g(z).
Dokaz. Spomnimo se Stirlingove formule (24)
log Γ(z) =
(
z − 1
2
)
log z − z +O(1), |z| → ∞.
Ko enačimo realni del leve in desne strani, dobimo za velike z enakost
log |Γ(z)| =
(
x− 1
2
)
log |z| − x− yϕ+O(1), |z| → ∞,
ki se prevede v
|Γ(z)| = |z|x−
1
2 e−x−yϕeO(1), |z| → ∞
oziroma
|Γ(z)|
|z|x− 12 e−x−yϕ
= eO(1), |z| → ∞.
Iz zgornje enačbe in dejstva, da Γ na H nima ničel, sledi, da obstajata taki pozitivni
konstanti m in M , da za dovolj velike |z| velja
(26) 0 < m ≤ |Γ(z)|
|z|x− 12 e−x−yϕ
≤ M.
Zgornja ocena sicer velja tudi za omejene množice, saj so vse nastopajoče funkcije
zvezne. Oglejmo si, kako se za velike |y| obnaša izraz yϕ. Vemo, da za z ∈ S1 velja
27
tan |ϕ| = |y|
x
oziroma
cot |ϕ| = x
|y|
tan
(π
2
− |ϕ|
)
=
x
|y|
π
2
− |ϕ| = arctan x
|y|
.
Ker sta argument in imaginarni del elementov množice S1 enako predznačena, lahko
za z ∈ S1 pišemo yϕ = |y||ϕ|. Če sedaj še pomnožimo zgornjo enakost z |y|, dobimo
|y|π
2
− yϕ = |y| arctan x
|y|
.
Izraz na desni je za velike vrednosti |y| velikostnega razreda O(x), ker pa je x na
pasu S1 omejen, lahko zaključimo, da gre pravzaprav za velikostni razred O(1). Če
tako upoštevamo, da velja −yϕ = O(1)− |y|π
2
, lahko oceno (26) zapišemo kot
(27) 0 < m ≤ |Γ(z)|
|z|x− 12 e−|y|π2
≤ M.
Spomnimo se sedaj leme 6.1, ki pravi, da za vsako holomorfno funkcijo f , definirano
na H, za katero velja f(z + 1) = zf(z), obstaja funkcija h, holomorfna na C\{0},
tako da velja f(z) = h(e2πiz)Γ(z) za z ∈ H. V dokazu te leme smo definirali
funkcijo g(z) = f(z)
Γ(z)
, katere velikostni razred izpeljemo s spodnjim računom, pri
čemer upoštevamo prvo predpostavko izreka.
|g(z)| = |f(z)|
|Γ(z)|
=
|f(z)||y| 12−xe− 3π2 |y||z|x− 12 e−|y|π2
|Γ(z)||y| 12−xe− 3π2 |y||z|x− 12 e−|y|π2
= |f(z)||y|
1
2
−xe−
3
2
π|y| |z|x−
1
2 e−
π
2
|y|
|Γ(z)|
1
e−2π|y||y| 12−x|z|x− 12
.
Ko gre za z ∈ S1 vrednost |z| → ∞, oziroma |y| → ∞, velja |z||y| → 1. Upoštevamo
še oceno (27) ter predpostavko (1) iz izreka in dobimo
|g(z)| = |f(z)|
|Γ(z)|
= O(e2π|y|) za z ∈ S1, |y| → ∞.
Po zgledu dokaza leme 6.1, vpeljemo novo spremenljivko w := e2πiz, da velja h(w) =
g( 1
2πi
logw) = g(z). Opazimo, da velja
|w| = eRe(2πiz) = e−2πy in |w|−1 = (eRe(2πiz))−1 = e2πy,
oziroma
e2π|y| =
{
|w|−1, y ≥ 0
|w|, y ≤ 0.
S pomočjo |g(z)| = O(e2π|y|) za z ∈ S1 tako lahko zapišemo velikostni razred funkcije
h. Velja
|h(w)| =
{
O(|w|−1), y → ∞
O(|w|), y → −∞
=
{
O(|w|−1), w → 0
O(|w|), w → ∞.
Od tod sledi, da je v punktirani okolici točke 0, funkcija |wh(w)| omejena, v okolici
∞ pa je omejena funkcija |w−1h(w)|.
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Poglejmo kaj nam o obnašanju funkcije h za velike |z|, z ∈ S1, povesta pogoja (2)
in (3) iz izreka.
Za z ∈ S+1 in w = e2πiz, je pogoj w → 0 ekvivalenten y → ∞, oziroma kar z → ∞.
Na S+1 , kot že dokazano, velja e2π|y| = |w|−1 oziroma |w| = e−2π|y|. Pišemo
|h(w)w| = |g(z)|e−2π|y|
=
|f(z)|
|Γ(z)|
e−2π|y|
= |f(z)|e−
3
2
π|y||y|
1
2
−x · e
−π
2
|y||y|x− 12
|Γ(z)|
Na S1 velja |y||z| → 1 za |z| → ∞, torej je zgornji ulomek velikostnega razreda
O(1), preostali del izraza pa ustreza izrazom v predpostavkah izreka. Tako velja
lim inf
w→0
|h(w)w| = 0, kar implicira lim
w→0
|h(w)w| = 0. Analogno pokažemo, da velja
lim
w→∞
|h(w)w−1| = 0. Ker je h holomorfna na C\{0} in velja lim
w→0
wh(w) = 0, lahko
funkcijo w → wh(w) razširimo do holomorfne funkcije na C, z vrednostjo 0 v točki
0. Sledi, da ima funkcija h v točki 0 odpravljivo singularnost. Podobno sklepamo
v okolici točke ∞. Ker je w−1h(w) omejena v okolici ∞, ima tam odpravljivo
singularnost. Ker velja lim
w→∞
|h(w)w−1| = 0, ima v ∞ odpravljivo singularnost tudi
funkcija h. Sledi, da je h omejena v okolici ∞ in 0 ter tako, zaradi zveznosti, tudi
povsod drugje na C. Po Liouvilleovem izreku 2.15 tako sklepamo, da je h konstantna.
Ker velja h(e2πi) = g(1) = f(1)
Γ(1)
= 1, je h ≡ 1 oziroma f(z) = Γ(z). 
Posplošena oblika karakterizacije funkcije gama lepo zaokroži našo razpravo o
Wielandtovi karakterizaciji in njenih posledicah. Omenimo še, da pogoji (1), (2) in
(3) iz formulacije izreka 6.5 veljajo, če velja
(28) lim
z→∞,z∈S1
(
|f(z)||y|
1
2
−xe−
3
2
π|y|
)
= 0
Od tod je razvidno, da je Wielandtova karakterizacija le posebna oblika izreka 6.5,
saj je z omejenostjo funkcije f na S1 pogoj (28) izpolnjen.
Slovar strokovnih izrazov
big O notation O notacija
boundedness omejenost
complex logarithm kompleksni logaritem
entire function cela funkcija
holomorphic function holomorfna funkcija
improper integral posplošeni integral
infinite product neskončni produkt
local uniform convergence lokalna enakomerna konvergenca
meromorphic function meromorfna funkcija
uniform convergence enakomerna konvergenca
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