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Introduction
Adaptive notch filters have various signal processing applications such as radar, communication systems, and speech processing systems. This technique enables us to detect the unknown sinusoids immersed in a white noise and to remove or enhance the sinusoids. Such detection and removal/enhancement of sinusoids is achieved by an adaptive algorithm that controls the transfer functions of notch filters. To date, many methods for the adaptive notch filtering have been proposed [1] - [19] . Among many types of adaptive notch filters, we focus on the one based on the secondorder IIR notch filter that is designed by an IIR all-pass filter [1] , [4] - [6] , [9] - [13] , [15] , [18] . In this type of adaptive notch filtering, an adaptive algorithm controls the notch frequency of the filter in such a manner that the notch frequency converges to the frequency of a sinusoid, leading to detection and removal/enhancement of the sinusoid.
In discussing the performance of such an adaptive notch filter, the convergence speed of the notch frequency is one of the important topics. It is well known that the convergence speed depends on construction of the transfer function, the filter structure, and the adaptive algorithm of a Manuscript received September 29, 2014. Manuscript revised February 27, 2015. † The authors are with the Department of Electronic Engineering, Tohoku University, Sendai-shi, 980-8579 Japan.
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a) E-mail: sinitiro@mk.ecei.tohoku.ac.jp b) E-mail: kosita@mk.ecei.tohoku.ac.jp c) E-mail: masahide@mk.ecei.tohoku.ac.jp d) E-mail: kawamata@mk.ecei.tohoku.ac.jp DOI: 10.1587/transfun.E98.A.1482 notch filter. As for the adaptive algorithm, the most widely used is the gradient descent algorithm that makes use of the power of the notch filter output as the cost function and updates the notch frequency by the gradient of the cost function. However, such a method results in very slow convergence speed if the notch frequency is distant from the frequency of the sinusoid. This slow convergence speed is due to the well-known fact that the cost function becomes almost flat in such case, leading to a very small gradient. In the literature, many attempts were suggested to overcome this problem and improve the convergence speed. For example, Ref. [6] developed variable notch width on the transfer function of the notch filter. Ref. [12] introduced variable step size to the adaptive algorithm. In Ref. [13] , two independent notch filters and a band-pass filter were constructed to efficiently control the convergence speed, and Ref. [15] further improved this system to employ a variable step size strategy. Very recently Ref. [18] developed a sigmoid function to control the gradient and achieved fast convergence speed.
It should be noted that, although such methods successfully achieved fast convergence speed, the filter structures in all of these methods are based on the direct form. In other words, selection of filter structures was not taken into account in these methods. As is well known, the direct form is very popular but known to be very sensitive to the finite wordlength effects, and hence it is desirable to make use of other useful structures rather than the direct form from the viewpoint of hardware implementation. A few attempts to tackle this problem can be found in the literature: the one-multiplier lattice structure was used in [9] , [11] , the two-multiplier lattice structure was used in [3] , [7] , and the four-multiplier (i.e., normalized) lattice structure was used in [1] , [5] , [16] . Among these three lattice structures, we pay special attention to the normalized lattice structure for two reasons. First, for this structure an elegant adaptive algorithm was proposed by Regalia [1] , [5] , [16] , which was referred to as the Simplified Lattice Algorithm (SLA): this adaptive algorithm achieved remarkably faster convergence speed than the standard gradient descent algorithm even when the notch frequency is distant from the frequency of the sinusoid. Second, it is well known that the normalized lattice structure possesses the best performance in the family of lattice structures with respect to the finite wordlength effects [20] . Motivated by these two facts, in this paper we are interested in the normalized-lattice-based adaptive notch filtering and the main objective of this paper is to propose a new adaptive algorithm that attains faster convergence speed than the SLA.
Our proposed algorithm is the Affine Combination Lattice Algorithm (ACLA), which is constructed by the affine combination of two conventional normalized-lattice-based algorithms: one is the SLA, and the other is the standard Lattice Gradient Algorithm (LGA) [1] . The key point in deriving the ACLA lies in a quantity referred to as the "mean update term", which determines the behavior of an adaptive algorithm [1] , [16] in the mean sense. As will be addressed in Sect. 2, an adaptive notch filtering algorithm with fast convergence speed has a "large" mean update term. Hence we attempt to derive the ACLA in such a manner that its mean update term becomes larger than that of the conventional methods. We achieve this goal in Sect. 3, and we give some simulation examples in Sect. 4 to demonstrate the utility of the ACLA.
A preliminary version of this paper was presented at a conference [21] . The present paper is the extended version of [21] : in the present paper we provide the following additional contributions.
1. In [21] , we analyzed the difference between the mean update terms of the SLA and the LGA in order to prove the superiority of the ACLA over the conventional methods. On the other hand, in Sect. 3 of the present paper we conduct a more straightforward proof by means of direct description of the mean update terms of the ACLA, the SLA, and the LGA. 2. In addition to the aforementioned proof, we further derive the step-size bound for the ACLA. Moreover, we reveal an interesting fact that the resultant stepsize bound is characterized by the gradient of the mean update term. These results will be also presented in Sect. 3. 3. In the simulation examples that will appear in Sect. 4 of the present paper, we will demonstrate the utility of the proposed method from the viewpoints of not only the convergence speed, but also the estimation accuracy that was not investigated in [21] .
Preliminaries
In this section, we first review the fundamentals of the adaptive notch filtering. Then we address the mean update term and its relationship to the convergence characteristic of an adaptive algorithm. In addition, we introduce two conventional adaptive notch filtering algorithms based on the normalized lattice structure: the SLA and the LGA. Furthermore, we discuss the convergence characteristics of the SLA and the LGA in terms of their mean update terms.
Notch Filtering Based on Normalized Lattice Structure
Assume that the input signal u(n) consists of a single sinu- soid s(n) plus noise w(n):
where A is amplitude of the sinusoid, and ω s is the unknown frequency of the sinusoid. The phase φ is a random value that is uniformly distributed in [0, 2π). The noise w(n) is a zero-mean white noise with variance σ 2 and uncorrelated to φ. For this input signal, we use the allpass-based notch filter with the following transfer function [1] , [5] 
where θ 1 is the notch frequency parameter and θ 2 is the notch bandwidth parameter. Note that the transfer function given by (2) corresponds to the normalized lattice structure rather than the direct form, and therefore the coefficients sin θ 1 and sin θ 2 correspond to the multipliers in the normalized lattice structure. The block diagram of this notch filter is shown in Fig. 1 . The notch frequency and the notch width, which are respectively denoted by ω 0 and Ω, are given in terms of θ 1 and θ 2 as follows:
Equations (3) and (4) show that ω 0 and Ω depend only on θ 1 and θ 2 , respectively. Hence the notch filter given by (2) is capable of independent tuning of the notch frequency and the notch width. Throughout this paper, it is assumed that θ 2 is fixed and only θ 1 is controlled by an adaptive algorithm. Hence it follows that the adaptive notch filtering considered in this paper is to control θ 1 (i.e., to control the notch frequency ω 0 ) by an adaptive algorithm in such a manner that ω 0 converges to ω s . It readily follows from (3) that (2) can be rewritten in terms of ω 0 as follows:
Here we have used the notation H(z, ω 0 ) instead of H(z) in order to emphasize the assumption that the parameter θ 2 is fixed and that only ω 0 is controlled. In the rest of this paper we will follow this notation for our analysis and discussion.
Mean Update Term
The mean update term [1] , [16] determines the convergence property of an adaptive algorithm. In order to show this fact, consider the following update formula as a typical adaptive notch filtering algorithm:
where ω 0 (n) is the aforementioned notch frequency, μ is the step-size parameter, and Δ(n) is an update term. Taking the expectation of (6), we obtain the difference equation on the expectation of the notch frequency ω 0 (n) ≡ E[ω 0 (n)] in the below:
where
is referred to as the mean update term. As summarized below, the convergence characteristic of ω 0 (n) is dominated by f (ω 0 ).
1. The direction of the update is determined by sgn( f (ω 0 )), i.e. the sign of the mean update term. That is, ω 0 (n + 1) > ω 0 (n) holds if sgn( f (ω 0 )) = 1, and ω 0 (n + 1) < ω 0 (n) holds if sgn( f (ω 0 )) = −1. 2. The amount (i.e. the speed) of the update is determined by | f (ω 0 )|, i.e. the absolute value of the mean update term. 3. The convergence stability of an adaptive notch filtering algorithm is determined by the gradient of the mean update term at ω 0 = ω s , which is defined as the following quantity f (ω s ):
As was discussed in [1] , [16] , f (ω s ) determines the "local convergence property", which describes the behavior about the convergent point and plays an important role in fair comparison of the convergence speed of adaptive notch filtering algorithms. In addition, we will prove in Sect. 3.3 that f (ω s ) determines the upper bound of the step-size parameter in the mean sense.
Conventional Methods and Their Mean Update Terms
The conventional normalized-lattice-based algorithms, i.e. the LGA [1] and the SLA [1] , [5] , are respectively given by the following update formulae to find ω s : 
where y(n) and x 1 (n) are the output and the state variable shown in Fig. 1 , respectively. The LGA given by (9) is the normalized lattice version of the standard gradient descent algorithm based on the cost function E[y 2 (n)], and the signal Δ y (n) corresponds to the instantaneous gradient ∂y(n)/∂θ 1 (n). This gradient signal Δ y (n) is obtained by using the band-pass filter Fig. 2 , where the filter input is the state variable x 1 (n) shown in Fig. 1 . On the other hand, the SLA given by (10) makes use of the state variable x 1 (n) as the update term, leading to the simpler algorithm than the LGA. Although the SLA is not based on minimization of a cost function, the convergence of this algorithm to the unbiased solution can be proved using the ODE technique. For the details, see [1] , [5] .
We next turn our attention to the mean update terms of the LGA and the SLA. Taking the expectation of (9)- (10) and using the relationship of (3), we can easily see that the mean update terms of the LGA and the SLA are given as follows:
By means of the Parseval's theorem, these mean update terms can be described in the frequency domain as follows:
where Δ H (z, ω 0 ) and F(z, ω 0 ) are the transfer functions from u(n) to Δ y (n) and from u(n) to x 1 (n), respectively, and the notation P(z), Q(z) S u for two given transfer functions P(z) and Q(z) denotes their inner product induced by the input power spectral density function S u (z), i.e.
with the superscript " * " denoting the complex conjugate and δ(·) denoting the Dirac delta function. Note that Δ H (z, ω 0 ) and F(z, ω 0 ) in (13)- (14) are given from Figs. 1 and 2 by where
Also, note that the input power spectral density function (16) follows from the definition of the input signal (1). It was shown in [1] that f LGA (ω 0 ) and f SLA (ω 0 ) are independent of the white noise and determined by only the sinusoidal components and the notch filter coefficients, and that f LGA (ω 0 ) and f SLA (ω 0 ) satisfy the following property for arbitrary ω s : (20) which implies that, in both of the LGA and the SLA, the notch frequency ω 0 converges to the global solution ω s without bias.
In addition to the aforementioned fact, Ref. [1] showed that the following inequality holds
under the constraint of
An example of this result is shown by Fig. 3 , where the amplitude and the frequency of the sinusoid are respectively set to be A = 1 and ω s = 0.4π, and the notch bandwidth is Ω = 0.1π. From this figure, it is clear that the inequality (21) holds under the constraint of (22) . This fact means that the SLA has faster convergence speed than the LGA.
Remark 1:
The constraint of (22) means that the LGA and the SLA must have the same local convergence property. This constraint is required in order to ensure fair comparison of adaptive notch filtering algorithms [1] . In the case of the LGA and the SLA given by (13)- (14), the constraint of (22) is automatically satisfied. The proof of this fact is given in the next section.
Remark 2:
To be precise, the LGA originally presented in [1] includes the additional coefficient (1 + sin θ 2 )/ cos θ 2 to be multiplied by Δ y (n). However, this coefficient is independent of the notch frequency ω 0 and, as was stated in [1] , may be absorbed into the step-size parameter μ. Hence in this paper we will use the simpler version that ignores this coefficient. It readily follows that, if the original LGA is used, its mean update term (denoted by f LGA (ω 0 )) becomes
and therefore we need to scale f LGA (ω 0 ) by cos θ 2 /(1+sin θ 2 ) for fair comparison with the SLA.
Proposed Method
In this section we present a new algorithm that is referred to as the Affine Combination Lattice Algorithm (ACLA). Then we perform a theoretical analysis of the mean update term of the ACLA and prove that the ACLA outperforms the LGA and the SLA.
Affine Combination Lattice Algorithm
The ACLA updates the notch frequency parameter θ 1 by the following update formula:
where μ is the step-size parameter and y(n) is the output signal of the notch filter. The signal ψ(n) is defined as follows:
where k is the weight parameter, x 1 (n) is the state variable used in the SLA, and Δ y (n) is the gradient signal used in the LGA. Figure 4 shows the block diagram of the ACLA. Equation (25) shows that the ACLA is the affine combination of the SLA and the LGA. It is easy to see that the ACLA is equivalent to the LGA and the SLA if k = 0 and k = 1, respectively. However, throughout this paper we set the weight parameter to be k > 1. With this setup, in the next subsection we will prove that the ACLA achieves faster convergence speed than the conventional methods.
Mean Update Term of ACLA
Here we analyze the mean update term of the ACLA and prove that the ACLA outperforms the conventional methods. To this end, we first need to clarify the mutual relationship between the mean update terms of the LGA and the SLA. Hence we start with derivation of the following lemma.
Lemma 1:
The mean update terms of the LGA and the SLA, which are respectively defined by (13) and (14), are described as follows † :
Proof of this lemma is given in Appendix A.
We are now ready to perform the analysis of the mean update term of the ACLA, which is denoted by f ACLA (ω 0 ). Since the ACLA is the affine combination of the SLA and the LGA, its mean update term also becomes the affine combination of the SLA and the LGA:
Using Lemma 1, we can rewrite (28) in terms of only f SLA (ω 0 ) as follows:
Using this result we now present the following theorem that proves the superiority of the ACLA over the LGA and the SLA.
Theorem 1:
The mean update term of the ACLA satisfies the following properties.
1. The sign of f ACLA (ω 0 ) is the same as that of f LGA (ω 0 ) and f SLA (ω 0 ), i.e.
sgn( f ACLA (ω 0 )) = sgn( f LGA (ω 0 )) = sgn( f SLA (ω 0 )) † Although descriptions of f LGA (ω 0 ) and f SLA (ω 0 ) can be seen in [1] , f LGA (ω 0 ) in [1] was not explicitly formulated in terms of f SLA (ω 0 ). In addition, f SLA (ω 0 ) in [1] was not correct because of a typo. Since our proposed method makes use of f LGA (ω 0 ) and f SLA (ω 0 ), in this paper we will present the details of these descriptions. 
2. The absolute value of f ACLA (ω 0 ) becomes larger than that of f LGA (ω 0 ) and f SLA (ω 0 ) under the constraint that all of these mean update terms have the same local convergence property at the stationary point. That is,
and
In Theorem 1, the first property means that the ACLA finds the same global solution without bias as the LGA and the SLA. The second property means that the ACLA has the same local convergence property at the stationary point as the LGA and the SLA and, at the same time, the ACLA achieves faster convergence speed in the mean sense than the LGA and the SLA. Therefore Theorem 1 shows the superiority of the ACLA over the LGA and the SLA. An example of this result is illustrated in Fig. 5 , which corresponds to the same situation as in Fig. 3 but additionaly includes f ACLA (ω 0 ) with k = 2 and k = 5. Figure 5 clearly shows that the ACLA in both cases gives faster convergence speed than the LGA and the SLA. We will demonstrate this result by simulation examples in Sect. 4.
Remark 3:
In conducting performance comparison of adaptive notch filtering algorithms, it is important to take into account not only the convergence speed but also the accuracy in the frequency estimate. This estimation accuracy is usually evaluated in terms of the MSE (mean square error) between the frequency of the sinusoid and the notch frequency at the steady state. Based on these facts, if a fair comparison of adaptive notch filtering algorithms is intended from the viewpoint of the accuracy, we have to compare the convergence speed of each algorithm under the constraint that all of the algorithms to be compared present the same MSEs. On the other hand, unfortunately Theorem 1 does not necessarily lead to such a completely fair comparison because the mean update term cannot dicrectly describe the MSE. Since the MSE analysis is beyond the scope of this paper, we will numerically perform fair comparisons with respect to the MSE by computer simulations, where the fair comparisons can be achieved by an appropriate adjustment of step-size parameters as well as the use of Theorem 1. Details of the computer simulations will be shown in Sect. 4.
Remark 4:
If a white noise is not included in the input signal, the aforementioned fair comparison with respect to the MSE is achieved without the need of adjusting step-size parameters. In other words, in the noise-free case only the use of Theorem 1 shows the superiority of the ACLA over the other algorithms in terms of both the convergence speed and the MSE. Although the proof of this fact is a future task, we will demonstrate this fact by a computer simulation that will be presented in Sect. 4.1.
Remark 5:
From Theorem 1 and Fig. 5 , we easily notice that choosing larger value of k yields faster convergence speed in the ACLA. Although this is true, larger value of k makes the ACLA more sensitive to the white noise and results in lower accuracy in the frequency estimate. In other words, larger value of k results in larger MSE of the frequency estimate if the white noise is present. Nevertheless, it can be shown that the ACLA is superior to the conventional methods by setting the step-size parameters appropriately so that all of the algorithms to be compared have identical MSEs. Details of these topics will be demonstrated and discussed in Sect. 4.
The rest of this subsection provides the proof of Theorem 1. The first property (30) is trivial because of the facts that k > 1 is assumed and that the notch filter has the following property
In order to achieve the proof of the second property, we first consider the constraint of (33) and derive f ACLA (ω s ). From (29), we have
Here, the second term and the third term vanish because of the following trivial facts for the allpass-based notch filter:
As a result, we obtain
which shows that the ACLA automatically satisfies the constraint (33) without the need of scaling. Now it remains to prove (31) and (32). This proof is easily given: applying (34) to (29) with k > 1 yields (32), and (31) is trivial from (32) and (21) . This completes the proof of the second property.
Step-Size Bound and Its Relation to Mean Update Term
We will derive the upper bound of the step-size parameter for the ACLA by following the same strategy as in [16] , [22] . First, applying (3) to the update formula (24) we have
Taking the expectation of (39) yields
Subtracting this equation from ω s , we have
Here, under the assumptions that μ is sufficiently small and that the signals used in the ACLA attain stationarity, the following approximation can be made [16] , [22] 
from which (41) is approximated to
Under the additional assumption that ω 0 (n) is sufficiently close to ω s , further approximations can be made [16] , [22] on the right-hand side of (43) as follows:
where we have used the facts that sin x x for small |x| and that |D(e jω s , ω s )| 2 = (1 − sin θ 2 ) 2 sin 2 ω s for the derivation of (45). Applying (44) and (45) to (43) we obtain
Now, it readily follows that the following condition must be satisfied
in order to guarantee |ω s − ω 0 (n + 1)| < |ω s − ω 0 (n)|. Hence we finally obtain the step-size bound as follows:
Here, note that cos θ 2 > 0 holds because (4) with 0 < Ω < π means θ 2 = sin −1 ((1−tan(Ω/2))/(1+tan(Ω/2)) with −π/2 < θ 2 < π/2.
It should be noted that the resultant step-size bound is described in terms of only the amplitude of the sinusoid and the notch width. In other words, the step-size bound is independent of the frequency of the sinusoid and the variance of the white noise. This result is the same as in [16] . Furthermore, two interesting facts should be noted. First, this step-size bound is also independent of the weight parameter k used in the ACLA. Second, for both of the LGA and the SLA, the step-size bound becomes the same as that for the ACLA: this can be proved in the same manner as above and omitted here.
We next reveal a new relationship between the aforementioned step-size bound and the mean update term. Specifically, we will show that the step-size bound is determined by the gradient of the mean update term at ω 0 = ω s . From (27) and (29), a tedious calculation shows that
from which it readily follows that the step-size bound (48) can be rewritten as
Therefore the step-size bound is determined by f ACLA (ω s ).
In addition, this result shows that the condition (47) for stability of the ACLA can be expressed in terms of f ACLA (ω s ) as follows:
Therefore, we conclude that the f ACLA (ω s ) plays important roles in characterization of not only the local convergence property, but also the convergence stability. The same result can be obtained for the LGA and the SLA because of (38) and the aforementioned fact that the step-size bounds for the LGA and the SLA become the same as that for the ACLA. In addition, it can be proved that the same holds for the complex sinusoid estimation algorithms given by [16] , [22] . Details are omitted here for brevity.
Simulation Examples
This section provides simulation examples to demonstrate that the ACLA achieves faster convergence speed than the SLA. In evaluating the convergence speed, the accuracy in the frequency estimate is also taken into account. The comparison between the ACLA and the LGA is omitted because it was demonstrated in [1] , [5] that the SLA converges faster than the LGA. In all the simulation examples given here, the amplitude of the sinusoid is set to be A = 1.0 and the notch width is chosen as Ω = 0.1π.
Noise-Free Case
We first discuss the case where the input signal consists of only the sinusoid, i.e. the white noise is not present. Here, we set the frequency of the sinusoid and the initial notch frequency to be ω s = 0.1π and ω 0 (0) = 0.9π, respectively, so that the distance between these frequencies becomes large. The step-size parameter is μ = 0.005 for all algorithms. Figure 6 shows the simulation result on the frequency estimates, i.e. the convergence characteristics of the notch frequency ω 0 (n). This result is obtained from a single run of each adaptive algorithm. For the ACLA two simulations are shown, corresponding to the cases of k = 1.5 and k = 2.0, respectively. As expected from Theorem 1, this simulation result clearly tells us that the ACLA achieves faster convergence speed than the SLA and that choosing larger k gives faster convergence speed, under the constraint of the same local convergence property. We also see that, at the steady state, ω 0 (n) stays very close to the sinusoidal frequency in all algorithms. In fact, we confirm that the square error between ω 0 (n) at the steady state and ω s becomes very close to zero in all algorithms. Therefore, we can say that all of the algorithms show identical estimation accuracy. Hence we can conclude that the ACLA achieves better performance than the SLA.
Noisy Case
Next, we discuss the case where the input signal includes the white noise as well as the sinusoid. The white noise w(n) is of the Gaussian distribution and its variance σ 2 is set to be σ 2 = 0.5 so that the input SNR (signal-to-noise ratio) becomes 0 dB † . The other parameters are the same as the previous noise-free example. Using this setup, we show the simulation result on the convergence characteristics of the notch frequency as in Fig. 7(a) . In addition, the MSEs of the frequency estimates are also plotted as in Fig. 7(b) . These plots are obtained by ensemble average of 100 independent runs and the MSEs at time n in Fig. 7(b) are calculated by
where ω 0,i (n) denotes the notch frequency given by i-th run at time n. It seems from Fig. 7(a) that all of the algorithms successfully converge to ω s with high estimation accuracy. However, Fig. 7 (b) tells us that the ACLA yields larger MSE than the SLA at the steady state and, moreover, choosing larger value of k in the ACLA results in larger MSE. Hence this simulation does not present a fair comparison from the viewpoint of the MSE. In order to overcome this problem, we need to adjust each of the step-size parameters appropriately so that all of the adaptive algorithms have the same MSEs at the steady state, as addressed in Remarks 3 and 5.
Based on this observation, we carry out another simulation in order to make a fair comparison from the viewpoint of the MSE. To this end, we change the step-size parameters for the ACLA with k = 1.5 and k = 2.0 into μ = 0.003885 and μ = 0.003030, respectively. These step-size parameters are experimentally determined in such a manner that † Here we have used the fact that the input SNR is given by A 2 /(2σ 2 ). all of the algorithms to be compared yield identical MSEs at the steady state. The simulation results are shown in Fig. 8 , which clarifies that the ACLA gives faster convergence speed than the SLA under the constraint of identical MSEs at the steady state. Therefore the ACLA outperforms the SLA even if the estimation accuracy as well as the convergence speed is taken into account.
Remark 6:
If the MSE constraint is imposed, choosing larger value of k in the ACLA does not necessarily lead to faster convergence speed. In other words, too large k under the MSE constraint may result in slower convergence speed.
Although the theoretical analysis of the MSE for the ACLA is required for practical use, such an analysis is beyond the scope of this paper. In the simulation example given here, we experimentally confirm that choosing k 2.5 is the best to obtain fast convergence speed under the MSE constraint.
Noisy Case in Frequency Hop Experiment
Here we discuss the noisy case in a frequency hop experiment, where ω s is abruptly changed every 5000 samples, and the initial notch frequency is set to be ω 0 (0) = 0.5π. The other setup is the same as in Sect. 4.2. Figure 9 (a) and (b) respectively show the simulation results on the frequency estimates and the MSEs. Both of these results are obtained by ensemble average of 100 independent runs. As similar to the previous example, Fig. 9(a) shows that the ACLA with k = 2.0 achieves the fastest convergence, and Fig. 9(b) shows that all of the algorithms obtain approximately the same MSE at the steady state. Hence the same conclusion as in Sect. 4.2 is obtained: The ACLA outperforms the SLA even if the MSE constraint is imposed.
Step-Size Bound and Convergence Behavior
We finally demonstrate the validity of our step-size bound (48) by simulation. Here we focus on only the ACLA with k = 2.0 because the same results can be obtained for the other algorithms. Figure 10 shows the simulation result on the convergence characteristics of the notch frequency versus the variation of step-size parameters. The simulation setup except for the step-size parameter is the same as in Sect. 4.2, i.e. A = 1.0, Ω = 0.1π, ω s = 0.1π, ω 0 (0) = 0.9π, and σ 2 = 0.5. Using this setup and (48), the theoretical step-size bound is found to be μ bound = 1.5919. In Fig. 10 , simulation results for μ = 0.05μ bound , μ = 0.1μ bound , μ = 0.2μ bound , μ = 0.5μ bound , μ = μ bound , and μ = 2μ bound are respectively plotted. These plots are obtained by ensemble average of 100 independent runs.
From Fig. 10 , two facts are observed. First, in all cases the adaptive algorithm does not diverge. In other words, the adaptive algorithm always converges to a certain value even though too large step-size parameter is used. The reason of this is that the notch frequency is constrained in the region of 0 < ω 0 (n) < π: in the simulations, we incorporate this constraint into the update equation (24) by forcing θ 1 (n + 1) = θ 1 (n) when θ 1 (n) − μψ(n)y(n) ≤ 0 or θ 1 (n) − μψ(n)y(n) ≥ π is obtained † . Second, if we use a large step-size parameter, a bias is introduced between the frequency of the sinusoid and the notch frequency at the steady state. The reason of the bias is unclear, but we conjecture that the use of large step-size means fast adaptation, which violates the condition of slow adaptation that is imposed on the SLA: as was stated in Refs. [1] and [5] , analysis of the convergence behavior of the SLA is valid under the condition of the slow adaptation. Since this condition also applies to the ACLA, we conjecture that large step-size leads to a bias in the SLA and the ACLA.
Although the amount of this bias depends on the value of the step-size parameter, we have observed that the bias converges to a certain limit, and that the bias limit is obtained when the step-size parameter becomes close to our step-size bound in (48). Similar results can be obtained for other simulation setups. In this sense, the validity our stepsize bound in (48) is confirmed by the simulation. † If we run computer simulations without this constraint, both of the SLA and the ACLA diverge for large step-size parameters. Although it is possible to show simulation results without this constraint and to discuss the validity of (48), such simulations are not realistic. Hence in this paper we discuss the validity of (48) by means of simulations with this constraint.
Conclusion
This paper has proposed the ACLA, which has been derived by means of the affine combination of the two conventional normalized-lattice-based adaptive notch filtering algorithms. Through the theoretical analysis of the mean update term of each adaptive algorithm, we have proved that the ACLA achieves faster convergence speed than the conventional methods. Simulation examples have demonstrated the validity of this theory. In addition to this result, we have also derived a theoretical step-size bound for the ACLA. Furthermore, we have revealed that the resultant step-size bound is explicitly characterized by the gradient of the mean update term. These results associated with the mean update term will bring new insights into the adaptive notch filtering theory.
A future task is to derive a theoretical expression for the MSE of the frequency estimate given by the ACLA. Another task is application of the ACLA to the high-order adaptive band-pass/band-stop filtering [23] , which will not only accelerate the speed of processing an unknown narrowband signal but also improve the SNR at the filter output. 
