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Abstract
In this paper, we investigate the Po´lya-Knopp type inequality for Sugeno integrals
in two cases. In the first case, we suppose that the inner integral is the standard
Riemann integral and the remaining two integrals are of Sugeno type. In the sec-
ond case, all involved integrals are Sugeno integral. We present several examples
illustrating the validity of our theorems. Finally, we prove a Hardy-Knopp type
inequality for Sugeno integral.
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1 Introduction
In 1974, M. Sugeno introduced fuzzy measures and Sugeno integral for the first time which
was a important analytical method of measuring uncertain information [16]. Sugeno in-
tegral is applied in many fields such as management decision-making, medical decision-
making, control engineering and so on. Many authors such as Ralescu and Adams con-
sidered equivalent definitions of Sugeno integral [13]. Roma´n-Flores et al. examined
level-continuity of Sugeno integral and H-continuity of fuzzy measures [14, 15]. For more
details of Sugeno integral, we refer readers to [1, 2, 6, 10, 11, 12].
The study of fuzzy integral is first attributed to Roma´n-Flores et al. Many inequalities
such as Markov’s, Chebyshev’s, Jensen’s, Minkowski’s, Ho¨lder’s and Hardy’s inequalities
have been studied by Flores-Franulicˇ and Roma´n-Flores for Sugeno integral (see [4, 5] and
their references). Recently, in [3], B. Daraby et al. studied some inequalties for Sugeno
integral.
1
2In [7], Hardy announced and proved in [8] a highly important classical Riemann inte-
gral inequality
∫ ∞
0
(
1
x
∫ x
0
f(t)dt
)p
dx ≤
(
p
p− 1
)∫ ∞
0
f p(x)dx, (1.1)
the so-called Hardy’s inequality, where p > 1 and f ∈ Lp(0,∞) is a non-negative function.
The following related exponential Riemann integral inequality
∫ ∞
0
exp
(
1
x
∫ x
0
ln f(t)dt
)
dx < e
∫ ∞
0
f(x)dx, (1.2)
holds for positive functions f ∈ Lp(0,∞). This inequality is known as Knopp’s inequality.
However, inequality (1.2) was certainly known before the mentioned Knopp’s paper and
Hardy himself claimed that it was G. Po´lya who pointed it out to him earlier (probably
by using the limit argument below). Therefore, we call the inequality (1.2) inequality
Po´lya-Knopp. It is important to note that inequalities (1.1) and (1.2) are closely related
since (1.2) can be obtained from (1.1) by rewriting it with the function f replaced by f 1/p
and letting p→∞. Therefore, Po´lya-Knopp’s inequality may be considered as a limiting
relation of Hardy’s inequality.
In [9], Kaijser et al. pointed out that both (1.1) and (1.2) are just special cases of the
much more general Hardy-Knopp type inequality for positive functions f ,
∫ ∞
0
φ
(
1
x
∫ x
0
f(t)dt
)
dx
x
≤
∫ ∞
0
φ(f(x))
dx
x
, (1.3)
where φ is a convex function on (0,∞). This shows that both Hardy’s and Po´lya-Knopp’s
inequalities can be derived by using only convexity and gives an elegant new proof of
these inequalities.
In this paper, we intend to prove Po´lya-Knopp’s and Hardy-Knopp’s inequalities for
the Sugeno integral. This paper is organized as follows: in Section 2 some the preliminaries
are presented. In Section 3 we propose the Po´lya-Knopp’s inequality for Sugeno integral
in two cases and we investigate Hardy-Knopp’s inequality for Sugeno integral. Finally, in
the last section, we presented a short conclusion.
2 Preliminaries
In this section, we will provide some definitions and concepts for the next sections.
Throughout this paper, we let X be a non-empty set and Σ be a σ−algebra of subsets
of X .
Definition 2.1. (Ralescu and Adams [13]). A set function µ : Σ → [0,+∞] is called a
fuzzy measure if the following properties are satisfied:
31. µ(∅) = 0;
2. A ⊆ B ⇒ µ(A) ≤ µ(B) (monotonicity);
3. A1 ⊆ A2 ⊆ . . .⇒ limµ(Ai) = µ
(
∞⋃
i=1
Ai
)
(continuity from below);
4. A1 ⊇ A2 ⊇ . . . and µ(A1) <∞⇒ lim µ(Ai) = µ
(
∞⋂
i=1
Ai
)
(continuity from above).
When µ is a fuzzy measure, the triple (X,Σ, µ) is called a fuzzy measure space.
If f is a non-negative real-valued function onX , we will denote Fα = {x ∈ X | f(x) ≥ α} =
{f ≥ α}, the α-level of f , for α > 0. The set F0 = {x ∈ X | f(x) > 0} = supp(f) is the
support of f .
If µ is a fuzzy measure on X , we define the following:
F
σ(X) = {f : X → [0,∞)| f is µ−measurable} .
Definition 2.2. (Pap [10], Wang and Klir [17]). Let µ be a fuzzy measure on (X,Σ). If
f ∈ Fσ(X) and A ∈ Σ, then the Sugeno integral of f on A is defined by
−
∫
A
fdµ =
∨
α≥0
(α ∧ µ(A ∩ Fα)) ,
where ∨ and ∧ denotes the operations sup and inf on [0,∞], respectively and µ is the
Lebesgue measure. If A = X , the fuzzy integral may also be denoted by −
∫
fdµ.
The following proposition gives the most elementary properties of the Sugeno integral.
Proposition 2.3. (Pap [10], Wang and Klir [17]). Let (X,Σ, µ) be a fuzzy measure
space, A,B ∈
∑
and f, g ∈ Fσ(X). We have
1. −
∫
A
fdµ ≤ µ(A);
2. −
∫
A
kdµ = k ∧ µ(A), for any constant k ∈ [0,∞);
3. −
∫
A
fdµ < α⇔ there exists γ < α such that (A ∩ {f ≥ γ}) < α;
4. −
∫
A
fdµ > α⇔ there exists γ > α such that (A ∩ {f ≥ γ}) > α.
Remark 2.4. Consider the distribution function F associated to f on A, that is to say,
F (α) = µ(A ∩ {f ≥ α}).
Then
F (α) = α⇒ −
∫
A
fdµ = α.
Thus, from a numerical (or computational) point of view, the Sugeno integral can be
calculated by solving the equation F (α) = α (if the solution exists).
4Notation 2.5. We will use SINT f(x)dx for the Sugeno integral on [0,∞) with respect
to standard Lebesgue measure.
3 Main results
In this section, we prove Po´lya-Knopp type inequality in two cases and Hardy-Knopp
type inequality for Sugeno integral.
Theorem 3.1. (Po´lya-Knopp type inequality for Sugeno integral: first case). Let f :
[0,∞) → [0,∞) be an increasing measurable function and SINT f(x)dx < ∞. Then the
inequality
SINT exp
(
1
x
∫ x
0
ln f(t)dt
)
dx ≤ SINT f(x)dx, (3.1)
holds.
Proof. Let α = SINT f(x)dx. If
SINT exp
(
1
x
∫ x
0
ln f(t)dt
)
dx > α, (3.2)
from proposition 2.3 (4), there exists γ > α, such that
µ
{
exp
(
1
x
∫ x
0
ln f(t)dt
)
> γ
}
> α. (3.3)
Now, if
x ∈
{
exp
(
1
x
∫ x
0
ln f(t)dt
)
> γ
}
,
then we have
1
x
∫ x
0
ln f(t)dt > ln γ. (3.4)
By multiplying x on both sides of the above equation, we get
∫ x
0
ln f(t)dt > x ln γ =
∫ x
0
ln γdt.
From properties of classical integral, we can write
ln f(t) > ln γ. (3.5)
5Using (3.5) and assumptions of the theorem (f is increasing function), we have
f(x) > γ.
Therefore
{f(x) > γ} ⊇
{
exp
(
1
x
∫ x
0
ln f(t)dt
)
> γ
}
.
From monotonicity of µ, we can write
µ {f(x) > γ} ≥ µ
{
exp
(
1
x
∫ x
0
ln f(t)dt
)
> γ
}
. (3.6)
Thereby, from relations (3.3) and (3.6), we obtain that
µ {f(x) > γ} ≥ α.
Using the above relation and proposition 2.3 (4), we get
SINT f(x)dx > α.
This is a contradiction with our initial hypothesis.
In the following by an example, we illustrate the validity of Theorem 3.1.
Example 3.2. Let f(x) =
x
2
and X = [0, 5]. A straightforward calculus shows that
∫ x
0
ln f(t)dt =
∫ x
0
ln
t
2
dt = t
(
ln
(
t
2
)
− 1
) ∣∣∣∣
x
0
= x
(
ln
(x
2
)
− 1
)
,
by multiplication
1
x
for both sides of above relation, we get
1
x
∫ x
0
ln f(t)dt = ln
(x
2
)
− 1,
⇒ exp
(
1
x
∫ x
0
ln f(t)dt
)
= exp
(
ln
(x
2
)
− 1
)
=
x
2
.
1
e
=
x
2e
.
Now, by fuzzy integration of both sides of above equation from 0 to 5, we have
−
∫ 5
0
exp
(
1
x
∫ x
0
ln f(t)dt
)
dx = −
∫ 5
0
x
2e
dx.
6Now, we calculus −
∫ 5
0
x
2e
dx. From Definition 2.2, we have
−
∫ 5
0
x
2e
dx = sup
α∈[0,5]
(α ∧ µ ([0, 5] ∩ Fα))
= sup
α∈[0,5]
(
α ∧ µ
(
[0, 5] ∩
{
x :
x
2e
≥ α
}))
= sup
α∈[0,5]
(α ∧ µ ([0, 5] ∩ [2eα, 5]))
= sup
α∈[0,5]
(α ∧ µ ([2eα, 5]))
= sup
α∈[0,5]
(α ∧ (5− 2eα))
=
5
2e+ 1
= 0.781. (3.7)
Finally, for right hand of (3.1), by using Definition 2.2, we have
−
∫ 5
0
f(x)dx = −
∫ 5
0
x
2
dx =
5
3
= 1.6, (3.8)
now, from relations (3.7) and (3.8), we get
−
∫ 5
0
exp
(
1
x
∫ x
0
ln f(t)dt
)
dx = 0.781 ≤ 1.6 = −
∫ 5
0
f(x)dx.
Theorem 3.3. (Po´lya-Knopp type inequality for Sugeno integral: second case). Let f :
[0,∞)→ [0,∞) be a measurable function and SINT f(x)dx <∞. Then the inequality
SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx ≤ e SINT f(x)dx, (3.9)
holds.
Proof. From Proposition 2.3 (1), we know that
−
∫ x
0
ln f(t)dt ≤ x.
By a straightforward calculus, we obtain
1
x
−
∫ x
0
ln f(t)dt ≤ 1⇒ exp
(
1
x
−
∫ x
0
ln f(t)dt
)
≤ exp(1) = e,
by fuzzy integration of both sides of above equation from 0 to ∞ and using Proposition
2.3 (2), we have
SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx ≤ SINT e dx = e. (3.10)
7Now, the demonstration will be divided in two parts.
Case 1: e SINT f(x)dx > e. In this case, by using (3.10), is not difficult to see that
SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx ≤ e < e SINT f(x)dx.
Case 2: e SINT f(x)dx ≤ e. In this case, if we let q = e SINT f(x)dx, we get
e ≥ q = e SINT f(x)dx
≥ −
∫ x
0
f(t)dt
= −
∫ x
0
exp (ln f(t)) dt.
By Jensen type inequality for Sugeno integral, we have
e ≥ exp−
∫ x
0
ln f(t)dt.
Now, we can write
1 = ln(e) ≥ ln(q) ≥ −
∫ x
0
ln f(t)dt.
By multiplying
1
x
on both sides of the above equation, we get
1
x
ln(q) ≥
1
x
−
∫ x
0
ln f(t)dt
⇒ exp
(
1
x
ln(q)
)
≥ exp
(
1
x
−
∫ x
0
ln f(t)dt
)
,
by fuzzy integration of both sides of above equation from 0 to ∞, we obtain
SINT exp
(
1
x
ln(q)
)
dx ≥ SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx.
Now, we calculus SINT exp
(
1
x
ln(q)
)
dx. For this, we have
exp
(
ln q
x
)
≥ α⇒
ln q
x
≥ lnα⇒ ln q ≥ x lnα⇒ x ≤
ln q
lnα
⇒ x ∈ [0,
ln q
lnα
].
Because the integration interval is [0,∞) so
ln q
lnα
= α⇒ ln q = α lnα = lnαα ⇒ q = αα.
8In this equation, calculating α in q is a little difficult. Note that, if we can calculus α in
q, we will have a function like α = g(q). According to the graph of this equation, it is
easy to say q > α. So it’s easy to write:
SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx ≤ α = g(q) < q = e SINT f(x)dx,
and the proof is now complete.
In the sequel, by an example, we show the validity of the Theorem 3.3.
Example 3.4. Let f(x) = exp
(
1
x
)
. By a straightforward calculus and from Proposition
2.3 (2), we have
−
∫ x
0
ln exp
(
1
t
)
dt = 1,
⇒
1
x
−
∫ x
0
ln exp
(
1
t
)
dt =
1
x
,
⇒ exp
(
1
x
−
∫ x
0
1
t
dt
)
= exp
(
1
x
)
,
by fuzzy integration the above equation from 0 to 5, we obtain
−
∫ 5
0
exp
(
1
x
−
∫ x
0
1
t
dt
)
dx = −
∫ 5
0
exp
(
1
x
)
dx = e,
and
−
∫ 5
0
f(x)dx = −
∫ 5
0
exp
(
1
x
)
dx = e.
Therefore,
−
∫ 5
0
exp
(
1
x
−
∫ x
0
ln
(
1
t
)
dt
)
dx = e ≤ e× e = e−
∫ 5
0
f(x)dx.
Remark 3.5. Generally, the Theorems 3.1 and 3.3 can be written as follows:
SINT F
(
1
x
∫ x
0
F−1(f(t))dx
)
dx ≤ e SINT f(x)dx,
SINT F
(
1
x
−
∫ x
0
F−1(f(t))dx
)
dx ≤ e SINT f(x)dx,
where f, F : [0,∞)→ [0,∞) (increasing measurable function in first case and measurable
function in second case) and F−1 denotes the inverse of F . Note that, F must have an
inverse.
9Remark 3.6. If we replace
dx
x
with dx in (3.9), we will have
SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx
x
≤ e SINT f(x)
dx
x
,
that it can be rewritten in the equivalent form
SINT φ
(
1
x
−
∫ x
0
φ−1f(t)dt
)
dx
x
≤ e SINT f(x)
dx
x
, (3.11)
where φ−1 denotes the inverse of φ, that it’s true in general case.
In relation (1.3), Kaijser et. al. presented Hardy-Knopp type inequality for classical
integral, where f is a positive function and φ is a convex function on (0,∞). In the
following, we prove Hardy-Knopp type inequality for Sugeno integral.
Corollary 3.7. (Hardy-Knopp type inequality for Sugeno integral) Let φ be a positive and
convex function on the range of the measurable function f . Then the inequality
SINT φ
(
1
x
−
∫ x
0
f(t)dt
)
dx
x
≤ e SINT φ(f(x))
dx
x
,
holds.
Proof. By replacing f(x) with φ(f(x)) in (3.11), we obtain that
SINT φ
(
1
x
−
∫ x
0
φ−1(φ(f(t)))dt
)
dx
x
≤ e SINT φ(f(x))
dx
x
.
Therefore
SINT φ
(
1
x
−
∫ x
0
f(t)dt
)
dx
x
≤ e SINT φ(f(x))
dx
x
.
Observe that Theorem 3.3 can be seen as a particular case of Corollary 3.7. Indeed, it is
enough to set φ(x) = exp(x) and g(t) = ln f(x), and hence φ(g(x)) = exp(ln f(x)) = f(x).
4 Conclusion
In this paper, we prove the Po´lya-Knopp (in two cases) and Hardy-Knopp type inequalities
for Sugeno integral as follows:
SINT exp
(
1
x
∫ x
0
ln f(t)dt
)
dx ≤ e SINT f(x)dx, (first case)
SINT exp
(
1
x
−
∫ x
0
ln f(t)dt
)
dx ≤ e SINT f(x)dx, (second case)
SINT φ
(
1
x
−
∫ x
0
f(t)dt
)
dx
x
≤ e SINT φ(f(x))
dx
x
,
10
where f : [0,∞)→ [0,∞) (increasing measurable function in the first case and measurable
function in the second case) and φ is convex function. In the future works, we will discuss
about these inequalities for pseudo and Choquet integrals.
Compliance with Ethical Standards
This article has not been funded by anyone. None of the authors received research assis-
tance in this article. This article has not provided any studies on human participation by
any of the authors.
References
[1] H. Agahia, R. Mesiar, Y. Ouyang, E. Pape, M. Sˇtrboja, Berwald type inequality for
Sugeno integral, Applied Mathematics and Computation 217 (2010), 4100-4108.
[2] H. Agahia, R. Mesiar, Y. Ouyang, E. Pape, M. Sˇtrboja, On Stolarsky inequality for
Sugeno and Choquet integrals, Information Sciences 266 (2014), 134-139.
[3] B. Daraby, H. Ghazanfary Asll, I. Sadeqi, General related inequalities to Carlson-
type inequality for the Sugeno integral, Applied Mathematics and Computation 305
(2017), 323-329.
[4] A. Flores-Franulicˇ, H. Roma´n-Flores, A Chebyshev type inequality for fuzzy integrals,
Applied Mathematics and Computation 190 (2007) 1178-1184.
[5] A. Flores-Franulicˇ, H. Roma´n-Flores, Y. Chalco-Cano, Markov type inequalities for
fuzzy integrals, Applied Mathematics and Computation 207 (2009) 242-247.
[6] M. Grabisch, Set functions, Games and Capacities in Decision Making, Springer,
2016.
[7] G.H. Hardy, Note on a theorem of Hilbert, Math. Z. 6 (1920) 314-317.
[8] G.H. Hardy, Notes on some points in the integral calculus (60), Messenger of Math-
ematics 54 (1925) 150-156.
[9] S. Kaijser, L.-E. Persson, A. O¨berg, On Carleman and Knopp’s Inequalities, Journal
of Approximation Theory 117 (2002) 140-151.
[10] E. Pap, Null-additive Set Functions, Kluwer, Dordrecht, 1995.
[11] E. Pap, Pseudo-additive measures and their applications, Handbook of Neasure The-
ory (Editor E. Pap), Volume II, Elsevier, North-Holland, (2002), 1403-1465.
11
[12] E. Pap, M. Sˇtrboja, Generalization of integral inegrals based on nonadditive mea-
sures, Topics in Intelligent Engineering and Informations, Intelligent Systems: Mod-
els and Applications (Ed. E. Pap), Springer, (2013), 3-22.
[13] D. Ralescu , G. Adams , The fuzzy integral, Journal of Mathematical Analysis and
Applications 75 (1980) 562-570.
[14] H. Roma´n-Flores, Y. Chalco-Cano, H-continuity of fuzzy measures and set defuzzifi-
cation, Fuzzy Sets and Systems 157 (2006) 230-242.
[15] H. Roma´n-Flores, A. Flores-Franulicˇ, R. Bassanezi, M. Rojas-Medar, On the level-
continuity of fuzzy integrals, Fuzzy Sets and Systems 80 (1996) 339-344.
[16] M. Sugeno, Theory of Fuzzy Integrals and its Applications, (Ph. D. dissertation),
Tokyo Institute of Technology, 1974.
[17] Z. Wang , G. J. Klir, Fuzzy Measure Theory, Plenum Press, New York, 1992.
a E-mail: bdaraby@maragheh.ac.ir, b E-mail: f.rostampour@stu.maragheh.ac.ir, c E-mail: alirezakhodadadi@maragheh.ac.ir,
d E-mail: rahimi@maragheh.ac.ir, e E-mail: mesiar@math.sk
