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SUB-LOGISTIC SOURCE CAN PREVENT BLOW-UP IN THE 2D
MINIMAL KELLER-SEGEL CHEMOTAXIS SYSTEM
TIAN XIANG
Abstract. It is well-known that the Neumann initial-boundary value problem
for the minimal-chemotaxis-logistic system{
ut = ∆u− χ∇ · (u∇v) + au− bu2, x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0
in a bounded smooth domain Ω ⊂ R2 doesn’t have any blow-ups for any
a ∈ R, τ ≥ 0, χ > 0 and b > 0. Here, we obtain the same conclusion by
replacing the logistic source au−bu2 with a kinetic term f(u) fulfilling f(0) ≥ 0,
lim inf
s→∞
{
− f(s) ·
ln s
s2
}
= µ ∈ (0,∞]
as well as
(χ− µ)+M <
1
2C4
GN
,
where c+ = max{c, 0}, CGN is the Gagliardo-Nirenberg constant and
M = ‖u0‖L1(Ω) + |Ω| inf
η>0
sup{f(s) + ηs : s > 0}
η
.
In this setup, it is shown that this problem doesn’t have any blow-up by ensur-
ing all solutions are global-in-time and uniformly bounded. Clearly, f covers
super-, logistic, sub-logistic sources like f(s) = as− bsθ with b > 0 and θ ≥ 2,
f(s) = as− bs
2
lnγ(s+1)
with b > 0 and γ ∈ (0, 1), and f(s) = as− bs
2
ln(ln(s+e))
with
b > 0 etc. This indicates that logistic damping is not the weakest damping to
guarantee boundedness for the 2D Keller-Segel minimal chemotaxis model.
1. Introduction
Chemotaxis is the directed movement of mobile species in response to chemical
signal in their environment. To model this important process, in 1970s, Keller-
Segel [15, 16] proposed a classical coupled parabolic partial differential system to
describe the mobile cells (with density u) move towards the concentration gradient
of a chemical substance v produced by the cells themselves. Nowadays, this system
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is widely known as the minimal Keller-Segel chemotaxis model:

ut = ∆u− χ∇ · (u∇v), x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, τv(x, 0) = τv0(x) ≥ 0, x ∈ Ω,
(1.1)
where the habitat Ω ⊂ Rn(n ≥ 1) is a bounded domain with the smooth boundary
∂Ω, τ ≥ 0, χ > 0 and ∂
∂ν
stands for the outward normal derivative on ∂Ω.
Since this pioneering work, the minimal model (1.1) and it various variants have
been received significant attention to understand chemotaxis mechanism in various
contexts and, the chemotactic induced cross-diffusion has been shown to lead to
finite/infinite-time blow-up under certain circumstances. The grand phenomeno-
logical picture is surveyed as follows: No finite/infinite time blow-up occurs in 1-D
[7, 24, 39], critical mass blow-ups occur in 2-D: when the initial mass lies below the
threshold solutions exist globally and converge to a single equilibrium in large time,
while above the threshold solutions may blow up in finite time, cf. [10, 3, 21, 20, 25],
and even small initial mass will result in blow-ups in ≥ 3-D [32, 35]. Accordingly, a
large variety of work has been dedicated to determining the situations where either
blow-ups occur or global-in-time bounded solutions exist. See the review articles
[11, 8, 35, 1] for more progresses on (1.1) and its variants.
To see that the chemotactic induced cross-diffusion −χ∇ · (u∇v) in model (1.1)
has an aggregation effect, in the parabolic-elliptic case, i.e., τ = 0, let us expand
out the u-equation and then substitute the expression of ∆v = v−u obtained from
the v-equation, we see that the u-equation becomes
ut = ∆u− χ∇u∇v + χu2 − χuv. (1.2)
This tells us that the chemotaxis term −χ∇ · (u∇v) does play a chemotactic ag-
gregation role and it behaves roughly like the quadratic growth χu2, and, rigorous
if v is L∞-bounded. Therefore, adding a logistic source of the form au − bu2 with
a ∈ R and b > 0 to the u-equation in (1.1) is very much expected to eliminate such
finite/inifinte time blow-up phenomenon. The presence of logistic source indeed
has been demonstrated to have an effect of preventing blow-ups for (1.1). More
specifically, for the minimal-chemotaxis-logistic model (with the same boundary
and initial data as (1.1) suspended for less writing and saving space){
ut = ∆u− χ∇ · (u∇v) + au− bu2, x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
(1.3)
in the case of τ = 0, if b > χ, then a replacement of the u-equation in (1.3) with
Eq. (1.2) roughly shows that every solution to (1.3) with τ = 0 is global-in-time
and is uniformly bounded. In fact, subtle and rigorous studies, cf. [24, 23, 7, 40],
have shown, for n = 1, 2, no matter τ = 0 or τ > 0, even arbitrarily small b > 0
will be enough to rule out any blow-up by ensuring all solutions to (1.3) are global-
in-time and uniformly bounded for all reasonably initial data. This is even true
in respective of global existence of classical solutions for (1.3) with τ = 0 and the
chemo-sensitivity−χ∇·(u∇v) replaced by a singular chemo-sensitivity−χ∇·(u
v
∇v)
and uniform boundedness is further ensured in [5] for sufficiently large a > 0. The
same result has been recently extended to the fully parabolic case [43]. These results
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convey to us that there is no difference between parabolic-elliptic case (τ = 0)
and parabolic-parabolic case (τ > 0) in 2-D in respective of global existence and
boundedness for (1.3). In 2-D setting, comparing the results for (1.3) with that of
(1.1), we find that blow-up is fully precluded as long as a logistic source presents,
and, in this case, there is no critical mass blow-up phenomenon. Based on these
observations, we wonder
(Q) adding a logistic source may be more than enough to prevent blow-up for
(1.1) in 2-D, and thus we wonder whether or not adding a sub-logistic source
is already sufficient to prevent blow-up for (1.1) in 2-D?
In this paper, we obtain a positive answer to (Q) by showing that a sub-logistic
source is already enough to prevent blow-up for (1.1) in 2-D. To state our precise
results, we replace the logistic source in (1.3) with a growth source f or equivalently
we add f to the u-equation in (1.1) and then consider the resulting IBVP:

ut = ∆u− χ∇ · (u∇v) + f(u), x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥, 6≡ 0, τv(x, 0) = τv0(x) ≥ 0, x ∈ Ω.
(1.4)
With this setup, our precise findings on blow-up prevention by sub-logistic sources
for (1.1) in 2-D read as follows:
Theorem 1.1. [Blow-up prevention by sub-logistic sources for (1.4) in 2-D] Let
Ω ⊂ R2 be a bounded smooth domain, τ ≥ 0, χ > 0, the initial data (u0, v0) satisfy
u0 ∈ C(Ω) and v0 ∈ W 1,r(Ω) for some r > 2 in the case of τ > 0, and, finally, let
the kinetic function f belonging to W 1,∞
loc
(Ω) satisfy f(0) ≥ 0 as well as
lim inf
s→∞
{
− f(s) · ln s
s2
}
= µ ∈ (0,∞]. (1.5)
Assume either one of the following cases holds:
(B1) Sub-logistic, logistic or super-logistic source, i.e., µ =∞;
(B2) proper sub-logistic source dominates or cancels chemotactic aggregation,
i.e., 0 < µ <∞ and µ ≥ χ;
(B3) chemotactic aggregation dominates proper sub-logistic source and small ini-
tial mass, i.e., χ > µ, 0 < µ <∞ and
(χ− µ)M < 1
2C4GN
,
where CGN is the Gagliardo-Nirenberg constant, M is finite and is given by
M = ‖u0‖L1(Ω) + |Ω| inf
η>0
sup{f(s) + ηs : s > 0}
η
. (1.6)
Then the Keller-Segel chemotaxis-growth model (1.4) has a unique global-in-time
classical solution which is uniformly-in-time bounded in the following ways: there
exists a constant C = C(u0, τv0, |Ω|, χ, f) > 0 such that
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,r(Ω) ≤ C, ∀t ∈ (0,∞) (1.7)
and, for any σ > 0, there exists Cσ = C(σ, u0, τv0, |Ω|, χ, f) > 0 such that
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,∞(Ω) ≤ C, ∀t ∈ (σ,∞). (1.8)
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Remark 1.2. [Notes on blow-up prevention by sub-logistic sources in 2-D] Here and
below, µ is understood as an extended real positive number. Hence, via the positive
part function a+ = max{a, 0}, the cases (B1), (B2) and (B3) can be unified as
(χ− µ)+M < 1
2C4GN
. (1.9)
The case that µ = ∞ covers sub-logistic, logistic or super-logistic sources; typical
examples are f(s) = as − bs2lnγ(s+1) with a ∈ R, b > 0, γ ∈ (0, 1) for s > 0, or
f(s) = as − bs2ln(ln(s+e)) with b > 0 etc (sub-logistic sources); f(s) = as − bsθ with
a ∈ R,b > 0 and θ ≥ 2 (logistic or super-logistic sources). In the last case, the
boundedness of solutions to (1.4) in 2-D is well-known as mentioned before.
We note also that not all sub-logistic sources are included in Theorem 1.1; for
instance, growth sources like f(s) = as−bsα with a ∈ R, b > 0 and 1 < α < 2 fail to
fulfill (1.5) since then µ = 0. We leave this challenging problem (cf. remarks below)
as future research to explore whether or not the radical opposite side of boundedness,
namely, blow-up, will occur for the 2-D chemotaxis model (1.4). However, the main
message that Theorem 1.1 conveys to us is that logistic damping is not the weakest
damping to guarantee boundedness for the minimal chemotaxis-logistic model (1.4)
in 2-D.
In higher dimensions, the logistic effect on boundedness becomes increasingly
complex. For n ≥ 3, so far, it is only known that properly strong logistic damping
can prevent blow-up for (1.1). More specifically, in the case of τ = 0, all classical
solutions to 1.3 are uniformly bounded in time if
b ≥ (n− 2)
n
χ. (1.10)
See, for instance, [30, 13, 17, 31].
In the parabolic-parabolic case (τ > 0), the issue becomes more delicate; for n ≥
4, sufficiently strong logistic damping can prevent blow-up for (1.1) (cf. [33, 42]),
and, in the physically relevant case of n = 3, we have a compact formula:
b >


3
4χ, if τ = 1 and Ω is convex [33],
3(1+2τ)
(
√
10−2)τ χ, if either τ 6= 1 or Ω is not convex [41].
(1.11)
Remark 1.3. From Theorem 1.1 and the text before it, we see that the 2-D bounded-
ness doesn’t distinguish between parabolic-elliptic case and parabolic-parabolic case.
However, by (1.10) and (1.11), we see that higher-dimensional boundedness distin-
guishes drastically between parabolic-elliptic case and parabolic-parabolic case (the
convexity of Ω and the equality of diffusion rates of u and v also matter a lot).
For other aspects, we mention, in 3-D bounded, smooth and convex domains,
that logistic damping guarantees the existence of global weak solutions to (1.3)
[18], and that sufficiently strong logistic damping can enhance ’expected’ results
such as global existence and stabilization toward constant equilibria, as well as more
’unexpected’ behavior witnessing a certain strength of chemotactic destabilization
for (1.3), cf. [2, 9, 6, 19, 29, 31, 36, 37, 38, 41].
Finally, we mention something that is related to Remark 1.2. One might think
that blow-up may not be prevented by weak damping sources. However, since
nice properties such as energy-like structure possessed by (1.1) are destroyed by the
presence of growth source, blow-up has not been rigorously detected to occur in any
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chemotaxis-growth system when n = 2, 3. Up to now, only when n ≥ 5, radially
symmetrical blow-up is known to be possible in a parabolic-elliptic simplified variant
of (1.3) under a proper sub-quadratic damping source: for the parabolic-elliptic
chemotaxis-growth system
ut = ∆u−∇ · (u∇v) + au− buα, 0 = ∆v + u−m(t), m(t) = 1
Ω
∫
Ω
u,
radially symmetrical blow-up may occur for space-dimension n ≥ 5 and exponents
1 < α < 32 +
1
2n−2 [34]. This doesn’t contradict Theorem 1.1 since µ = 0 by (1.5).
Thus, the opposite side of Theorem 1.1, namely, the occurrence of blow-up is a
challenging problem.
The rest of this paper is arranged as follows: in Section 2, we collect the stan-
dard Gagliardo-Nirenberg interpolation inequality and the local well-posedness of
(1.4). In Section 3, we show the proof of Theorem 1.1; the key point consists in
deriving a uniform-in-time estimate for u lnu under (1.9), afterward, we illustrate
two commonly used approaches, cf. [23, 26, 40], to establish the L2-boundedness
u, and then a simple application of the widely known L
n
2
+-boundedness criterion
with n = 2 (cf. [1, 40]) obtained via Moser type iteration technique, we achieve the
global existence and boundedness as in (1.7) and (1.8) of solutions to (1.4).
2. Preliminaries
For convenience, we state the well-known Gagliardo-Nirenberg inequality:
Lemma 2.1. (Gagliardo-Nirenberg interpolation inequality [4, 22]) Let p ≥ 1 and
q ∈ (0, p). Then there exist a positive constant CGN depending on p and q such that
‖w‖Lp ≤ CGN
(
‖ ▽ w‖δL2‖w‖(1−δ)Lq + ‖w‖Ls
)
, ∀w ∈ H1 ∩ Lq,
where s > 0 is arbitrary and δ is given by
1
p
= δ(
1
2
− 1
n
) +
1− δ
q
⇐⇒ δ =
1
q
− 1
p
1
q
− 12 + 1n
∈ (0, 1).
The local solvability and extendibility of the chemotaxis-growth system (1.4) is
well-established by using a suitable fixed point argument and standard parabolic
regularity theory; see, for example, [12, 30, 33].
Lemma 2.2. Let τ ≥ 0, χ ≥ 0 and let Ω ⊂ Rn(n ≥ 1) be a bounded domain with
a smooth boundary. Suppose that the initial data (u0, v0) satisfies u0 ∈ C(Ω) and
v0 ∈ W 1,r(Ω) with some r > n and that f ∈W 1,∞loc (R) with f(0) ≥ 0. Then there is
a unique, nonnegative, classical maximal solution (u, v) of the IBVP (1.4) on some
maximal interval [0, Tm) with 0 < Tm ≤ ∞ such that
u ∈ C(Ω× [0, Tm) ∩ C2,1(Ω× (0, Tm)),
v ∈ C(Ω× [0, Tm)) ∩ C2,1(Ω× (0, Tm)) ∩ L∞loc([0, Tm);W 1,r(Ω)).
In particular, if Tm <∞, then
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,r(Ω) →∞ as t→ T−m .
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3. Blow-up prevention by sub-logistic sources
This section is devoted to the proof of Theorem 1.1. Unless otherwise specified,
we shall assume all the conditions in Lemma 2.2 and Theorem 1.1 are fulfilled. As
usual, we begin with the L1-norm of u, and we have the following lemma:
Lemma 3.1. The L1-norm of u and L2-norm of v are uniformly bounded obeying
‖u(t)‖L1 ≤M, ∀t ∈ (0, Tm), (3.1)
where M defined by (1.6), and, there exists C = C(u0, τv0, |Ω|, f) > 0 such that
‖v(t)‖L2 ≤ C, ∀t ∈ (0, Tm). (3.2)
Proof. Integrating the u-equation in (1.4) and using the homogeneous Neumann
boundary conditions, we obtain a Gronwall ineqaulity, for any η > 0, that
d
dt
∫
Ω
u =
∫
Ω
f(u) ≤ −η
∫
Ω
u+Mη|Ω|, (3.3)
which simply yields ∫
Ω
u ≤
∫
Ω
u0 +
Mη
η
|Ω|.
This, upon taking infimum over η > 0 and recalling the definition of M in (1.6),
implies the L1-bound of u as stated in (3.1). Here, due to (1.5),
Mη = sup
{
f(s) + ηs : s > 0
}
<∞.
Indeed, the definition of µ in (1.5) gives rise to
∃sˆ≫ 1 s.t. f(s) ≤ −µˆ s
2
ln s
, ∀s ≥ sˆ, (3.4)
where µˆ = µ2 if 0 < µ <∞ and µˆ equals anything larger than χ if µ =∞.
This directly entails
f(s) + ηs ≤ −µˆ s
2
ln s
+ ηs < 0, ∀s ≥ sˆ,
which in conjunction with the fact that f is bounded on any finite interval implies
that Mη is finite.
Next, since ‖u‖L1 is bounded, the L1-boundedness of v follows from
τ
d
dt
∫
Ω
v +
∫
Ω
v =
∫
Ω
u ≤M.
In the case of τ = 0, the L1-boundedness of u and the elliptic estimate applied to
the v-equation show immediately that ‖v‖L2 is bounded. In the case of τ > 0, we
(can alternatively use the Neumann heat semigroup type argument to get (3.2))
multiply the v-equation by v and integrate parts to deduce
τ
2
d
dt
∫
Ω
v2 +
∫
Ω
v2 +
∫
Ω
|∇v|2 =
∫
Ω
uv ≤ ǫ
∫
Ω
v3 +
2
3
√
3ǫ
∫
Ω
u
3
2 , ∀ǫ > 0, (3.5)
where we have applied the Young’s inequality with epsilon:
ab ≤ ǫap + b
q
(ǫp)
q
p q
, p > 0, q > 0,
1
p
+
1
q
= 1, ∀a, b ≥ 0. (3.6)
By the standard Gaglarido-Nirenberg inequality in Lemma 2.1 with n = 2 and the
L1-bound of v, we conclude
‖v‖3L3 ≤ CGN (‖∇v‖
2
3
L2
‖v‖
1
3
L1
+ ‖v‖L1)3 ≤ C‖∇v‖2L2 + C.
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On the other hand, it is simple to see from (3.4) that
Aǫ := sup
{
f(s) + s+
2
3
√
3ǫ
s
3
2 : s > 0
}
<∞.
By taking sufficiently small ǫ > 0, combing these two inequalities above with (3.3)
and (3.5), we finally derive a differential inequality as follows:
d
dt
∫
Ω
(
u+
τ
2
v2
)
+min{1, 2
τ
}
∫
Ω
(
u+
τ
2
v2
)
≤ Cǫ.
Solving this standard Gronwall inequality, we readily obtain the boundedness of
‖u‖L1 + ‖v‖L2, and so the L2-boundedness of v as in (3.2) follows. 
Following the common way, cf. [23, 40], based on the L1-estimate of u as gained
in Lemma 3.1, we proceed to show the uniform boundedness of ‖u lnu‖L1
Lemma 3.2. There exists C = C(u0, τv0, |Ω|, χ, f) > 0 such that
‖(u lnu)(t))‖L1 + τχ‖∇v‖2L2 ≤ C, ∀t ∈ (0, Tm). (3.7)
Proof. We use integration by parts to compute honestly from (1.4) that
d
dt
∫
Ω
u lnu+ 4
∫
Ω
|∇u 12 |2 = χ
∫
Ω
∇u∇v +
∫
Ω
(ln u+ 1)f(u)
= −χ
∫
Ω
u∆v +
∫
Ω
(lnu+ 1)f(u).
(3.8)
In the case of τ = 0, we substitute the express ∆v = v − u from the v-equation in
(1.4) into (3.8) and utilize the nonnegativity of u, v and χ to obtain
d
dt
∫
Ω
u lnu+ 4
∫
Ω
|∇u 12 |2 ≤
∫
Ω
[χu2 + (ln u+ 1)f(u)]. (3.9)
In the case of τ > 0, we multiply the v-equation by −∆v and then integrate by
parts over Ω to get
τ
2
d
dt
∫
Ω
|∇v|2 +
∫
Ω
|∇v|2 +
∫
Ω
|∆v|2 = −
∫
Ω
u∆v. (3.10)
We obtain through an obvious linear combination of identities (3.8) and (3.10) and
a use of the Cauchy-Schawrz inequality that
d
dt
∫
Ω
(
u lnu+
τχ
2
|∇v|2
)
+ 4
∫
Ω
|∇u 12 |2 + χ
∫
Ω
|∇v|2 + χ
∫
Ω
|∆v|2
= −2χ
∫
Ω
u∆v +
∫
Ω
(lnu+ 1)f(u)
≤ χ
∫
Ω
|∆v|2 +
∫
Ω
[
χu2 + (ln u+ 1)f(u)
]
.
(3.11)
Now, the key is to digest the last integral on its right-hand side of (3.9) and (3.11).
First, the definition of µ in (1.5) allows us to deduce that
∀ǫ ∈ (0, µ), ∃sǫ ≫ 1 s.t. f(s) ≤ −(µ− ǫ) s
2
ln s
, ∀s ≥ sǫ. (3.12)
Here and below, µ is understood as any finite number larger than χ in the case of
µ =∞. Then it follows trivially from (3.12) that
χs2 + (ln s+ 1)f(s) ≤ χs2 − (µ− ǫ) (ln s+ 1)
ln s
s2 ≤ (χ− µ)+s2 + ǫs2, ∀s ≥ sǫ.
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Therefore, we have∫
Ω
[
χu2 + (lnu+ 1)f(u)
]
=
∫
{u≤sǫ}
[
χu2 + (ln u+ 1)f(u)
]
+
∫
{u>sǫ}
[
χu2 + (lnu+ 1)f(u)
]
≤ sup
0<s<sǫ
[
χs2 + (ln s+ 1)f(s)
]
|Ω|+ (χ− µ)+
∫
Ω
u2 + ǫ
∫
Ω
u2.
(3.13)
Now, we apply the well-known two dimensional Gaglarido-Nirenberg inequality in
Lemma 2.1 with n = 2 and the L1-bound of u in (3.1) to estimate∫
Ω
u2 = ‖u 12 ‖4L4 ≤ C4GN
(
‖∇u 12 ‖
1
2
L2
‖u 12 ‖
1
2
L2
+ ‖u 12 ‖L2
)4
≤ 8C4GN
(
M‖∇u 12 ‖2L2 +M2
)
,
(3.14)
where we applied the elementary inequality (a+ b)4 ≤ 23(a4 + b4) for all a, b ≥ 0.
Next, noticing that
u lnu ≤ ǫu2 + Lǫ, Lǫ = sup
s>0
{s ln s− ǫs2 : s > 0} <∞, (3.15)
we conclude from (3.13), (3.14) and (3.15) that∫
Ω
[
χu2+(lnu+1)f(u)+u lnu
]
≤ 8MC4GN
[
(χ−µ)++2ǫ
] ∫
Ω
|∇u 12 |2+Nǫ, (3.16)
where
Nǫ = sup
0<s<sǫ
[
χs2 + (ln s+ 1)f(s)
]
|Ω|+ Lǫ|Ω|+ 8M2C4GN
[
(χ− µ)+ + 2ǫ
]
<∞.
Now, thanks to (1.9), we can fix, for instance, ǫ according to
ǫ = ǫ0 =
1
2
min
{
µ,
1
2MC4GN
− (χ− µ)+
}
> 0
⇐⇒ 8MC4GN
[
(χ− µ)+ + 2ǫ0
]
≤ 4,
(3.17)
and then, in the case of τ = 0, combing (3.16) with (3.9), we readily infer a differ-
ential inequality as follows:
d
dt
∫
Ω
u lnu+
∫
Ω
u lnu ≤ Nǫ0 ;
this easily entails that ∫
Ω
u lnu ≤
(∫
Ω
u0 lnu0
)
+Nǫ0 .
Hence, the fact −s ln s ≤ e−1 for all s > 0 further entails∫
Ω
|u lnu| =
∫
Ω
u lnu− 2
∫
{u≤1}
u lnu ≤
∫
Ω
u0 lnu0 + (Nǫ0 + 2e
−1|Ω|). (3.18)
In the case of τ > 0, collecting (3.17), (3.16) and (3.11), we deduce another key
differential inequality:
d
dt
∫
Ω
(
u lnu+
τχ
2
|∇v|2
)
+min{1, 2
τ
}
∫
Ω
(
u lnu+
τχ
2
|∇v|2
)
≤ Nǫ0 ,
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which yields simply∫
Ω
(
u lnu+
τχ
2
|∇v|2
)
≤
∫
Ω
(
u0 lnu0 +
τχ
2
|∇v0|2
)
+
Nǫ0
min{1, 2
τ
} .
This together with (3.18) gives our desired estimate in (3.7). 
For the standard logistic source f(s) = as − bs2, based on the L1-boundedness
of u lnu, there are two common methods, cf [23, 26, 40], to obtain L2-boundedness
u. To make our argument self-contained and for completeness, we here sketch these
two methods for sub-logistic sources satisfying (1.5).
Lemma 3.3. For τ = 0, there exists C = C(u0, |Ω|, χ, f) > 0, and, for any q ∈
(0,∞), there exists Cq = C(q, u0, |Ω|, χ, f) > 0 such that
‖u(·, t)‖L2 ≤ C, ‖∇v(·, t)‖Lq ≤ Cq, ∀t ∈ (0, Tm). (3.19)
Proof. By testing the u-equation by u and using the v-equation with τ = 0 in the
chemotaxis-growth model (1.4), upon integration by parts, we find that
d
dt
∫
Ω
u2 + 2
∫
Ω
|∇u|2 ≤ χ
∫
Ω
u3 + 2
∫
Ω
uf(u). (3.20)
Thanks to the uniform boundedness of ‖u lnu‖L1 by (3.7) of Lemma 3.2 and the
extended version of Gaglarido-Nirenberg inequality involving logarithmic functions
from [27, Lemma A.5], we can easily deduce that∫
Ω
u3 ≤ η
∫
Ω
|∇u|2 + Cη, ∀η > 0. (3.21)
On the other hand, it follows from (3.4) that sup{2sf(s)+s2 : s > 0} <∞. Hence,
by taking η ∈ (0, 2
χ
) in (3.21), we deduce from (3.20) an ODI for
∫
Ω u
2:
d
dt
∫
Ω
u2 +
∫
Ω
u2 ≤ C(u0, |Ω|, χ, f),
which quickly gives rise to the L2-boundedness of u as in (3.19).
Then the W 2,p-elliptic estimate applied to −∆v+v = u implies the boundedness
of ‖v‖W 2,2 , and then the Sobolev embedding gives the boundedness of v as described
in the second part of (3.19). 
Lemma 3.4. For τ > 0, there exists C = C(u0, v0, |Ω|, χ, τ, f) > 0 such that
‖u(·, t)‖L2 + ‖∇v(·, t)‖L4 + ‖∆v(·, t)‖L2 ≤ C, ∀t ∈ (0, Tm). (3.22)
Proof. We multiply the u- equation in (1.4) by u and integrate by parts to infer
from Ho¨lder’s inequality that
1
2
d
dt
∫
Ω
u2 +
∫
Ω
|∇u|2 = χ
∫
Ω
u∇u∇v +
∫
Ω
uf(u)
= −χ
2
∫
Ω
u2∆v +
∫
Ω
uf(u).
(3.23)
Now, we have two choices to obtain the L2-estimate of u by coupling (3.23) with
two energy identities associated with the v-equation. The first choice is to multiply
the v-equation by ∆2v = ∆(∆v) and then integrate over Ω by parts to obtain that
1
2
d
dt
∫
Ω
|∆v|2 +
∫
Ω
|∆v|2 +
∫
Ω
|∇∆v|2 = −
∫
Ω
∇u∇∆v. (3.24)
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The second choice is to take gradient of the v-equation and then multiply it by
∇v|∇v|2 and, finally integrate by parts to see that
1
2
d
dt
∫
Ω
|∇v|4 +
∫
Ω
|∇|∇v|2|2 + 2
∫
Ω
|∇v|2|D2v|2 + 2
∫
Ω
|∇v|4
=
∫
∂Ω
|∇v|2 ∂
∂ν
|∇v|2 −
∫
Ω
u∆v|∇v|2 −
∫
Ω
u∇v∇|∇v|2.
(3.25)
Method I: We combine (3.23) with (3.24) to get, for any ǫ > 0, that
1
2
d
dt
∫
Ω
(
u2 + |∆v|2
)
+
∫
Ω
|∇u|2 +
∫
Ω
|∆v|2 +
∫
Ω
|∇∆v|2
=
χ
2
∫
Ω
u2∆v −
∫
Ω
∇u∇∆v +
∫
Ω
uf(u)
≤ ǫ
∫
Ω
|∆v|3 + χ
3
2
3
√
6ǫ
∫
Ω
u3 +
1
2
∫
Ω
|∇u|2
+
1
2
∫
Ω
|∇∆v|2 ++
∫
Ω
uf(u),
(3.26)
where we have applied the Young’s inequality with epsilon (3.6).
Applying the Gaglarido-Nirenberg interpolation inequality with n = 2, Sobolev
interpolation inequality and the boundedness of ‖v‖H1 implied by (3.2) and (3.7),
we derive (see details, for instance, in [23, 40]) that
∫
Ω
|∆v|3 ≤ C
∫
Ω
|∇∆v|2 + C. (3.27)
Now, since sup{sf(s) : s > 0} <∞ clearly implied by (1.5), based on (3.27), (3.21)
and (3.26), one can easily deduce a Gronwall inequality of the form:
d
dt
∫
Ω
(
u2 + |∆v|2
)
+
∫
Ω
(
u2 + |∆v|2
)
≤ C(u0, v0, |Ω|, χ, τ, f),
yielding directly the uniform boundedness of ‖u‖L2 + ‖∆v‖L2 as stated in (3.22).
Method II: We combine (3.23) with (3.25) to derive that
1
2
d
dt
∫
Ω
(
u2 + |∇v|4
)
+
∫
Ω
|∇u|2 +
∫
Ω
|∇|∇v|2|2
+ 2
∫
Ω
|∇v|2|D2v|2 + 2
∫
Ω
|∇v|4
= χ
∫
Ω
u∇u∇v −
∫
Ω
u∆v|∇v|2 −
∫
Ω
u∇v∇|∇v|2
+
∫
∂Ω
|∇v|2 ∂
∂ν
|∇v|2 +
∫
Ω
uf(u).
(3.28)
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Next, we shall estimate the integrals on the right in terms of the dissipation terms
on its left using the very common ideas:
χ
∫
Ω
u∇u∇v −
∫
Ω
u∆v|∇v|2 −
∫
Ω
u∇v∇|∇v|2
≤ 1
2
∫
Ω
|∇u|2 + χ
2
2
∫
Ω
u2|∇v|2 +
∫
Ω
|∆v|2|∇v|2 + 1
4
∫
Ω
u2|∇v|2
+
1
2
∫
Ω
|∇|∇v|2|2 + 1
2
∫
Ω
u2|∇v|2
≤ 1
2
∫
Ω
|∇u|2 + 1
2
∫
Ω
|∇|∇v|2|2 + 2
∫
Ω
|D2v|2|∇v|2 + (1 + χ2)
∫
Ω
u2|∇v|2
(3.29)
and the Young’s inequality with epsilon (3.6) shows∫
Ω
u2|∇v|2 ≤ ǫ
∫
Ω
|∇v|6 + 2
3
√
3ǫ
∫
Ω
u3, ∀ǫ > 0. (3.30)
In view of the boundedness of ‖∇v‖L2 by (3.7), the 2-D GN inequality entails∫
Ω
|∇v|6 = ‖|∇v|2‖3L3 ≤
(
CGN (|∇|∇v|2‖
2
3
L2
‖|∇v|2‖
1
3
L1
+ ‖|∇v|2‖L1)
)3
≤ C|∇|∇v|2‖2L2 + C.
(3.31)
As for the boundary integral in (3.28), there are a couple of known ways to bound
it in terms of the boundedness of ‖∇v‖L2, cf. [14, 28, 41]; the final outcome is∫
∂Ω
|∇v|2 ∂
∂ν
|∇v|2 ≤ ǫ
∫
Ω
|∇|∇v|2|2 + Cǫ
(∫
Ω
|∇v|2
)2
≤ ǫ
∫
Ω
|∇|∇v|2|2 + Cǫ, ∀ǫ > 0.
(3.32)
Inserting the estimates (3.29), (3.30), (3.31), (3.32) and (3.21) into (3.28) and then
choosing sufficiently small ǫ > 0, as before, we obtain an ODI as follow:
d
dt
∫
Ω
(
u2 + |∇v|4
)
+
∫
Ω
(
u2 + |∇v|4
)
≤ C(u0, v0, |Ω|, χ, τ, f),
which directly establishes the uniform boundedness of ‖u‖L2 + ‖∇v‖L4 . 
Proof of Theorem 1.1. In light of the uniform L2-boundedness of u provided by
Lemmas 3.3 and 3.4, the quite known L
n
2
+-boundedness criterion with n = 2 in
[1, 40] obtained via Moser type iteration technique shows Tm =∞ and the uniform
boundedness as stated in (1.7). Notice that (u(·, σ), v(·, σ) ∈ (C2(Ω))2 for any σ > 0.
Whence, performing a small time shift and treat t = σ as the new ”initial time” and
replacing (u0, v0) by (u(·, σ), v(·, σ)), applying the same Ln2+-boundedness criterion
with n = 2, we conclude the uniform boundedness as stated in (1.8). 
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