In [4] Huang has given a characterization of the bilinear forms graphs ff,(n, d) using the weak 4-vertex conditions and a condition on the parameters n. d and 9. We show that the weak &vertex condition can be replaced by a condition on the eigenvalues of the adjacency matrix ot the graph. Furthermore.
INTRODUCTION
In [4] Huang has given a characterization of the bilinear forms graph H,(n, d), i.e. the graph with vertex set M dxn(q), the set of all d x n matrices over GF(q), with
A, B E Md,,(q)
being adjacent iff the rank of A -B is 1, thereby using the following condition.
THE: WEAK ~-VERTEX CONDITION.
The number of edges of the induced subgraph on the set of common neighbours of vertices x and y depends only on the distance between x and y.
Huang has proved the following (see [4] ): The conditions n 2 2d 2 6 and q s 4 are used by Huang to derive an incidence structure from I-, and q 2 4 is needed to apply a theorem by Buekenhout (see [2] ). In Section 2 of this note we show that the use of Buekenhout's result can be avoided by quoting a result of Thas and Declerck [5] which is also valid for q = 2, 3.
So we can generalize Huang's theorem to the following:
Let r be a distance-regular graph of diameter d and with intersection array {b,,, . . , bd-l; c,, . . . , cd} such that:
(1) the weak 4-vertex condition holds in r; and (2) c2 = q(q + 1) and bi = q*'(q"-' -l)(q"-' -l)/(q -1) for 0 G i c d -1, where n 2 2ds6andqa4, orna2d+228andqz2. Then q is a prime power and Tis isomorphic to H,(n, d).
By using the Hoffman bound and a result due to Brouwer and Wilbrink [l] we are also able to replace the weak 4-vertex condition by a condition on the eigenvalues of the adjacency matrix of the graph. Since the eigenvalue of the adjacency matrix of a distance-regular graph can be computed from the intersection array {b,,, . . . , b,{_ ,; c, , . . . c,,} we obtain the following. COROLLARY 1.4. The graph H,(n, d) is characterized by its intersection array, provided that n 2 2d 2 6 and q 2 4. Theorem 1.3 is proved in Section 3. We prove both Theorem 1.2 and 1.3 by pointing out how the use of the stronger conditions of Theorem 1.1 can be avoided in the proof of that result as given in [4] . Therefore we adopt the notation of [4] and assume the reader to be familiar with the arguments presented there.
REMOVING THE CONDKION q > 4
Suppose that I-is a graph satisfying the conditions of Theorem 1.2. The only place where the proof of Theorem 1.1 as given in [4] fails in this situation is in the proof of Proposition 3.7 of [4] , where a result of Buekenhout [2] is used. In this section we give an alternative proof of that proposition using a result of Thas and Declerck [5] that also holds for q = 2, 3, at the same time presenting a shorter proof of the results of Section 4 of [4] . Some of the ideas of the proof presented here can be found in [l] .
Let r be a graph satisfying the hypothesis of Theorem 1.2. Then by using the Bose-Laskar Theorem we have that every edge of Tis in a unique clique that contains at least q" -((qd -q)'/(q -1)) vertices, called a grand clique of r, cf. [4] . Hence n= (V(T), L, )
E IS a semi-linear incidence structure, where the line set L is the set of all grand cliques of r. A %-space of I7is a subspace generated by two intersecting lines. We show that every 2-space of II is a net.
Let us fix some notation. Suppose that x is a point and 1 a line of II with 6(x, I) = 1. Then x is collinear with exactly q points of the q" points of I (see [ . We refer to Section 3 of [4] for the definition of the assembly A, for two collinear points x and y and for some of the properties of assemblies. Here we recall that the 2-subspaces of an assembly A, are affine planes of order q ([4,3.6.1]). Huang used the result of [2] at this very point, to prove that the assembly A, is indeed isomorphic to a d-dimensional affine space over GF(q). As we said before, we are going to avoid the use of 12). PROOF. This follows from the observation that the intersection points of the lines 1, m and mo, . . . , m4 with Ax.y,, the assembly on x and yi, are contained in a fixed 2-space of A,,, which is an affine plane. 0 
PROOF.
Fix i E (1, . . , q}. Now the number of pairs of points (u, V) such that u E mO\ {x} and I.I E mi \ {x} and u and 21 are adjacent equals (q" -l)(q -1). Let y be a point on I that is not adjacent to x and suppose that I= I,,, I,, . . . , I4 are the lines through y containing a point adjacent to x ([4, Lemma 2.31). We may assume that 1, does not intersect m, for all j E (0, . . . , q}. So each line l,, j f 0. i, gives rise to a pair (u, u). Furthermore. each point yi, i #j is on q -1 lines different from m, and 1 that  intersect q lines of m,,, . . . , m,. All these lines intersect m,, by the above lemma. So each point y,, j f i, gives rise to (q -2) pairs (u, v). Finally, there are q -1 pairs (u. v) with 21 =y,. So the lines through a point of 1 contain (q" -q)(q -1) + (q -l)(q -2) +  (q -1) = (q" -l)(q -l), i.e. all pairs (u, v) . (iiij q t a prime power, (H(1, m), f(1, m) , ) E IS a net and its collinearity graph is isomorphic to H,(n, 2).
PROOF. Assertions (i) and (ii) follow directly from the construction of the subspace. Furthermore, it is clear that (H(1, m), L(l, m) , E) is a partial geometry with q" points on a line, q + 1 lines on a point and every point x collinear with q points of a line not through X. Hence it is a net. By 2.4 of [4j, flalso satisfies the dual of Pasch's axiom, so we can apply the results of Thas and Declerck [5] to the dual of (H(I, m), L(f, m), E). This proves (iii). 0
Let & be the set of assemblies of r; then the crucial observation in the proof of Theorem 1.2 is that I? = (V(T), S$ E) is a semi-linear incidence structure with collinearity graph r (see 3.1.1 of [4] ), having many properties in common with II. With the lines of 17 playing the role of the assemblies for I?, we can prove the following result in a way similar to Section 3 of [4] and the above.
