The necessity for computation of abelian integrals often arises in problems of classical mechanics (see [1, 3] and references therein), conformal mappings of polygons [6, 7] , solitonic dynamics, general relativity [8] , solutions of rational optimization problems [10] and so on. Function theory on Riemann surfaces allows one to evaluate (with computer accuracy) such integrals without any quadrature rules. As an example, let us consider Riemann's formula for the abelian integral with two simple poles at the points R, Q of the curve X :
Introduction
Let us fix the notations. Consider genus g hyperelliptic curve X :
with distinct branch points x 1 , x 2 , . . . , x 2g+2 . The curve admits involution J(x, w) := (x, −w) with fixed points P s = (x s , 0), s = 1, . . . , 2g + 2. We introduce a symplectic basis in the homologies of X as in the Fig. 1 It is convenient to represent points u ∈ C g as theta characteristics, i.e. couple of real g-vector columns , :
The points of Jacobian
in this notation correspond to two vectors with real entries modulo 2. Second order points of Jacobian are 2 × g matrices with binary entries. In particular, the the images of the Weierstrass points of X under the AJ map (2) with the initial point P 0 := P 2g+2 are as follows:
00 . . . 0 11 . . . 1
Here E s and Π s are the columns of the identity matrix and the period matrix respectively.
The following series has very high convergence rate and well controlled accuracy [9] .
Matrix argument Π of theta function may be omitted if it does not lead to a confusion. This function (5) has the following easily checked quasi-periodicity properties with respect to the lattice L(Π):
Theta function may be considered as a multivalued function in the Jacobian or as a section of a certain line bundle. The zero set of theta function -the theta divisor -is well defined in the Jacobian since the factors in right hand side of (6) do not vanish. The theta divisor is described by so called Riemann vanishing theorems [2, 4] . One of the important ingredients in those theorem is a vector of Riemann's constants K which depends on the choice of homology basis and the initial point in AJ map. In the above setting the vector of Riemann's constants may be found by a straightforward computation [5] or by some combinatorial argument [4] and corresponds to a characteristic
Theta divisor is described by the following
has two representations
for some points S, S of the curve. If i(S + P s + Q j ) = i(S + P m + R k ) = 1 then two mentioned non-special divisors coincide: this may only happen in case m = s, S = R k and S = Q j and therefore u = u(P s + Q j + R k ). Assuming that speciality index is greater than 1, we come to a conclusion that u ∈ u(X ).
