Abstract. We consider a sign-determined Reidemeister torsion with multivariables for a hyperbolic three-dimensional manifold with cusps. Using a cut and paste argument, we prove that this Reidemeister torsion is a polynomial invariant when provided with appropriate conditions on the topology of the manifold and SL 2 (C)-representations of its fundamental group. Under such assumptions, it is proved that this polynomial invariant is reciprocal like the usual Alexander polynomial. It is also shown that a differential coefficient of this polynomial invariant provides the non-acyclic SL 2 (C)-Reidemeister torsion. Moreover, we show a covering formula for a finite abelian covering, which gives the Reidemeister torsion of a covering space by the product of those of the base space manifold.
Introduction
Twisted Alexander invariants are playing an important role in low-dimensional topology and has many applications and relations with other theories, especially SeibergWitten invariants theory. One can refer to S. Friedl and S. Vidussi's survey [FV] for a general exposition. Twisted Alexander invariants have been defined as refinements of the usual Alexander polynomial by using a linear representation of a group by X-S. Lin [Lin01] and M. Wada [Wad94] . Both definitions use Fox differential calculus for the fundamental group of a manifold; and one can notice that Fox differential calculus is closely related to local system on manifolds. This point of view leads to the theory of Reidemeister torsions. Twisted Alexander invariants have been expressed as a kind of Reidemeister torsion by T. Kitano [Kit96] , P. Kirk and C. Livingston [KL99] . Since their works, twisted Alexander invariants has been regarded as Reidemeister torsions with a variable. Twisted Alexander invariants contain various information on the underlying topology of the manifold and is theoretically simple to compute using a presentation of the fundamental group of the manifold. Further observe that, in many cases, twisted Alexander invariants are not polynomial invariants. It depends on the choice of representations whether twisted Alexander invariants turn into a polynomial or not (on this divisibility problem for link exteriors, see [KM05, Wad94] ).
In this paper, we consider a particular twisted Alexander invariant for hyperbolic three-dimensional manifolds with coefficients in the adjoint representation associated to generic irreducible representations of its fundamental group into SL 2 (C). Our interest to such twisted Alexander invariant for hyperbolic three-manifolds lies in the fact that the adjoint representation associated to the discrete and faithful representation of the complete hyperbolic structure contains deep information on the underlying geometry and topology. This twisted Alexander invariant is constructed using the theory of (signrefined) Reidemeister torsions, and it turns out that this invariant is a polynomial under certain conditions (see Theorem 12). Hence we call it the "polynomial torsion" of the 1 manifold. In general, Reidemeister torsions are considered sign-less, but following Turaev's theory of sign-refined torsions (see [Tur86] ) and using some additional structures, e.g. homology orientations, we can solve this ambiguity. So that, all our results hold with a well-defined sign.
We begin the study of the polynomial torsion by exploring its symmetry properties. In fact, we prove that the polynomial torsion is, as the usual Alexander polynomial, reciprocal up to a well-defined sign (see Theorem 14; see also [HSW] for a general discussion on reciprocality of twisted Alexander invariants). This property are closely related to the duality of the Alexander polynomial. Next we develop several explicit computations for particular three-manifolds like fibered manifold over the circle, for example, the figure eight knot exterior and the Whitehead link exterior. Our observation next proceeds to a relation between two different kinds of Reidemeister torsions. One is an "acyclic Reidemeister torsion", and the other is a "non-acyclic Reidemeister torsion". We deal with the polynomial torsion as an acyclic Reidemeister torsion and the non-abelian SL 2 (C)-Reidemeister torsion as a non-acyclic one (see [Por97] ). It is shown that the non-abelian Reidemeister torsion is provided as a limit of the polynomial torsion after taking quotient by factors as (t k − 1). This means that a differential coefficient of the polynomial torsion works as a bridge which connects these two Reidemeister torsions. We call this relation a derivative formula of the polynomial torsion (see Theorem 19). The simplest case was found in [Yam08] . Such a formula seems to be useful for explicit computations of the non-abelian Reidemeister torsion, in fact we can find computation examples as an application of the simplest derivative formula in [DHY09] (see also Equation (41) for the case of the Whitehead link).
In the last part of the paper, we develop the theory of Reidemeister torsion for a finite sheeted abelian covering. This study was motivated by J. Porti's work [Por04] , in which he gives a new proof of Fox's formula for the Alexander polynomial using Reidemeister torsions theory. Fox's formula (see [BZ03] ) computes the order of the first homology group of a finite cyclic branched cover of a knot or a link as the product of the values of the Alexander polynomial at roots of unity. Here we deal with a three-manifold whose boundary is tori and finite abelian coverings. The roots of unity in Fox's formula are derived from the realization of a covering transformation group as a finite cyclic group in complex numbers. For a cyclic covering, our covering formula derives a similar formula of the polynomial torsion as Fox's one, which provides the polynomial torsion of the total space by the product of the polynomial torsions of the base manifold in variables multiplied by roots of unity.
Organization
The outline of the paper is as follows. Section 2 deals with some reviews on the signdetermined Reidemeister torsion for a manifold and on the multiplicative property of Reidemeister torsions (the Multiplicativity Lemma) which is the main tool for computing Reidemeister torsions by using a cut and past argument. In Section 3, we set down technical assumptions used in the whole of this article and gives the definition of the polynomial torsion for a manifold with or without boundary. Sections 4 and 5 give a brief exposition of several preliminary properties of the polynomial torsion: we give a change of coefficients formula and show a relation between the polynomial torsion and the usual Alexander polynomial in the case of abelian representations. In Section 6, we prove that the polynomial torsion is generically a polynomial by using a cut and paste argument and the multiplicative property of Reidemeister torsions (see Theorem 19). The symmetry properties of the polynomial torsion are investigated in Section 7 (see Theorem 14). Section 8 presents some examples of computations of the polynomial torsion: we proceed with the study of fibered manifolds over the circle, and next explicitly compute the polynomial torsion for the figure eight knot exterior and for the Whitehead Torsion of a chain complex. Let C * = (0 / / C n dn / / C n−1 dn−1 / / · · · d1 / / C 0 / / 0 ) be a chain complex of finite dimensional vector spaces over a field F. Choose a basis c (i) of C i and a basis h i of the i-th homology group H i (C * ). The torsion of C * with respect to these choices of bases is defined as follows. (1) Tor(C * , c * , h * ) = (−1)
Here
where α i (C * ) = i k=0 dim C k and β i (C * ) = i k=0 dim H k (C * ). The torsion Tor(C * , c * , h * ) does not depend on the choices of b i nor on the liftsh i . Note that if C * is acyclic (i.e. if H i = 0 for all i), then |C * | = 0.
Torsion of a CW-complex. Let W be a finite CW-complex and (V, ρ) be a pair of a vector space with an inner product over F and a homomorphism of π 1 (W ) into Aut(V ). The vector space V turns into a right Z[π 1 (W )]-module denoted V ρ by using the right action of π 1 (W ) on V given by v · γ = ρ(γ) −1 (v), for v ∈ V and γ ∈ π 1 (W ). The complex of the universal cover with integer coefficients C * ( W ; Z) also inherits a left Z[π 1 (W )]-module via the action of π 1 (W ) on W as the covering group. We define the V ρ -twisted chain complex of W to be 
. We call the basis c * = ⊕ i c i a geometric basis of C * (W ; V ρ ). Now choosing for each i a basis h i of the V ρ -twisted homology H i (W ; V ρ ), we can compute the torsion
The cells ẽ i j 0 i dim W, 1 j n i are in one-to-one correspondence with the cells of W , their order and orientation induce an order and an orientation for the cells ẽ i j 0 i dim W, 1 j n i . Again, corresponding to these choices, we get a basis c
Choose an homology orientation of W , which is an orientation of the real vector space H * (W ; R) = i 0 H i (W ; R). Let o denote this chosen orientation. Provide each vector space H i (W ; R) with a reference basis h i R such that the basis h 0 R , . . . , h dim W R of H * (W ; R) is positively oriented with respect to o. Compute the sign-determined Reidemeister torsion Tor(C * (W ; R), c * R , h * R ) ∈ R * of the resulting based and homology based chain complex and consider its sign
We define the sign-refined twisted Reidemeister torsion of W (with respect to h * and o) to be where
The proof is a careful computation based on linear algebra, see [Tur86, Lemma 3.4 .2] and [Mil66, Theorem 3.2] . This lemma appears to be a very powerful tool for computing Reidemeister torsions. It will be used all over this paper.
Definition of the polynomial torsion
In this section we define the polynomial torsion. This gives a point of view from the Reidemeister torsion to polynomial invariants of topological space.
Hereafter M denotes a compact and connected hyperbolic three-dimensional manifold such that its boundary ∂M is empty or a disjoint union of b two-dimensional tori:
In the sequel, ρ denotes a representation of π 1 (M ) into SL 2 (C). The composition of ρ with the adjoint action Ad of SL 2 (C) on sl 2 (C) gives us the following representation:
We let sl 2 (C) ρ denote the right Z[π 1 (M )]-module sl 2 (C) via the action Ad • ρ −1 . Now we introduce the two different twisted chain complexes which will be considered throughout this paper.
The first twisted complex under consideration is the complex C * (M ; sl 2 (C) ρ ) defined by:
We will use the symbol T M to denote the sign-refined Reidemeister torsion of C * (M ; sl 2 (C) ρ ). Next we introduce a twisted chain complex with some variables. It will be done by using a Z[π 1 (M )]-module with variables to define a new twisted chain complex. We regard Z n as the multiplicative group generated by n variables t 1 , . . . , t n , i.e.,
and consider a surjective homomorphism ϕ : π 1 (W ) → Z n . We often abbreviate the n variables (t 1 , . . . , t n ) to t and the rational functions C(t 1 , . . . , t n ) to C(t). Moreover, we write sl 2 (t 1 , . . . , t n ) = sl 2 (C(t)) for C(t) ⊗ C sl 2 (C) for brevity. Note that sl 2 (C(t)) is naturally identified with sl 2 (C(t)) which is the vector space of trace free matrices whose 5 components are rational functions in C(t) = C(t 1 , . . . , t n ). The group π 1 (M ) acts on sl 2 (C(t)) via the following action:
Thus, sl 2 (C(t)) inherits the structure of a right Z[π 1 (M )]-module, sl 2 (C(t)) ρ , and we consider the associated twisted chain C * (M ; sl 2 (C(t)) ρ ) given by:
and f ∈ C(t). We call this complex the sl 2 (C(t)) ρ -twisted chain complex of M , and its homology is denoted H * (M ; sl 2 (C(t)) ρ ). Now we define geometric bases. We choose a basis of sl 2 (C), for example,
is obtained from the CW-structure of M . The geometric basis c * automatically gives us the geometric basis 1 ⊗ c * of C * (M ; sl 2 (C(t)) ρ ). In all this paper these two bases will be abusively denoted with the same notation.
is called the polynomial torsion of M .
Note that the sign-refined Reidemeister torsion of ∆ ϕ⊗Ad•ρ M is determined up to a factor t m1 1 · · · t mn n such as the classical Alexander polynomial.
is the trivial homomorphism and ϕ is the abelianization of π 1 (E K ), i.e., ϕ : π 1 (E K ) → H 1 (E K ; Z) ≃ t , then the twisted chain complex C * (E K ; Q(t) ρ ) is acyclic and the torsion ∆ EK ϕ⊗Ad•ρ (t) is expressed as the Alexander polynomial divided by (t − 1). (see [Tur02] ). We will mention again a relation between the Alexander polynomial of a knot in Section 5.
3.1. Technical assumptions. In this subsection, we give some sufficient conditions on the compact hyperbolic three-manifold M whose boundary is empty or consists of a disjoint union of tori and on the representations ϕ and ρ which assure the acyclicity of the twisted chain complex C * (M ; sl 2 (C(t)) ρ ).
For M with boundary, we require assumptions on the topology of M , on the surjective homomorphism ϕ of π 1 (M ) onto Z n and on the SL 2 (C)-representation ρ. The assumption on ϕ is also related to the topology of M , we will show this in the second half of this subsection.
We also prove that if M is a hyperbolic knot exterior, ϕ : π 1 (M ) → Z the abelianization and ρ : π 1 (M ) → SL 2 (C) the holonomy (i.e. the discrete and faithful representation), then all our assumptions are satisfied.
3.1.1. Topological assumption for M . Let b be the number of components of ∂M . We let T 2 ℓ denote the ℓ-components of ∂M . The usual inclusion i : ∂M → M induces an homomorphism i * : H 1 (∂M ; Z) → H 1 (M ; Z). First we assume the following condition on the homology group H 1 (M ; Z): We let λ denote the set (λ 1 , . . . , λ b ) ⊂ ∂M of such generators of ker ϕ |π1(T 2 ℓ ) and call λ the multi-longitude curve.
Remark 2. From the homology long exact sequence of (M, ∂M ), it follows that b 1 (M ) = b and H 1 (M ; Z) has no-torsions.
Example 2 (Knot exteriors). Suppose that M is the exterior E K of a hyperbolic knot
. This is due to the existence of a Seifert surface of the knot. A manifold under our considerations has the same properties about the homology group as those of a boundary link exterior, i.e., it is a homology boundary link exterior. Figure 1 . The Whitehead link 3.1.2. Assumption on ϕ. We suppose that ϕ : π 1 (M ) → Z n = t 1 , . . . , t n | t i t j = t j t i , ∀i, j is a surjective homomorphism which satisfies the following assumption (in the case of manifolds with boundary) (A ϕ ) the restriction ϕ |π1(T 2 ℓ ) of ϕ to the ℓ-th boundary component is non-trivial and has rank 1, i.e.
Remark 4. Every homomorphism from π 1 (M ) to an abelian group factors through the abelianization H 1 (M ; Z) of π 1 (M ), i.e., the following diagram is commutative:
When we consider a surjective homomorphism ϕ onto Z n , the induced homomorphism ϕ h is also surjective. Together with the condition (A M ), this means that n must be less than or equal b 1 (M ) = b. Moreover we have the null-homologous closed curve λ ℓ on each T 2 ℓ , every homomorphism ϕ has the multi-longitude consisting of these λ ℓ . Example 3 (Abelianization representation). Suppose that M is the exterior E K of a knot K ⊂ S 3 or a link exterior E L of a link L ⊂ S 3 whose linking number between arbitrary two components is zero. The abelianization ϕ :
Assumption (A ϕ ) means that each entry of any representative matrix of ϕ h is non-zero.
3.1.3. Assumption on SL 2 (C)-representations. It is required for an SL 2 (C)-representation ρ of π 1 (M ) to be a "generic" representation, which essentially means that ρ lies in the geometric component of the character variety. The character variety of π 1 (M ) is the set of characters of SL 2 (C)-representations. Here the character of an SL 2 (C)-representation ρ is a map π 1 (M ) → C given by the assignment γ → tr ρ(γ) for all γ ∈ π 1 (M ), where tr denotes the usual trace of square matrices. This set has a structure of an affine algebraic variety (refer to [CS83] ) denoted by X(M ). For a complete hyperbolic manifold, the character variety X(M ) contains the distinguished components related to the complete hyperbolic structure. These components are defined by containing a lift of the holonomy representation π 1 (M ) → PSL 2 (C) (i.e., the discrete and faithful representation) determined by the complete hyperbolic structure. We call these components the geometric components.
Here λ is the multi-longitude corresponding to ϕ. The precise definition is given as follows. 
is surjective and;
Remark 5. The chain P ρ ℓ ⊗ λ ℓ becomes a cycle i.e., it defines a homology class in H 1 (λ; sl 2 (C) ρ ). By [Por97, Proposition 3.22 and Corollaire 3.21], for a λ-regular representation ρ, we have the following bases of the twisted homology group:
• the homology group
In [Por97, Definition 3.21], irreducibility is not required and the second condition is written by using twisted cohomology groups. Since we consider representations near the holonomy representation of π 1 (M ), we focus on λ-regularity of irreducible representations in the present article.
Here we use the same symbol λ ℓ and T 2 ℓ for lifts of λ ℓ and T 2 ℓ to the universal cover. Remark 6. For generic points on the geometric component of X(M ), the corresponding SL 2 (C)-representations satisfy λ-regularity.
We assume the following assumption for SL 2 (C)-representation of π 1 (M )
Example 4 (Holonomy representation). Suppose that M is a hyperbolic three-dimensional manifold. Let ρ 0 : π 1 (M ) → SL 2 (C) be one of the two lifts of the discrete and faithful representation of π 1 (M ) to PSL 2 (C) given by the hyperbolic structure. Porti proves [Por97] that ρ 0 satisfies Assumption (A ρ ) for any system of homotopically nontrivial curves (γ 1 , . . . , γ b ).
We mention a relation between the character variety X(M ) and the twisted homology group H 1 (M ; sl 2 (C) ρ ) for λ-regular representation.
Remark 7. The twisted cohomology group H 1 (M ; sl 2 (C) ρ ) is the dual space of the twisted homology group H 1 (M ; sl 2 (C) ρ ) by the Universal Coefficient Theorem. Following [Thu02] and [CS83, Proposition 3.2.1] together with χ(M ) = 0, it is known that, near the discrete and faithful representation, the character variety X(M ) is a complex affine variety with dimension b where b is the number of torus boundary components. In affine varieties, the dimension of Zariski tangent space is greater than or equal to that of a variety. The Zariski tangent space of the character variety can be included into H 1 (M ; sl 2 (C) ρ ). We also have that the dim C H 1 (M ; sl 2 (C) ρ ) = b near the discrete and faithful representation, thus all of spaces X(M ), T Zar χρ X(M ) and H 1 (M ; sl 2 (C) ρ ) have the same dimension b. This means that the characters near the discrete and faithful representation are smooth points and H 1 (M ; sl 2 (C) ρ ) is identified with the tangent space T χρ X(M ) (see also [Por97, Chapter 3] for such identification).
3.2. Acyclicity. This subsection is devoted to prove the acyclicity of C * (M ; sl 2 (C(t)) ρ ), i.e., H * (M ; sl 2 (C(t)) ρ ) = 0 from our assumptions described above. We divide our discussion in two steps: first we consider the case of manifolds without boundary, and next the case of manifolds with tori-boundary.
3.2.1. The case of manifolds without boundary. The first step of the construction of the polynomial torsion is to prove that the twisted homology of M is trivial.
The proof is based on techniques developed by Milnor in [Mil68] and requires the following lemma.
Lemma 2. Let F be the fraction field C(t 1 , . . . , t n−1 ). The homology group
by the tensor product of pr n • ϕ and (pr 1 , . . . ,
induces the following isomorphism:
Thus, the twisted complex C * (M ; sl 2 (C(t)) ρ ) is acyclic and the torsion is well-defined (even its sign if we provide M with its natural homology orientation, see e.g. [Tur02] ):
The case of manifolds with tori-boundary. In this section we suppose that the representations ρ :
We prove again that the twisted chain complex C * (M ; sl 2 (C(t)) ρ ) is also acyclic in that case.
The proof used the same ideas as in the case where the boundary is empty, but the techniques are rather different, actually we use the restriction map induces by the inclusion ∂M ֒→ M . In that case, Milnor sequence (6) induces the long exact sequence in twisted homology:
As in the case of manifolds with empty boundary, we will prove the following lemma.
Lemma 4. Let F be the fraction field C(t 1 , . . . , t n−1 ). The homology group
Proof. The proof is by induction on the number n of variables t 1 , . . . , t n . The first step is to prove the lemma in the case of a single variable t.
(1). We prove that H * (M ; C[t, t −1 ] ⊗ C sl 2 (C) ρ ) has no free part. Let A ℓ be the annulus in M over T 2 ℓ and b the number of the components of ∂M . The Milnor sequence for the boundary ∂M induces the first line of the following commutative diagram, the second one is the exact sequence of Equation (8), and the diagram is commutative because all the constructions are natural:
The proof is by contradiction, so we make the following hypothesis:
has a free part of rank r > 0.
First observe that (because χ(M ) = 0 and H 0 (M ; sl 2 (C) ρ ) = 0):
Our proof is as follows and based on the following technical claim.
Claim 5. The map δ ∂ :
the previous diagram is non-trivial, and moreover for all
ℓ ]] and we have:
Next it is easy to observe that each (
Using the exactness of the Milnor sequence (8) and the Equation (9), we know that
Since im(t = 1) = ker δ, we deduce that ker δ = 0. Let ξ be a non zero element in ker δ and write it in H 2 (M ; sl 2 (C) ρ ) as follows:
One has (see Equation (10)):
and thus,
We prove now by contradiction that δ ∂ (ξ) is non zero. If δ ∂ (ξ) = 0, then its image by (t = 1) is also zero, so a ℓ = 0 or b ℓ = 0, for all i. Since a ℓ > 0, for all i, we deduce that b ℓ = 0, for all i. So that, ξ = 0, which is a contradiction and thus δ ∂ (ξ) = 0. With our assumption we have
, and this element is non zero in H 1 (M ; sl 2 (C) ρ ) as we seen. But this is in contradiction with the fact that ξ is chosen in ker δ ∂ , so that the hypothesis (H) on the free part of
is absurd and proves Lemma 4 in the case of a single variable.
(2). Now we finish the proof by induction on the number of variables, and suppose that
has no free part. Thus, H * (M ; sl 2 (F ) ρ ) vanishes and the long exact sequence (8) induces, as in the case of manifolds without boundary, the isomorphism:
After choosing a homology orientation, the definition of the torsion is the same as in Equation (7).
Change of coefficients
The aim of this section is to give some notation and explanation about the reduction of variables (for more details, see [Mil66] ).
Let ϕ be a surjective homomorphism of π 1 (M ) onto Z n = t 1 , . . . , t n | t i t j = t j t i . We let h (a1,...,an) be the homomorphism of Z n into Z = t , given by
where each a ℓ is a positive integer. We use the notation ϕ (a1,...,an) for the composition of ϕ and h (a1,...,an) :
Observe that ϕ (α1,...,αn) is onto if and only if G.C.D (a 1 , . . . , a n ) is 1. Moreover ϕ (α1,...,αn) satisfies the condition (A ϕ ) since each a ℓ is positive.
Later in this paper, we often make a reduction of several variables into one variable. We let ϕ be a surjective homomorphism of π 1 (M ) onto Z n satisfying (A ϕ ) and ρ be an SL 2 (C)-representation satisfying (A ρ ). We choose relatively prime positive integers (a 1 , . . . , a n ) and let ϕ (a1,...,an) be the composition of ϕ and h (a1,...,an) . From Section 3.2, the Reidemeister torsion ∆ 
A relation between ∆ ϕ⊗Ad•ρ M and the classical Alexander invariant
The classical Alexander polynomial for a three-dimensional manifold with tori boundary whose first betti number is one or more is defined by using infinite abelian covering. In this section, we only consider the case where the first betti number of the three-manifold M is equal to one. The abelianization ϕ of π 1 (M ) maps π 1 (M ) onto the infinite cyclic group Z = t and the Alexander polynomial is expressed as a Laurent polynomial ∆ M (t) in the variable t. Here we prove a formula (see Equation (13)) which gives a relation between ∆ ϕ⊗Ad•ρ M (t) at an abelian representation and the Alexander polynomial of M . We let ϕ ξ denote the abelian representation of π 1 (M ) into C * given by the composition of the abelianization ϕ with the substitution t → ξ ∈ C * . We also consider the abelian representation ρ ξ of π 1 (M ) into SL 2 (C) given by diag(ϕ ξ , ϕ ξ −1 ). It follows by an easy computation that the adjoint action associated to ρ ξ have a nice presentation by diagonal matrices. Actually, we have the following lemma.
Lemma 7. The image of ρ ξ is contained in the maximal abelian subgroup of SL 2 (C):
If γ ∈ π 1 (M ) is such that ϕ(γ) = t k , then the adjoint action associated to the hyperbolic element ρ ξ (γ) is expressed as the following diagonal matrix:
12
Here matrices are taken with respect to the basis {E, H, F } of sl 2 (C) as in Equation (5).
Lemma 7 says that for every abelian representation ρ ξ the twisted chain complex C * (M ; sl 2 (C(t)) ρ ξ ) is decomposed as follows
Here C * (M ; C(ζt)) denotes the complex
Using the Multiplicativity Lemma, the torsion of the complex C * (M ; sl 2 (C(t)) ρ ξ ), which is ∆ ϕ⊗Ad•ρ ξ M (t), is equal to the product of three torsions, namely the torsions of C * (M ; C(ξ 2 t)), of C * (M ; C(t)) and of C * (M ; C(ξ −2 t)). Each of these three torsions are expressed using the Alexander polynomial by the well-known equality:
This result can be obtained by using Fox differentials, for details one can refer to [Mil62, Theorem 4] and to [Tur01, Chapter II].
Combining Equation (12) to the fact (
, we obtain the following decomposition of the torsion ∆
Proposition 9. For abelian representation ρ ξ , we have
The decomposition in Equation (13) can also appear for some reducible, non-abelian representations. Such non-abelian representations have a special property in the character variety X(M ) of M : they have same characters as an abelian representation ρ ξ . The existence of such reducible, non-abelian representations is related to the roots of the Alexander polynomial ∆ M (t) of M . Here we review a relation between roots of the Alexander polynomial and reducible, non-abelian SL 2 (C)-representations.
Let χ ρ denote the character χ ρ : π 1 (M ) → C, γ → tr(ρ(γ)), associated to a representation ρ : π 1 (M ) → SL 2 (C). E. Klassen [Kla91] proves that there exists a reducible, non-abelian representation ψ ξ : 
.
13
This coincidence comes from the fact that the image of ψ ξ is contained in the subset of upper triangulated matrices in SL 2 (C) and each adjoint action is expressed as an upper triangulated matrices whose diagonal components are the same as those of ρ ξ and Ad•ρ ξ . The equation in Proposition 11 follows from computations similar to those which give us the Alexander polynomial by using Fox differentials. For more details, one can refer to [Yam07, Section 3.2] in the case of knot exteriors.
Remark 8. Of course, the reducible SL 2 (C)-representation ψ ξ is not regular. But the homology groups of the twisted chain complex for ψ ξ have the same properties as the ones of the twisted chain complex associated to a λ-regular SL 2 (C)-representation (see [Yam07,  Section 4] more details in the case of knot exteriors).
is an element in the fraction field C(t 1 , . . . .t n ) by definition of the Reidemeister torsion. But actually, under a technical condition on the representations ρ :
for some integers m 1 , . . . , m n . This result is obtained by a cut and paste argument by using the Multiplicativity Lemma for torsions. This divisibility problem for link exteriors in S 3 has been also investigated by Kitano and Morifuji [KM05] and Wada [Wad94] . Their discussions are more algebraic, based on Wirtinger presentations of link groups.
6.1. Dual surfaces of ϕ with rank one. Using the universal coefficient theorem, a homomorphism ϕ : π 1 (M ) → Z can be regarded as a cohomology class in H 1 (M, Z), and its Poincaré dual P D(ϕ) lies in H 2 (M ; Z). Each representative of P D(ϕ) consists of proper embedded surfaces, i.e., embedded surfaces whose boundary is contained in ∂M . By Turaev [Tur] , we can choose proper embedded surfaces satisfying that the complement M \ S of S in M is connected as a representative of P D(ϕ). We let S ϕ denote such representative surfaces.
In the case of the Reidemeister torsion with multivariable (t 1 , . . . , t n ), if we substitute t ℓ = t a ℓ for all ℓ, then we have the homomorphism ϕ (a1,...,an) : π 1 (M ) → Z. Moreover if (a 1 , . . . , a n ) are relatively prime positive integers then the composition ϕ (a1,...,an) satisfies assumption (A ϕ ). When we regard ϕ (a1,...,an) as an element in H 1 (M ; Z), we let S (a1,...,an) denote a representative of P D(ϕ (a1,...,an) ) such that M \S (a1,...,an) is connected.
6.2. A sufficient condition to be a polynomial. Under some additional assumptions for the SL 2 (C)-representation ρ and dual surfaces determined by ϕ, we prove that the Reidemeister torsion ∆ Before proving this theorem, we give some explanations, examples and counterexamples.
Remark 9. Let K be a hyperbolic knot in S 3 . Consider ρ 0 : π 1 (E K ) → SL 2 (C) (a lift of) the holonomy representation and ϕ : π 1 (E K ) → Z the abelianization. The dual surface S ϕ corresponding to ϕ is a Seifert surface of K. One can observe that the longitude lies in the second commutator subgroup of π 1 (E K ). Thus, the restriction ρ 0 | ∂EK sends the longitude to a parabolic element which is not ±1. This means that the restriction of ρ 0 on π 1 (S ϕ ) is non-abelian.
Remark 10. Let K be a fibered knot in S 3 . Consider an irreducible, non-metabelian representation ρ : π 1 (E K ) → SL 2 (C) and the homomorphism ϕ :
Remark 11. We have seen that ∆ In what follows the sign in the Reidemeister torsion will be not relevant; so, we will work up to sign. We let Tor(W, c * W , ∅) denote the (acyclic) Reidemeister torsion of the manifold W with coefficients in sl 2 (C(t)) and computed in the appropriate geometric basis c * W . 6.3.1. Proof for one variable. We cut the manifold M along S = S ϕ and obtain the following splitting: M = N ∪ (S × I), where I = [0, 1] is the closed unit interval. The boundaries of N and S × I are equal and consist in the disjoint union of two copies of S denoted S − = S × {0} and S + = S × {1}. We apply the Multiplicativity Lemma to the Mayer-Vietoris sequence associated to this splitting to compute the Reidemeister torsion of M . Our assumptions on ρ : π 1 (M ) → SL 2 (C) and ϕ : π 1 (M ) → Z n say that every restrictions of ρ to π 1 (S ℓ ) are non-abelian, so we have:
Lemma 13. The twisted homology groups of N and S × I are given by:
Proof of Lemma 13. One has M = N ∪(S×I), where N is a three-dimensional connected manifold whose boundary consists in S − ∪ S + . One can observe that the actions of the restrictions ϕ |π1(N ) and ϕ |π1(S ℓ ) of the representation ϕ are trivial. So the first two equalities of the lemma hold.
As ρ| π1(S ℓ ) is non-abelian, then H 0 (S ℓ × I; sl 2 (C(t)) ρ ) = 0. In the case of a closed surface, last equality H 2 (S ℓ × I; sl 2 (C(t)) ρ ) = 0 follows from Poincaré duality. For (compact) surface with boundary, last equality H 2 (S ℓ × I; sl 2 (C(t)) ρ ) = 0 follows from the fact that S ℓ × I has the same homotopy type as a one-dimensional complex. So that H 0 (S × I; sl 2 (C(t)) ρ ) = H 2 (S × I; sl 2 (C(t)) ρ ) = 0.
As H * (M ; sl 2 (C(t)) ρ ) = 0, see Proposition 3, the Mayer-Vietoris sequence with coefficients in sl 2 (C(t)), denoted V, reduces to a single isomorphism:
where
The isomorphism in sequence (14) is represented by the following matrix:
, here i ± : S ± → N is the inclusion and 1 is the identity matrix. The Multiplicativity Lemma for Reidemeister torsion gives us the identity below, because the common boundary of N and S × I is the disjoint union of two copies of S:
. Thus, since the torsions of S and S × I are the same,
The fraction of torsions Tor(N, c *
is independent of t (because as we have already observed in the proof of Lemma 13, the actions of the restrictions ϕ |π1(N ) and ϕ |π1(S) are trivial). This proves that, up to sign,
The one variable case in Theorem 12 is proved. (t 1 , t 2 ) is a rational function P (t 1 , t 2 )/Q(t 1 , t 2 ), where P (t 1 , t 2 ) and Q(t 1 , t 2 ) = 0 are coprime in C[t 1 , t 2 ]. We will prove in fact, reducing the situation to one variable, that the polynomial Q(t 1 , t 2 ) is constant.
To this end, suppose that Q(t 1 , t 2 ) is a non-constant polynomial. Without loss of generality we assume that Q(t 1 , t 2 ) is a non-constant in t 2 . Applying Euclidean algorithm to P (t 1 , t 2 ) and Q(t 1 , t 2 ) in C(t 1 )[t 2 ], we obtain the following equality in the polynomial ring C(t 1 )[t 2 ] over the rational function field C(t 1 ):
Here the coefficients of the polynomials in t 2ũ (t 1 , t 2 ) andṽ(t 1 , t 2 ) are rational functions in C(t 1 ). By taking product with some polynomial w(t 1 ) ∈ C[t 1 ], the following equality holds in C[t 1 , t 2 ]:
To each pair of coprime integers (a 1 , a 2 ), consider the homomorphism h (a1,a2) : Z 2 → Z defined by h (a1,a2) (t 1 ) = t a1 and h (a1,a2) (t 2 ) = t a2 and let ϕ (a1,a2) = h (a1,a2) • ϕ. Using Proposition 6 and by the first part of the proof (for one variable), we know that:
Thus there exists a polynomial R(t) ∈ C[t] such that P (t a1 , t a2 ) = R(t)Q(t a1 , t a2 ). Hence by substituting t a1 and t a2 to t 1 and t 2 respectively, Equation (15) turns into
From our assumption a 2 can be chosen sufficiently large. Since we suppose that Q(t 1 , t 2 ) is not constant in t 2 , by changing a 2 into a sufficient large integer, we obtain an arbitrary large degree polynomial Q(t a1 , t a2 ). This contradicts the fact that the degree of Q(t a1 , t a2 ) must be less or equal to that of w(t a1 ). Therefore Q(t 1 , t 2 ) is constant in t 2 .
Similarly, we can also conclude that Q(t 1 , t 2 ) is constant in t 1 . As a consequence, the polynomial Q(t 1 , t 2 ) is constant which proves that ∆ ϕ⊗Ad•ρ M (t 1 , t 2 ) is a polynomial in two variables.
By an inductive argument (in descending order of a i ), the general case works in the same way: ∆ ϕ⊗Ad•ρ M (t 1 , . . . , t n ) ∈ C[t 1 , . . . , t n ]. The multivariable case in Theorem 12 is also proved.
Remark 14. The abelian representation ρ of Proposition 9 does not satisfy equality H 0 (S × I; sl 2 (C(t)) ρ ) = H 2 (S × I; sl 2 (C(t)) ρ ) = 0 in Lemma 13. In this case, the torsion ∆ ϕ⊗Ad•ρ ξ M (t) is not a polynomial in general. On the other hand, the representation ψ ξ is also not irreducible but Lemma 13 also holds for this representation since it is nonabelian. Therefore the torsion ∆ ϕ⊗Ad•ψ ξ M (t) is a polynomial.
Remark 15. Actually, in the multivariable case of Theorem 12, it is sufficient to assume that there exists some positive integer N 0 such that for any N N 0 we have a dual surfaces S (a1,...,an) satisfying that |a i − a j | > N for all distinct i, j.
Reciprocality of the polynomial torsion (with sign)
7.1. Reciprocality properties. The Alexander polynomial ∆ K (t) of a knot K ⊂ S 3 is known to be reciprocal in the sense that ∆ K (t −1 ) = ±t s ∆ K (t) from a long time. This property was first observed by Seifert [Sei34] , and is a consequence of Poincaré duality of knot exterior. Milnor [Mil62] proved it again using the interpretation of the Alexander polynomial as an abelian Reidemeister torsion. Kitano [Kit96] , Kirk and Livingston [KL99] observe that Milnor's argument work fine in the context of twisted Alexander polynomial. Hillman, Silver and Williams [HSW] give a more general discussion on reciprocality of twisted Alexander invariants for representations into SL n (C). All the known reciprocality formulas are sign-less. In our situation Milnor's argument also work, and using the fact that the torsion of ∂M = 
Here ǫ is the sign of the Reidemeister torsion of the long exact sequence in homology associated to the pair (M, ∂M ) with the basis given by the bases of H * (∂M ; R), H * (M ; R) and the Poincaré dual bases of H * (M ; R) in H * (M, ∂M ; R) as in Equation (56).
Remark 16 (A duality property for link exteriors). As a special case, if M is a link exterior E L = S 3 \ N (L), then we can explicitly compute the sign-term in Theorem 14. Proposition 37 in Appendix gives us the sign ǫ = (−1) b(b−1)/2 , where b is the number of boundary components of M . Using naturality of the polynomial torsion (see Section 4) then the following duality for the polynomial torsion ∆ ϕ⊗Ad•ρ EL holds:
In particular, if L is a knot K in S 3 , then the following duality holds:
Equation (17), and more generally Equation (16), can be considered as a sign-refined version of Milnor's duality Theorem [Mil62] for Reidemeister torsion.
Our attention is restricted to the composition of an SL 2 (C)-rerpesentation and the adjoint action. We refer to [FK06, FV, HSW] on the reciprocality for other types of representations.
7.2. Proof of Theorem 14. The proof is essentially based on the Multiplicativity Lemma for torsions (with sign). Applying [Tur86, Theorem 3.4.1], the sign-refined torsion for the pair (M, ∂M ) is given by the following equation:
Here ν ∈ Z/2Z is the sign given by the sum
We compute each terms appearing in Equation (18).
Computation of the sign ν.
By our assumption about M and ∂M , we observe that ν = 1 in Z/2Z. (18) as the torsion in the left hand side with a sign term. Let (M ′ , ∂M ′ ) denotes the dual cell decomposition of (M, ∂M ). Using the invariance of torsion under subdivisions of CW-pairs we obtain :
Computation of ∆
Using the invariance of torsion under conjugation of representations we thus have
Observe that the pair (M ′ , ∂M ′ ) and the representation ϕ ⊗ Ad • t ρ −1 give the dual chain complex of M twisted by the representation ϕ⊗Ad•ρ, i.e., the sl 2 (C(t))t ρ −1 -twisted chain complex C * (M ′ , ∂M ′ ; sl 2 (C(t))t ρ −1 ) can be identified with the dual chain complex of C * (M ; sl 2 (t) ρ ). By using this identification and the duality of torsion in [FT00] , the torsion ∆
Here s(C * ) = m q=1 α q−1 (C * )α q (C * ) for a chain complex C * = C m ⊕ · · · ⊕ C 0 , with α q (C * ) = q j=0 dim C j . Further observe the sign term difference between FarberTuraev's formula and Equation (19): here the sign term
is omitted from s(C * ) because we use the complex C * (M ′ , ∂M ′ ; sl 2 (C(t)) ρ ) instead of the dual complex of C * (M ; sl 2 (C(t)) ρ ).
The first sign (−1) s(H * (M;R))+s(C * (M;R)) in Equation (19) comes from the duality of the sign terms τ 0 in ∆ ϕ⊗Ad•ρ (M,∂M) (t) and the second one (−1) s(C * (M;sl2(C(t))ρ)) in Equation (19) comes from the duality of torsions for C * (M ; sl 2 (C(t)) ρ ). Since s(C * (M ; R)) and s(C * (M ; sl 2 (C(t)) ρ )) are equal in Z/2Z, it turns out that
7.2.4. Conclusion. Substituting ν = 1, s(H * (M ; R)) = b + 1 and Equation (20) into Equation (18) we obtain that
Therefore, using Lemma 15, Equation (21) turns into
which achieves the proof of Theorem 14. 1) ). The monodromy induces an endomorphimsm of H * (S). The so-called twisted monodromy is the induced homomorphism on H 1 (S; sl 2 (C(t)) ρ ).
8.1.1. General formula. For a fibered three-dimensional manifold over the circle, it is well-known that the Alexander polynomial is the characteristic polynomial of the (usual) monodromy (see for example [BZ03] ). Similarly, the polynomial torsion is the characteristic polynomial of the twisted monodromy.
Theorem 16. Let M be a fibered three-manifold over S 1 and let S denote its fiber. We let ϕ : Proof. We use again a cut and paste argument: cut M along its fiber S, so that M = N ∪ (S × I), where N is a three-dimensional manifold homeomorphic to S × I. From the assumption that ρ| π1(S) is non-abelian, Lemma 13 says that H 0 (S; sl 2 (C(t)) ρ ) = 0 and H 2 (S; sl 2 (C(t)) ρ ) = 0. We also suppose that H * (M ; sl 2 (C(t)) ρ ) = 0. So that the Mayer-Vietoris sequence M ρ reduces to the following isomorphism:
Here φ ρ * : H 1 (S; sl 2 (C) ρ ) → H 1 (S; sl 2 (C) ρ ) denotes the map induced by the monodromy. We conclude in the same way as in the proof of Theorem 12 by applying the Multiplicativity Lemma. Moreover the sign term in Multiplicativity Lemma is 1 since the dimension of twisted chain modules and homology groups for S × {0} ∪ S × {1} and N ∪ S × I are always even and C * (M ; sl 2 (C(t)) ρ ) is acyclic. Therefore the polynomial torsion ∆
Remark 17. Observe that, as for the usual Alexander polynomial, the torsion polynomial of a fibered manifold is monic. For representations onto finite groups, S. Friedl and S. Vidussi proved [FV08] that twisted Alexander polynomials decide fiberness for knots of genus one.
The problem of the sign for fibered knots.
In the case where M is the exterior E K of a fibered knot K, then we can compute the sign τ 0 as follows.
Observe first that in the case of a fibered knot, the homomorphism ϕ :
We equip the knot exterior E K with its usual homology orientation (see Appendix A.1): H * (E K ; R) is based, by using the meridian µ of the knot and a point pt,
As in the proof of Theorem 16, the knot exterior E K can be split along the fiber F . We continue to denote ϕ : π 1 (E K ) → Z the homomorphism induced by the fibration. The boundary of F × I is the disjoint union of two copies of F denoted F × {0} ≃ F and F × {1} ≃ F .
Theorem 16 gives us the following expression for the polynomial torsion of
is induced by the monodromy φ. Moreover the sign τ 0 is expressed using the isomorphism φ 1 :
Proposition 17. We let h * R denote the basis of H * (E K ; R) given by the homology orientation as above and let h ′ R * be any basis of H * (F ; R). The sign τ 0 is given by
where the isomorphism φ 1 :
The polynomial torsion of E K is the product:
The Mayer-Vietoris sequence M R splits into the following two short exact sequences with real coefficients.
is induced by the monodromy, for i = 0, 1 and ι * is the sum of two homomorphisms induced by the copy of inclusion F × I → E K . As in [Dub06] , the sign τ 0 of the polynomial torsion is entirely given by the sign of Sequence (22), that is to say, Proposition 17 follows from the following:
Proof of the Lemma. The Reidemeister torsion with real coefficients is given by:
The sign in the right hand side of Equation (24) is computed using the fact that α(C ′ * , C ′′ * ) ≡ 0 mod 2 and ε(C ′ * , C * , C ′′ * ) ≡ 1 mod 2 in Multiplicativity Lemma since the chain complexes corresponding to C ′ * and C ′′ * are the sum of two same chain complexes and
]. We will prove that
by proving that the torsion of Sequence (23) is −1. By a diagram chasing, we have δ(u) = (u, u) for u ∈ R ≃ H 1 (E K ; R) and by construction,
. When we choose new bases of vector spaces in Sequence (23) as
we obtain that the torsion of Sequence (23) is −1 by a direct computation.
Explicit examples.
Reidemeister torsion is invariant under conjugation of representations. So that Reidemeister torsion can be considered as a functional on the character variety of the fundamental group of M . We give here two explicit examples. 8.2.1. The figure eight knot. We let K denote the figure eight knot. It is well-known that K is a fibered knot, so we let F denote its fiber. As a fibered knot, the group G K of the figure eight knot K admits the following presentation:
The monodromy φ : F → F induces an endomorphism φ 1 : H 1 (F ; Z) → H 1 (F ; Z) such that the matrix of φ 1 in the basis {a * , b * } is 1 1 1 2 . As a consequence, det(1 − φ 1 ) = −1. Set x 1 = I a , x 2 = I b and x 3 = I ab , where I γ : X(E K ) → C is given by I γ (χ) = χ(γ). We know that the character variety X(F ) is parametrized by x 1 , x 2 , x 3 (see [Por97, § 4.5]). The action of the monodromy is given by
Further notice that for an irreducible representation ρ :
Irreducible representations ρ : G K → SL 2 (C) are λ-regular except two, up to conjugation. From now on ρ is supposed to be λ-regular.
Using Theorem 16, the polynomial torsion ∆
ϕ⊗Ad•ρ EK
is the characteristic polynomial of the twisted monodromy φ ρ * : H 1 (F ; sl 2 (C) ρ ) → H 1 (F ; sl 2 (C) ρ ). Observe that 1 is a simple eigenvalue of φ ρ * because the boundary of the fiber is invariant by the monodromy and ρ is supposed to be λ-regular. The two others are inverse of each other. Let ℓ, ℓ −1 be the eigenvalues of φ ρ * different of 1. It is easy to see that
As a result the polynomial torsion is:
The Whitehead link. The Whitehead link is a fibered link. However we compute the Reidemeister torsion by using Fox differential calculus as shown in [Mil68, Kit96, KL99] . We let L denote the Whitehead link and choose a Wirtinger presentation of its group as follows:
Figure 2. The Whitehead link with meridians
Hilden, Lozano and Montesionos has shown an explicit description of the character variety of the Whitehead link group in [HLMA92] . Trace functions play the role of local coordinates in this description. We set x, y and v as x = I a , y = I b and v = I ab , where
The component of irreducible characters is given by
Using irreducibility of ρ, we can suppose that the pair of ρ(a) and ρ(b) are expressed as (after taking conjugation with eigenvectors of ρ(a) and ρ(b) if necessary):
Note that we have set the local coordinates (x, y, v) as x = α + α −1 , y = β + β −1 and v = γ + αβ + α −1 β −1 . By using formula in [Mil68, Kit96, KL99] , the polynomial torsion is expressed as
where Φ is the linear extension of ϕ ⊗ Ad
22
Therefore the polynomial torsion ∆
So that, with det Ad ρ(a)
When we choose the basis {E, H, F } in sl 2 (C), the adjoint actions Ad ρ(a) −1 and Ad ρ(b) −1 are represented by the following upper and lower triangular matrices
Calculating the determinant and reducing the degree of γ by using the following iden-
we can see that the polynomial torsion is expressed as
A derivative formula
We prove a relation between the polynomial torsion and the non-abelian Reidemeister torsion. More precisely, we prove that the non-abelian Reidemeister is a sort of "differential coefficient" associated to the polynomial torsion.
We review the definition of the non-abelian Reidemeister torsion (for more details, we refer to [Por97, Chap. 3 
]).
Definition 3. Let M be a compact hyperbolic three-dimensional manifold whose boundary are tori ∪ 
* , h * λ ). 9.1. Bridge from the polynomial torsion to the non-abelian Reidemeister torsion. The following theorem proves that the non-abelian Reidemeister torsion can be deduced from the polynomial torsion ∆ ϕ⊗Ad•ρ M (t) (see [Yam08] for the case of knots). In this section, we suppose that M is a compact hyperbolic three-dimensional manifold satisfying assumption (A M ), ϕ : π 1 (M ) → Z = t is a surjective homomorphism which satisfies assumption (A ϕ ) and that ρ satisfies assumption (A ρ ). We equip the threemanifold M with a distinguished homology orientation.
Theorem 19. The following equality holds:
, and b is the number of components of ∂M .
Before proving this result, we give a couple of remarks.
Remark 18. From Theorem 12 & 19 one can observe that if ϕ :
Remark 19 (The multivariable case). Here we suppose that ϕ :
Corollary 20. We have the following identity:
9.2. Proof of Theorem 19. We begin by introducing the complexes needed in the proof and some notation. Let C * = C * (M ; sl 2 (C) ρ ) and C * (t) = C * (M ; sl 2 (C(t)) ρ ). We define a pair of complexes (C ′ * , C ′ * (t)) as follows. The complex C ′ * is defined as a subchain complex of C * which is a lift of the homology group H ρ * (M ) = H * (M ; sl 2 (C) ρ ). This is a "degenerated complex" in the sense that the boundary operators are all zero. More precisely, C
More precisely, one has:
where the boundary operator ∂ ′ works as follows:
Finally, we define C
We endow the complexes in Sequence (31) with compatible bases in order to compute the torsions. From the definition, C ′ * is endowed with a distinguished basis c ′ * given by
and we equip C ′ * (t) with the corresponding distinguished basis 1 ⊗ c ′ * improperly denoted again for simplicity c ′ * . Similarly, we endowed the quotient C ′′ * = C * /C ′ * with a distinguished basis c ′′ * , and the same for C ′′ * (t). Using the exact sequence (31), we finally endowed C * (t) with the compatible basis c ′ * ∪ c ′′ * obtained by lifting and concatenation (here again our notation is improper). Note that this last basis is different from the distinguished geometric basis c * of C * (t) = C * (M ; sl 2 (C(t)) ρ ) described in Subsection 3. From now on, we write Tor(C * (t), c * , ∅) (resp. Tor(C ′ * (t), c ′ * , ∅), Tor(C ′′ * (t), c ′′ * , ∅)) for the Reidemeister torsion of C * (t) (resp. C ′ * (t), C ′′ * (t)) computed in the basis c ′ * ∪ c ′′ * (resp. c ′ * , c ′′ * ); whereas we write Tor(C * (M ; sl 2 (C(t)) ρ ), c * , ∅) for the torsion of C * (t) = C * (M ; sl 2 (C(t)) ρ ) but computed in the geometric basis c * . Using the basis change formula (see [Por97, Proposition 0.2]), we have:
Hence from the definition of the polynomial torsion, we have:
where τ 0 = sgn (Tor(C * (M ; R), c * R , h * R )), see Section 3. Applying the Multiplicativity Lemma to the exact sequence in Equation (31) we get:
where α ≡ j α j−1 (C ′ * (t))α j (C ′′ * (t)) mod 2. We first compute the sign in Equation (33):
Proof of Lemma 23. It is easy to see from the definition that:
, where b is the number of boundary components of M . Thus, reduced modulo 2, α j (C ′ * (t)) are all zero except α 1 (C ′ * (t)) ≡ b mod 2. As a consequence,
Since the Euler characteristic of M is equal to zero, we have that α ≡ b · dim C 3 mod 2.
Next we compute the torsion of C ′ * (t) (with respect to the basis c ′ * ).
Lemma 24. We have:
(t a ℓ − 1).
Proof of Lemma 24.
It is easy to observe that (see Complex (29)):
If we substitute Equation (34) into Equation (33), we obtain:
. Now we consider the limit of Equation (35) as t goes to 1 and prove the following lemma which gives a relation between the torsion of C ′′ * (t) and the non-abelian torsion of M in the adjoint representation.
i+1 . We have
Proof of Lemma 25. We begin the proof by some considerations on the complexes C ′′ * (t) and C * (t) and their respective "limits" C ′′ * and C * when t goes to 1. Return to the definition of the complex C ′′ * (t) = C * (t)/C ′ * (t). If t goes to 1, then the acyclic complex C ′ * (t) changes into the "degenerated" complex C ′ * in the sense that the map ∂ ′ becomes the zero map. Hence C
, the complex C ′′ * is acyclic (see Lemma 22); more precisely if t goes to 1, then we get in fact a complex related to the complex C * (M ; sl 2 (C) ρ ) but without homology, together with a distinguished basis different form the geometric one. Repeat again that the twisted homology groups H ρ * (M ) = H * (M ; sl 2 (C) ρ ) are endowed with the following distinguished bases (coming from the ones of C ′ * , in fact it is not exactly a basis but a lift of the basis into C * ):
Observe that the set of vectors 1 ⊗ b ′′ i+1 in C ′′ i+1 (t) generates a subspace on which the boundary operator ∂ i+1 :
With b ′′ 3 = c ′′ 3 in mind, the torsion of C ′′ * (t) (with respect to the basis c ′′ * ) can be computed as follows:
Here b i denotes a lift of 1 ⊗ b ′′ i to C * (t). As a result, we can rewrite
We want now to relate Equation ( consists of b vectors and it is easy to observe that 
By making a change of basis in Equation (38), we obtain the following expression:
Moreover, using the definition of the bases c ′ 1 and c ′ 2 , it is easy to observe that
The last step in Equations (40) is due to the fact that
Hence, combining Equations (39) and (40), we obtain
Using naturality of the torsion (see Section 4 and especially Proposition 6), Formula (43) can be written concretely as follows:
In the special case where n = 1, G = Z/mZ andM is the m-fold cyclic covering M m of M , then we have that ξ(t) = e 2πk √ −1/m . Hence we have the following covering formula for the polynomial torsion.
Corollary 27. Suppose that ϕ(π 1 (M )) = t and ϕ(π 1 (M m )) = s ⊂ t , where we put s = t m . We have
(t m ) in Corollary 27 can be regarded as a kind of the total twisted Alexander polynomial introduced in [SW] . Hirasawa and Murasugi [HM07] worked on the total twisted Alexander polynomial for abelian representations as in Equations (12) & (13) and they observed the similar formula as in Corollary 27 in terms of the total Alexander polynomial and the Alexander polynomial of a knot in the cyclic branched coverings over S 3 .
Proof of Theorem 26.
We use the same notation as in Remark 22. First observe the following key facts:
(1) the universal cover M of M is also the one ofM , (2) the torsion ∆
is computed using the twisted complex
whereas the torsion ∆ ϕ⊗Ad•ρ M is computed using
finally there is a natural action of G on sl
. This action is defined as follows: for x ∈ sl 2 (t 1 , . . . , t m ) ρ , c ∈ C * ( M ; Z) and g ∈ G, choose γ ∈ π 1 (M ) such that π(γ) = g the action is given by:
Remark 23. Since for any lift γ of g, γ is not contained in p * (π 1 (M )), we can not reduce the right hand side in Equation (44).
Lemma 28. The G-action in Equation (44) is independent of the choice of lifts of g.
Proof.
We take another lift γ ′ of g ∈ G and define ⋆ ′ as follows:
Observe that γ −1 γ ′ is contained in p * (π 1 (M )). Hence the action g −1 ⋆ (g ⋆ ′ (x ⊗ c)) turns into x ⊗ c from the following calculation:
This gives the equality
The proof of Theorem 26 is based on the following technical lemma.
29
Lemma 29. The map
given by
Proof of Lemma 29. We first observe that Φ is a well-defined chain map of C-vector spaces since π 1 (M ) is a normal subgroup of π 1 (M ). Let us check that Φ is G-equivalent.
, g ∈ G and choose γ ∈ π 1 (M ) such that π(γ) = g, then we have the following G-equivalence:
j ), n j ∈ Z and γ i ∈ π 1 (M ), we must check the compatibility of Φ with the tensor products in both chain complexes. The G-equivalence guarantees that Φ is well-defined as a chain map under the actions of π 1 (M ) and π 1 (M ). For every g ∈ G, let γ g ∈ π 1 (M ) be a lift of g, i.e., π(γ g ) = g. Set γ ∈ π 1 (M ) as π(γ) = g. This means that γ By the G-equivalence, we can see that the map Φ is well-defined.
To prove that Φ is an isomorphism we look at the geometric basis for the complexes and prove that Φ maps geometric basis to geometric basis. Let {e i j } j be the i-dimensional cells of M and choose {x 1 , x 2 , x 3 } a C-basis of the Lie algebra sl 2 (C). The corresponding i-dimensional cells ofM are given by {gê i j | 1 j n i , g ∈ G}. We let { e i j | 1 j n i } denote the i-dimensional cells of the universal cover M .
For every g ∈ G, let γ g ∈ π 1 (M ) be such that π(γ g ) = g. With such notation, one can observe that
. Since the action of every γ g is invertible on sl 2 (C), the set
Proof. The homology long exact sequence for the pair (M p ,M ) is given by
and the homomorphism (iM ) * induced by the usual inclusion is in fact onto.
Since the map p and h induce a surjection and an isomorphism between homology groups in the commutative diagram (51), the inclusion iM induces a surjective homomorphism (iM ) * . Hence the long exact sequence splits into the short exact sequences.
From now on, we identify H i (M p ; R) with H i (M ; R) and endow M p with the homology orientation of the one of M .
We let h i R (resp.ĥ 
We are now ready to compute α(M p ,M ) as follows: 10.4. The case of knots. As an illustration of Proposition 35, we treat the case where E K is a knot exterior in this section. Actually, we express the sign term ǫ using Alexander polynomials of E K andÊ K . Let E K = S 3 \ N (K) denote the exterior of the knot K in S 3 andÊ K be an m-fold cyclic cover over E K where m is supposed to be odd. We moreover assume that the covering map p induces an isomorphism between H i (Ê K ; R) and H i (E K ; R), i.e., the nfold branched cover over S 3 along K is a rational homology three-sphere, i.e., all m-roots of unity are not a root of ∆ K (t) by Fox formula (see [BZ03, Theorem 8.21] ).
Under these conditions, the homology groups H * ((E K ) p ,Ê K ; R) are trivial and the integer ε((E K ) p ,Ê K ) turns into 0 (see Remark 26). Repeat again that H * (E K ; R) is given by (see Appendix A.1): Proof. This is a computation using Fox differential calculus as shown in [BZ03] for example. We choose a Wirtinger presentation π 1 (E K ) = x 1 , . . . , x k | r 1 , . . . , r k−1 of π 1 (E K ). From this presentation, we construct the usual 2-dimensional CW-complex W , which consists of a single 0-cell, k 1-cells x 1 , . . . , x k and (k − 1) 2-cells which correspond to relations. We know that W as the same simple homotopy type as E K (see [Wal78] ), thus their Reidemeister torsions are same. The boundary operator ∂ 2 : C 2 (W ; R) → C 1 (W ; R) is given by the Jacobian matrix (∂r j /∂x i )
, where φ : Z[π 1 (E K )] → Z sends x i to 1. Whereas ∂ 1 : C 1 (W ; R) → C 0 (W ; R) is just the zero map. From Milnor's result [Mil68] it is easy to obtain:
Tor(E K , c R * , h * R ) = ∆ EK (1). Similarly we have that Tor(Ê K ,ĉ * R ,ĥ * R ) = ∆Ê K (1).
Appendix A. A natural homology orientation for link exterior
In this section, we exhibit a natural, and in a sense compatible, homology orientation in the case where M is the exterior E L = S 3 \ N (L) of a link L in S 3 . Here N (L) denotes a tubular neighborhood of L. Observe that the boundary ∂M of M consists in the disjoint union of b tori T
