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INTRODUCCIÓN
En diversos sectores productivos, la programación de actividades reviste especial im-
portancia por su incidencia en la productividad y competitividad de las empresas en el
mercado. En la actualidad es fundamental para las empresas del sector productivo lo-
grar un grado de competitividad que garantice su supervivencia en un mercado mundial
cambiante. En este contexto, las empresas se ven en la necesidad de contar con una pro-
gramación de la producción efectiva, a fin de cumplir con los tiempos de entrega a sus
clientes, ya que incumplirlos puede resultar en una pérdida significativa de confianza.
Es por esto que dichos sectores productivos deben acoplar una forma de producción
que le dé la capacidad de competir a estos sectores, una de las formas de producción
que en estos momentos les está dando la capacidad de competir a estos sectores es la
producción por Sistemas de Manufactura Flexible (SMF). La tecnología de manufactura
flexible es una gran promesa para el futuro de la manufactura. Beneficios potenciales son
el mejoramiento en calidad, la reducción en costos e inventario, y un mejor manejo de
los productos.
El problema de programación de un SMF ha sido estudiado desde varios enfoques, pero a
pesar del evidente interés que despierta este problema [1, 2], la programación de un SMF
es un problema abierto. Para este problema, diversos autores han tratado de proporcionar
resultados teóricos sobre la complejidad computacional, pues esto sirve para medir la
cantidad de recursos que consume un algoritmo.
Esta dificultad se evidencia claramente en el caso de los SMF, donde se reconoce por
diversos autores que es un problema combinatorio que se clasifica como de tipo NP. Esta
característica lleva un método de resolución no determinístico consistente en aplicar heu-
rísticos para obtener soluciones hipotéticas que se van destinando (o aceptando) a ritmo
polinómico. Uno de los enfoques más exitosos para resolver este tipo de problemas, son
los Algoritmos Genéticos (AG). Los AGs han sido ampliamente utilizados por su capa-
cidad para brindar buenas soluciones a muchos de los problemas típicos de optimización
combinatoria.
Para solucionar este tipo de problema en general se propone una formulación dinámica
para resolverlo, la herramienta que mejor representa la dinámica de un SMF son las Redes
de Petri, que al combinarse con los AGs se crea una estructura híbrida que pretende
combinar aspectos deliberativos y reactivos, es decir, a cualquier reacción que se presente
en la red, se genera analíticamente y de forma deliberada las mejores acciones a realizarse.
Es por esto que los módulos reactivos se encargan de procesar los estímulos que no
necesitan deliberación (AGs), mientras que los módulos deliberativos determinan que
acciones deben realizarse para satisfacer los objetivos locales y cooperativos de los agentes
(RdP).
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Índice de algoritmos
Para verificar que este tipo de combinación hibrida sea factible, se desarrolla una meto-
dología para programar el tiempo de terminación del último trabajo en un sistema de
manufactura flexible asignando recursos a través del tiempo y teniendo presente las con-
figuraciones dependientes de las secuencias del proceso. Se emplean las Redes de Petri
como herramienta para modelar el sistema y la técnica de Algoritmos Genéticos para
optimizar la secuencia factible de disparos de las transiciones del modelo. Se muestra
el estado del arte pertinente a los temas a tratar, se modela un SMF con RdP basado
en un sistema real, se programara el método de optimización pertinente y se mostra-
ran resultados las cuales mostraran que esta metodología brinda buenas soluciones al
problema.
En resume, los sistemas de manufactura flexible presentan diversos caminos para llevar
a cabo todas las tareas programadas, esto es debido a que cada máquina puede realizar
diferentes tipos de trabajo en la misma línea de producción, es por esto que se le dará
solución a este tipo problema encontrando el menor tiempo de terminación del último
trabajo ya que hoy en día es un aspecto muy importante en el presente por el cual las
empresas o cualquier tipo de persona que posea este problema está muy interesado en
resolver.
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Parte I.
PRELIMINARES
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1. PLANTEAMIENTO DEL
PROBLEMA
En diversos sectores productivos, la programación de actividades reviste especial im-
portancia por su incidencia en la productividad y competitividad de las empresas en el
mercado. En la actualidad es fundamental para las empresas del sector productivo lo-
grar un grado de competitividad que garantice su supervivencia en un mercado mundial
cambiante. En este contexto, las empresas se ven en la necesidad de contar con una pro-
gramación de la producción efectiva, a fin de cumplir con los tiempos de entrega a sus
clientes, ya que incumplirlos puede resultar en una pérdida significativa de confianza [1].
Es por esto que dichos sectores productivos deben acoplar una forma de producción que
le dé la capacidad de competir a estos sectores, una de las formas de producción que en
estos momentos les está dando la capacidad de competir a estos sectores es la producción
por Sistemas de Manufactura Flexible (SMF). La tecnología de manufactura flexible es
una gran promesa para el futuro de la manufactura [2]. Beneficios potenciales son el
mejoramiento en calidad, la reducción en costos e inventario, y un mejor manejo de los
productos.
Un SMF se compone de una serie de máquinas-herramientas de control numérico con-
troladas por un computador, las cuales pueden procesar un grupo de trabajos [3]. El
sistema cuenta con un manejo de inventario en proceso y de materia prima controlado
por computador lo que permite dinámicamente balancear la utilización de los recursos
y que el sistema se adapte automáticamente a los cambios en la producción, mezclas de
productos, y niveles de producción.
De manera general, el problema de programación de producción corresponde a un SMF,
los cuales deben adaptarse rápidamente para producir gran diversidad de clases de pro-
ductos en pequeñas y medianas cantidades o adaptarse a producir en entornos cambian-
tes. Estos sistemas agrupan sus recursos en unidades funcionales (estaciones) en donde
se procesan diversas operaciones de los trabajos [4].
Para este tipo de sistema de manufactura es importante encontrar una herramienta de
modelado que describa apropiadamente sus características. Que permita modelar fácil-
mente sistemas con eventos concurrentes, asíncronos, distribuidos, paralelos y/o estocás-
ticos.
Hay diversos métodos que permiten modelar un sistema automatizado, para las cuales
varía su complejidad en relación en base a sus propiedades y formas de modelado, un
método óptimo para modelar un sistema automático son las Redes de Petri (RdP) [5].
En la literatura se encuentra un buen número de aplicaciones que han utilizado las RdP
para modelar sistemas cuyos eventos tengan alguna o varias de las características ya
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1. PLANTEAMIENTO DEL PROBLEMA
mencionadas. En [6] y [7] citan una amplia variedad de aplicaciones en los cuales las RdP
han sido utilizadas exitosamente, y mencionan por qué el modelado y análisis de un SMF
y Sistemas de Control Industrial, se incluyen dentro de las áreas más prometedoras en
su aplicación.
A pesar de sus evidentes ventajas para modelar sistemas SMF, las RdP no han sido
muy utilizadas en problemas de programación debido al tamaño enorme de su espacio
de estados para sistemas de tamaño real [7]. Por lo tanto, se debe buscar un enfoque que
permita manipular los tiempos de alistamiento dependientes de la secuencia, estaciones
con máquinas en paralelo no necesariamente idénticas y capacidad de almacenamiento
temporal limitado en las estaciones y optimizar los tiempos de operación de cada una de
las máquinas [8].
Para los sistemas de manufactura flexible en general, cada componente de esta tiene
asociado un tiempo diferente de operación, es por esto que existen diversos caminos hasta
terminar el último trabajo, es por esto que se debe encontrar el camino más óptimo para
disminuir el tiempo de terminación del último trabajo.
Adicionalmente la obtención de la programación de producción óptima en los sistemas
de manufactura puede ser muy compleja o imposible de encontrar en tiempos razonables
para dichos sistemas. Esta dificultad se evidencia claramente en el caso de los SMF, donde
se reconoce por diversos autores que es un problema combinatorio que se clasifica como de
tipo NP. Esto implica que este tipo de problemas son intratables y pueden caracterizarse
por el hecho de que no puede aplicarse un algoritmo polinómico para comprobar si una
posible solución es válida [1].
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2. JUSTIFICACION
El problema de programación de un SMF ha sido estudiado desde variados enfoques que
se pueden clasificar en las siguientes categorías: programación matemática [9]; inteligencia
artificial y sistemas expertos [10] y [11]; inteligencia artificial - redes neuronales [12] y [13];
técnicas de simulación y reglas de despacho [14]; lógica difusa y reglas de despacho [15];
búsqueda tabú [16]; métodos heurísticos [17]. A pesar del evidente interés que despierta
este problema, la programación de un SMF es aún un problema abierto. Los anteriores
enfoques presentan dificultades, bien sea en capturar todas las características salientes
de dichos sistemas o en presentar métodos de solución eficientes.
Para este problema, los autores antes mencionados proporcionan resultados teóricos sobre
la complejidad computacional para algunos casos particulares, pues este sirve para medir
la cantidad de recursos que consume un algoritmo (a mayor complejidad computacional
se consumen más recursos), y estos proponen una formulación de programación dinámica
para resolver el problema general.
Esta dificultad se evidencia claramente en el caso de los SMF, donde se reconoce por
diversos autores que es un problema combinatorio que se clasifica como de tipo NP. Es-
ta característica lleva un método de resolución no determinístico consistente en aplicar
heurísticos para obtener soluciones hipotéticas que se van destinando (o aceptando) a
ritmo polinómico. Uno de los enfoques más exitosos para resolver este tipo de problemas,
son los Algoritmos Genéticos (AG). Los AGs han sido ampliamente utilizados por su
capacidad para brindar buenas soluciones a muchos de los problemas típicos de optimi-
zación combinatoria tales como asignación, problema del transporte, el agente viajero,
corte de materiales, distribución de planta, etc. Según [18], para este tipo de problemas,
los AG tiene la ventaja de ser conceptualmente simple, extensamente aplicable y robusto
frente a cambios dinámicos. Además, actúan mejor que los métodos clásicos en proble-
mas reales, además pueden incorporarse datos conocidos, hibridarse con otros métodos
de optimización y resolver problemas sin soluciones conocidas.
Se combinaran las fortalezas de las Redes de Petri (RdP) y los Algoritmos Genéticos
AGs) para resolver problemas de programación en Sistemas de Manufactura Flexible.
El formalismo de las RdP permite una representación compacta y completa del sistema
de manufactura. Los AGs se pueden emplear conjuntamente con modelos de RdP para
producir programas de producción cercanos al óptimo.
Al combinar las RdP y los AGs se crea una estructura híbrida que pretende combinar
aspectos deliberativos y reactivos. Los módulos reactivos se encargan de procesar los
estímulos que no necesitan deliberación (AGs), mientras que los módulos deliberativos
determinan que acciones deben realizarse para satisfacer los objetivos locales y coopera-
tivos de los agentes (RdP).
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2. JUSTIFICACION
Por lo anterior, se plantea como hipótesis evaluar la posibilidad de determinar una meto-
dología para optimización, mediante algoritmos genéticos, el tiempo de terminación del
último trabajo para un sistema de manufactura flexible modelado con Redes de Petri.
Este enfoque se denomina evolución flexible, y representa una nueva manera de enfrentar
los problemas de optimización, en el sentido que funciona como un agente, toma deci-
siones a lo largo de su ejecución, guarda las mejores soluciones y trata de aprender el
proceso, coordinando todas las acciones que se toman.
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3. OBJETIVOS
3.1. OBJETIVO GENERAL
Desarrollar una metodología para programar el tiempo de terminación del último trabajo
en un sistema de manufactura flexible asignando recursos a través del tiempo y teniendo
presente las configuraciones dependientes de las secuencias del proceso. Se emplean las
Redes de Petri como herramienta para modelar el sistema y la técnica de Algoritmos
Genéticos para optimizar la secuencia factible de disparos de las transiciones del modelo.
3.2. OBJETIVOS ESPECIFICOS
• Realizar levantamiento del estado del arte sobre modelamiento de Sistemas de Manufactura
Flexible empleando Redes de Petri y optimización por algoritmos genéticos
• Modelar por Redes de Petri un sistema de manufactura flexible que cuenta con mínimo 3
estaciones, incluyendo brazos robot de varios grados de libertad y almacenes de materiales
que se encuentran a la entrada y salida de cada estación, de las cuales algunos de estas son
compartidas.
• Describir y plantear un sistema de optimización por algoritmos genéticos para minimizar el
tiempo de terminación del último trabajo en un sistema de manufactura flexible.
• Implementar y validar la metodología para el proceso de optimización, encontrando la mejor
ruta que minimice el tiempo de terminación del último trabajo.
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4. SISTEMAS DE MANUFACTURA
FLEXIBLE
La tecnología de manufactura flexible es una gran promesa para el futuro de la manu-
factura. Beneficios potenciales son el mejoramiento en calidad, la reducción en costos e
inventario, y un mejor manejo de los productos [2].
Un SMF tiene varias definiciones, debido a que la gente trata de describirlo desde su pro-
pia perspectiva. A un nivel superior, un SMF es una celda de maquinado con tecnología de
grupos altamente automatizada que consiste en un grupo de estaciones de procesamiento.
También puede ser un grupo de máquinas manufactureras dedicadas a un solo propósito,
proveyendo flexibilidad debido tanto al flujo variable de material entre estaciones como
a las diferentes combinaciones de usar estaciones de operaciones simples [2]. En ambos
casos, el resultado final es la capacidad de manufacturar piezas o ensamblados usando
el mismo grupo de máquinas. Una línea de producción con uso y operación variable de
las estaciones puede funcionar como SMF. Es por esto que la manufactura flexible des-
cribe cualquier grupo de máquinas o centros con el objeto de mover material entre ellos.
El sistema completo está manejado por cualquier sistema de control, los cuales pueden
manufacturar colectivamente diferentes partes y productos desde el inicio al final.
Las máquinas herramientas usadas en SMF usualmente son centros de mecanizado, pero
también pueden usarse otros equipos, como estaciones de inspección o de ensamblado,
e incluso equipamiento para acabado superficial. El concepto SMF de manufactura está
caracterizado por la capacidad de integrar estaciones de trabajo, manejo automático de
materiales y control computacional.
El uso de SMF conlleva el uso de otros sistemas, como son la tecnología de grupo (GT,
Group Technology), que permite clasificar piezas con características de fabricación simi-
lares, la tecnología JIT (Just In Time, justo a tiempo), que permite que las materias
primas lleguen al lugar indicado en el momento preciso.
El concepto SMF es visto por muchos expertos como, al menos, una solución parcial al
problema de producción de mediano volumen, la cual alcanza a nivel de países industria-
lizados al 40% de la producción total. Los productos hechos en masa alcanzan solo el
25% del total [2].
La tendencia actual es la de usar diseños más modulares, los cuales permitan a los
fabricantes de máquinas herramientas tener algunos de los módulos básicos de funciones
pre-construidos, o a usar piezas y sub-ensambles más comunes, con el fin de disminuir
los tiempos de entrega [21].
La implementación de un sistema SMF es conveniente cumplir con algunas especifica-
ciones, y aunque éstas no son absolutamente necesarias, se aconseja su uso: Se deben
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establecer caminos para desarrollar subsistemas comunes de control de estadísticas, ad-
ministración de mantención, de tal manera que éstos estén integrados con los otros sub-
sistemas
• Se debe usar un software común para integrar los sistemas actuales
• Se debe usar convenciones (software) comunes para las interfaces hombre/máquina, de
tal manera que los operadores, inspectores y mantenedores usen el mismo procedimiento
al interactuar con todas las máquinas
• Se debe usar una base de datos administrativa
• Se debe usar equipamiento computacional común para la información gráfica y de texto
• Las especificaciones de control de programación deben estar estandarizadas con el fin
de incorporar interfaces comunicacionales con los proveedores y distribuidores
El uso de robots se ha intensificado últimamente, a tal punto que hoy son vistos sim-
plemente como máquinas herramientas CNC, que son incorporadas a SMFs. Cuando son
apropiados, los robots se usan para el manejo de materiales, fijación de piezas en las
máquinas y otros procesos que son hechos mejor por el robot que por una máquina CNC
dedicada. Muchos distribuidores de SMF proveen los robots como parte integral de los
sistemas, y en esto hay que tener precaución, pues los robots no son siempre compati-
bles [21].
El software y hardware SMF deben trabajar juntos en tiempo real, y una simulación es
una buena manera de asegurar que esto ocurra. Debe existir primero una planeación de
la capacidad de la planta para así, conociendo la demanda y las condiciones de opera-
ción, diseñar una estrategia que permita una adecuada base para la fase de planeación
del MRP (Material Requirements Planning, planeación de requerimientos de productos).
Éste, basado en los inventarios que maneja, desarrolla un programa de entrega de pro-
ductos. Debe existir, por tanto, un programa computacional de tiempo real que vaya
comprobando la ejecución de las funciones encomendadas, y que reconozca errores de tal
manera de no mandar materiales a una máquina que esté fallando.
Como últimamente se ha intensificado el uso de robots sumándole el interés de las empre-
sas que poseen sistemas de manufactura flexible el realizar más procesos con las mismas
maquinas, se pueden encontrar varios caminos de procesamiento cada uno de ellos con
diferentes tiempos de proceso diferentes, por lo tanto, comienza aparecer un proble-
ma, cual camino se debe seleccionar (cúal es el mejor tiempo del último trabajo), este
problema conlleva a modelar el SMF con alguna herramienta que permita modelar los
diferentes procesos concurrentes y combinarlos híbridamente con un problema de opti-
mización mediante métodos metaheurísticos para poder así encontrar la ruta óptima y
disminuir gastos por operación y cumplir con los tiempos demandados por los respectivos
clientes [25].
El tiempo del último trabajo se refiera a aquel con el cual se cierra toda la línea de
producción, es decir, es el tiempo acumulado con el cual se cumple el último trabajo y
el SMF cumple con todas las tareas asignadas.
Teniendo ya acoplados todas las diferentes partes que conforma un SMF, el problema
radica ya en encontrar la correcta operación de estos tipos de sistemas ya que como
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tienen una gama tan amplia de producción, se presentan varios caminos que no cumplen
con la exigencia de tiempos de operación, por lo que en los SMF se encuentran múltiples
caminos las cuales muchos llevan a no utilizar el tiempo de operación de forma óptima,
es decir, varios de estos caminos aunque realicen todas las trabajos programadas, no
todos aprovechan la capacidad que tienen estos sistemas de trabajar en línea, puesto que
se puede presentar que en varias ocasiones se esté realizando un trabajo con el cual al
mismo tiempo se puede realizar otro en línea el cual me reduce el tiempo de terminación
del último trabajo, es por este que es de vital importancia la programación correcta de
las actividades a realizarse presentando aquellas actividades que se pueden realizar en
forma simultanea (en línea), para así poder optimizar los tiempos de terminación del
último trabajo y se espera que los resultados reflejen esto último otorgando la secuencia
correcta de transiciones a disparar para las SMF modelados.
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5. REDES DE PETRI
5.1. DEFINICIÓN FORMAL DE RdP:
Una RdP es una forma particular de un grafo dirigido bipartito [5], consiste en:
Nodos: La RdP tiene dos tipos de nodos conocidos como plazas (p) y transicio-
nes (t), que gráficamente se representan con círculos las plazas y barras para las
transiciones
Plazas (P 1, P 2, ..., Pm)
Transiciones (T 1, T 2, ..., Tm)
Las plazas representan condiciones y las transiciones representan eventos. Las tran-
siciones tienen un número de plazas entrantes y salientes que representan las pre-
condiciones y las post-condiciones para la ocurrencia del evento respectivo, ya que
solamente se dispara una transición una vez haya los tokens requeridos en todas
las plazas de entrada (Los tokens son aquellas marcas que se encuentran en las
plazas las cuales representan que en la plaza se está ejecutando un trabajo y/o hay
trabajos en espera).
Arcos: Los arcos son segmentos orientados que van dirigidos de plazas a transiciones
y/o de transiciones a plazas y cada arco puede tener un peso asociado, un arco
con un peso asociado m se interpreta como un grupo de m arcos paralelos, esta
propiedad de los arcos en la RdP puede ser asimilada en la programación de SMF
como tamaños de lotes que van transitando por la red.
F :⊆ (PxT ) ∪ (TxP )
Es el conjunto de arcosW : F → {1, 2, 3 . . .}
Marcaje: El marcaje representa el estado de la red en cualquier momento, asignan-
do números no negativos a cada plaza a medida que se va haciendo el recorrido
por la red. Cada número asignado demuestra la presencia de tokens en una plaza
determinada. Un token en una plaza representa el estado lógico (falso o verdadero)
de la condición asociada a esa plaza.
M0 : P → {1, 2, 3, . . .}Es el marcaje inicial
La estructura de una RdP entonces es: N = (P, T ;F,W,M0)
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5.2. REGLAS DE DISPARO
Para poder recorrer la red es necesario disparar cada una de las transiciones a través de
las siguientes reglas de disparo [5]:
Una transición está disponible si el número de tokens en sus plazas de entrada es
mayor o igual a W i(Pi, t) los pesos de los arcos que conectan estas plazas con la
transición en consideración.
Una transición disponible puede o no puede ser disparada dependiendo de que
ocurra o no el evento que representa esa transición.
El disparo de una transición disponible t remueve W i(Pi, t) tokens de cada plaza
de entrada p a t y suma W i(Pi, t) tokens a cada plaza de salida p de t.
Cuando hay una transición sin ninguna plaza de entrada, esta es llamada transición
fuente y está disponible sin ninguna condición, mientras que una transición sin ninguna
plaza de salida es llamada transición sifón, ya que consume todos los tokens de las plazas
de entrada y no produce ninguno.
5.3. REPRESENTACIÓN MATRICIAL
5.3.1. Matriz de incidencia
La matriz de incidencia A = {aij} de una RdP es una matriz de mxn, donde n es el
número de transiciones y m el número de plazas en la red, y tiene la información de
cuáles plazas entran y salen de cada una de las transiciones y del peso de los arcos que
hay entre las plazas y las transiciones, es decir, la cantidad de tokens que entran y salen
de una transición, es por esto que puede descomponerse en dos sub-matrices;
La matriz de incidencia posterior:
a+ij = W (i, j)
Donde W (i, j) es el peso de los arcos desde la transición i hasta su plaza de salida
j.
La matriz de incidencia previa:
a−ij = W (i, j)
Donde W (i, j) es el peso de los arcos desde la plaza j hasta la transición i
La matriz de incidencia queda de la siguiente forma:
aij = a
+
ij − a−ij
La transición se encuentra disponible en el marcaje M si
a−ij ≤M(j),→ j = 1, 2, . . . ,m
21
5. REDES DE PETRI
5.3.2. Ecuaciones de estado
Estas ecuaciones sirven para ver la evolución de los tokens. Se tiene entonces:
Un vector columna mx1 Mk: . La posición j-esima describe el número de tokens en
Mkuna plaza j inmediatamente después del k-ésimo disparo en alguna secuencia
de disparos
Un vector UK de control, es un vector columna nx1, con n-1 ceros y una entrada i
diferente de cero, indicando que la transición i fue disparada en el k-ésimo disparo.
Mientras que la i-esima fila de la matriz de incidencia A denota el cambio en el
marcaje como consecuencia de que la transición i fue disparada.
Mk = Mk−1 +A ∗ Uk donde (k = 1, 2, 3, . . .)
5.3.3. Condiciones de alcance
Si un marcajeMd es alcanzable desdeM0 a través de una secuencia de disparos {U0, U1, . . .},
esto representa la evolución (traspaso de los tokens) en la red donde A = a+ij ∗ a−ij
Md = M0 +A ∗
d∑
k=1
Uk
A ∗ x = ∆M
Donde ∆M = Md −Mo y x =
∑d
k−1 Uk, donde x es un vector columna nx1 de enteros
no negativos llamado el vector contador de disparos. La i-esima posición de x muestra la
cantidad de veces que la transición i debe ser disparada para transformarM0 enMd. Este
sistema tiene solución x si ∆M es ortogonal a toda solución y del sistema homogéneo.
Ay = 0
5.4. TIEMPOS EN LAS REDES DE PETRI
Las RdP temporizadas han sido ampliamente utilizadas para el modelamiento y eva-
luación de desempeño de los SMF [22], ya que admiten el tiempo de proceso de cada
operación como parte fundamental de su estructura. El factor tiempo puede ser asocia-
do en una RdP a las transiciones o a las plazas dependiendo de la configuración de la
red. Si se definieron las transiciones como las operaciones desarrolladas en una máquina,
entonces las plazas se toman el tiempo de proceso de dicha operación para ser dispara-
das, en este caso todas las plazas son definidas como buffers [23]. Si por el contrario, las
transiciones se refieren a eventos en la red y las plazas se asocian a las operaciones de los
trabajos a desarrollar, entonces las transiciones se disparan, con duración cero, solamente
cuando todos los tokens que la habilitan se encuentran disponibles, es decir, durante el
intervalo de tiempo que dura la operación en ejecución asociado a las plazas, los tokens
no se encuentran disponibles, esto es llamado como Tiempo de procesamiento remanente,
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el cual está representado por la siguiente fórmula la cual muestra cuanto hace falta para
que una operación sea completada [24].
M¯(k + 1) = M¯(k)− τ(k) ∗ P¯ ∗ M¯p(k) + W¯ ∗ A¯ ∗ u¯(k)
Un sistema de marcaje es utilizado para indicar la distribución de los tokens en la red,
dado que al momento de disparar una transición se retiran los tokens disponibles de cada
plaza de entrada y se depositan en cada plaza de salida. Los tokens depositados en P i
permanecen en estado no disponible en el intervalo de tiempo (t, t + di), donde t es el
tiempo en el que los tokens llegaron a las plazas i y di es el tiempo de proceso asociado
a dicha plaza. El sistema de marcaje se modela mediante la siguiente ecuación [25]:
M¯p(k + 1) = M¯p(k) + A¯ ∗ u¯(k)
Después de generar el nuevo marcaje usando el u¯(k), se debe saber cuales transicio-
nes serán las que queden habilitados, esto es con el fin de saber cuales transiciones
están disponibles para así poder seguir evolucionando las marcas en la RdP hasta
finalizar todos los trabajos. Para lograr lo anterior, se debe comparar lógicamente
la matriz columna del nuevo sistema de marcaje resultante con cada columna de
la sub matriz de incidencia previa I, si el resultado es igual a cada columna de la
submatriz de incidencia previa I, la transición correspondiente queda habilitada,
es decir, si M¯p(k + 1) es igual lógicamente a todas las filas de cada m columnas
de I (Donde I es una matriz nxm), en esa posicion m se debe marcar un 1 en el
vector que me represente todas las posibles transiciones que están habilitadas, es
decir, que estan listas para ser disparadas.
Para que una transición quede habilitada con respecto a su tiempo de operación,
todas las plazas deben tener token igual o mayor al peso del arco que las conecta
y debe cumplir el tiempo de operación aisgnado (Tiempo de procesamiento rema-
nente).
El estado general del sistema puede ser expresado de la siguiente manera [23], [25]
X¯(k + 1) =
[
¯Mp(k + 1)
¯Mr(k + 1)
]
=
[
I¯ 0¯
−τ(k) ∗ P¯ I¯
]
∗
[
Mp(k)
M r(k)
]
+
[
A¯
W¯ ∗ A¯
]
∗ u¯(k)
Donde X¯(k + 1) es el vector variables de estado (2mx1) en el estado k + 1, es
decir, después de k+ 1 transiciones disparadas, que consiste en un vector (mx1) de
marcaje M¯p(k + 1) y un vector (mx1) de tiempo remanente M¯r(k + 1), donde m
es el número de plazas en la red y n el número de transiciones, las componentes de
la anterior .ecuación se describen a continuación.
• I¯ =Matriz diagonal mxm
• 0¯ =Matriz de ceros mxm
• τ(k) =Tiempo transcurrido entre dos disparos
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• P¯ =Matriz diagonal mxm, que sirve para distinguir las plazas de operación
de las plazas recursos P¯ij = 1 si i = j y i es una plaza operación, P¯ij = 0 en
el resto
• ¯u(k) =(mx1) es un vector de control que determina cual transición se dispara
después de k disparos, es un vector de ceros y unos, ¯u(k) = 1 indica que la
transición j fue disparada, 0 de lo contrario
• A¯ =Matriz de incidenca mxn
• W¯ =Matriz diagonal mxm dondeWij = tiempo de proceso asociado a la plaza
i cuando i = j, 0 de lo contrario
Cuando una acción u¯k es tomada, el tiempo de proceso remanente asociado con los
tokens en una plaza operación son actualizados con dos términos dinámicos:
• Una reducción universal causada por el tiempo transcurrido entre dos disapros
consecutivos, que se representa con −τ(k) ∗ P¯ ∗ M¯p(k), esto es, cuando la j-
esima es disparada después, τ(k)) es el tiempo máximo de proceso remanente
de las plazas de entrada a la j-esima , que debe ser sustraído del tiempo de
proceso remanente y los tokens correspondientes son movidos desde las plazas
de entradas a las plazas de salida,
• El tiempo de proceso adicionado por un nuevo disparo W¯ ∗A ∗ Uk
5.5. PROPIEDADES DE LOS SMF
Para el presente trabajo se van a emplear dos redes de SMF, las dos definidas en [25].
Los SMF definidas en [25] serán analizadas teniendo en cuenta el manejo de diferentes
marcas iniciales. Para el primer caso se empleará una red no binaria con una única marca
inicial en las plazas de entrada (P0 y P6), mientras que para el segundo caso se empleará
una red binaria, donde habrán 2 marcas iniciales en P0 y 3 marcas iniciales en P6. La
red que será expuesta para la implementación tendrá de a 3 marcas iniciales en las plazas
de entrada, más adelante se mostrará en detalle las caracteristicas de esta red.
5.5.1. Características del SMF 1
El SMF que se encuentra en [24], posee las siguientes características:
Se tiene un sistema de manufactura flexible con 2 trabajos y 3 máquinas (maq0,
maq1 y maq 2). La descripción de cada trabajo esta dada en la tabla 5.1. Los
tiempos de procesos de cada operación se muestran en paréntesis, donde el tiempo
puede ser cualquier unidad de medida (horas, segundos, etc.).
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Trabajo 1 Trabajo 2
Operación 1 Maq0 (2) Maq0 (6)
Operación 2 Maq1 (5) ó Maq2 (5) Maq1 (7)
Cuadro 5.1.: Rutas y tiempos de operación para cada trabajo
La ruta del trabajo 1 se puede modelar como lo indica la figura 5.1.
Figura 5.1.: Ruta de trabajo 1
La descripción de cada plaza es como se muestra en la tabla 5.2
P0 Trabajo 1 disponible
P1 Trabajo 1 en proceso por máquina 0
P2 Trabajo 1 finaliza operación 1
P3 Trabajo 1 en proceso por máquina 1
P4 Trabajo 1 en proceso por máquina 2
P5 Trabajo 1 finaliza operación 2
P6 Trabajo 2 disponible
P7 Trabajo 2 en proceso por máquina 0
P8 Trabajo 2 finaliza operación 1
P9 Trabajo 2 en proceso por máquina 2
P10 Trabajo 2 finaliza operación 2
Cuadro 5.2.: Descripción de cada plaza de la figura 5.1
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La ruta del trabajo 2 se puede modelar como lo indica la figura 5.2
Figura 5.2.: Ruta del trabajo 2.
Cabe mencionar que las plazas p1 p3 y p4 son las 3 máquinas del trabajo 1; y las
plazas P7 y P9 son las 2 maquinas del trabajo 2. Las plazas P1 y P7 son la misma
maquina y las plazas P4 y P9 son las mismas pero diferentes a las anteriores, por lo
tanto entre estás debe ir una plaza que me ayude a simular el recurso compartido.
Notar que las plazas P0 a P5 pertenecen al trabajo 1y las plazas P6 a P10 al
trabajo 2. Las plazas de recurso no han sido asignadas. Se tienen 2 recursos que
requieren del mismo numero de plazas de recursos. Estas plazas son P11 y P12
que corresponden al Mach0 y Mach 2 respectivamente, la descripción de cada plaza
recurso se muestra en la tabla 5.3
P11 Mach 0 disponible
P12 Mach 1 disponible
P13 Mach 2 disponible
Cuadro 5.3.: Descripción de cada plaza de recurso
Ahora falta la adición de recursos compartidos que se realiza como se muestra en
la figura 7.3.
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Figura 5.3.: Ruta de trabajo final
Se puede observar que al considerar las plazas recursos mostradas en la tabla 5.3
las cuales unen los trabajos mostrados en las figuras 5.1 y 5.2 para las plazas 1-
6 y 3-9 respectivamente, estos recursos distribuyen el recurso únicamente para la
acción de un único trabajo, es decir, mientras uno lo esté utilizando el otro no lo
puede utilizar, por lo tanto, si la transición correspondiente a la plaza 6 se disparó,
la transición correspondiente a la plaza 2 no se puede disparar hasta que todo el
trabajo que representa la plaza 6 haya terminado
5.5.2. Características del SMF 2
El SMF que se encuentra en [33], posee las siguientes características, pero cabe mencionar
que este SMF no es explícitamente el mismo que se encuentra en este documento, más
bien es un diseño tomando los datos de placa que se encuentran en [33], considerando
que este comparte características similares al del SMF 1, estas se pueden apreciar a
continuación:
Se tiene un sistema de manufactura flexible con 2 trabajos y 3 máquinas (mach1,
mach2 y mach 3), La descripción de cada trabajo esta dada en la tabla 5.4. Los
tiempos de procesos de cada operación se muestran en paréntesis.
Material Operación 1 Operación 2 Operación 3
Trabajo 1 (Mat. A) Mach1 (20) Mach3 (5)
Trabajo 2 (Mat. B) Mach2 (15) Mach3 (16)
Cuadro 5.4.: Rutas y tiempos de operación para cada trabajo
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En este SMF se encuentran dos modelos de robots de siete grados de libertad, se
utilizó como referencia el ARMDROID 2001 de Lab Volt [33]. El robot 1 transporta
el material A a la máquina 3, y el robot 2 transporta el material B a la máquina 3.
La descripción de cada robot se muestra en la tabla 5.5. Los tiempos de procesos
de cada operación se muestran en paréntesis.
Movimiento del robot
Tipo de producto
A B
Robot 1 Robot 2
Baja y abre la pinza T(2) T(2)
Cierra la pinza T(1) T(1)
Mueve el brazo hacia arriba T(2) T(4)
Traslado de la pieza T(5) T(6)
Baja la pinza T(2) T(4)
Abre pinza (Entrega objeto) T(1) T(1)
Sube el brazo T(2) T(2)
Retorno del brazo T(3) T(2)
SUMATORIA DE TIEMPOS 18 22
Cuadro 5.5.: Rutas y tiempos de operación para cada robot
Cabe mencionar que para implementar estos robots pertenecientes a este SMF en
las RdP, serán modelados como una transición para cada uno y cuyo valor en tiempo
será la sumatoria de todas las actividades que realiza cada uno.
A continuación se muestra la figura 5.4 que ilustra como es el SMF al que se le va
a implementar el algoritmo de optimización.
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Figura 5.4.: SMF 2
5.5.3. Programación del último trabajo
Como se puede apreciar en las figuras y en las tablas que se mencionaron anteriormente,
cada tipo de máquina que pueda procesar diferentes tipos de materiales (diferentes tipos
de operación) estas presentan diferentes tiempos de operación esto conlleva a que cada
proceso que se elija marcará un tiempo diferente a que si se hubiera elegido el otro camino,
y si estos caminas se dividen en más, se presentaran diferentes caminos con diferentes
tiempos de operación, es por esto que el objetivo principal es encontrar el camina que
posea el menor tiempo de operación, para esto el SMF se modelará con redes de Petri y
se optimizará con algoritmos genéticos
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En la naturaleza, los individuos mejor dotados genéticamente tienen mayor capacidad de
supervivencia cuando los recursos son escasos y/o cuando cambian las condiciones del
medio ambiente. Mejor dotado significa mejor capacidad de supervivencia y, en última,
instancia, esta cualidad o capacidad es determinada por el contenido genético de cada
individuo. La unidad básica del contenido genético es el gen. El conjunto de gen forma
el cromosoma (o conjunto de cromosomas) que determina la calidad genética de un
individuo.
La alteraciones y las diversificaciones del material genético constituyen la esencia de la
evolución. Así, se puede afirmar que la evolución es consecuencia de la acción conjunta
de la selección natural y de todos los mecanismo que producen diversidad genética. En
la naturaleza, los individuos compiten por alimento, espacio, para evitar enfermedades
y también para aparearse produciendo predominio de los individuos mas fuertes. Por lo
tanto, solamente los individuos mejor dotados sobreviven y se reproducen transmitiendo
sus gen mejor dotados a la siguiente generación. El proceso repetido de selección en medio
de una gran diversidad genética es la clave de la evolución según Darwin y sus seguidores.
En otras palabras, sin la gran diversidad genética que existe entre los individuos seria
difícil el proceso de evolución de las especies.
6.1. ESTRUCTURA DE UN ALGORITMO GENÉTICO
En la naturaleza lo único que hay que optimizar es la supervivencia, eso significa que
a su vez maximizar diversos factores y minimizar otros. Un algoritmo genético simple
consiste en lo siguiente: hallar los parámetros del problema, codificarlos en un cromosoma
y aplicar los métodos de la evolución (selección, reproducción sexual con intercambio de
información y alteraciones que generan diversidad) [27].
En un algoritmo genético se parte de una población de m posibles soluciones a un pro-
blema dado (m individuos). Sobre esta población inicial (P0) se realizaran diferentes
procesos, estos son los siguientes [20]:
Selección: en este proceso se eligen n individuos de la población inicial P0 que van
a pasar a la siguiente generación, generalmente n = m. estos individuos forman
la población inicial Pi. De estos n individuos se vuelven a seleccionar p individuos
(p = n) que serán utilizados como progenitores y utilizaran la reproducción para
generar descendientes.
30
6. OPTIMIZACIÓN POR ALGORITMOS GENÉTICOS
Reproducción: en este proceso, los p individuos de la población intermedia pi se
juntan en parejas y generan q descendientes; ahora la población intermedia Pi está
formada por n+ q individuos.
Reemplazo: en este proceso, de los n+ q individuos de la población intermedia Pi,
se eligen n individuos, generalmente los más aptos, que son los que formaran la
siguiente población.
Estos procesos se irán ejecutando cíclicamente, generación tras generación, hasta que uno
de los individuos de la población sea lo suficientemente apto como para ser considerado
solución óptima.
Para evaluar la aptitud de cada individuo dentro de una población es necesario utilizar
una función de aptitud fitness (w) que se obtiene a partir de una función de evalua-
ción Eval(w). Normalmente la función de aptitud se obtiene tras realizar un escalado
y un desplazamiento a la función evaluación, aunque a veces ambas funciones pueden
coincidir [20].
6.2. INDIVIDUOS
La representación de cada individuo dentro de una población, se realiza por medio de
una cadena de bits de longitud L fija (bit1, bit2, bit3. . . bitL). Estos individuos pueden
estar formados por un único gen o por varios. A continuación se explica que es un gen y
otros conceptos comúnmente utilizados en los algoritmos genéticos.[20]
Gen: Es cada parámetro que caracteriza a un individuo, y por ello los gen que lo
conforman establecerán el comportamiento del mismo. El número de gen dentro de
un individuo es variable y depende de la aplicación. Cada gen se representa por
uno o más bits consecutivos.
Genoma: Son todos los parámetros o gen diferentes, que caracterizan a todos los
individuos de una población.
Genotipo: Es la información genética que describe a un individuo especifico, es
decir , los gen que posee.
Fenotipo: Es la expresión del genotipo, es decir, una cadena de números binarios.
6.3. CODIFICACIÓN
Los individuos (posibles soluciones al problema), pueden representarse como un conjunto
de parámetros, los cuales agrupados forman una lista de valores llamados cromosomas.
Si bien el alfabeto utilizado para representar los individuos no debe necesariamente estar
constituido por el (0, 1), buena parte de la teoría en la que se fundamenta los algoritmos
genéticos utiliza dicho alfabeto. La adaptación al problema de un individuo depende de la
evaluación del genotipo. Esta última puede inferirse a partir del fenotipo, es decir, puede
ser computada a partir del cromosoma, usando la función de evaluación. La función
de adaptación debe ser diseñada para cada problema de manera específica. Dado un
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cromosoma particular, la función de adaptación le asigna un número real, que refleja el
nivel de adaptación al problema del individuo representado por el cromosoma.
La mayoría de las veces una codificación correcta es la clave de una buena resolución
del problema. Generalmente, la regla heurística que se utiliza es la llamada regla de los
bloques de construcción, es decir, parámetros relacionados entre sí deben estar cercanos
en el cromosoma. Por ejemplo, si queremos codificar los pesos de una red neuronal, una
buena elección será poner juntos todos los pesos que salgan de la misma neurona de la
capa oculta. En esta, todos los pesos señalados con trazo doble se codifican mediante
grupos de bits o bytes sucesivos en el cromosoma.
En todo caso, se puede ser bastante creativo en la codificación de un problema, teniendo
siempre en cuenta la regla anterior. Esto puede llevar a usar cromosomas bidimensionales,
tridimensionales, o con relaciones entre gen que no sean puramente lineales de vecindad.
En algunos casos, cuando no se conoce de antemano el número de variables, fijando un
número máximo, o lo que es mucho más natural, crear un cromosoma que pueda variar
de longitud. Normalmente, la codificación es estática, pero en casos de optimización
numérica, el número de bits dedicados a codificar un parámetro puede variar. Algunos
paquetes de algoritmos genéticos adaptan automáticamente la codificación según van
convergiendo los bits menos significativos de una solución [26].
6.4. LOS OPERADORES GENÉTICOS
En los algoritmos genéticos hay una amplia gama de operadores genéticos. Estos operado-
res se utilizan para hacer evolucionar a individuos de tal forma que vayan sobreviviendo
los mejores [19].
6.4.1. Selección
Este operador genético permite seleccionar las configuraciones de la población actual que
deben participar en la generación de las configuraciones de la nueva población (nueva
generación). Por lo tanto, la función del operador de selección termina después de decidir
el número de descendientes que debe tener cada configuración de la población actual.
Así, por ejemplo, algunas configuraciones pueden generar varios descendientes y otras
ninguno, desapareciendo la información de estas configuraciones que son consideradas de
baja calidad. La forma más simple de implementar la selección es usando el denominado
esquema de selección proporcional. En esta estrategia cada configuración tiene derecho
a generar un número de descendientes que es proporcional al valor de su función de
adaptación.
La propuesta inicial, y aun usada, para resolver el problema de número de descendientes
no entero es el denominado esquema de selección de la ruleta (roulette wheel selection
scheme). Aquí aparece una de las componentes aleatorias del proceso de optimización
usando AG (la primera fue la generación de configuraciones en forma aleatoria). Se ha
observado experimentalmente que la selección proporcional tiene dos problemas serios:
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(1) en las fases iniciales del proceso puede aparecer el problema de super-selectividad
donde algunas super-configuraciones pueden contaminar las nuevas generaciones porque
tendrían derecho a generar muchos descendientes, produciendo convergencia prematura
a un óptimo local. De igual manera, en las fases finales del proceso existe el proble-
ma de perdida de selectividad porque casi todas las configuraciones tienen funciones de
adaptación muy similares [19].
6.4.2. Recombinación
Las configuraciones resultantes del proceso de selección son sometidas a recombinación.
La traducción de recombinación es un poco complicada aunque es una palabra que fue
generada del término crossing over, o sea, de la recombinación genética analizada ante-
riormente. Sin embargo, el operador de recombinación en algoritmos genéticos consiste
e intercambiar partes de dos vectores para formar dos nuevos vectores donde uno de
los vectores nuevos tiene parte de los elementos de un vector y parte de los elementos
del otro vector. Así, tiene sentido decir que dos vectores son cruzados o (re)combinados
para formar dos nuevos vectores. Se puede notar que el fenómeno de crossing over es un
fenómeno genético diferente (dos cintas gemelas se separan, intercambiando partes de las
cintas, y formando dos cintas nuevas separadas que después se duplican) y más complejo.
Sin embargo, usando un raciocinio superficial se puede decir que ambos procesos crossing
over (en genética) y recombinación (en AG) son fuentes (generadores) de diversidad.
Por lo tanto, generalmente, este operador genético es denominado crossover, cruzamien-
to o recombinación, e intenta simular el fenómeno de crossing over de la genética. Aquí,
se usa el término recombinación para evitar confusiones. El operador de recombinación
consiste en elegir dos configuraciones seleccionadas y generar a partir de ellas dos nue-
vas configuraciones donde las nuevas configuraciones tienen partes de las configuraciones
originales. Generalmente a las configuraciones seleccionadas (originales) se les denomina
configuraciones padres y a las nuevas configuraciones se les denominan configuraciones
hijos pero estos términos pueden causar confusión porque estos inducen a hacer un pa-
ralelismo con reproducción sexuada. Lógicamente, el operador de recombinación en AG
no tiene relación con la reproducción sexuada en genética [19]
6.4.3. Mutación
En la codificación binaria mutar significa simplemente cambiar el valor de una variable
de 0 a 1 o viceversa. En los trabajos teóricos iniciales de AG la mutación siempre se
consideró un operador secundario (cardinalidad 2). Sin embargo, este punto de vista está
cambiando especialmente cuando se trata de aplicaciones en problemas reales de gran
tamaño (cardinalidad 1).
La tasa de mutación ρm indica la probabilidad de que una posición (celda binaria) pueda
tener su valor actual modificado. En el análisis teórico, y en las propuestas originales, se
sugiere que la mutación debe ser intentada bit por bit (celda por celda) y así la decisión
de mutación de una posición binaria es independiente de la mutación realizada en las
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tras celdas binarias de una configuración. Suponer que se selecciona una mutación de
ρm = 0, 05 entonces cada bit de una configuración es sometida a mutación con esta
probabilidad. Así, es generado un número aleatorio ρ ∈ [0, 1] y si ese número es menor
que ρm = 0, 05 entonces se realiza la mutación [19].
En la implementación de mutación también existe la necesidad de generar números alea-
torios produciendo una nueva decisión de tipo aleatoria en el AG. Obsérvese que con
esta propuesta original, si se está resolviendo un problema real con una población de 200
configuraciones y 1000 elementos (celdas) binarios por configuraciones, entonces imple-
mentar mutación significa generar 200000 números aleatorios y realizar un número igual
de pruebas de validación en mutación.
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7. METODOLOGÍA PARA EL
MODELAMIENTO
7.1. SISTEMAS DE MANUFACTURA FLEXIBLE
Para el presente trabajo se van a emplear tres redes de SMF, dos definidas en [25] y una
definida especialmente para realizar la implementación. Los SMF definidas en [25] serán
analizadas teniendo en cuenta el manejo de diferentes marcas iniciales, para el primer
caso solo tendrán 1 única marca inicial en las plazas de entrada (P0 y P6), mientras que
para el segundo caso habrán 2 marcas iniciales en P0 y 3 marcas iniciales en P6. La red
que será expuesta para la implementación tendrá de a 3 marcas iniciales en las plazas de
entrada, más adelante se mostrará en detalle las características de esta red.
7.2. REDES DE PETRI
Para poder modelar correctamente los sistemas de manufactura flexible (SMF), se utiliza-
rá la plataforma llamada Platform Independent Petri Net Editor (PIPE), el cual permite
modelar teniendo en consideración las plazas de procedencia, los tiempos que poseen las
plazas operación, las cuales se reflejaran en las transiciones de la red. A continuación se
mostrará el modelado de las dos SMF a considerar, también se mostrara una tabla en la
cual se mostrará los tiempos acumulados de la red con los diferentes posibles inicios que
puedan tener estos, esto con el fin de tener referencia cuales deberían ser un aproximado
del camino óptimo de cada uno de los SMF a considerar
7.2.1. Modelado del SMF
7.2.1.1. Red de Petri para el SMF (1):
Para este SMF, el modelado de la red de Petri se hizo tal y como muestra la figura 5.3,
ya que este es la red que se muestra en [34]. La red de Petri se muestra en la figura 7.1
empleando PIPE como plataforma de modelamiento.
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Figura 7.1.: Red de Petri para el SMF 1 en PIPE
Para la figura 7.1, las transiciones que están sensibilizadas inicialmente son T0 y T6, las
plazas P0 y P6 tienen inicialmente 2 y 3 marcas respectivamente (también se analizará
el caso en donde las plazas P0 y P6 poseen una única marca inicial). Las transiciones
T0-T2-T3-T6 y T8 son instantáneas, la submatriz de incidencia posterior es como se
muestra en la figura 7.2 y la submatriz de incidencia previa es como se muestra en la
figura 7.3.
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Figura 7.2.: Matriz de incidencia posterior
Figura 7.3.: Matriz de incidencia previa
Como se puede apreciar esta red de Petri posee dos caminos diferentes con marcas iniciales
diferentes de cero (las marcas representan cuantos materiales van a pasar por está linea de
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producción), en la parte superior el camino inicia con 2 marcas P0 mientras que el camino
de abajo inicia con 3 marcas P6, esto es muy importante, ya que para poder encontrar la
ruta que posea el menor tiempo de terminación del último trabajo las marcas deben llegar
al final de la red (Se deben finalizar todos los trabajos), y entre más sean las marcas, más
será el tiempo que se necesite la red en cumplir con todos los procesos (entre más marcas,
más tiempo de operación acumulado tendrá, esto es debido a que cada marca pasará por
las transiciones que marcan tiempos, por lo tanto acumularán más tiempo cada vez), los
tiempos en esta red están localizados en las transiciones T1(2)-T4(5)-T5(5)-T7(6)-T9(7),
esto es muy importante, ya que estas transiciones darán las pautas para saber cual es el
tiempo de proceso para cada camino posible de la red, ya que el resto de las transiciones
son inmediatas y no acumulan tiempo.
A continuación, se mostrará las tablas 7.1 y 7.3 las cuales representan los tiempos de
disparos de cada transición que se haya efectuado y el acumulado de estos. La descripción
y la lectura de lo mostrado en las tablas es la siguiente:
En la primera columna abarcando todas las filas, se encuentra la lista de transicio-
nes que posee la RdP, mientras que la primera fila abarcando todas las columnas
se menciona la cantidad de posibles disparos que pueden sufrir las transiciones,
para este caso son 20 la cantidad máxima de disparos que puede tener la red. Ca-
da columna de la primera fila representa un disparo, para saber cual fue este se
marca con un 0, si este posee algún tiempo de operación, este afectará a los otras
transiciones que poseen tiempos de operación y que estén en esos momentos sensi-
bilizadas de lo contrario no será afectada, a las que son instantáneas, no las altera
y siguen teniendo un tiempo de operación de 0. Como al dispararse una transición
evoluciona los tokens y puede que se sensibilice la transición correspondiente (Se
dice que puede porque hay transiciones que poseen tiempos de operación y a menos
que se cumpla este tiempo, está no estará sensibilizada), aparecerá dicha transición
y un número correspondiente al tiempo de operación si este posee. En las tablas se
observa todo el recurrido de cuales transiciones se iban disparando, cuales aparecen
y como cambia su tiempo si es que está esta sensibilizada hasta que cumpla con
todos los trabajos programados
Para este caso en particular, las dos tablas muestran dos diferentes tipos de secuencias
de transiciones disparadas pero con el mismo tiempo acumulado de operación como se
pueden apreciar en las tablas 7.2 y 7.4 las cuales representa la lista de disparos con un
tiempo para ambos de 33 unidades de tiempo,
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Disparos 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
T0 d d d-0 d d d d d-0
T1 2 d-0 2 d-1 d-0
T2 d d-0 d d-0
T3
T4 5 d-5 d d(-1) d(-1) d-0 5 d-5 d-0
T5
T6 d-0 d d d d-0 d d-0
T7 6 d-0 6 d-1 d-0 6 d-6 d-6 d-0
T8 d d-0 d d d d-0 d d d d d d-0
T9 7 d-7 d-5 d-5 d-5 d-0 7 d-1 d-1 d-0 7 d-2 d-0
Sumatoria 33
Cuadro 7.1.: Secuencias de disparo para el SMF 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
Cuadro 7.2.: Lista de disparos de forma manual
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Disparo 2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
T0 0 0
T1 2 0 2 0
T2 0
T3 0
T4 5 3 3 3 3 0
T5 5 5 2 0
T6 0 0 0
T7 6 3 1 0 6 0 6 5 5 0
T8 0 0 0
T9 7 7 1 1 0 7 2 0 7 0
Sumatoria 33
Cuadro 7.3.: Secuencias de disparo para el SMF 1
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
Cuadro 7.4.: Lista de disparos alterno de forma manual
41
7. METODOLOGÍA PARA EL MODELAMIENTO
Teniendo está información previa, se espera que el programa de optimización basado
en algoritmos geneticos arroje los resultados pertinentes a lo anteriormente mostrado
aunque cabe mencionar de que así como se presentaron dos caminos diferentes con el
mismo valor, también pueden haber más caminos que arrojen el tiempo óptimo.
Para poder entender e interpretar los resultados cabe mencionar que las tablas 8.16, 8.14,
8.12, 8.10, 8.8, 8.6, 8.4, 8.2que muestran la lista de disparos resultantes funcionan de la
siguiente manera:
Cada columna representa una transicion, por lo tanto, el número de columnas me
define cuantas transiciones tiene la RdP
Cada fila me representa cual transición fue utilizada en ese instante, para saber cual
de todas las transiciones fue, basta con solo identificar el 1 correspondiente a cada
fila, luego se observa a que 1 corresponde en las columnas y así se puede deducir
facilmente cual transición fue disparada, Las demás transiciones deben estar en 0
lo que significa que aun no han sido utilizadas.
7.2.1.2. Red de petri para el SMF (2):
Para el modelado del SMF representado en la figura 5.4, se debe tener en cuenta lo
siguiente:
Como se puede apreciar en la figura 5.4 hay dos robot en cada linea de proceso,
por lo tanto, se debe iniciar el modelado con 2 lineas que me representen estas dos
lineas de procesamiento, cada una con su respectiva maquina.
Se debe bloquear la maquina cuando está en proceso, esto con el fin de que no
se acumule el material en la maquina, está se debe acumular es en el depósito.
Para lograr esto, se pone una plaza de recurso a la entra del conjunto de plazas
que me representa el trabajo de la maquina, está se puede apreciar en la figura 7.6
(Observar las plazas P4 y P11)
Se representará todas las acciones de los robots en una sola transición, la cual
tendrá el acumulado de los tiempos de movimiento de este, las transiciones que
representan los tiempos del robot son las transiciones T4 (18) para el robot 1 y T9
(22) para el robot 2. Recordar que entre parentesis están el tiempo acumulado de
las acciones de cada robot
Al igual que para las maquinas, los robots se deben bloquear para que cada robot
trasladé una y solo 1 pieza del SMF, el resto de piezas deben esperar en un depósito.
Las plazas que representan el bloqueo para los robots 1 y 2 son las plazas P22 y
P23 respectivamente.
Como se puede observar en la figura 5.4 los robot llevan la pieza a una única
maquina que es capaz de procesar las 2 piezas diferentes, por lo tanto, se deben
hacer dos lineas paralelas en el modelo de red de Petri, cada linea representa los
tiempos de proceso que requiere la maquina para cada tipo de pieza a procesarse
Al igual que las maquinas anteriores que procesaban las piezas 1 y 2, esta última
maquina que procesa ambas piezas tambíen debe bloquearse para no recibir mas
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de una, esto se logra a travez de la plaza P16
A continuación se mostrará la red de Petri que modela el SMF de la figura 5.4 teniendo
en cuenta las consideraciones previamente mencionadas.
Figura 7.4.: Red de Petri para el SMF 2 en PIPE
Para la figura 7.4, las transiciones que están sensibilizadas inicialmente son T0 y las T5,
las plazas P0 y P6 tienen inicialmente de a 3 marcas respectivamente. Las transiciones
T0-T3-T5-T8-T10-T13-T16-T17 son instantáneas, la submatriz de incidencia posterior es
como se muestra en la figura 7.5 y la sub-matriz de incidencia previa es como se muestra
en la figura 7.6.
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Figura 7.5.: Matriz de incidencia posterior
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Figura 7.6.: Matriz de incidencia previa
Como se puede apreciar en la figura 7.4 Los dos caminos iniciales no dependen el uno del
otro, por lo tanto, estos caminos pueden iniciar asíncronamente, lo único que me definirá
quien llegue primero a la maquina 3 será los tiempos de procesamiento de cada máquina
para cada pieza con su respectivo robot.
Al igual que con el SMF 1 anterior, esta red de Petri que simula el SMF 2 se le siguío los
caminos y se mostrará cual deberia ser el camino óptimo el cual tendrá el menor tiempo
de terminación del último trabajo, los resultados se mostrarán en la tabla 7.5 y 7.6, las
transiciones que no tienen ningun valor es porque su disparo no produce tiempo, es decir,
son instantaneas.
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Disparos 1. Red de petri SMF 2
Ta-p1 10 0 10 1 0 10 9 4 0
Ta-s1 20 18 3 0 20 12 11 6 4 0 20 14 12
Tb-p2 12 2 0 12 9 0 12 10 6 5 0
Tb-s2 15 0 15 14 6 5 0 15 11 5 3
Ta-p3 8 7 2 0
Ta-s3 5 1 0
Tb-p3 5 0
Tb-s3 16 12 6 4
robot 1 18 9 8 0 18 17 12 8 2 0
robot 2 22 19 10 9 1 0 22 20 16 15 10 6 0
Sumatoria 154
Cuadro 7.5.: Secuencia de disparos para el SMF 2
Disparos 1. Red de petri SMF 2
Ta-p1
Ta-s1 9 8 0
Tb-p2
Tb-s2 0
Ta-p3 8 0 8 0
Ta-s3 5 0 5 0
Tb-p3 5 0 5 0
Tb-s3 1 0 16 13 8 0 16 0
robot 1 18 13 8 5 0
robot 2 22 21 13 8 3 0
Sumatoria 154
Cuadro 7.6.: Secuencia de disparos para el SMF 2 (cotinuación)
A continuación se muestra una de las posibles listas de disparos para la tabla 7.4 es la
que se muestra en la tabla 7.8,
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
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0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
Cuadro 7.8.: Lista de disparos de forma manual para el SMF 2
Para esta lista de disparos se tuvo en cuenta en elegir el camino que presenta el menor
tiempo de operación, ya que en varios momentos de la evolución del marcaje, se presen-
taban diversas formas de evolucionar la red pero no todos los caminos son los mejores ya
que estos pueden presentar tiempos elevados, esto se hace debido a que las máquinas tan-
to como los robots se bloquean cuando están en uso, es por esto que se elige evolucionar
la red con las transiciones que tengan el menor tiempo de operación.
7.2.2. Metodología general y consideraciones globales de
implementación.
Se deben ingresar los parámetro de la red, tales como:
Matriz de marcaje inicial, que me representa las posiciones iniciales de los tokens
en la red
Matriz incidencia de nodos, las cuales me representa que transiciones tienen como
entrada y/o salida las diferentes plazas
El vector inicial de disparos, para saber cuales se están disponibles en el inicio de
la red
Matriz tiempo de proceso remanente, este debe empezar en cero debido a que en la
red no se ha disparado aun ninguna transición, por lo tanto, no ha habido tiempos
de procesamiento para ningún caso
Una matriz W diagonal de mxm (recordar que ´m´ me representa las plazas en la
red) donde los 1 en las diagonales me representan las plazas que no son recursos
ergo los 0 en la diagonal me representa las plazas recursos en la red
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Una matriz diagonal (Wt) mxm donde estos pueden ser diferentes de cero en las
diagonales y estos me representan las plazas que poseen tiempos de operación,
también es recomendable crear una matriz nxn (recordar que ´n´ me representa
las transiciones de la red), la cual también me represente fielmente las transiciones
que tienen tiempos de procesamiento
Para ya simular los movimientos, se debe seleccionar aleatoriamente una de las
transiciones disponibles que tenga la red, estas transiciones tienen unas condiciones
y unas habilitaciones que mas adelante se mencionarán.
Después de seleccionar la transición a disparar aleatoriamente, con este mismo
vector se determina si este posee tiempo de procesamiento o no, esto influirá si la
variable T (tiempo de disparo de una transición) posee un valor positivo diferente
de cero
Se deben calcular la evolución de la marca y el tiempo de procesamiento del estado
siguiente, esto se hace con las formulas de Marcaje y tiempo de procesamiento
mencionadas en la Parte II - Redes de Petri
Si una transición marca un valor T, este se debe identificar que efectos tuvo en
la red; como hay transiciones que pueden tener diversos valores de tiempos de
procesamiento, pueden que ocurran los siguientes casos;
• Si esta transición posee un alto valor de T, puede ocurrir que una transición
que estaba disponible para seleccionarse pero esto no ocurrió, si su valor de
T es menor al T que se seleccionó aleatoriamente, esta transición para el
próximo estado debe aparecer con un tiempo igual a cero, es decir, esta debe
ser instantánea y debe recuperar su valor después de hallar los para metros
de la red
• Si hay otra transición que posee un valor de T semejante al valor de T para
la transición seleccionado, esta se debe volver instantánea para el próximo
marcaje, y si está es seleccionada, se debe hallar los parámetros de la red y
luego debe recuperar su valor inicial
• Si hay una transición que posee un valor de T mayor al valor de T para la
transición seleccionada, esta se debe modificar, ya que se le debe restar el
valor de T de la transición seleccionada a todos los demás valores de T de
las transiciones disponibles y para el próximo estado tendrán este valor las T
para las transiciones habilitadas
Ya teniendo en cuenta las correcciones de los tiempos de procesamiento, se debe
identificar cuales transiciones están habilitados para el preciso estado, para esto es
necesario comparar lógicamente el nuevo marcaje con cada una de las columnas de
la matriz de incidencia de entrada
Cabe mencionar que se debe guardar por cada iteración, la transición que se eligió,
su respectivo tiempo de procesamiento, una variable que me acumule los tiempos
de procesamiento, esto con el objetivo de saber cuanto es el tiempo de terminación
del ultimo trabajo de la red, además de guardar las posibles transiciones a elegir
que hay por cada iteración
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Todo lo anterior antes mencionado, se debe hacer hasta que culmine todos los
procesos modelados por la red de Petri
Ya con lo anterior se puede seguir con la programación del algoritmo genético
7.2.3. Pseudo-código de las RdP
A continuación se muestra el pseudo-cósigo de las RdP, tales como disparo de transi-
ciones, consideraciones, fórmulas de evolución de los tokens, fórmula para el tiempo de
procesamiento remanente, todo esto conforma los disparos de transiciones y se describe
a continuación.
Algoritmo 7.1 Disparo de transiciones
Definir:
Marcaje inicial M
Matriz de entrada a transiciones O
Matriz de salida a transiciones I
Posibles disparos iniciales Ua
Matriz diagonal (Donde 1 representa las plazas operación y 0 las plazas recurso)-P
Matriz diagonal de pesa (Números diferente de 0 representan los tiempos de operación)-W
Para i→1 hasta n→Hacer (Donde n es el número máximo de disparos)
Seleccionar aleatoriamente la transición a disparar Ux
Contar transiciones que tienen como tiempo un valor negativo
Las transiciones que cumplen con la condición anterior deben tener un tiempo de 0
Si la transición seleccionada tiene un tiempo modificado de 0, este debe retornar a su valor original
Mr(k + 1) = Mr(k) +W ∗ (O − I) ∗ Ux − T ∗ P ∗M(k)
M(k + 1) = M(k) + (O − I) ∗ Ux
sigma = W ∗ Ua
Si T ∼= 0 entonces
Para i→1 hasta n → hacer (Donde n es el número maximo de transiciones en la RdP)
Si sigma diferente de 0 entonces
resta(i) = sigma(i)− T (Resta punto a punto)
Para i→1 hasta n→ hacer (Donde n es el número maximo de transiciones en la RdP)
Si resta(i) < 0 (Identificar negativos)
Si resta(i) == 0 (Identificar 0 originalmente)
Si resta(i) > 0 (Identificar positivos)
Si resta(i) == 0 & sigma(i) ∼= 0 & T ∼=
0 (Identifica 0 como resultado de la operación)
Contar cuantos negativos hay
Contar cuantos 0 como resultado de operación
Contar cuantos positivos
Para i →1 hasta Rango de I→ hacer
Comparar logicamente I con el nuevo M
Poner los positivos de resta en Wt
Pone los negativos de resta en Wt
Se debe recuperar las transiciones que tienen como tiempo negativo y fueron utilizadas, en su valor original
Guardar cada disparo con su lista de posibles disparos
Fin del proceso
Guardar lista completa de disparos
Guardar lista completa de posibles disparos
7.3. ALGORITMOS GENÉTICOS
El algoritmo genético usa una población de individuos, que en los problemas combina-
cionales representa un conjunto de configuraciones, para resolver un problema de opti-
mización complejo. El algoritmo genético debe entonces hacer lo siguiente:
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1. Representar adecuadamente una configuración del problema. La representación más
popular es la representación en codificación binaria donde se pueden simular fácil-
mente los operadores genéticos de recombinación y mutación
2. Se debe encontrar una forma adecuada para evaluar la función objetivo o su equiva-
lente. Así, se pueden identificar las configuraciones de mejor calidad como aquellas
que tienen las funciones objetivo de mejor calidad
3. Debe existir una estrategia de selección de las configuraciones con derecho a parti-
cipar en la conformación (construcción) de la configuraciones de la nueva población
(nueva generación)
4. Debe existir un mecanismo que permita implementar el operador genético de re-
combinación
5. Debe existir un mecanismo que permita implementar el operador genético de muta-
ción. Mutación es generalmente considerado un operador genético secundario en el
AG pero las últimas investigaciones le están dando una importancia mucho mayor
de la que se le daba inicialmente (inclusive en la genética)
6. Se debe especificar el tamaño de la población, o sea el número de configuraciones
en cada generación
Una vez especificados todos los aspectos mencionados anteriormente, para resolver un tipo
de problema conocido, se tiene un algoritmo genético. Entonces un algoritmo genético en
general realiza la siguiente secuencia de operaciones:
1. Genera una población inicial, después de elegir el tipo de codificación, para repre-
sentar cada configuración
2. Calcula la función objetivo de cada configuración de la población y almacena la
incumbente (la mejor configuración encontrada durante el proceso)
3. Realiza selección
4. Realiza la recombinación
5. Realiza la mutación y termina de generar la nueva población de la siguiente gene-
ración.
6. Si el criterio de parada (o criterios de parada) no se han cumplido, el proceso regresa
al paso 2
Los pasos 2-3-4-5 en conjunto, son conocidos como ciclo generacional. También es nece-
sario mencionar que existe una equivalencia entre los términos usados en genética y en
un problema de optimización matemática
Problema de optimización ⇔ Genética
Solución (configuración) ⇔ Cromosoma
Variable ⇔Gen
Solución [Valor de las variables (0,1)] ⇔Alelo
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7.3.1. Los operadores genéticos a utilizar
En los algoritmos genéticos hay una amplia gama de operadores genéticos. Estos operado-
res se utilizan para hacer evolucionar a individuos de tal forma que vayan sobreviviendo
los mejores [19].
7.3.1.1. Selección
Este operador genético permite seleccionar las configuraciones de la población actual que
deben participar en la generación de las configuraciones de la nueva población (nueva
generación). Por lo tanto, la función del operador de selección termina después de decidir
el número de descendientes que debe tener cada configuración de la población actual.
Así, por ejemplo, algunas configuraciones pueden generar varios descendientes y otras
ninguno, desapareciendo la información de estas configuraciones que son consideradas de
baja calidad.
La forma más simple de implementar la selección es usando el denominado esquema de
selección proporcional. En esta estrategia cada configuración tiene derecho a generar un
número de descendientes que es proporcional al valor de su función de adaptación.
La propuesta inicial, y aun usada, para resolver el problema de número de descendientes
no entero es el denominado esquema de selección de la ruleta (roulette wheel selection
scheme). Aquí aparece una de las componentes aleatorias del proceso de optimización
usando AG (la primera fue la generación de configuraciones en forma aleatoria).
Al inicio esta era la propuesta inicial para seleccionar los mejores cromosomas para el
problema de optmización, pero conforme a la situación se plantea un mejor esquema de
selección, el cual es llamado por torneo, es decir que según el problema se selecciona las
mejores soluciones y se genera una lista de forma tal que sigan las peores por así decirlo
en forma decreciente, para este caso, las mejores soluciones son aquellas que tengan un
menor tiempo de operación, siempre y cuando hayan cumplido con todas las acciones
pertinentes establecidas en la RdP
7.3.1.2. Recombinación
Las configuraciones resultantes del proceso de selección son sometidas a recombinación.
La traducción de recombinación es un poco complicada aunque es una palabra que fue
generada del termino crossing over, o sea, de la recombinación genética analizada ante-
riormente. Sin embargo, el operador de recombinación en algoritmos genéticos consiste
e intercambiar partes de dos vectores para formar dos nuevos vectores donde uno de os
vectores nuevos tiene parte de los elementos de un vector y parte de los elementos del
otro vector. Así, tiene sentido decir que dos vectores son cruzados o (re)combinados para
formar dos nuevos vectores.
Se puede notar que el fenómeno de crossing over es un fenómeno genético diferente (dos
cintas gemelas se separan, intercambiando partes de las cintas, y formando dos cintas
nuevas separadas que después se duplican) y más complejo. Sin embargo, usando un
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raciocinio superficial se puede decir que ambos procesos crossing over (en genética) y re-
combinación (en AG) sin fuentes (generadores) de diversidad (“genética”). Por lo tanto,
generalmente, este operador genético es denominado crossover, cruzamiento o recombi-
nación, e intenta simular el fenómeno de crossing over de la genética. Aquí, se usa el
término recombinación para evitar confusiones.
El operador de recombinación consiste en elegir dos configuraciones seleccionadas y ge-
nerar a partir de ellas dos nuevas configuraciones donde las nuevas configuraciones tienen
partes de las configuraciones originales. Generalmente a las configuraciones seleccionadas
(originales) se les denomina configuraciones padres y a las nuevas configuraciones se les
denominan configuraciones hijos pero estos términos pueden causar confusión porque es-
tos inducen a hacer un paralelismo con reproducción sexuada. Lógicamente, el operador
de recombinación en AG no tiene relación con la reproducción sexuada en genética.
Características del tipo de Recombinación a utilizar
Debido a que hay muchas formas de hacer recombinación sin obviar aquello que
por definición se encuentra en las literaturas, a continuación se muestra la forma de
recombinación que se planteó para este problema, debido a que los padres (mejores
soluciones de la población) son ligeramente distintos a los que se pueden encontrar
en las literaturas que tratan este tema.
Cada cromosoma que puede ser también un posible padre que a su vez está con-
formado por una matriz que sigue la secuencia de disparos, ergo, cada fila de dicha
matriz está formado por ceros y un único uno que me representa la transición que
fue disparada, normalmente según las literaturas, se debe tomar un punto cualquie-
ra de forma aleatoria y en este punto tanto para el padre como la madre, se cambia
su información genética, y de allí saldrían los dos hijos que estos harán parte de
la próxima generación, esto se repite hasta que todos los posibles padres y madres
resultantes de la selección se hayan recombinado Para este caso no resulta tan fácil
hacer la recombinación debido a que si respetamos la forma en que originalmente
se debe hacer la recombinación, el material genético resultante por la cual están
conformados los hijos, será un material equivoco, esto es porque cada disparo tiene
asociado directamente una posibilidad de disparos y si dado el caso en cualquier
punto de la matriz de cada hijo este no respeta esta posibilidad de disparo, es decir,
escoge uno cualquiera que no este dentro de las posibles transiciones a disparar, este
presentara un error el cual dañaría todo el proceso, es por esto que la recombinación
para este caso toma un rumbo diferente el cual será descrito a continuación.
Para hacer una correcta recombinación sin alterar ningún proceso, se puede aprove-
char una particularidad que se presenta en las RdP, en algún momento en cualquier
cromosoma de la población y de los padres y madres seleccionados, algún disparo
de una transición será igual para la madre y el padre, y este pueda que siga el
mismo camino u otro diferente, pero si se identifica estos disparos en común, y se
elige dos al azar y estos estén en común para el padre y la madre se puede realizar
la recombinación, es decir, suponer que en la fila 4 tanto para el padre como para
la madre esta el mismo tipo de disparo, luego se presenta este mismo suceso en
la fila 11, para el primer hijo que resulta de la recombinación tendrá el siguiente
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material genético, de la fila 1 a la fila 4 será del padre, de la fila 5 a la fila 11 será
de la madre y de la fila 12 a la fila 20 será del padre y viceversa para el otro hijo
y así de está forma no se altera el disparo ya que este debe ir acorde a las posibles
disparos que este presente en ese mismo instante.
Otra consideración que se ha tomado para no perder selectividad en el proceso y este
presente mejores resultados, los padres y madres serán los mejores X cromosomas de
la población de cromosomas las cuales ya deben estar organizados de menor a mayor
con respecto a su función objetivo. Cada padre será expuesto a recombinación
con cada madre siguiente sin repetirse, es decir, suponer que se escogieron los 10
primeros cromosomas de la población, estos 10 cromosomas serán los padres y
madres, y la recombinación irá de la siguiente forma. El padre 1 será expuesto a
recombinación con la madre 2-3- hasta llegar al 10 para este caso. El padre 2 será
expuesto a recombinación con la madre 3-4- hasta llegar al 10, y así generando
unos 90 hijos para este caso que estos harán parte de la próxima generación de
cromosomas.
• Debido al carácter aleatorio con que se escogen las configuraciones candi-
datas a recombinación y también a la forma en que se escoge el punto de
recombinación pueden ocurrir cosas curiosas en la implementación práctica de
recombinación en problemas reales. Esas cosas curiosas son las siguientes:
◦ El mismo par de configuraciones puede ser seleccionadas varias veces,
especialmente cuando existen configuraciones que tienen derecho a gene-
rar muchos descendientes. En estos casos, si el punto de recombinación
es diferente el problema es atenuado pero en caso contrario pueden ser
generadas varias configuraciones candidatas iguales. Entonces, tiene que
existir un mecanismo que evite este tipo de problema.
◦ Una misma configuración puede ser seleccionada para implementar re-
combinación con ella misma. Un mecanismo simple elimina este problema
tomando otra configuración cada vez que sucede este problema. Sin em-
bargo, es posible que para generar el último par de configuraciones can-
didatas exista apenas una única configuración con derecho a generar dos
descendientes. En este caso simplemente no sería posible la recombinación.
◦ Para eliminar los dos problemas anteriores se puede elegir una estrate-
gia más determinística. Por ejemplo, se puede iniciar la recombinación
seleccionando primero aquella configuración que tiene derecho a generar
un mayor número de descendientes, hasta agotar todas las recombinacio-
nes a que esta configuración tiene derecho, después se escoge la segunda
en prioridad y así sucesivamente. En este caso se están dejando de lado
partes del AG donde las decisiones son aleatorias.
7.3.1.3. Mutación
En la codificación binaria mutar significa simplemente cambiar el valor de una variable
de 0 a 1 o viceversa. Pero al igual que la recombinación, esto no se puede hacer a la ligera
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esto es debido a que cada disparo tiene asociado una cantidad determinada de posibles
disparos, y cuando este se va a mutar, este cambio debe aparecer entre los posibles
disparos, de lo contrario se alteraría el material genético inapropiadamente y dañaría
todo el proceso.
También se debe considerar que si se realiza la mutación, el disparo ha sido cambiado y
de allí en adelante no es la misma secuencia de disparos debida al cambio que se produjo,
es por esto que a partir del disparo que fue mutado, la lista de disparos de hay en adelante
no es valido y se debe poner en cero todas las posiciones, para así luego seguir el proceso
de disparos correcto incluyendo el disparo mutado
En los trabajos teóricos iniciales de AG la mutación siempre se consideró un operador
secundario. Sin embargo, este punto de vista está cambiando especialmente cuando se
trata de aplicaciones en problemas reales de gran tamaño.
La tasa de mutación ρm indica la probabilidad de que una posición (celda binaria) pueda
tener su valor actual modificado. En el análisis teórico, y en las propuestas originales.
Suponer que se selecciona una mutación de ρm = 0, 05 entonces cada bit de una configura-
ción es sometida a mutación con esta probabilidad. Así, es generado un número aleatorio
ρ ∈ [0, 1] y si ese número es menor que ρm = 0, 05 entonces se realiza la mutación.
7.3.2. Pseudo-código Algoritmos Genéticos
A continuación se mostrara las características del pseudo-cósigo de los AG, implemen-
tación de las herramientas de los AG (Selección, recombinación, mutación) y como se
acopla la generación de la población inicial.
Algoritmo 7.2 Población inicial
Po=número de población inicial
While cb <= Po
Disparo de transiciones
End
Algoritmo 7.3 Ordenamiento
For i = 1: n− 1
Ordenar de menor a mayor los tiempos de operación de la población inicial(7.2)
End
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Algoritmo 7.4 Selección
For i = 1:y1 (y1 representa toda la población)
Seleccionar los 10 mejores de la población 7.3
End
Algoritmo 7.5 Recombinación
For y = 1:y1
For z1 = 1:y1 (z1 es un paso adelantado que y)
For i = 1:n (Donde n es el número máximo de transiciones totales a disparar)
For j = 1:m (Donde m son la cantidad de transiciones)
If Posición del padre == Posicion de la madre
Cual posición
Cuantos fueron
End
End
End
For i = 1: Cuantos fueron
Escoger aleatoriamente dos puntos (w y x)
End
For i = 1: w (Donde w es el primer punto de cruce)
Hijo1=Padre
Hijo2=Madre
Primer intercambio de material padre-madre
End
For i = w + 1:x (Donde x es el siguiente punto de cruce)
Hijo1=Madre
Hijo2=Padre
End
For i = x+ 1:n (Donde n es el # máximo de transiciones totales a disparar)
Hijo1=Padre
Hijo2=Madre
End
End
Guardar Hijos
End
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Algoritmo 7.6 Mutación
For i = 1:y1
mut=random(0-1)
If mut<Porcentaje de mutación
conteo de cuales pasaron
End
End
If conteo>0
While c == 1 (Verificar de que el cromosoma mutado se pueda mutar)
For i = 1: taman˜o conteo
If posibles disparos ∼= 0
contarlos
posición
c = posicio´n
End
End
If c == 1
Elegir otra posibilidad
End
End
For i = 1:taman˜o conteo
For i = 1:n (Donde n es la cantidad de transiciones)
Cambiar de 1 a 0 la posición exacta de la transición a mutar
End
End
For i = 1:taman˜o conteo
For i = 1:n
Elegir aleatoriamente una transición de las posibles (transiciones solo
sensibilizadas)
End
End
For i = 1:taman˜o conteo
Poner la nueva transición a disparar
End
For i = 1:taman˜o conteo
Después de seleccionar la nueva transición a disparar
El resto de transiciones quedan inhabilitados y se deben pasar a 0
End
Guardar cromosomas mutados
End
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Algoritmo 7.7 Disparos según mutación
If conteomutacio´n ∼= 0
For k = 1:taman˜o conteo
Disparo de transiciones cromosomas mutados7.1
End
End
Algoritmo 7.8 Disparos según recombinación
For k = 1:cantidad de hijos
Disparo de transiciones cromosomas hijos7.1
End
Algoritmo 7.9 Algoritmo genético
contep de iteraciones = 20
While % de error < 1 % & conteo de iteraciones ∼= 0
Ordenar 7.3
Selección de los mejores cromosomas7.4
Recombinación7.5
Mutación7.6
Disparos según los cromosomas mutados7.7
Disparos según los cromosomas hijos7.8
End
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8. RESULTADOS OPTIMIZACIÓN
POR AG
8.1. RESULTADOS SMF 1
Para este sistema se van a presentar dos casos, el primero es con una sola marca inical en
las plazas iniciales 8.1 y la segunda es con múltiples marcas iniciales 7.1en las plazas de
inicio, esto es con el fin de validar el proceso, el primer caso se expone en el documento [25]
y el caso dos es para verificar la misma red pero con múltiples marcas iniciales.
8.1.1. SMF con una sola marca inicial
Figura 8.1.: SMF 1 PIPE con una sola marca inicial
Se debe saber antes de comenzar de que se trata el experimento, como se ha venido
hablando hasta este momento, se trata de encontrar el mejor camino para un SMF que
posea el menor tiempo de terminación del último trabajo, es decir, encontrar la ruta
óptimo que posea el menor tiempo después de terminar todos los trabajos programados,
como se desea encontrar es el menor dato, por lo tanto, se debe organizar los cromosomas
de menor a mayor tiempo (Recordar que esta es nuestra función objetivo), luego se va a
trabajar modificando los siguientes datos: Cantidad población inicial, selección (cantidad
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de padres seleccionados, los cuales representan los mejores cromosomas), porcentaje de
mutación.
Para estos tres datos los valores se presentan 4 conjuntos diferentes con los siguientes
valores: Primero (Población inicial = 100; 20 padres seleccionados y un porcentaje de
mutación del 1%), segundo (Población inicial = 50, 10 padres seleccionados y un porcen-
taje de mutación del 5%), tercero (Población inicial = 40, 8 padres seleccionados y un
porcentaje de mutación del 10%) y cuarto (Población inicial = 20, 15 padres selecciona-
dos y un porcentaje de mutación del 3%). Cada uno de estos casos se repetirá 10 veces
el algoritmo (10 corridas por cada grupo de distintos datos) para ver el comportamiento
del mismo, cabe mencionar que las primeras muestras no serán tomadas en cuenta, esto
es debido a que al principio el algoritmo se está adaptando a los valores programados.
El objetivo de esta variedad de datos iniciales es ver el comportamiento del algoritmo y
como se des-envuelve los resultados a partir de dichos datos, esto es con el fin de medir
el tiempo de terminación del último trabajo, cual de los grupos lo alcanza de forma más
rápida, como ha sido su continua evolución dentro del mismo algoritmo.
Al variar las herramientas de los AG, se busca encontrar variedad y diversidad de datos,
para cada iteración del algoritmo se sacará de la población la mejor solución que presente
la misma, la idea es que por cada iteración mostrar como ha ido evolucionando el mejor
cromosoma y mencionarlo en forma de lista para así observar su continua evolución, esto
también se verá reflejado en una gráfica la cual también me sigue como fue la continua
evolución de la misma y a su vez cuanto se demoró la ejecución del programa en realizar
todas las iteraciones hasta alcanzar el óptimo. A continuación se muestran los resultados
obtenidos para el SMF con una sola marca inicial:
En la tabla 8.1 se mostrará los resultados con una población inicial de 100 cro-
mosomas, 20 padres seleccionados después de organizar la población de menor a
mayor tiempo, un porcentaje de mutación del 1%, cabe mencionar que con estos
parámetros se corrió 10 veces el algoritmo genético para mayor confiabilidad, los
resultados fueron los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
15-17-15-15-15-15-15-15 108.6569
15-15-15-15-15-15 93.4172
15-15-15-15-15-15 73.6128
15-15-15-15-15-15 105.0891
15-15-15-15-15-15 124.2779
15-15-15-15-15-15 103.7841
15-15-15-15-15-15 110.1549
15-15-15-15-15-15 117.5903
15-15-15-15-15-15 116.8529
15-15-15-15-15-15- 115.3177
Promedio 106.8753
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Cuadro 8.1.: Lista de disparos 100-20-1%
Se muestra en la figura 8.2: la secuencia de disparos entregada por el algoritmo.
Recordar que para poder entender e interpretar los resultados se necesita saber lo
siguiente.
• Cada columna representa una transicion, por lo tanto, el número de columnas
me define cuantas transiciones tiene la RdP
• Cada fila me representa cual transición fue utilizada en ese instante, para saber
cual de todas las transiciones fue, basta con solo identificar el 1 correspondiente
a cada fila, luego se observa a que 1 corresponde en las columnas y así se puede
deducir facilmente cual transición fue disparada, Las demás transiciones deben
estar en 0 lo que significa que aun no han sido utilizadas.
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
Cuadro 8.2.: Disparos con un tiempo total de 15 seg (100-20-1%)
En la tabla 8.3 se muestra los resultados con una población inicial de 50 cromoso-
mas, 10 padres seleccionados después de organizar la población de menor a mayor
tiempo, un porcentaje de mutación del 5%, cabe mencionar que con estos paráme-
tros se corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados
fueron los siguientes;
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Lista de evolución Tiempo de ejecución Gráfica asociada
15-15-15-15-15-15 37.1893
15-17-17-15-17-15-17-15-17-17-17-15-|5-15-15 27.2730
15-15-15-15-15-15 33.3366
15-15-15-15-15-15 26.9975
15-15-15-15-15-15 33.0912
15-15-15-15-15-15 31.5509
15-15-15-15-15-15 33.9975
15-15-15-15-15-15 31.1764
15-15-15-15-15-15 27.5465
15-15-15-15-15-15 34.6118
Promedio 31.6771
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Cuadro 8.3.: Lista de disparos 50-10-5%
Se muestra en la figura 8.4: la secuencia de disparos entregada por el algoritmo.
Recordar que para poder entender e interpretar los resultados se necesita saber lo
siguiente.
• Cada columna representa una transicion, por lo tanto, el número de columnas
me define cuantas transiciones tiene la RdP
• Cada fila me representa cual transición fue utilizada en ese instante, para saber
cual de todas las transiciones fue, basta con solo identificar el 1 correspondiente
a cada fila, luego se observa a que 1 corresponde en las columnas y así se puede
deducir facilmente cual transición fue disparada, Las demás transiciones deben
estar en 0 lo que significa que aun no han sido utilizadas.
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0
Cuadro 8.4.: Disparos con un tiempo total de 15 seg (50-10-5%)
En la tabla 8.5 se muestra los resultados con una población inicial de 40 cromoso-
mas, 8 padres seleccionados después de organizar la población de menor a mayor
tiempo, un porcentaje de mutación del 10%, cabe mencionar que con estos paráme-
tros se corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados
fueron los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
17-17-17-17-15-15-15-15-15-15 22.2026
15-15-15-15-15-15 23.4127
15-15-15-15-15-15 22.1180
15-15-15-15-15-15 22.3008
15-15-15-15-15-15 26.2830
15-17-17-17-17-15-17-17-17-15-17-15-15-15-15 21.2581
15-15-15-15-15-15 24.4525
15-15-15-15-15-15 20.0220
15-15-15-15-15-15 22.0987
17-17-17-17-15-17-17-17-17-15-15-15-15-15 20.7016
Promedio 22.4850
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Cuadro 8.5.: Lista de disparos 40-8-10%
Se muestra en la figura 8.6 la secuencia de disparos entregada por el algoritmo.
Recordar que para poder entender e interpretar los resultados se necesita saber lo
siguiente.
• Cada columna representa una transicion, por lo tanto, el número de columnas
me define cuantas transiciones tiene la RdP
• Cada fila me representa cual transición fue utilizada en ese instante, para saber
cual de todas las transiciones fue, basta con solo identificar el 1 correspondiente
a cada fila, luego se observa a que 1 corresponde en las columnas y así se puede
deducir facilmente cual transición fue disparada, Las demás transiciones deben
estar en 0 lo que significa que aun no han sido utilizadas.
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0
Cuadro 8.6.: Disparos con un tiempo total de 15 seg (40-8-10%)
En la tabla 8.7 se muestra los resultados con una población inicial de 20 cromoso-
mas, 15 padres seleccionados después de organizar la población de menor a mayor
tiempo, un porcentaje de mutación del 3%, cabe mencionar que con estos paráme-
tros se corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados
fueron los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
15-15-15-15-15-15 52.0461
15-15-15-15-15-15 59.1491
15-15-15-15-15-15 46.1995
17-17-17-17-17-15-15-15-15-15-15 45.6456
15-15-15-15-15-15 55.2515
17-15-15-15-15-15-15 48.4602
15-15-15-15-15-15 40.3498
17-15-15-15-15-15-15 44.2304
17-17-15-17-15-17-15-17-17-17-17-17-15-15-15-15-15 53.3797
15-15-15-15-15-15 50.7392
Promedio 49.5451
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Cuadro 8.7.: Lista de disparos 20-15-3%
Se muestra en la figura 8.8 la secuencia de disparos entregada por el algoritmo.
Recordar que para poder entender e interpretar los resultados se necesita saber lo
siguiente.
• Cada columna representa una transicion, por lo tanto, el número de columnas
me define cuantas transiciones tiene la RdP
• Cada fila me representa cual transición fue utilizada en ese instante, para saber
cual de todas las transiciones fue, basta con solo identificar el 1 correspondiente
a cada fila, luego se observa a que 1 corresponde en las columnas y así se puede
deducir facilmente cual transición fue disparada, Las demás transiciones deben
estar en 0 lo que significa que aun no han sido utilizadas.
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
Cuadro 8.8.: Disparos con un tiempo total de 15 seg (20-15-3%)
8.1.2. SMF con múltiples marcas iniciales
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Figura 8.2.: Red de Petri para el SMF 1 en PIPE
Se debe saber antes de comenzar de que se trata el experimento, como se ha venido
hablando hasta este momento, se trata es de encontrar el mejor camino para un SMF
que posea el menor tiempo de terminación del último trabajo, es decir, encontrar la ruta
óptimo que posea el menor tiempo después de terminar todos los trabajos programados,
por lo tanto, se debe organizar los cromosomas de menor a mayor tiempo (Recordar que
esta es nuestra función objetivo), luego se vá a trabajar modificando los siguientes datos:
Cantidad población inicial, selección (cantidad de padres seleccionados, los cuales me
representan los mejores cromosomas), porcentaje de mutación.
Para estos tres datos los valores irán de a 4 conjuntos con los siguientes valores: Pri-
mero (Población inicial = 100; 20 padres seleccionados y un porcentaje de mutación del
1%), segundo (Población inicial = 50, 10 padres seleccionados y un porcentaje de mu-
tación del 5%), tercero (Población inicial = 40, 8 padres seleccionados y un porcentaje
de mutación del 10%) y cuarto (Población inicial = 20, 15 padres seleccionados y un
porcentaje de mutacion del 3%). Cada uno de estos casos se repetirá 10 veces para ver el
comportamiento del mismo, cabe mencionar que las primeras muestras no serán tomadas
en cuenta, esto es debido a que al principio el algoritmo se está adaptando a los valores
programados. El objetivo de esta variedad de datos iniciales es ver el comportamiento
del algoritmo y como se des-envuelve los resultados a partir de dichos datos, esto es con
el fin de medir el tiempo de terminación del último trabajo, cual de los grupos lo alcanza
de forma más rápida, como ha sido su continua evolución dentro del mismo algoritmo.
Al variar las herramientas de los AG, se busca encontrar variedad y diversidad de datos,
para cada iteración del algoritmo se sacará de la población la mejor solución que presente
la misma, la idea es que por cada iteración mostrar como ha ido evolucionando el mejor
cromosoma y mencionarlo en forma de lista para así observar su continua evolución, esto
también se verá reflejado en una gráfica la cual también me sigue como fue la continua
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evolución de la misma y a su vez cuanto se demoró la ejecución del programa en realizar
todas las iteraciones hasta alcanzar el óptimo. A continuación se muestran los resultados
obtenidos para el SMF con una sola marca inicial:
En la tabla 8.9 se muestra los resultados con una población de 50 cromosomas, 10
padres seleccionados después de organizar la población de menor a mayor tiempo,
un porcentaje de mutación del 5%, cabe mencionar que con estos parámetros se
corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados fueron
los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
37-35-37-37-37-37-37-35-35-35-
35-35
71,8628
39-37-35-35-35-35-35-33-33-33-
33-33
65,5547
38-35-34-34-34-34-34-33-33-33-
33-33
51,4433
38-35-35-33-33-33-33-33 51,9727
34-33-33-33-33-33 46,1427
38-37-35-35-37-37-34-34-34-34-
33-33-33-33-33-33
71,6317
34-34-34-34-33-33-33-33-33 69,4646
37-33-33-33-33-33 53,9768
40-40-39-38-38-33-33-33-33-33 76,1084
39-35-35-35-35-35-35-33-33-33-
33-33-33
51,3514
Promedio de tiempo 60.9509
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Cuadro 8.9.: Resultados 50-10-5%
Se muestra en la figura 8.10 la secuencia de disparos entregada por el algoritmo.
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
Cuadro 8.10.: Disparos con un tiempo total de 33 seg (50-10-5%)
En la tabla 8.11 se muestra los resultados con una población de 100 cromosomas, 20
padres seleccionados despúes de organizar la población de menor a mayor tiempo,
un porcentaje de mutación del 1%, cabe mencionar que con estos parámetros se
corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados fueron
los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
37-33-33-33-33-33 149,0839
35-35-35-35-35-33-33-33-33-33 221,5602
35-33-33-33-33-33 274.3921
37-35-35-33-33-33-33-33 283.5113
35-34-34-34-34-33-33-33-33-33-33 185.3012
35-35-35-34-34-34-34-34-34 231.6809
37-33-33-33-33-33-33 262.7312
35-33-35-35-35-35-35 162.0819
36-35-36-36-35-35-35-35-35-33-33-33-33-33 142.7903
38-33-33-33-33-33-33 248.4634
Promedio de tiempo 120,8545
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Cuadro 8.11.: Resultados 100-20-1%
Se muestra en la figura 8.12 la secuencia de disparos entregada por el algoritmo:
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
Cuadro 8.12.: Disparos con un tiempo total de 33 seg (100-20-1%)
En la tabla 8.13 se muestra los resultados con una población de 40 cromosomas, 8
padres seleccionados después de organizar la población de menor a mayor tiempo,
un porcentaje de mutación del 10%, cabe mencionar que con estos parámetros se
corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados fueron
los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
36-36-33-33-33-33-33-33 44.3126
40-39-39-39-39-37-37-37-37-37-33-33-33-33-33 26.5095
37-37-35-35-33-33-33-33-33 44.1293
37-35-35-35-35-35-35 31.8670
40-40-40-40-40-36-36-36-36-35-35-35-35-35 44.2136
38-37-37-38-38-33-33-33-33-33-33 28.4802
39-39-37-37-37-37-37-35-35-35-35-35-35-35 39.3758
40-38-38-37-37-37-37-37-37-37 31.9941
41-39-37-37-37-35-35-35-35-35-35-35 33.5484
35-35-35-35-35-35-34-33-33-33-33-33-33 35.6755
Promedio de tiempo 24,0472
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Cuadro 8.13.: Resultados 40-8-10%
Se muestra en la figura 8.14 la secuencia de disparos entregada por el algoritmo.
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0
Cuadro 8.14.: Disparos con un tiempo total de 33 seg (40-8-10%)
En la tabla 8.15 se muestra los resultados con una población inicial de 20 cro-
mosomas, 15 padres seleccionados después de organizar la población de menor a
mayor tiempo, un porcentaje de mutación del 3%, cabe mencionar que con estos
parámetros se corrió 10 veces el algoritmo genético para mayor confiabilidad, los
resultados fueron los siguientes:
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Lista de evolución Tiempo de ejecución Gráfica asociada
38-36-36-34-34-34-34-34-33-33-33-33-33 131.2703
39-39-33-33-33-33-33-33 109.8296
39-39-39-38-38-38-38-33-33-33-33-33 96.8280
37-37-35-35-35-35-35-35 82.0483
39-39-35-35-35-35-35-35-33-33-33-33-33-33 91.4217
40-40-40-37-37-37-37-37-37 104.2928
35-35-35-35-35-33-33-33-33-33-33 100.7311
41-41-41-41-40-39-38-35-33-33-33-33-33-33 92.7217
40-40-40-40-40-40-39-39-39-39-39-38-38-33-33-33 128.1618
38-38-38-36-36-36-34-34-34-33-33-33-33-33-33 105.4743
Promedio 104.2780
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Cuadro 8.15.: Resultados 20-15-3%
Se muestra en la figura 8.16 la secuencia de disparos entregada por el algoritmo:
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
Cuadro 8.16.: Disparos con un tiempo total de 33 seg (20-15-3%)
8.2. RESULTADOS SMF 2
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Figura 8.3.: RdP SMF2 en PIPE
Se debe saber antes de comenzar de que se trata el experimento, como se ha venido
hablando hasta este momento, se trata es de encontrar el mejor camino para un SMF
que posea el menor tiempo de terminación del último trabajo, es decir, encontrar la ruta
óptimo que posea el menor tiempo después de terminar todos los trabajos programados,
por lo tanto, se debe organizar los cromosomas de menor a mayor tiempo (Recordar que
esta es nuestra función objetivo), luego se vá a trabajar modificando los siguientes datos:
Cantidad población inicial, selección (cantidad de padres seleccionados, los cuales me
representan los mejores cromosomas), porcentaje de mutación.
Para estos tres datos los valores irán de a 4 conjuntos con los siguientes valores: Pri-
mero (Población inicial = 100; 20 padres seleccionados y un porcentaje de mutación del
1%), segundo (Población inicial = 50, 10 padres seleccionados y un porcentaje de mu-
tación del 5%), tercero (Población inicial = 40, 8 padres seleccionados y un porcentaje
de mutación del 10%) y cuarto (Población inicial = 20, 15 padres seleccionados y un
porcentaje de mutacion del 3%). Cada uno de estos casos se repetirá 10 veces para ver el
comportamiento del mismo, cabe mencionar que las primeras muestras no serán tomadas
en cuenta, esto es debido a que al principio el algoritmo se está adaptando a los valores
programados. El objetivo de esta variedad de datos iniciales es ver el comportamiento
del algoritmo y como se des-envuelve los resultados a partir de dichos datos, esto es con
el fin de medir el tiempo de terminación del último trabajo, cual de los grupos lo alcanza
de forma más rápida, como ha sido su continua evolución dentro del mismo algoritmo.
Al variar las herramientas de los AG, se busca encontrar variedad y diversidad de datos,
para cada iteración del algoritmo se sacará de la población la mejor solución que presente
79
8. RESULTADOS OPTIMIZACIÓN POR AG
la misma, la idea es que por cada iteración mostrar como ha ido evolucionando el mejor
cromosoma y mencionarlo en forma de lista para así observar su continua evolución, esto
también se verá reflejado en una gráfica la cual también me sigue como fue la continua
evolución de la misma y a su vez cuanto se demoró la ejecución del programa en realizar
todas las iteraciones hasta alcanzar el óptimo. A continuación se muestran los resultados
obtenidos para el SMF con una sola marca inicial:
Para hacer un correcto análisis de los resultados, se planteará la evolución del algoritmo
con diferentes parametros, tales como: Cantidad de población inicial, cantidad de padres
seleccionados, porcentaje de mutación de la población. Se mostrará por cada iteración la
mejor solución y asi a su vez se mostrará una gráfica que me representa dicha evolución,
también se presentará un dato de muy alto interés hoy en dia como es el tiempo de
corrida del programa de optimización, entre menor sea su tiempo mejor es el programa
para el que la ejecuta.
En la tabla 8.18 se mostrará los resultados con una población de 50 cromosomas, 10
padres seleccionados después de organizar la población de menor a mayor tiempo,
un porcentaje de mutación del 5%, cabe mencionar que con estos parámetros se
corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados fueron
los siguientes:
Lista de evolución Tiempo ejecución Gráfica asociada
164-164-164-164-164-155-155-155-155-155-155 377.1744
166-166-166-166-166-166-156 246.6895
186-180-180-180-180-180-176-176-176-170-170-
170-170-170-170
236.4216
178-178-178-178-157-157-157-157-157-152-152-
152-151-151-151
336.5240
169-169-169-169-169-154-154-154-154-154-154 298.0089
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168-168-168-168-168-168-153-153-153-153-153-
143-143-143-143
334.2394
176-176-176-176-176-171-171-171-171-161-161-
161-161-161-161
305.7830
181-171-171-171-171-171-156-156-156-156-156-
156-156
348.4886
161-161-161-156-156-156-156-156-156-156-150-
150-150
359.1396
180-180-180-180-180-174-172-172-172-172-172-
168-168-168-168
397.0302
Promedio 323.9499
Cuadro 8.18.: Resultados red 50-10-5%
En la tabla 8.20 se mostrará los resultados con una población de 100 cromosomas, 20
padres seleccionados después de organizar la población de menor a mayor tiempo,
un porcentaje de mutación del 1%, cabe mencionar que con estos parámetros se
corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados fueron
los siguientes:
Lista de evolución Tiempo ejecución Gráfica asociada
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159-159-159-159-159-159-155-155-155-155-152-
145-145-145-145-145-145
882.3948
175-160-160-160-160-160-160-147-147-147-147-
147-147
717.6593
161-159-159-159-159-159-159-159 731.8309
159-159-159-159-159-159-159-159-159-159-154-154 805.0751
176-176-176-176-176-176-176-162-162-162-162-
162-162
747.3661
178-176-176-176-169-169-169-162-162-162-143-
143-143-143-143-143
752.7920
165-165-165-165-165-165-165-165-165-150-150 737.0976
172-172-172-172-172-172-167-164-164-164-164-
164-164-164-163-163-163
720.0591
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172-162-162-162-162-162-162-162-160-160-160 735.4436
171-171-171-171-171-153-153-153-153-153-153-153 734.8448
Promedio 756.4564
Cuadro 8.20.: Resultados red 100-20-1%
En la tabla 8.22 se mostrará los resultados con una población de 40 cromosomas, 8
padres seleccionados después de organizar la población de menor a mayor tiempo,
un porcentaje de mutación del 10%, cabe mencionar que con estos parámetros se
corrió 10 veces el algoritmo genético para mayor confiabilidad, los resultados fueron
los siguientes:
Lista de evolución Tiempo ejecución Gráfica asociada
179-167-167-167-167-167-167-159-159-159-159-
159-159
255.9572
176-176-176-176-154-154-154-154-154-154 162.3178
175-172-172-171-171-171-166-166-166-166-166-
165-165-165-165
210.4082
184-184-170-170-170-168-168-168-168-168-168-
156-156-156-156
167.2809
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185-175-163-163-163-163-163-168-168-168-167-
165-157-157-157-157-157
159.8139
164-157-157-157-157-157-157-157 201.7437
178-178-178-175-175-175-175-169-161-161-161-
161-161-159-159-159-159-159
133.2622
185-185-185-185-199-199-199-183-183-164-164-
152-152-152-152-152-152
124.9516
170-163-163-163-163-158-158-158-158-158-158-
150-150-150-150-150-150
122.0357
128.2356
Promedio 166.6007
Cuadro 8.22.: Resultados red 40-8-10%
En la tabla 8.24 se mostrará los resultados con una población inicial de 20 cro-
mosomas, 15 padres seleccionados después de organizar la población de menor a
mayor tiempo, un porcentaje de mutación del 3%, cabe mencionar que con estos
parámetros se corrió 10 veces el algoritmo genético para mayor confiabilidad, los
resultados fueron los siguientes:
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Lista de evolución Tiempo ejecución Gráfica asociada
182-182-182-182-182-181-181-181-181-181-181-
165-165-165-165-165-165
409.0565
178-172-172-172-159-156-156-156-156-156-156-
156-156-156-148
394.1427
196-196-179-179-179-171-171-171-165-165-165-
165-158-158-158-158-158
411.7245
188-188-188-186-186-186-167-152-152-152-152-
152-152-148-148
450.4861
188-188-188-160-160-160-160-160-160-160 409.7243
176-176-176-173-173-173-173-173-173-161-161-
158-158-158-158-158-158
423.1158
177-177-177-168-168-168-168-168-168-160-160-
160-160-160-160
417.0265
170-170-170-170-170-170-157-157-157-157-146-
146-146-146-146-146
412.0561
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201-193-193-193-172-172-172-172-172-172-157-
157-157-157-157-157
413.0189
177-171-171-171-149-149-149-149-149-149 418.4053
Promedio 415.8757
Cuadro 8.24.: Resultados red 20-15-3%
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9.1. SMF 1 CON UNA SOLA MARCA INICIAL
La primera observación que se puede apreciar es que la mayoría de los datos arran-
can inmediatamente con la solución óptimo, solo pocos no arrancan directamente
pero absolutamente todos llegan a la solución óptimo de 15 segundos.
A pesar de que se trabajó con porcentajes variados de mutación, 4 casos de po-
blaciones iniciales al igual que la selección de los mejores padres, el caso en el cual
los resultados fluctuaron mas pronunciadamente es en el caso donde la población
inicial es mínimo a pesar de que la mutación fue del 3% la cual es buen porcentaje
y las mejores 15 soluciones se convirtieron en padres, como se puede apreciar en la
tabla 8.7, esto refleja que si no se tiene una buena población inicial la diversidad es
poca y conlleva a que la solución óptimo fluctué y se demore más en encontrarla.
Si se considera una población inicial abundante en el caso de las tablas 8.1 y 8.3,
esta conlleva a que la solución óptima aparezca de forma no tan fluctuante, pero
conlleva a que el algoritmo en promedio se demore más que en los demás casos.
Para los cuatro casos, se generaron cuatro listas de disparos diferentes, las cuales
tienen mucho en común como se puede apreciar en las tablas 8.2, 8.4, 8.6, 8.8.
Todas inician por el lado que presenta más tiempo seguido por utilizar los caminos
con menos tiempo, a pesar de que los tres son secuencias diferentes difieren muy
poco y todas llevan al mismo camino en términos generales.
9.2. SMF 1 CON MÚLTIPLES MARCAS
Como se puede apreciar, se hizo un análisis con las siguientes características:
Resultados considerando tanto la mutación como una buena recombinación, resultados
dándole prioridad a la recombinación sobre la mutación, resultados dándole prioridad a la
mutación sobre la recombinación y resultados con un porcentaje de mutación aceptable
y buena recombinación pero con poca población inicial:.
Para el primer caso, se presentan varios casos en particular como se muestra en la
tabla 8.9, el primero que se puede apreciar es que de los 10 datos presentados casi
todos tuvieron un alto tiempo de ejecución teniendo un promedio de más de 60
segundos, lo cual es siempre alto para este tipo de procedimiento, para este caso
también se presenta un caso particular y es que en uno de los 10 resultados, este no
alcanzó el óptimo, se demostrará en los siguientes casos que resultados arroja en
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donde se le da mas prioridad a la recombinación o a la mutación. A continuación
se muestra una gráfica el comportamiento de los tiempos de procesamiento del
algoritmo con su promedio
Figura 9.1.: Promedio 50-10-5%
El comportamiento de los resultados como se muestra en 9.1 es siempre aleatorio,
con una diferencia de tiempos muy pronunciada, para este caso de las 10 corridas
a la cual se ha expuesto el algoritmo, 7 de los 10 datos presentan soluciones muy
variadas mientras que los otros 3 datos no presentan esa variedad.
Para el segundo caso, el cual se le da prioridad a la recombinación sobre la mu-
tación tal y como se muestra en la tabla 8.11, el cual se escogerán los 20 mejores
padres con apenas un 1% de mutación. Con un porcentaje de mutación casi nulo
se puede apreciar de que el tiempo de ejecución del algoritmo se eleva significativa-
mente, esto es debido a que una de las herramientas de los AG está siendo ignorada
prácticamente, he allí la importancia de la mutación, esto es debido a que le da
diversidad a la población, lo cual conlleva a obtener los resultados de una forma
mas rápida y acertada, es por esto que no se puede despreciar este operador que es
tan importante en los algoritmos genéticos. Algo que cabe sub-rayar es que de los
10 datos todos alcanzaron su valor óptimo a pesar de que su promedio de ejecución
fuese de 216 segundos aproximadamente.
Otro indicio para saber el por qué el tiempo de promedio es más del doble del
primer caso es debido a que la población inicial es mucho mayor y la selección de
los padres también lo es en comparación al primer caso
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Figura 9.2.: Promedio 100-20-1%
El comportamiento de los resultados como se muestra en 9.2 es bastante aleatorio y
con una diferencia de tiempos muy pronunciada, 6 por arriba del promedio y 4 por
debajo del promedio, también cabe mencionar que para este caso todos los resul-
tados arrojan un tiempo de ejecución bastante elevado a pesar de que encontraron
la solución óptima
Para el tercer caso, el cual se le da prioridad a la mutación sobre la recombinación
con un porcentaje de mutación del 10% el cual es elevado con apenas 8 padres
seleccionados de los mejores cromosomas de la población tal y como se muestra
en la tabla 8.13, los resultados fueron bastante peculiares, esto es debido a que el
promedio de ejecución fue muy bueno obteniendo un valor de 36 segundos aproxi-
madamente, pero este al igual que el primer caso, presentó varias soluciones que
no alcanzaron la óptima para este red, pero el cual tampoco es muy alejado ob-
teniendo un valor de 35 segundos del cual el óptimo es de 33 segundos, en fin es
5/10 soluciones que presenta este caso y esto evidencia que esto aparece debido a la
mutación, ya que sí se disminuye los padres para la recombinación y hay presencia
significativa de mutación, el problema aparecerá.
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Figura 9.3.: Promedio 40-8-10%
El comportamiento de los resultados como se muestra en 9.3 es aleatorio, pero con
una diferencia de tiempos no muy pronunciada, 6 por arriba del promedio y 4 por
debajo del promedio, lo cual es bueno ya que el promedio es de aproximadamente
un medio minuto.
Para el cuarto caso en donde la población inicial es poco de modo que la diversidad
desde el inicio es minino debido al tamaño de la misma tal y como se muestra en
la tabla 8.15; tratando de compensar esto se toma de los 20 iniciales cromosomas
los mejores 15 que serán los padres de la generación siguiente y considerando una
mutación del 3% el cual esta en el rango estipulado según la teoría. Los resultados
indican que a pesar de la poca población inicial el 70% llego a la solución optima
aunque de ese 70% el 71% la obtuve de forma aleatoria en forma pronunciada
mientras que el 29% lo logró de forma menos pronunciada, pero del 100% el 30%
no encontró la solución optima y esto es debido a que se consideró un porcentaje
de mutación elevado al igual que los padres seleccionados, la población inicial fue
poca y se perdió diversidad.
90
9. ANÁLISIS Y DISCUSIONES
Figura 9.4.: Promedio 20-15-3%
El comportamiento de los resultados como se muestra en 9.4 es aleatorio, la mayoría
de los datos están por debajo del promedio pero los que están arriba tienen una
diferencia de tiempos pronunciada.
Para los cuatro casos exponenciados anteriormente, se mostró para cada caso la
secuencia de disparos que se presentó, como se puede apreciar en las tablas 8.16,
8.14, 8.12, 8.10. Como se puede apreciar la variación entre ellas es muy poca a la
planteada7.4 inclusive la lista representada en la tabla8.10 es la misma, además para
los cuatro casos, las variaciones entre los disparos son pocas y todas llegaron a la
solución óptimo, esto muestra la versatilidad del programa y muestra los diferentes
formas (caminos) para encontrar el camino que tengo menor tiempo de terminación
del último trabajo
9.3. SMF 2
Para el caso en el que se trabajo con una población inicial de 50 cromosomas, de los
cuales 10 fueron seleccionados como padres y un porcentaje de mutación del 5%, los
resultados muestra una variabilidad no muy pronunciada en los óptimos hallados
en cada una de las 10 pruebas que se hizo, por lo general los resultados variaban
entre 150-156 unidades de tiempo, cabe resaltar que 7 de las 10 pruebas variaron en
transcurso de la ejecución sus óptimos, es decir, cada iteración presentaba un valor
diferente del cromosoma mejor adaptado mostrando la diversidad de la población
hasta alcanzar el óptimo, esto se ve en la tabla 8.18. Como se puede apreciar en
la tabla 7.5 el óptimo encontrado de forma manual es de 151 unidades de tiempo,
pero el algoritmo encontró un cromosoma con un valor que superó al óptimo local
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generado manualmente, esto válida la implementación del algoritmo a este SMF, el
valor de este cromosoma fue de 143 unidades de tiempo para así convertirse en el
óptimo global.
Para este mismo caso se puede observar que el tiempo de ejecución del algoritmo es
elevado con un promedio de 324 segundos aproximadamente, esto es debido a que
la población inicial posee un valor grande de cromosomas iniciales, incrementando
las operaciones del algoritmo debido al alto manejo de datos.
Figura 9.5.: Promedio red 50-10-5%
El comportamiento de los resultados como se muestra en 9.5 es aleatorio, la mayoría
de los datos están por encima del promedio pero casi todos los datos se mantienen
cerca del promedio de tiempo (Este tiempo me representa es el tiempo de ejecución
del algoritmo).
Para el caso en el que se trabajo con una población inicial de 100 cromosomas,
de los cuales 20 fueron seleccionados como padres y un porcentaje de mutación de
apenas 1% mostrando con claridad que en este caso no se considera prácticamente
la mutación y se le da mas prioridad a la recombinación, los resultados muestra una
variabilidad pronunciada en los óptimos hallados en cada una de las 10 pruebas que
se hizo, por lo general los resultados variaban entre 143-163 unidades de tiempo, en
este caso también se presentó el óptimo global presentado en el caso anterior pero
a diferencia del anterior caso 7 de los 10 experimentos presentaban poca diversidad
en los cromosomas y apenas muestran como máximo un variabilidad de a 3 datos
diferentes en sus respectivas listas, es decir, la lista que representan los mejores
cromosomas para estos 7 experimentos no variaba mucho y su óptimo local no
se aproximaba al correcto mientras que en los otros 3 casos se presentaba esa
diversidad de población y entregaron un óptimo local cercano al óptimo global,
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esto se ve en la tabla 8.20.
Para este mismo caso se puede observar que el tiempo de ejecución del algoritmo es
elevado con un promedio de 757 segundos aproximadamente, esto es debido a que la
población inicial (Cromosomas iniciales) posee un valor elevado a comparación del
anterior caso, incrementando las operaciones del algoritmo debido al alto manejo
de datos.
Figura 9.6.: Promedio red 100-20-1%
El comportamiento de los resultados como se muestra en 9.6 es aleatorio, la mayoría
de los datos están por debajo del promedio pero casi todos los datos se mantienen
cerca del promedio de tiempo (Este tiempo me representa es el tiempo de ejecución
del algoritmo).
Para el caso en el que se trabajo con una población inicial de 40 cromosomas, de
los cuales 8 fueron seleccionados como padres y un porcentaje de mutación del
10% mostrando con claridad que en este caso no se considera prácticamente la
recombinación y se le da mas prioridad a la mutación, los resultados muestra una
variabilidad pronunciada en los óptimos hallados en cada una de las 10 pruebas que
se hizo, por lo general los resultados variaban entre 150-159 unidades de tiempo, a
pesar de que los óptimos locales no están tan alejados los unos a los otros, para este
caso no se llego al óptimo local obtenido en los casos anteriores, esto es debido a
que la diversidad inicialmente fue poca y la recombinación no fue lo suficientemente
considerada a pesar de que la mutación es elevada. Cabe mencionar que en 8 de los
10 experimentos se presenta aleatoriedad entre las listas de los mejores cromosomas,
esto demuestra que la mutación aporta esta aleatoriedad debido a que en el caso
anterior se consideró prácticamente nula la mutación y los experimentos muestran
poca aleatoriedad en las listas de los mejores cromosomas, esto se ve en la tabla 8.22.
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Para este mismo caso se puede observar que el tiempo de ejecución del algoritmo es
bajo con un promedio de 757 segundos aproximadamente, esto es debido a que la
población inicial (Cromosomas iniciales) posee un valor bajo al igual que los padres
seleccionados en comparación con el caso anterior, disminuyendo las operaciones
del algoritmo debido al bajo manejo de datos.
Figura 9.7.: Promedio red 40-8-10%
El comportamiento de los resultados como se muestra en 9.7 es aleatorio, la mayoría
de los datos están cerca del promedio de tiempo (Este tiempo me representa es el
tiempo de ejecución del algoritmo), pero se puede apreciar que al final algunos
datos se alejan, esto es debido a que a estas alturas el algoritmo ya se ha acoplado
correctamente y aumenta .su efectividad.
Para el caso en el que se trabajo con una población inicial de 20 cromosomas,
de los cuales 15 fueron seleccionados como padres y un porcentaje de mutación
de 3% mostrando con claridad que en este caso la población inicial es en verdad
poca y que se considera una buena cantidad de padres para la recombinación y un
porcentaje aceptable para la mutación, los resultados muestra una variabilidad no
muy pronunciada en los óptimos hallados en cada una de las 10 pruebas que se
hizo, por lo general los resultados variaban entre 148-165 unidades de tiempo, en
este caso no se presentó el óptimo global presentado en el caso 1 y 2 pero si arroja
unos óptimos locales cercanos al global. A pesar de que no se consideró una buena
población inicia pero si esto se compensa con que los padres sean mas del 90% de
la población y la mutación sea aceptable, se pueden lograr los objetivos planteados
ya que los resultados que arrojan son satisfactorios.
Para este mismo caso se puede observar que el tiempo de ejecución del algoritmo
es elevado con un promedio de 416 segundos aproximadamente, a pesar de que la
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población inicial (Cromosomas iniciales) fue poca, los padres son un gran porcentaje
de está población y el porcentaje de mutación es considerable, así aumentando las
operaciones del algoritmo debido al aumento en el manejo de los datos.
Figura 9.8.: Promedio red 20-15-3%
El comportamiento de los resultados como se muestra en 9.8 es aleatorio, la mayoría
de los datos están cerca del promedio de tiempo (Este tiempo me representa es el
tiempo de ejecución del algoritmo), este caso muestra que es el más equilibrado en
este aspecto lo cual hace que este caso sea confiable.
9.4. TRABAJOS FUTUROS
Un trabajo a futuro interesante es trabajar los SMF sobre una implementación
de optimización en línea, esto es debido a que los SMF que se exponen en es-
te documento son estáticos, no están diseñados para considerar cualquier tipo de
perturbación que pueda ocurrir en el tiempo como si puede pasar en la vida real.
Trabajar sobre una implementación de optimización sobre SMF dinámicos, es decir,
que las transiciones que modelan el tiempo y las plazas que representan los eventos
puedan cambiar su configuración inicial, que se puedan moverse libremente hasta
por que no?, encontrar un nuevo óptimo global.
Un trabajo a futuro interesante es trabajar sobre una implementación de optimiza-
ción en sistemas donde el número de marcas pueda crecer de forma no controlada,
es decir, que los lotes iniciales representados por los tokens de entrada en las plazas
iniciales en las RdP puedan aumentar o disminuir independientemente del tiempo.
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El modelamiento de un SMF con mínimo 3 estaciones, incluyendo brazos robot
de varios grados de libertad y almacenes de materiales que se encuentran a la
entrada y salida de cada estación, de las cuales algunos de estas son compartidas
se pudo realizar aplicando las teorías de las RdP utilizando la plataforma PIPE,
la cual permite simular las RdP de forma tal que las transiciones pueden ser o no
temporizadas y permite perfectamente la evolución de los tokens en la red
A pesar de que se planteó un sistema de optimización basado en AG, de los cuales
sus herramientas fueron variadas a lo largo de los experimentos (tales herramien-
tas son población inicial, recombinación y mutación), para cada caso el algoritmo
encontró la mejor ruta que minimice el tiempo de terminación del último trabajo
aunque algunos no encontraron el óptimo global pero estos se acercan lo suficente
para ser considerados como posibles soluciones, cabe mencionar que en la mayoría
de los casos si se logró el obejtivo
Para el SMF al cual se le va a implementar el algoritmo de optimización diseñado,
los resultados son satisfactorios, esto es debido a que en los experimentos realizados
con esta red en los cuales se varían las herramientas proporcionadas por los AG,
la mayorÍa de los resultados se acercan al óptimo local lo cual los convierten en
soluciones factibles y reales por lo cual se alcanza el objetivo de encontrar la ruta
minimice el tiempo de terminación del último trabajo para cualquier SMF modelado
con RdP.
Es muy importante considerar para hacer una correcta aplicación de los algoritmos
genéticos tener una abundante población inicial, para mayor diversidad en la se-
lección de los padres, el número de padres también deben ser altos esto es debido
a que con el cruce (recombinación de los padres) saldrá la próxima generación y
al igual que la población inicial está debe ser muy diversa y por el último pero no
menos importante es la mutación, parte esencial de la evolución de los cromosomas,
esto es porque da aun más diversidad a la población porque ´puede que des-mejore
un cromosoma de la población como puede que ayude a encontrar su máxima ex-
presión es por esto que se debe considerar, no con un muy alto nivel de mutación,
si no uno moderado comprendido entre el [3% y 5%]
La tasa de mutación podría ser dinámica, esto podría ampliar el rango de soluciones
o podría asegurar que los buenos genes no se pierdan en el camino por una tasa de
mutación alta, este es un planteamiento para el mejoramiento del algoritmo.
El tiempo empleado por el algoritmo para generar buenas soluciones es relativa-
mente bueno, de acuerdo con las condiciones en las que se hizo la implementación
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del algoritmo, Este tiempo aumenta en la medida en que la dimensión de los pro-
blemas que se están trabajando aumenta, ya que aunque sea la misma cantidad de
individuos en cada generación y la misma cantidad de descendencia la que se está
procreando en todos los problemas, el aumento en la cantidad de trabajos y má-
quinas a programar aumenta la cantidad de transiciones a disparar y por lo tanto
la cantidad de operaciones y tiempo computacional que emplea el algoritmo.
La sintonización de los factores del AG es muy importante, y consume tiempo, ya
que no se puede crear una aplicación que solo de buenos resultados para cierto tipo
de problemas, sino que debe ser pensado, de tal manera que sea lo suficientemente
flexible para que sea utilizado en diferentes tipos de actividades. Es por esto que
hay que tener en cuenta niveles que abarquen todos los posibles comportamientos
del algoritmo y que podrían llegar a determinar su comportamiento, pero como se
vio con los problemas que se utilizaron para este fin, el algoritmo demuestra un
comportamiento robusto ante la variación de los niveles de los factores, ya que las
soluciones en los diferentes niveles no muestra una gran variación.
La posibilidad de aplicación práctica del algoritmo, demuestra su capacidad de
adaptación a diferentes procesos. Gracias a la estructura de las RdP, que pueden
ser adecuadas para modelar diferentes tipos de situaciones y a la estructura flexible
y simple, de los AG que pueden ser planteados de acuerdo con el tipo de problema
que se quiera solucionar, lo que puede potencializar a esta combinación como una
herramienta de uso continuo en las diferentes empresas que requieran programación
de sus tareas.
Los resultados obtenidos de las diferentes instancias que se corrieron aplicando la
combinación de las RdP y los AG, demuestran que esta técnica es una buena alter-
nativa para encontrar soluciones a problemas NP-Hard, como los que se encuentran
en la industria. Aunque, a medida que la complejidad de los trabajos aumenta se
aleja de la solución óptima conocida, ya que aumenta la cantidad de transiciones
disponibles, es decir, aumenta el universo de posibilidades que pueden ser selec-
cionadas cada vez, generando entonces gran cantidad de soluciones diferentes. A
pesar de esto, las soluciones se encuentran en un rango en el las soluciones se pueden
considerar buenas, obtenidas en un buen tiempo.
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