an influential study in 2006 on energy minimization methods for Markov random fields. This study provided valuable insights in choosing the best optimization technique for certain classes of problems. While these insights remain generally useful today, the phenomenal success of random field models means that the kinds of inference problems that have to be solved changed significantly. Specifically, the models today often include higher order interactions, flexible connectivity structures, large label-spaces of different cardinalities, or learned energy tables. To reflect these changes, we provide a modernized and enlarged study. We present an empirical comparison of more than 27 state-of-the-art optimization techniques on a Communicated by K. Ikeuchi.
their models, Szeliski et al. (2008) conducted a comparative study on 4-connected grid models. Along with the study, they provided a unifying software framework that facilitated a fair comparison of optimization techniques. The study was wellreceived in computer vision community and has till date been cited more than 700 times.
Since 2006 when the study was published, the field has made rapid progress. Modern vision problems involve more complex models, larger datasets and use machine learning techniques to train model parameters.
To summarize, these changes gave rise to challenging energy minimization problems that fundamentally differ from those considered by Szeliski et al. In particular, in Szeliski et al. (2008) the models were restricted to 4connected grid graphs with unary and pairwise factors only, whereas modern ones include arbitrary structured graphs and higher order potentials.
It is time to revisit the study (Szeliski et al. 2008) . We provide a modernized comparison, updating both the problem instances and the inference techniques. Our models are different in the following four aspects:
1. Higher order models, e.g. factors of order up to 300; 2. Models on "regular" graphs with a denser connectivity structure, e.g. 27-pixel neighborhood, or models on "irregular" graphs with spatially non-uniform connectivity structure; 3. Models based on superpixels with smaller number of variables; 4. Matching and image partitioning models without unary terms. Later also with unknown number of classes.
Inference methods have changed since 2006 as well, often as a response to the development of challenging models. The study of Szeliski et al. (2008) compared the performance of the state of the art at that time, represented by primal movemaking methods, loopy belief propagation, a tree-reweighted message passing, and a set of more traditional local optimization heuristics like iterated conditional modes (ICM).
We augment this set with recent updates of the movemaking and local optimization methods, methods addressing higher order models, and polyhedral methods considering the energy minimization as an (Integer) Linear Program.
Contributions
We provide a modernized experimental study of energy minimization methods. Our study includes the cases and algorithms studied by Szeliski et al. (2008) , but significantly expand it in the scope of both used inference methods and considered models. Both the methods and the considered models are implemented and stored within a single uniform multi-platform software framework, OpenGM 2 (Andres et al. 2014) . Together with results of our evaluation they are available on-line on the project web-page (Andres et al. 2014) .
Such a unification provides researchers with an easy access to the considered wide spectrum of modern inference techniques. Our study suggests which techniques are suited for which models. The unification boosts development of novel inference methods by providing a set of models for their comprehensive evaluation.
Related Inference Studies
Apart from the study of Szeliski et al. (2008) , a number of recent articles in CV have compared inference techniques for a small specialized class of models, such as Alahari et al. (2010) , Komodakis and Paragios (2008) , Kolmogorov and Rother (2006) . Unfortunately, the models and/or inference techniques are often not publicly available. Even if they were available, the lack of a flexible software-framework which includes these models and optimization techniques makes a fair comparison difficult. Closely related is the smaller study of Andres et al. (2010) that uses the previous and now deprecated version of OpenGM. It compares several variants of message passing and move making algorithms for higher order models on mainly synthetic models. In contrast to Andres et al. (2010) , we consider a broader range of inference methods, including polyhedral ones, and a bigger number of non-synthetic models.
Outside computer vision, the Probabilistic Inference Challenge (PIC) by Elidan and Globerson (2011) covers a broad class of models used in machine learning. We include the leading optimization techniques and some challenging problems of PIC in our study.
Furthermore, a previous and shorter version of the our study was published at a conference as .
Key Insights and Suggested Future Research
In comparison with Szeliski et al. (2008) , perhaps the most important new insight is that recent, advanced polyhedral LP and ILP solvers are competitive for a wide range of problems in computer vision. For a considerable number of instances, they are able to achieve global optimality. For some problems they are even superior or on a par with approximative methods in terms of overall runtime. This is true for problems with a small number of labels, variables and factors of low order that have a simple form. But even for some problems with a large number of variables or complex factor form, specialized ILP and LP solvers can be applied successfully and provide globally optimal solutions. For problems with many variables and cases in which the LP relaxation is not tight, polyhedral methods are often not competitive. In this regime, primal move-making methods typically achieve the best results, which is consistent with the findings of Szeliski et al. (2008) .
Our new insights suggest two major areas for future research. Firstly, in order to capitalize on existing ILP solvers, small but expressive models, e.g. superpixels, coarse-to-fine approaches, or reduction of the model size by partial optimality, should be explored and employed. Secondly, our findings suggest that improving the efficiency and applicability of ILP and LP solvers should and will remain an ongoing active area of research.
A more detailed synopsis and discussion of our insights will be given in Sect. 7.
The present study is solely devoted to structured energy minimization, that is to MAP estimation from a Bayesian viewpoint. From a statistical viewpoint, inference methods that explore posterior distributions beyond mere point estimation would be preferable, but are too expensive for most large-scale applications of current research in computer vision. Recent works (Papandreou and Yuille 2011; Orabona et al. 2014 ) exploits multiple MAP inference in order to get closer to this objective in a computationally feasible way. This development underlines too the importance of research on energy minimization as assessed in this paper.
Graphical Models
We assume that our discrete energy minimization problem is specified on a factor graph G = (V, F, E), a bipartite graph with finite sets of variable nodes V and factors F, and a set of edges E ⊂ V × F that defines the relation between those (Koller and Friedman 2009; Nowozin and Lampert 2011) . The variable x a assigned to the variable node a ∈ V lives in a discrete label-space X a and notation X A , A ⊂ V , stands for a Cartesian product ⊗ a∈A X a . Each factor f ∈ F has an associated function ϕ f : X ne( f ) → R, where ne( f ) := {v ∈ V : (v, f ) ∈ E} defines the variable nodes connected to the factor f . The functions ϕ f will also be called potentials.
We define the order of a factor by its degree |ne( f )|, e.g. pairwise factors have order 2, and the order of a model by the maximal degree among all factors.
The energy function of the discrete labeling problem is then given as
where the assignment of the variable x is also known as the labeling. For many applications the aim is to find a labeling with minimal energy, i.e.x ∈ arg min x J (x). This labeling is a maximum-a-posteriori (MAP) solution of a Gibbs distri-bution p(x) = exp{−J (x)}/Z defined by the energy J (x).
Here, Z normalizes the distribution. It is worth to note that we use factor graph models instead of Markov random field models (MRFs), also known as undirected graphical models, or conditional random fields (CRF). The reason is that factor graphs represent the structure of the underlying problem in a more precise and explicit way than MRFs, cf. Koller and Friedman (2009) . MRFs and CRFs express the conditional independence assumptions, which implies a factorization in maximum cliques only under some technical conditions (Koller and Friedman 2009; Lauritzen 1996) . Unfortunately, these terms widely have been used a bit sloppy in computer vision. Often (hyper-) graphs have been used to describe a factorization over (hyper-) edges but models have been called MRF/CRF -even those cannot express this fine factorization. Examples of such models in the present study are among others scene-decomp, matching or color-seg.
Categorization of Models
One of the main attributes we use for our categorization is the meaning of a variable, i.e. if the variable is associated with a pixel, superpixel or something else. The number of variables is typically related to this categorization.
Another modeling aspect is the number of labels the variable can take. Note that the size of the label-space restricts the number of methods that are applicable, e.g. QPBO or MCBC can be used when each variable takes no more than two values. We also classify models by properties of the factor graph, e.g. average number of factors per node, mean degree of factors, or structure of the graph, e.g. grid structure. Finally, the properties/type of the functions embodied by the factors are of interest, since for some subclasses specialized optimization methods exists, e.g. metric energies (Szeliski et al. 2008) or Potts functions ).
OpenGM 2: A General Modeling Framework
For this comparison we use OpenGM 2 (Andres et al. 2014) a C++ library for discrete graphical models. It provides support for models of arbitrary order, allows the use of arbitrary functions and sharing of functions between factors. OpenGM decouples optimization from the modeling process and allows to store models in the scientific HDF5 format. That is, all model instances stored into a single file and no application specific code has to be released/used to make models available or do evaluation on those. Within OpenGM 2 we provide several own implementations of inference methods in native C++ code as well as wrappers for several existing implementations, and making those available in a unified framework. Making new model instances or optimization methods available within this framework is rather simple: Fig. 1 illustrates a toy problem with 3 variables having 2, 3, and 2 states respectively. The two first order factors represent the same function mapped to different variables. Algorithm 1 shows pseudo code for its construction in OpenGM 2. In the first step (lines 1-2) a graphical model with the variables and corresponding label space is set up. When constructing a model we also fix the operation, in this case addition (+), which couples the single terms to a global objective. Then (line 3-5) the three functions are added. Note that OpenGM 2 allows special implementations for functions, e.g. for Potts functions. In the last step (line 6-9) factors are added to the model and connected to variables (first parameter) and functions (second parameter). Finally the model is stored to file (line 10). OpenGM 2 allows to reuse functions for different factors, which saves a lot of memory if e.g. the same regularizers are used everywhere. We call this concept extended factor graphs.
Algorithm 1 Creating a model in OpenGM 2 1: statespace = [ 2 3 2 ] 2: gm = createModel<+>(statespace) 3: fid1 = gm.addFunction( [2], [1.4 0] ) 4: fid2 = gm.addFunction( [2 3], [1 3 0; 4 2 5.1] ) 5: fid3 = gm.addFunction( [2 2], Potts(0,3.2) ) 6: gm.addFactor( [0] , fid1 ) 7: gm.addFactor( [2] , fid1 ) 8: gm.addFactor( [0,1] , fid2 ) 9: gm.addFactor( [0,2] , fid3 ) 10: storeModel( gm ,"model.h5") Given a problem defined on an (extended) factor graph one can find the labeling with the (approximately) lowest energy. Algorithm 2 illustrates how to approach this within OpenGM 2. After loading a model (line 1), one initializes an inference object (lines 2-3). Inference is always done with respect to an accumulative operation such as minimum (min) or maximum. Optionally, one can set up a visitor object (line 4), which will take care of logging useful information during optimization. The core inference is done within the method "infer" (line 5). After that one can get the inferred labeling (line 6). Additionally, the visitor can give informations about the progress the method has made over time.
Algorithm 2 Inference with OpenGM 2 1: gm = loadModel("model.h5") 2: InferenceMethod<min,+>::Parameter para 3: InferenceMethod<min,+> inf( gm , para ) 4: Visitor vis 5: inf.infer(vis) 6: x = inf.arg() 7: vis.journalize ("log.h5") For a new inference method, one needs to implement only constructor and methods infer() and arg(). Tutorials for the supported languages can be found on the project website (Andres et al. 2014 ). Table 1 gives an overview of the models summarized in this study. Note that, some models have a single instance, while others have a larger set of instances which allows to derive some statistics. We now give a brief overview of all models. Further specifics in connection with inference will be discussed in Sect. 6. A detailed description of all models is available online.
Benchmark Models

Pixel-Based Models
For many low-level vision problems it is desirable to make each pixel a variable in the model. A typical property of such models is that the number of variables is large. For 2D images, where variables are associated to pixels in a 2D lattice, a simple form of a factor graph model connects each pixel with its four nearest neighbors ( Fig. 2a ) using a pairwise energy. This simple form is popular and was the sole subject of the study (Szeliski et al. 2008) . In our study we incorporated the models mrf-stereo, mrf-inpainting, and mrfphotomontage from Szeliski et al. (2008) with three, two and two instances, respectively. The pairwise terms of these models are truncated convex functions on the label space for mrf-stereo and mrf-inpainting and a general pairwise term for mrf-photomontage.
Additionally, we used three models which have the same 4-connected structure. For inpainting problems (Lellmann and Schnörr 2011) inpainting-N4 and color segmentation problems (Lellmann and Schnörr 2011) color-seg-N4 1 the Elidan and Globerson (2011) Listed properties are number of instances (#), variables and labels, the order and the underlying structure. Furthermore, special properties of the functions are listed; truncated linear and squared (TL1/2), Potts function with positive (potts + ) and arbitrary (potts * ) coupling strength, its generalization to higher order (g-potts) and functions without special properties (explicit). For some models we have an additional loss function commonly used for this application, namely: 2pixel-accuracy (PA2), color-error (CE), pixel-accuracy (PA), variation of information (VOI), and geometric error (MPE). For the other models no ground truth or loss function was available Higher order models are in bold
Common pixel based models are grid structured with respect to a four (a) or eight (b) neighborhood-structure. Some models also use couplings to remoter variables. Also higher order structures (c) have been successfully used for modeling task is to assign each pixel one color out of a preselected finite set. For the object segmentation problems (Alahari et al. 2010 ) object-seg labels correspond to predefined object classes. Each single instance has the same small set of labels for all its variables and Potts terms are used to penalize the boundary length between different classes. In inpainting-N4 and color-seg-N4 this regularizer is the same for all factors. In object-seg, it depends on the image-gradient. The unary terms measure the similarity to predefined class-specific color models. From a modeling point the 4-neighborhood is quite restricted, important relations cannot be modeled by a simple grid structure in many applications. Therefore, models with denser structures (Fig. 2b ) as well as higher order models ( Fig. 2c ) have been introduced in the last decade. For instance, better approximations of the boundary regularization were obtained by increasing the neighborhood (Boykov 2003) . The datasets inpainting-N8 and color-seg-N8 (Lellmann and Schnörr 2011) include the same data-term as inpainting-N4 and color-seg-N4 but approximate the boundary length using an 8-neighborhood ( Fig. 2b ). Another dataset with an 8-neighborhood and Potts terms depending on the image-gradient is color-seg by Alahari et al. (2010) .
We also use a model with a 6-neighborhood connectivity structure in a 3D-grid. It is based on simulated 3D MRI-brain data (Cocosco et al. 1997) , where each of the 5 labels represent color modes of the underlying histogram and boundary length regularization (Boykov 2003) . We let the simulator generate 4 scans for 3 different slice-thickness. These models are denoted by brain-9 mm, brain-5 mm, and brain-3 mm. These replace the brain dataset used in . We also consider the task of inpainting in binary images of Chinese characters, dtf-chinesechar . Potentials, related to the factors of these models, are learned from a decision tree field. Although each variable has only two labels, it is connected via pairwise factors to 27 other variables selected during learning from a 17 × 17 window. Such an increased connectivity and discriminative learned (a) pixel based (b) superpixel based Fig. 3 While in pixel based models (a) each variable/node is assigned to one pixel, in superpixel based models (b) each variable/node is assigned to a set of pixels forming the superpixel. As a consequence the number of variables becomes smaller and the graph-structure is usually no longer regular potential make the resulting inference problem highly nonsub-modular and therefore challenging. Pixel based models that include higher-order terms are really rare. The main reason for this is that pixel based models usually have a large number of variables, such that a systematical enrichment of the model with higher-order terms often becomes intractable. To cope with this, higher order models in computer vision often include terms that can be reduced linearly to a second order model by including a small number of auxiliary variables and additional factors, e.g. labeling costs (Delong et al. 2012) and P n -Potts (Kohli et al. 2009) terms. Our benchmark includes one model called inclusion that has a fourth-order term ( Fig. 2c ) for each junction of four pixels that penalizes a splitting of the boundary, as suggested in .
Superpixel-Based Models
In superpixel-based models, all pixels belonging to the same superpixel are constrained to have the same label, as shown in Fig. 3 . This reduces the number of variables in the model and allows for efficient inference even with more complex, higher order factors. However, the grouping of pixels is an irreversible decision and it is hard to treat grouped pixels differently later on.
The models we consider in this regime are used for semantic image segmentation. The number of superpixels vary between 29 and 1133 between the instances. In the scenedecomposition-dataset (Gould et al. 2009 ) every superpixel has to be assigned to one of 8 scene classes. Pairwise factors between neighboring superpixels penalize unlikely labelpairs. The datasets geo-surf-3 and geo-surf-7 (Gallagher et al. 2011; Hoiem et al. 2011 ) are similar but have additional third-order factors that enforce consistency of labels for three vertically neighboring superpixels.
Partition Models
Beyond classical superpixel models, this study also considers a recent class of superpixel models which aim at partitioning an image without any class-specific knowledge Andres et al. 2011 Andres et al. , 2012a . These use only similarity measures between neighbored regions encoded by (generalized) Potts functions with positive and negative coupling strength. Since the partition into isolated superpixels is a feasible solution, the label space of each variable is equal to the number of variables of the model, and therefore typically very large, cf. Table 1 . That is why many solvers switch to a binary edge-label problem together with huge system of constraints, cf. .
For unsupervised image segmentation we consider the probabilistic image partition dataset image-seg , which contains factors between pairs of superpixels, and its extension image-seg-o3 ) that also uses a learned third-order prior on junctions. The 3D neuron segmentation model 3d-neuron-seg used in are replaced by 3 datasets knott-3d-seg-150, knott-3d-seg-300, and knott-3d-seg-450 with 8 instances each. The number denotes the edge length of the 3D volume. These datasets allow a better evaluation of the scalability of methods and are generated from sub-volumes of the model described in Andres et al. (2012a, b) .
The hyper-graph image segmentation dataset correlationclustering includes higher order terms that favor equal labels for sets of superpixels in their scope if those are visually similar. These sets are preselected and incorporate higher level proposals in the objective. The partition models are completed by some network clustering problems modularity-clustering (Brandes et al. 2008 ) from outside the computer vision community. Contrary to the previous ones, these instances include a fully connected structure.
Other Models
We also consider computer vision applications that assign variables to keypoints in the image-data.
The first model deals with the non-rigid point matching problem (Komodakis and Paragios 2008) matching. Given two sets of keypoints the task is to match these such that the geometric relations are kept. The model instances include no unary terms, whereas the pairwise terms penalize the geometric distortion between pairs of points in both point-sets.
The second application is cell-tracking (Kausler et al. 2012) . Variables correspond to the assignments of cells in a video sequence, which need to be consistent over time.
Since a track can either be active or dormant, the variables are binary. Higher-order factors are used to model the likelihood of a "splitting" and "dying" event of a cell.
Finally, we include models from outside computer vision, taken from the Probabilistic Inference Challenge (PIC) (Elidan and Globerson 2011) into the corpus. The proteinfolding instances (Yanover et al. 2008 ) have a moderate number of variables, but are fully connected and have for some variables huge label spaces. The protein-prediction instances (Jaimovich et al. 2006) include sparse third-order binary models. For both dataset we include only the hardest instances, which were used also in Elidan and Globerson (2011) .
Inference Methods
We evaluate a large number of different inference methods. The selection of methods is representative of the state of the art in the field. As shown in Fig. 4 , we can cluster the methods into four groups: (i) global optimal methods that provide optimal solution if no time-and memory-constraints are given, (ii) methods solving linear programming relaxations, providing a lower bound, (iii) move-making methods that iteratively improve a feasible labeling, and (iv) message passing methods that perform local calculations between nodes. Furthermore, subsets of methods leverage max-flow problems or dual representations; we call these methods max-flowand DD-based methods, respectively. In this study we do not consider inference algorithms based on Monte Carlo simulation; only in one data set (dtf-chinesechar) we report results obtained from simulated annealing. In general these methods converge slowly and may not be practical for most computer vision applications. In addition they often require careful tuning of parameters such as the temperature schedule. As Monte Carlo methods are not very popular in computer vision, we are not able to give a fair comparison and skip them in our current study. We now give a brief overview of the considered methods.
Polyhedral Methods
A large class of algorithms solves a linear programming relaxation (LP) of the discrete energy minimization problem. An advantage of these methods is that they also provide a lower bound for the optimum, but on the other hand can converge to non-integer solutions, which need to be rounded to an integer solution.
Perhaps the most commonly used relaxation is the LP relaxation over the local polytope (Wainwright et al. 2005; Schlesinger 1976; Werner 2007) . We can solve small instances using off-the-shelf LP-solvers e.g. CPLEX (IBM, ILOG CPLEX 2013) as used in LP-LP . For large problems this is no longer possible and special solvers have been proposed that optimize a dual formulation of the problem. A famous example is the block-coordinate- The inference methods used in this benchmark can be roughly grouped into four classes. These are (1) methods based on linear programming, (2) methods providing global optimal solutions, which are often strongly related to linear programming, (3) methods based on move-making procedures which iteratively improves the labeling, and (4) methods based on message passing-often motivated by linear programming and variational optimization. Some methods make use of max-flow methods for fast optimization of binary (sub-)problems or based on the dual decomposition framework, which is also sketched in the diagram. A fifth class of methods are methods based on sampling, which are not covered in this study since they are rarely used in computer vision. For hard models they might perform reasonable, with a certain amount of tuning of involved hyper-parameters and sampling procedures, as shown for the dtf-chinesechar model. For some of the inference algorithms we use different implementations. Even when algorithmically identical, they often vary in speed because of implementation differences and specialized algorithms. We always try to use the fastest one and use the prefix ogm-and mrf-to state that the used implementation was or Szeliski et al. (2008) , respectively. For other methods the core of the implementation has been provided by the original authors of the methods and we wrapped them within OpenGM 2 ascent method TRWS (Kolmogorov 2006) , which, however, can get stuck in suboptimal fix points. In contrast, subgradient methods (Komodakis et al. 2011; Kappes et al. 2012 ) based on dual decomposition (DD) (Komodakis et al. 2011; Guignard and Kim 1987) with adaptive stepsize DD-SG-A and bundle methods with adaptive DD-Bundle-A or heuristic DD-Bundle-H stepsize are guaranteed to converge to the optimum of the relaxed dual 2 . In both cases primal integer solutions are reconstructed from the subgradients. As dual decomposition methods can be sensitive to the stepsize, we evaluate different stepsize-rules. While a more detailed evaluation is beyond the scope of this work, we consider beside our base line stepsizerule also stepsizes scaled by 10 and 10 −1 , denoted with postfix + and −, respectively.
Max-Flow Based Methods
DD Based Methods
Global Optimal Methods
Other methods based on dual decomposition are Alternating Directions Dual Decomposition AD3 (Martins et al. 2011) , the Adaptive Diminishing Smoothing ALgorithm ADSAL , which smooth the dual problem to avoid local suboptimal fix-points, and Max-Product Linear Programming MPLP (Globerson and Jaakkola 2007) . For MPLP an extension MPLP-C (Sontag et al. 2012) exists that iteratively adds violated constraints over cycles of length 3 and 4 to the problem. This leads to a tighter relaxations than the local polytope relaxation. The idea of most dual methods is sketched in Algorithm 3. Starting with a decomposition of the original into several tractable subproblems, the equality constraints x i ≡ x are dualized by means of Lagrange multipliers. The subgradients, which can be obtained by solving the subproblems, are used to update the dual variables λ. If the update has moved λ to a point outside the feasible set an additional projection onto the feasible set is required. This step can also be understood as a re-parameterization of the problem, with the goal that the subproblems will agree in their solutions, i.e. x i ≡ x j . The different dual methods differ mainly by the choice of decomposition (Algorithm 3 line 1) and the used update strategy ξ i for dual variables (Algorithm 3 line 4).
For binary second order problems the QPBO method (Rother et al. 2007 ) can be used to find the solution of the local polytope relaxation in low order polynomial time. It reformulates the LP as a network flow problem, which is then solved efficiently. For Potts models we also compare to a cutting-plane algorithm, MCR , that deals with a polynomially tractable relaxation of the multiway cut polytope and the multicut polytope. For Potts models the former polytope is equivalent to the local polytope relaxation (Osokin et al. 2011; Nieuwenhuis et al. 2013; . We compare different types of relaxations and separation procedures as described in 3 .
Integer Linear Programs (ILPs) are related to polyhedral methods. These include additional integer constraints and guarantee global optimality, contrary to the methods based on LP-relaxations which may achieve optimality in some cases only. Solutions of ILPs are found by solving a sequence of LPs and either adding additional constraints to the polytope (cutting plane techniques) as sketched in Algorithm 4, or branching the polytope or discrete candidate-set into several polytopes or candidate-sets (Branch and Bound techniques), sketched in Algorithm 5. Inside Branch and Bound methods the cutting plane methods can be applied to get better bounds which allow to exclude subtrees of the branch-tree earlier.
Algorithm 4 Cutting-Plane 1: Initial Relaxation: min μ∈P θ, μ 2: repeat 3: Solve current relaxation: μ * = arg min μ∈P θ, μ 4: Add constraints violated by μ * to P 5: until No violated constraints found Algorithm 5 Branch and Bound 1: Initial Problem: min x∈X J (x), S = {X } 2: repeat 3: Select branch node:X withX ∈ S 4: Split selected node:
We evaluate four state-of-the-art general combinatorial solvers. We wrapped the off-the-shelf ILP solver from IBM CPLEX (IBM, ILOG CPLEX 2013) by OpenGM 2 ) and denoted by ILP. For the best performing method in the PIC 2011, called breadth-rotating and/or branch-and-bound (Otten and Dechter 2011) (BRAOBB), we observed for several instances that the optimality certificate, returned by the algorithm, was not correct. We reported that to the authors, who confirmed our observations; we chose to not report the invalid bounds returned by BRAOBB. We evaluate three variants: BRAOBB-1 uses simple and fast preprocessing, BRAOBB-2 uses stochastic local search (Hutter et al. 2005) to quickly find a initial solution, and BRAOBB-3 is given more memory and running time to analyse the instances during pre-processing. Bergtholdt et al. (2010) suggested a tree-based bounding heuristic for use within A-star search; we call this method A-Star. This Branch & Bound method does not scale to large problems. The same is true for the Branch & Bound extension of AD3, which uses upper and lower bounds of AD3 for bounding; we denote this extended method by AD3-BB (Martins et al. 2011) .
The recently proposed CombiLP solver utilizes the observation that the relaxed LP solution is integral almost everywhere in many practical computer vision problems. It confines application of a combinatorial solver to the typically small part of the graphical model corresponding to the non-integer coordinates of the LP solution. If consistence between the LP and ILP solution cannot be verified the non-integral subparts grow and the procedure repeats. This allows to solve many big problems exactly. If the combinatorial subproblem becomes too large, we return bounds obtained by the LP solver.
To reduce the large memory requirements, we also consider the integer multicut-representation introduced by Kappes et al. (2011) . This multicut solver with integer constraints (MCI) can only be applied for functions which include terms that are either invariant under label permutations or of the first-order. As for MCR similar separationprocedures are available. Additionally, we can take advantage from integer solutions and use more efficient shortest-path methods, noted by an I within the separation acronym.
We also consider a max-cut branch and cut solver MCBC (Bonato et al. 2014; for pairwise binary problems, which could not be made publicly available due to license restrictions.
Message-Passing Methods
Message passing methods are simple to implement and can be easily parallelized, making them a popular choice in practice. The basic idea is sketched in Algorithm 6. In the simplest case messages are defined on the edges of the factor graph, better approximations can be obtained by using messages between regions. Messages can be understood as a reparameterization of the model, such that local optimization becomes globally consistent. Polyhedral methods can often be reformulated as message passing where the messages represent the re-parameterization of the models, as in TRWS and MPLP. Its non-sequential pendant TRBP (Wainwright et al. 2005 ) is written as a message passing algorithm. TRBP can be applied to higher order models but has no convergence guarantees. Practically it works well if sufficient message damping (Wainwright et al. 2005 ) is used. Maybe the most popular message passing algorithm is loopy belief propagation (LBP). While LBP converges to the global optimum for acyclic models, it is only a heuristic for general graphs, which turns out to perform reasonably well in practice (Yedidia et al. 2004) . We evaluate the parallel (LBP) and sequential (BPS) versions from Szeliski et al. (2008) , as well the general higher order implementation using parallel updates from . For non-sequential methods we use message damping. Another advantage of message passing methods is that they can be parallelized easily and speeded up further for the calculation of the message updates in special cases, e.g. when distance transform (Felzenszwalb and Huttenlocher 2006) is available.
Move-Making Methods
Another class of common greedy methods applies a sequence of minimizations over subsets of the label space, iteratively improving the current labeling. The corresponding subproblems have to be tractable and the current label has to be included into the label-subset over which the optimization is performed, cf. Algorithm 7. The α-β-Swap-Algorithm (Boykov et al. 2001; Kolmogorov and Zabih 2002 ) (α-β-Swap) selects two labels, α and β, and considers moves such that all variables currently labelled α or β are allowed to either remain with their current label or change it to the other possible label within the set {α, β}. In each round all possible pairs of labels are processed. For each label pair the corresponding auxiliary problems are binary and under some technical conditions submodular, hence they can be solved efficiently by maxflow algorithms, see Verma and Batra (2012) for a recent review.
Alternatively, the same authors (Boykov et al. 2001; Kolmogorov and Zabih 2002) suggested the α-Expansion algorithm (α-Exp). This move making algorithm selects a label α and considers moves which allows all variables to either remain with their current label or to change their label to α. In each round α is sequentially assigned to all possible labels. As for α-β-Swap the auxiliary problem in 7 line 3 can be reduced to a max-flow problem under some technical conditions.
Because α-Expansion and αβ-swap require submodular subproblems (Boykov et al. 2001; Kolmogorov and Zabih 2002) , which cannot be guaranteed for all benchmark problems, several extensions have been proposed in the literature. Boykov et al. (2001) and Rother et al. (2005) suggest to use submodular approximations of the move energy function that still guarantee to not increase the original energy of the labeling in each move. The "truncation" trick of Rother et al. (2005) is used in the MRF-library (Szeliski et al. 2008 )-in our study denoted by mrf-α-Exp-trunc and mrf-αβ-Swaptrunc-in order to make α-expansion and αβ-swap applicable to more models.
Alternatively one may apply other solvers to the nonsubmodular subproblems. The solvers need not be optimal but have to guarantee to not increase the energy of the labelling . As suggested in Woodford et al. (2009), Lempitsky et al. (2010) , Fix et al. (2011) we use QPBO to solve the subproblems. In order to deal with higher-order models we apply the reduction techniques of Fix et al. (2011) to the auxiliary problems. We name this method α-Expansion-QPBO (α-Exp-QPBO) to indicate that we use QPBO as sub-solver. However, it is worth to note that neither the truncated nor the QPBO version can guarantee that the best possible move is performed in each step.
Furthermore, other proposal-oracles, e.g. "non-constant", may perform better for some models, but finding such cases depends on the application and hence is beyond the scope of this work. We refer to Lempitsky et al. (2010) , Kappes et al. (2014) for a more detailed discussion.
The FastPD algorithm (Komodakis and Tziritas 2007 ) is similar to α-Expansion in the way moves are selected and evaluated. Additionally, the dual solution of the max-flow solver is used to re-parameterize the objective function. This leads to significant speed up and allows as a by-product to calculate a lower bound by using the re-parameterized objective. However, FastPD might get stuck in suboptimal fix-points and will not reach the optimal dual objective.
While these three methods are based on solvable maxflow subproblems, there are other algorithms which perform local moves. The most prominent algorithm in this line is the iterated conditional modes algorithm (Besag 1986 ) (ICM), which iteratively improves the labeling of a single variable by keeping the other fixed. extended this idea to an exhaustive search over all sets of variables of a given size k. While this would be intractable in a naive implementation, they introduced several data-structures to keep track of the changes and ended up with the Lazy Flipper. As with ICM this method also guarantees to converge to a local fix-point that can only be improved by changing more than 1 or k variables for ICM and Lazy Flipper, respectively.
For second order binary models Gorelick et al. recently suggested a method based on local submodular approximations with trust region terms (Gorelick et al. 2014 ) called LSA-TR. This method iteratively approximated the non submodular part of the objective by a linear approximation around the current labeling. For the trust region term we evaluate Euclidean and Hamming distance as suggested in Gorelick et al. (2014) .
Another method specialized for partition problems is the Kernighan-Lin algorithm (Kernighan and Lin 1970) (KL), which iteratively merges and splits regions in order to improve the energy.
Rounding
Linear programming relaxations and message passing methods typically do not provide a feasible integer solution. They provide either a fractional indicator vector or pseudo-minmarginals. The procedure to transform those into a feasible integer solution is called rounding. The final quality of the integer solution does also depend on the used rounding procedure.
The simplest rounding procedure is to round per variable based on the first order (pseudo) min-marginal given
While this is simple and can be performed efficiently it is very brittle and might fail even for tree-structured models by mixing two modes. Ideally, decisions should not be made independently for each variable. One popular option is to condition eq. (2) on already rounded variables. This can be done on the re-parameterized objective (Kolmogorov 2006) or on the marginals by
Both methods are not guaranteed to do an optimal rounding on a cyclic graph, but at least try to track modes. Similar rounding schemes can be applied for indicator functions, too.
In some special cases rounding methods exists that can guarantee a k-approximation error, i.e. the energy of rounded solution is less than a factor k-times larger than the relaxed one. A well known class of such models, are models with metric regularizers (Cȃlinescu et al. 2000; Kleinberg and Tardos 1999; Chekuri et al. 2004) . For the relaxed multiway cut solver MCR we use such a de-randomized rounding procedure (Cȃlinescu et al. 2000; . For methods based on dual decomposition such rounding methods are not feasible directly, because dual methods do not provide a feasible primal solution of the LP relaxation which is essential for these rounding procedures.
However, since the rounding problem can be as hard as the original problem, which is NP-hard, there will always be cases in which one rounding method performs worse than another. It is important to understand that when we compare the objective value of the rounded integer solution of a method we implicitly also evaluate the rounding method used.
Post-and Pre-Processing
By combining mentioned solvers or augmenting them with other procedures, the further "meta-solvers" can be generated. The CombiLP is one example for this. It combines TRWS with ILP. Alahari et al. (2008) suggested a pre-processing procedure that first computes the optimal states for a subset of variables in polynomial time and then continues with the remaining smaller problem with more involved solvers. In Alahari et al. (2008) this was proposed in order to improve the runtime, and showed that using this preprocessing can make combinatorial methods as efficient as approximate methods. In the authors also suggest to treat acyclic substructures and connected components separately. We combine different methods with this preprocessing denoted by the postfix -ptc. For Potts models we make use of Kovtun's method (Kovtun 2003) to efficiently obtain partially optimal solutions.
An alternative approach to reduce the problem size is to group variables based on the energy function ). However, this has two major drawbacks; first it is not invariant to model reparameterizations, and second the reduced problem is an approximation of the original problem.
Another meta-solver we considered is InfAndFlip, which first runs a solver to obtain a good starting point for the Lazy Flipper. Lazy Flipping never degrades the energy, but relies heavily on its initialization. We denote lazy flipping postprocessing by -LFk, where k specifies the search depth.
Comparability of Algorithms and their Implementations
When we compare algorithms empirically, we really compare specific implementations of said algorithms, which are affected by domain-specific implementation choices. It is important to keep in mind that a general implementation will usually be much slower than a specialized one. The reason is that specialized efficient data structures can be used, more efficient calculations for subproblems become feasible, interfaces can be simplified, compiler optimization (e.g. loop unrolling) becomes applicable and many more or less obvious side-effects can show up.
Our study includes implementations that follow two different paradigms; very fast, specialized but less flexible code, e.g. TRWS and BPS of Vladimir Kolmogorov or FastPD of Nikos Komodakis, and very general and flexible but less fast code, e.g. the OpenGM 2 implementations of Dual Decomposition or LBP.
While both paradigms have merit, it becomes challenging to quantify their relative performance in a fair manner. Due to the algorithmic complexity we expect that for some methods a speedup of a factor of ≈ 100 for specialized implementations may be possible (Table 2) .
Specialized solvers are very fast for problem classes they support and were designed for, but often are not easily generalized to other classes and at that point restrict the degrees of freedom of modeling. On the other hand more general solvers are able to solve a large class of models, but are often orders of magnitudes slower. Specifically, some solvers are specialized implementations for a certain class of problems (e.g. grids with Potts functions), while others make no assumptions about the problem and tackle the general case (i.e. arbitrary functions and order).
As one of several possible examples Table 3 shows six different implementations of TRWS. The original TRWS implementation for general graphs (TRWS) and grid graphs (mrf-TRWS) by Vladimir Kolmogorov and the TRWS implementation provided in OpenGM 2 (ogm-TRWS). Each is implemented for general functions and for Potts functions using distance transform (Felzenszwalb and Huttenlocher 2006) .
Algorithmic Scheduling
A number of algorithms depend on an explicit or implicit ordering of factors, messages, labels, etc. While the detailed evaluation of such implementation details or implicit parameters is beyond the scope of this work, we describe the choices in our implementations and possible alternatives for the sake of completeness.
For α-Expansion and αβ-Swap we choose the default order of the moves. Recently, Batra and Kohli (2011) have shown, that an optimized ordering can often improve the results. However, there are no theoretical guarantees that this For some methods we have different implementations, which than have different abbreviations. Furthermore the table shows restrictions of the methods and implementations, respectively, as well as additional comments and corresponding references. The four groups are move-making methods, message passing methods, methods based on linear programming relaxations and finally methods that guarantees global optimal solutions when no time and memory restrictions are given. Furthermore, some pre-and postfixes indicate the used data-structures, seperation procedures or some pre-and post-processing-method which can be used together with several other methods algorithm will produce an ordering strictly better than the default one. Similarly, the order of moves has a strong impact on the quality of solutions and runtime in the case of other move-making algorithms such as ICM and Lazy-Flipper. Sequential message passing methods depend on the ordering of the messages. This ordering can be predefined or selected dynamically during optimization, as suggested by Tarlow et al. (2011) . Parallel message passing methods do not require an ordering, but typically underperform compared to asynchronous algorithms and often require damping to achieve convergence. While empirically sequential methods perform often better, they cannot be parallelized that easy.
For methods using cutting plane techniques and branch and bound, the cutting plane management/scheduling (Wes-selmann and Stuhl 2012) and branching strategy (Achterberg et al. 2005 ) define an additional degree of freedom, respectively. We always use the default option of the methods which provide in average good choices.
Stopping Condition
Another critical point which has to be taken into account is the stopping condition used. Not all methods have a unique stopping condition. For example move making methods stop if no move from the considered set of moves gives an improvement. This is practical only if the set of possible moves is manageable, for example if it can be optimized over exactly. Using distance transform for Potts models always leads to a speed up compared to standard updates. The mrf-TRWS which is specialized for grids is fastest, followed by the original implementation TRWS which requires the same regularizer type everywhere, and ogm-TRWS which only restricts the model to be of second order In order to deal with the accuracy of floating-point arithmetic (Goldberg 1991) , linear programming approaches often solve the problem up to a certain precision, here set to 10 −7 . Solving the LP to a higher precision requires more runtime, but may not improve (or even change) the final integer solution since LPs typically involve a rounding procedure.
For LP solvers that work on the dual problem like TRWS or MPLP it is non-trivial to evaluate the duality gap. To overcome this problem Schmidt (2013, 2014) proposed a method to generate feasible primal estimates from duals and so get an estimate on the primal-dual-gap.
Unfortunately, in theory even small changes in the primal or dual solution can have large impact on the rounded integer solution. Moreover, the method of Savchynskyy and Schmidt is not available for all algorithms so far, so we use the total gap (current integrality + duality gap) as our stopping condition, cf. Fig. 5 .
Another option is to check if the changes made by the method are numerically relevant. If for example the largest change of a message of LBP is smaller than 10 −5 it is more likely to run into numerical problems than to make further improvements. The same holds true if the improvements of the dual within TRWS become too small.
We will use the following additional stopping conditions for all algorithms: (1) A method is stopped after 1 h. (2) A method is stopped if the gap between the energy of the current integer solution and the lower bound is smaller than 10 −5 .
(3) A method is stopped if the numerical changes within its data is smaller than 10 −7 .
With this additional stopping condition, we obtain better numerical runtimes for some methods, e.g. TRWS and LBP, as reported in without worsening the other results. Such methods suffer when a large number of iterations is used as the only stopping-condition.
Experimental Setup
The hardware platform for this study is the Intel Core i5-4570 CPU with 3.20 GHz, equipped with 32 GB of RAM 4 . In order to minimize the effect of operating system activity on runtime measurements, experiments were conducted on only three of the four cores of a CPU. No multi-threading and no hyper-threading was used. An evaluation of the parallelizability of optimization algorithms or the runtime of parallel implementations is beyond the scope of this study.
The software platform for this study is Version 2.3.3 of the C++ template library OpenGM (Andres et al. 2014 . Compiling was done with GCC 4.8.2 and O3 options. The operating system was Ubuntu 14.04. OpenGM imposes no restrictions on the graph or functions of a graphical model and provides state-of-the-art optimization algorithms, custom implementations as well as wrappers around publicly available code. In the tables below, prefixes indicate the origin of each particular implementation, ogm ) and mrf (Szeliski et al. 2008) . The lack of a prefix indicates that code was provided by the corresponding author and wrapped for use in OpenGM. All graphical models considered in this study are available from Andres et al. (2014) in the OpenGM file format, a platform independent binary file format built on top of the scientific computing standard HDF5.
To make runtime measurements comparable, we exclude from these measurements the time for copying a graphical model from the OpenGM data structure into a data structures used in wrapped code, the time spent on memory allocation in the initialization phase of algorithms, as well as the overhead we introduce in order to keep track, during optimization, of the current best integer solution and, where available, the current best lower bound. To keep resources in check, every algorithm was stopped after 1 h if it had not converged.
Obviously, not every implementation of every algorithm is applicable to all graphical models. We made our best effort Fig. 6 List of models used in the benchmark. The x-axis groups the model into specific classes and the y-axis reflects the size of the models. Datasets for which we can calculate the optimal solution within 1 h for each instances are marked green, for which some solved to optimality within 1 h in yellow, and those which are unsolved within 1 h so far red. If we gave combinatorial methods more time for optimization, say 10 h, we would be able to solve some more models to optimality . We were able to find better solutions than reported in Szeliski et al. (2008) for the models there considered, even we were not able to solve a single instance in mrf-photomontage or mrf-inpainting within 1 h. Non surprisingly, larger models are usually harder than smaller ones. If special properties can be used, as for Potts models, solvers scale better. Also small models can be hard if large interactions exist, as for dtf-chinesechar. While our study gives some indications how the "hardness" of an instance could be estimated, a principle measure is so far not known to apply as many algorithms as possible to every model. As a consequence of this effort, the study compares implementations of algorithms which are highly optimized for and restricted to certain classes of graphical models with less optimized research code applicable to a wide range of graphical models. As discussed in Sect. 4.7, this aspect needs to be taken into account when comparing runtimes (Fig. 6 ).
Evaluation
This section summarizes the experimental results. More detailed evaluation in different forms can be found in the supplementary material and on the project website (Andres et al. 2014) . For selected graphical models and instances, proper numbers are reported in Tables 4-24. All tables in this section as well as all tables online show the runtime, the objective value of the final integer solution as well as the lower bound, averaged over all instances of a particular model. Note that bad results of a method on a single instance can have large impact on the mean measurements, even when the method performs well on all other instances. That is why we report, in addition, the number of instances for which an algorithm returned the best (not necessary optimal) integer solution among all algorithms and the number of instances for which the algorithm verified optimality by its own, denoted by opt. As we deal with floating-point numbers and terminate algorithms if the gap between the current best integer solution and the lower bound is less than 10 −5 , we need to take the precision of floating-point operations into account. An output is taken to be the best and verified optimal if the difference is less than 10 −5 in terms of its absolute value or less than 10 −8 in terms of its relative value.
For the first time and contrary to we also measure the memory requirements. The tables in this paper show the maximal memory requirements by a method for all instances of a model given in GB, denoted by mem. Memory requirements per instance are shown online and in the supplementary material. For some models, we are able to evaluate the output also with respect to an application specific measurement, cf. Table 1 . This addresses the question whether the absolute differences between algorithms are relevant for a particular application.
Pixel/Voxel-Based Models
Stereo Matching (mrf-stereo) We now consider three instances of a graphical model for the stereo matching problem in vision. Results are shown in Table 4 . It can be seen from these results that two instances were solved to optimality. Only for the instance teddy in which variables have 60 labels, no integer solution could be verified as optimal. For the two instances for which optimal solutions were obtained, suboptimal approximations that were obtained significantly faster are not significantly worse in terms of the two pixel accuracy (PA2), i.e. the number of pixels whose disparity error is less than or equal to two. On average, the solution obtained by BPS is 2% better in terms of the two-pixel accuracy (PA2) than solutions with smaller objective value.
Inpainting (mrf-inpainting)
We now consider two instances of a graphical model for image inpainting. In these instances, every variable can attain 256 labels. Thus, efficient implementation is essential and only some implementations of approximative algorithms could be applied. Results are shown in Table 5 and Fig. 7 . It can be seen from these results that TRWS outperforms move making methods. The best result is obtained by taking the solution provided by TRWS as the starting point for a local search by lazy flipping. While FastPD and α-expansion converge faster than TRWS, their solution is significantly worse in terms of the objective value and also in terms of the mean color error (CE).
Photomontage (mrf-photomontage)
We now consider two instances of graphical models for photomontage. Results are shown in Table 6 . It can be seen from these results that move making algorithms outperform algorithms based on linear programming relaxations. This observation is explained by the fact that the second-order factors are more discriminative in this problem than the first-order factors. Therefore, the LP relaxation is loose and thus, finding good primal solutions (rounding) is hard.
Color Segmentation (col-seg-n4/-n8) We now consider nine instances of a graphical model for color segmentation. These are Potts models with 76.800 variables and few labels and a 4-connected or 8-connected grid graph. Results are shown in Table 7 and Fig. 8 . It can be seen form these results that all instances could be solved by the multicut algorithm and CombiLP, both of which verified optimality of the respective solutions. LP relaxations over the local polytope are tight for 7 instances and are overall better than other approximations. FastPD, α-expansion and αβ-swap converged to somewhat worse but still reasonable solutions very quickly. For the hardest instance, algorithms based on multiway cuts did not find a solution within 1 h. It can be seen from Fig. 8 that approximate solu- Color Segmentation (color-seg) We now consider three instances of a graphical model for color segmentation provided by Alahari et al. (2010) . Results are shown in Table 8 . It can be seen from these results that the local polytope relaxation is tight. Approximate algorithms find the optimal solution for two instances and a near optimal solution for one instance of the problem. When Kovtun's method is used to reduce the problem size-which works well for this problem-the reduced problem can be solved easily and overall faster than with approximative algorithms alone.
Object Segmentation (object-seg) We now consider five instances of a graphical model for object segmentation provided by Alahari et al. (2010) . Results are shown in Table 9 . As for the color segmentation instances, the local polytope relaxation is tight. Compared to TRWS, FastPD is 10 times faster and worse in terms of the objective value only for 1 instance and only marginally. Furthermore, the pixel accuracy (PA) for results of FastPD and α-expansion is slightly better than for optimal solutions. For instances like these which are large and easy to solve, combinatorial algorithms offer no advantages in practice.
Inpainting (inpainting-n4/n8) We now consider four synthetic instances of a graphical model for image inpainting, two instances with a 4-connected grid graph and two instances with an 8-connected grid graph. For each graph structure, one instance has strong first-order factors and the other instance (with postfix 'inverse') is constructed such that, for every variable, a first-order factors assigns to same objective value to two distinct labels. Results are shown in Table 10 and Fig. 9 . It can be seen from these results that even Potts models can give rise to hard optimization problems, in particular if the first-order factors do not discriminate well between labels. Moreover, it can be seen from Fig. 9 Table 15 geo-surf-7 (300 instances): the commercial ILP solver performs best for these small models. The local polytope relaxation is tight for almost all instances. While α-Exp-QPBO is very fast, the solutions it provides are significant worse than the optimal solution, for some instances, both in terms of the objective value and in terms of pixel accuracy (PA that increasing the neighborhood-system helps to avoid discretization artefacts. However, even with an 8-neighborhood, the model favors 135 • over 120 • angles, as can be seen in Fig. 9c .
Brain Segmentation (brain-3/5/7mm) We now consider twelve instances of a graphical model for segmenting MRI scans of human brains defined by four simulated scans at three different resolutions. These instances have 10 5 -10 6 variables. For such large instances, the efficient data structures are helpful. Results are shown in Table 11 . It can be seen from these results that TRWS provides tight lower bounds but suboptimal approximate solutions which shows that the rounding problem remains hard. Multiway cut cannot be applied directly because the instances are too large. However, with model reduction as pre-processing, MCI-ptc is the only algorithm that could solve all instances within 1 h. FastPD terminates in 1/10 of the runtime, providing approximations which are worse in terms of the objective value but reasonable in the application domain.
DTF Chinese Characters Inpainting (dtf-chinesechar)
We now consider 100 instances of a graphical model for Chinese character inpaining. In contrast to all models considered so far, these instances are decision tree fields (DTF) which are learned in a discriminative fashion. This gives rise to frustrated cycles which render the inference problem hard. Results are shown in Fig. 10 and Table 12 . It can be seen from these results that the local polytope relaxation is loose. Moreover, it can be seen that instead of applying a combinatorial algorithm directly, it is beneficial to first reduce the problem. Here, MCBC-pct performs best, verifying optimality of 56 of 100 instances. In shorter time, sequential belief propagation (BPS) and lazy flipping give good results. With respect to the pixel accuracy (PA) in the inpainting-region, BPS is with 67.15 % correct in-painted pixels, better than MCBC-pct which has PA of 66.24 %.
Color Segmentation with Inclusion (inclusion)
We now consider ten instances of a higher-order graphical models for color segmentation with inclusion. Due to the higher-order Table 13 . It can be seen from these results that the local polytope relaxation is quite tight. However, standard rounding procedures do not yield good integer solutions. Overall, the ILP solver performs best. For larger problems, ILPs might not scale well. In such a case, LBP followed by lazy flipping is a good alternative. The best pixel accuracy (PA) is obtained by Bundle-methods, which is 0.1 % better than optimal results that have a pixel accuracy of 94.96 %.
Superpixel-Based Models
Graphical models defined with respect to an adjacency graph of superpixels have fewer variables than graphical models defined with respect to the pixel grid graph. The relative difference in the number of variables can be several orders of magnitude. Thus, combinatorial algorithms are more attractive for superpixel-based models.
Scene Decomposition (scene-decomposition) We now consider 715 instances of a graphical model for scene-decomposition. These instances have between 150 and 208 variables. Results are shown in Table 14 . It can be seen from these results that the differences between the solutions of the different methods are marginal, both in terms of objective value and in terms of pixel accuracy (PA), i.e. the percentage of correctly labeled pixels. While TRWS is the fastest method, CombiLP is the fastest method that solves all problems to optimality. The best results in terms of pixel accuracy are given by TRBP. The PA of TRBP is with 77.08 % slightly better that the PA for optimal solutions.
Geometric Surface Labeling (geo-surf-3/7) We now consider 2 × 300 instances of higher-order graphical models for geometric surface labeling. Results are shown in Table 15 . It can be seen from these results that the local polytope relaxation is very tight and the commercial ILP solver performs best. With increasing number of labels (from three to seven), non-commercial combinatorial algorithms suffer more than the commercial solver which performs well across the entire range, finding optimal solutions faster than approximative algorithms take to converge. For geo-surf-7, only α-Exp-QPBO is significant faster, but the approximate solutions are also worse. In terms of pixel accuracy, suboptimal approximations are better than optimal solutions. LBP-LF2 has a 0.07 and 4.59 % higher pixel accuracy (PA) than the optimal labeling for geo-surf-3 and geo-surf-7, respectively. This indicates that, at least for geo-surf-7, the model does not reflect the pixel accuracy loss and can potentially be improved.
Partition Models
The properties of graphical models for unsupervised image segmentation, namely (1) absence of unary terms, (2) invariance to label-permutation, and (3) huge label spaces, exclude most common inference methods for graphical models. Most important, the invariance to label-permutation causes that the widely used local polytope relaxation is more or less useless. That is why we will compare here solvers that are designed to make use of or can deal with this additional properties.
Modularity Clustering (modularity-clustering) We now consider six instances of graphical models for finding a clustering of a network that maximize the modularity. Results are shown in Table 16 . The Kerninghan-Lin algorithm is an established, fast and useful heuristic for clustering networks with respect to their modularity. It can be seen from the table that local search by means of ICM or LF-1 does not find better feasible solution than the initial labeling (a single cluster). While multicut methods work well for small instances, they do not scale so well because the graph is fully connected. It can also be seen that odd-wheel constraints tighten the standard LPrelaxation (with only cycle constrains) significantly. Combined LP/ILP cutting-plane methods (MCI-CCFDB-CCIFD) is the overall fastest exact method for networks of moderate The purpose of the model is to reconstruct the original image (a), more precisely, the mask (b), from the rest of the image. It can be seen in c that TRWS labels the complete inpainting area as background. MCBC finds the optimal solution which reflects the full potential of decision tree fields for this application size. However, for the largest instances, even MCI-CCFDB-CCIFD does not converge within 1 h.
Image Segmentation (image-seg)
We now consider 100 instances of graphical models for image segmentation. These models differ from models for network-analysis in that the former are sparse. Results are shown in Table 17 . It can be Fig. 11 image-seg: depicted above is one example of the image segmentation problem. KL produces a segmentation which do not separate plants from background and constains incorrect boundaries. The ILP and LP-based multicut algorithms lead to reasonable results with differ only in the lower right part of the image seen from these results that standard LP-relaxations with only cycle constraints (MCR-CC and MCR-CCFDB) work well and significantly better than KL, both in terms of objective value and variation of information (VI). Adding oddwheel constraints (MCR-CCFDB-OWC) gives almost no improvement. Pure integer cutting plane methods (MCI-CCI and MCI-CCIFD) provide optimal solutions faster than LPbased methods and KL. Using only facet defining constraints reduces the number of added constraints and give better runtimes for MCR and MCI. Visually, the results are similar and vary only locally, cf. Fig. 11 , indicating that fast and scalable approximative algorithms might be useful in practice.
Higher-Order Image Segmentation (image-seg-3rd order)
We now consider 100 instances of higher-order graphical models for image segmentation. Here, factors of order three are defined w.r.t. the angles between the tangents of contours at points in which contours meet. Results are shown in Table 18 . It can be seen from these results that the standard LP relaxation (MCR-CCFDB) is no longer as tight as for the second-order models image-seg, cf. Table 17 . Oddwheel constraints (MCR-CCFDB-OWC) tighten this relaxation only marginally. Integer cutting plane methods (MCI) suffer from the weaker relaxations and need longer for optimization, but provide optimal solutions for all 100 instances. Consistent with the results reported in Andres et al. (2011) , we find that the VI of segmentations defined by optimal solutions of the third-order models is higher than the VI of segmentations defined by optimal solutions of the secondorder models, indicating that either the hyper-parameter of the model needs to be estimated differently or the third-order terms are uninformative in this case.
Hierarchical Image Segmentation (hierarchical-image-seg)
Next, we consider 715 instances of a graphical model for hierarchical image segmentation which include factors of orders up to 651. Results are shown in Table 19 . For these instances, the standard LP relaxation (MCR-CC) is quite tight. Without odd-wheel constraints, 98 instances can be solved by the MCR. With odd-wheel constraints, 100 instances can be solved by the MCR, all with zero gap. For all 715 instances, the feasible solutions output by MCR are close to the optimum, both in terms of their objective as well as in terms of the VI. While MCR is 10 times faster than exact MCI algorithms, we emphasize that MCR was used to learn these instances which might be an advantage. Due to well-known numerical issues, e.g. slackness introduced to improve numerical stability, bounds are not always tight for MCI. Parameters can be adjusted to overcome this problem for these particular instances, but such adjustments can render the solution of other models less numerically stable. Thus, we use the same parameters in all experiments.
3D Neuron Segmentation (knott-3d-150/300/450) We now consider 3 × 8 instances of graphical models for the segmentation of supervoxel adjacency graphs, i.e. for the segmentation of volume images. Results for instances on volume images of 300 3 voxels are shown in Table 20 . It can be seen from these results that MCR and MCI become slower. For the instances based on volume images of 300 3 voxels, MCI-CCIFD solved instances within reasonable time. Without the restriction to facet defining constraints only, the system of inequalities grows too fast inside the cutting-plane procedure.
Other Models
Matching (matching) We now consider four instances of a graphical model for the matching problem. These instances have at most 21 variables. Results are shown in Table 21 . It can be seen from these results that pure branch-and-bound algorithms, such as BRAOBB-1 or AStar, can solve these instances fast. In contrast, algorithms based on LP relaxations converge slower. The local polytope relaxation, used e.g. in MPLP, is loose because of the second-order soft-constraints used in this graphical model formulation of the matching problem. Thus, the rounding problem is hard. Adding additional cycle constraints, e.g. in MPLP-C, is sufficient to close the duality gap and obtain exact integer solutions. Another way to improve the objective value of poor integer solutions caused by violated soft-constraint is local search by lazy flipping.
Cell Tracking (cell-tracking) We now consider one instance of a graphical model for tracking biological cells in sequences of volume images. Results are shown in Table 22 . It can be seen from these results that the ILP solver clearly outperforms all alternatives. Only the off-the-shelf LP-solver (LP-LP) manages to find a solution that satisfies all softconstraints. Algorithms which solve the same relaxation, e.g. ADDD and MPLP, are slower and their rounded solutions violate soft-constraints. Lazy Flipping as a post-processing step can overcome this problem, as shown for LBP.
Side-Chain Prediction in Protein Folding (protein-folding)
We now consider 21 instances of graphical models for sidechain prediction in protein folding. These instances have many variables and are highly connected. Results are shown in Table 23 . It can be seen from these results that MPLP, with additional cycle-constraints, obtain the best lower bounds and CombiLP verified optimality for 21 instances, within 1 h. The best results are obtained by BPS and LBP followed by lazy flipping with search-depth 2. The rounding techniques used in the algorithms based on linear programming are insufficient for these instances.
Prediction Protein-Protein Interactions (protein-prediction) We now consider eight instances of a higher-order graphical model for prediction of protein-protein interactions. Results are shown in Table 24 . The range of algorithms applicable to these instances is limited. ILP solvers found and verified solutions for 3 instances and performed best for 7 instances, within 1 h. For one remaining instances, the ILP solver affords a solution far from the optimum. Thus, LBP with lazy flipping gives the best results on average.
Discussion and Conclusions
Our comparative study has shown that there is no single technique which works best for all cases. The reason for this is that, firstly, the models are rather diverse and, secondly, there are several objectives, e.g. running time, best energy or loss functions. We would also like to point out, again, that not all compared solvers are on the same level of generality and modularity, and some implementations are highly optimized compared to others. Consequently, we do not advise to overemphasize the relative runtimes reported for the different methods which have different implementation paradigms. Moreover, sometimes a single instance can decrease the average performance of a method, which is reported in Tables 4-24. Consequently, methods that are best for all but one instance are not leading in the average score, e.g. MCI for color-seg-n4 or ILP for protein-prediction.
For most models, we have found that approximative methods provide nearly optimal solutions very fast. According to application specific measurements, these are often not worse than those with optimal energy. With the suggested (heuristic) stopping conditions, TRWS performs well for all models to which it can be applied. This is also due to the fact that for many models the local polytope relaxation is nearly tight. FastPD and α-expansion are slightly worse, but have a deterministic stopping condition and do not suffer on problems where the local polytope relaxation is loose, e.g. mrf-photomontage. While methods that can deal with higher order-terms are inferior in terms of runtimes for second order models, they can be directly applied to higher-order models, where best performing methods for second-order models are no longer applicable.
For difficult models like dtf-chinesechar and matching, the exact solutions are significantly better than approximate ones, both in terms of energy and quality. Figure 6 gives an overview of models where all (green), some (yellow) or none (red) instances have been solved to optimality within 1 h. As reported in more instances, including those from mrf-inpainting and mrf-photomontage, can be solved to optimality with a time limit of less than a day.
For some models combinatorial optimization methods are faster than currently reported state-of-the-art methods. While for small problems combinatorial methods can often be applied directly, for larger problems the reducing of the problem size by partial optimality is required to make them tractable. Solutions from these exact methods are used for evaluating the sub-optimality of the approximate solutions.
Furthermore we observe that the energy-optimal labeling is not always best in terms of application specific loss function, cf. Table 15 . While methods that find global optimal solutions select the global optima-regardless of similar solutions that have a considerable higher energy-, approximative methods often tend to avoid such "isolated" solutions and prefer more "consistent" modes.
While this shows that full evaluation of models is only possible in presence of optimal solvers, it also raises the question if approximative methods are preferable when they are not so sensitive to optimal "outliers" or if the models itself need to be improved. The answer to this question might vary for different applications and models and as we have shown, for many models the energy correlates quite well with the loss functions.
Methods based on LP-relaxations over the local polytope often lead to empirically good solutions and are in general not restricted to special subclasses but are also not the fastest ones. Recently, Prua and Werner (2013) showed that solving LPs over the local polytope is in general as hard as solving general LPs, which are of high polynomial complexity. When the local polytope relaxation is too weak, tightening the polytope can help a lot, multicuts for Potts models and MPLP-C for the matching instances are examples of that kind.
While our study covers a broad range of models used nowadays (without being all-embracing), the models used in the last decade might have been biased by solvers that are available and work well. Consequently, second order Potts or truncated convex regularized models, as considered in Szeliski et al. (2008) , were in the focus of research. In this study we show alternative methods that can deal with more complex models, including higher order and more densely structured models, cf. dtf-chinesechar, matching or proteinprediction.
With availability of more general optimization methods we hope to stimulate the use of complex and powerful discrete models. This may then inspire the development of new, efficient approximative methods that can meet hard timeconstraints in real world applications.
