I estimate a pure-characteristics discrete choice model of the demand for automobile engine and body style variants, using market-level data. Revealed preference bounds and imposed bounds on the willingness to pay for characteristics as a percentage of product price are sufficient to identify nonparametric taste distributions. Substitution patterns as determined by closest substitutes appear very realistic. The model can be estimated on a single cross-section of data.
1 I estimate a model of the demand for automobile variants based on the semiparametric pure characteristics model of Bajari and Benkard (2005) , modified by imposing bounds on consumers' willingness to pay for a characteristic as a percentage of the price of the product they purchased. As in the random-coefficients logit literature, utility is linear in product characteristics and tastes for characteristics have a distribution in the population of consumers. The model differs from this literature in two respects: (i) taste distributions are estimated nonparametrically, and (ii) consumers do not have a taste for products (like the logit term) that is unrelated to observable characteristics.
A first stage estimates a scalar unobservable product characteristic for each alternative. A second stage finds the sets of coefficients that can rationalise the choice of each product. Under utility maximisation, the choice of a given alternative implies that this alternative's utility is greater than those of all the other alternatives.
These inequalities imply bounds on the combinations of taste coefficients a consumer may have given that he chose the given alternative. In principle, as the number of products goes to infinity, the sets of implied taste coefficients for each product should become singletons. In practice, only bounds for each alternative are implied by the data. Bajari and Benkard (2005) proceed to aggregate the bounds derived from individual choices to get bounds on the aggregate taste distributions.
Any product which has less of a given characteristic than the consumer's chosen product provides a lower bound on that consumer's taste for the characteristic (conditional on his tastes for the other characteristics). Vice versa, any product with more of the characteristic provides an upper bound on the consumer's taste.
Some characteristics take on only a few discrete values, and in many cases only two: a 0 or 1. For instance a car either has automatic or manual transmission.
For dummy (binary) variables we obtain either only lower bounds (if the chosen product has a 1) or only upper bounds (if 0). This means that the set of taste coefficients will not be closed.
Furthermore, since bounds on the taste for one characteristic depends on the tastes for other characteristics, this results in less tight bounds for those characteristics too. For instance, let product A be high in characteristic 1 and characteristic 2, where 2 is binary. If we have no upper bound on the taste for 2, a consumer may choose A because of an extremely strong preference for 2 regardless of its value of characteristic 1.
This problem can be mitigated by imposing conservative bounds on the distributions of tastes. 1 I propose to use bounds on the willingness-to-pay for characteristics, expressed as a percentage of the product chosen. This provides a way of choosing conservative bounds that are economically meaningful, and which vary with preferences. I estimate the model using data on sales of new car model variants in Norway in 2004. I find that elasticities are unreasonably high. This confirms the finding from Bajari and Benkard's application to computer demand. Like them, I find that elasticities become much more reasonable when the number of products in the choice set is reduced. In this case there is an obvious way to do that, by removing all but the bestselling variant of each model. This leaves a choice set with just one set of characteristics for each model, like in BLP and most previous estimation of demand for cars on market level data. Substitution patterns appear to be very reasonable. Since I use a large number of product characteristics, whereas the number is very limited in BLP for computational reasons, the model appears to predict each product's closest substitutes very well. The results for the full choice set indicate that it there may be reasons to hold on to the idiosyncratic (logit) taste term, contrary the commonly held view that tractability is the only reason to keep it. This is an issue for further work.
The next section provides some background from the literature on demand estimation for differentiated products. The third section sets out the theoretical model and discusses identification. The fourth section explains the estimation procedure and describes the data. The fifth section presents and discusses the results, while the last section concludes.
Literature
This section reviews parts of the literature on estimation of demand systems for differentiated products. Since the model in this paper can be viewed as a multidimensional extension of the vertical differentiation mode of Bresnahan (1987) I give and overview of that model. I then summarise a recent discussion about the desirability of idiosyncratic (e.g. logit) taste terms in discrete-choice models.
Bresnahan's model of vertical differentiation
Bresnahan (1987) estimates car demand using a vertical differentiation model like those in Mussa and Rosen (1978) and Shaked and Sutton (1982) . In this model a consumer's utility is
where the characteristic, x j , is a scalar representing "quality". 2 The taste parameter β has an estimated density on a nonnegative support, so that all consumers have a positive marginal valuation of the characteristic. Consumers make different choices 2 Quality is an estimated function of characteristics. The important thing in this context is that all consumers have positive marginal utility for the characteristic. Utility for each product can be pictured as a linear function of β, where −p j is the intercept with the vertical axis, and x j is the gradient. Each consumer is located somewhere on the horizontal axis, and chooses the product with the utility line that is highest at this β-value. For all products to have positive demand, it is necessary that if one product has strictly lower quality than another, it must also have a strictly lower price. It follows that the utility lines are ordered in a pattern where the lowest-quality product has the highest-lying line close to the vertical axis, because it has the highest vertical intercept (lowest price). At some point this line is crossed by the product which is above it in the quality ranking (steeper slope).
For high enough βs, this line is superseded by the third-lowest quality product, and so on. In general, the point where the utility lines for products j and j + 1 cross is given by
If products are indexed in order of increasing quality, product j's market share is then
where F β is the cumulative distribution function of β. Bresnahan assumes a uniform density for β.
Demand for a product is then proportional to the length of the interval on the horizontal axis where this product's utility line is the highest:
where δ is the (constant) density function. The cross-price and own-price demand derivatives are (δ/(x j+1 − x j )) and −(δ/(x j+1 − x j )) − (δ/(x j − x j−1 )), so the 5 more similar the products are in terms of quality, the higher the price elasticities.
Graphically, price substitution happens in the following way: When the price of a product goes up, its utility line shifts down since the vertical intercept, −p, is lower. This means that the point where it rises above the utility of the lower-quality neighbour is shifted outwards, and the point where it is superseded by its higherquality neighbour is shifted inwards, shrinking the interval where it is above the other lines.
Idiosyncratic tastes
Caplin and Nalebuff (1991) point out that including idiosyncratic error terms, like the logit term, in utility is equivalent to including a dummy for every product, and imposing draws from the extreme value distribution as the coefficients on these dummy variables. This implies that the introduction of a new product adds one dimension to unobserved characteristics space. Since the expected difference between the logit term of any two products is the same regardless of the number of products, there is no congestion in unobserved characteristics space (Ackerberg and Rysman 2005) . This is counterintuitive in the sense that one would expect products to become closer as their number increases, as in a Hotelling model. The congestion does occur in the observed part of characteristics space, but the additional dimension of unobserved characteristics space allows every new product to be differentiated in a new way. The lack of congestion appears to overestimate the benefit of variety to consumers (Petrin 2002) . One would expect that as the number of products goes to infinity, every product should have a perfect substitute, i.e. that every consumer could substitute to some other product with zero utility loss. Bajari and Benkard (2003) show that in any logit model such utility losses are bounded away from zero in the limit.
6 Ackerberg and Rysman (2005) propose to let the distribution of the idiosyncratic term change with the number of products in the choice set to allow for congestion of product space. Berry and Pakes (2007) do away with the idiosyncratic term altogether. In this paper I estimate a model based on the pure characteristics model of Bajari and Benkard (2005) . That model will be discussed in detail in the next section.
A central question is whether it is desirable to dispense with the idiosyncratic taste term. There is a feeling that the logit error lacks justification: "these approaches [pure characteristics models] are intuitively very attractive in the sense that there are no ad-hoc logit errors" (Ackerberg and Rysman 2005) . Because the existing estimation procedures do not allow much variation in specifications, "it is harder for the authors to provide a sense for how their various maintained assumptions impact their results" (Reiss and Wolak 2006 
Model and Identification

The model
There are J products defined as bundles of K characteristics (x j , ξ j ), where x j ∈ R K−1 is observed, and ξ j ∈ R is not observed by the researcher. The unobserved characteristic represents such things as style, quality and service, collapsed into a scalar value. Each consumer chooses one product. This is the product which 7 maximises his or her utility over the set of all products. Utility is a linear function of the product characteristics and price. The fact that consumers choose different products is uniquely accounted for by differences in their tastes for characteristics and in their price sensitivity. The final goal of the analysis is to estimate the joint distribution of the taste coefficients, i.e. the linear coefficients in the utility function.
A consumer's ranking of products is unaffected by the scale of utility. Utility can therefore be multiplied by an individual-specific constant, and an individual-specific constant can be added to it, without changing the consumer's utility maximising product. The following normalisation is therefore permitted: All price coefficients are set to −1 (multiply by individual-specific constant, the inverse of the price coefficient), and utility for the outside good of not buying a car is set to 0 (adding an individual-specific constant, minus the utility of the outside good). Utility is then given by
where i indexes individuals and j indexes products. For simplicity of notation, the vector x j includes the unobserved characteristic as well as all the other characteristics.
The hedonic price function
Using the assumption that utility is strictly increasing in the unobserved characteristic ξ for all products and for all consumers (and two mild regularity conditions), Bajari and Benkard (2005) show that for any two products j and j ′ with strictly positive demand, it must be true that 
Identification of the unobserved characteristic
The assumption used for identification is that the unobserved characteristic is independent of the observed characteristics. This assumption is slightly stronger than the mean independence assumption in BLP. 3 The unobserved characteristic has no inherent units, and so it is only identified up to a monotonic transformation. It is therefore assumed that it has been normalised so the marginal distribution of ξ is U(0, 1). Bajari and Benkard (2005) use the proof of identification provided by Matzkin (2003) . The identification result says that {ξ j } j=1,...,J is identified when the prices of many products are observed in a market, so that the joint distribution 3 Manski (1994) discusses various orthogonality conditions.
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F (p, x) is known. The proof is:
The second line holds since the price function has an inverse for a given x since it is strictly increasing and continuous in ξ. The third line holds by the independence between x and ξ. The fourth line holds because the q-quantile of U(0, 1) equals q.
Identification of the taste coefficients
In the second stage, the unobserved characteristic recovered in the first stage is a given, and treated in the same way as the observed characteristics. It is therefore simply included as one of the elements of the x-vector, for notational convenience.
For product j to maximise utility, it must be the case that
LetX j be the (J − 1) × K-matrix whose columns are the vectors x j − x l , l = 1, . . . , j − 1, j + 1, . . . , J, and letp j be the J − 1 vector with elements p j − p l , running over the same indices asX j . Then the condition that product j maximise utility can be written as a system of linear inequalities on standard matrix form.
The set of taste coefficients permitted by the revealed preference condition (7) for product j is
This means that if a consumer chooses product j, his or her vector of taste coefficients must be inside the K-dimensional convex polyhedron A j . Market share is the share of the population with taste vectors falling within each of the polyhedra.
It is possible to proceed to construct a demand system without making any further assumptions. Bajari and Benkard (2005) provide estimators for upper and lower bounds on the cumulative distribution function of tastes. The advantage of this approach is that features of demand functions can be estimated with only very weak assumptions. It seems difficult to obtain useful bounds on price elasticities in this way, however.
The alternative is to try to obtain a "point estimate" of the aggregate taste distribution. When there is only observations from one market, the distribution of probability mass inside each A-set is not identified. However, when the number of products goes to infinity in such a way that the A-sets are partioned ever more finely, in the limit these sets will be points (see Bajari and Benkard (2005) for a proof). Accordingly it can be expected that with a large number of products, the distribution of probability mass inside these sets will not be important. The estimation of the taste distribution can be regarded as entirely nonparametric, in which case it is possibly not fully identified. Alternatively, it can be assumed that the distribution is uniform over each A-set, but is otherwise unrestricted in the estimation, in which case it is fully identified.
Estimation
First stage
The unobserved characteristic is given in (6) as a quantile of a conditional distribution: F p|x=x j (p j ). The nonparametric estimation of a conditional distribution functions and quantiles are well known problems. Matzkin (2003) suggests the following estimator, based on Nadaraya (1964) :
where k 2 (·) is a multidimensional kernel,k 1 (u) = u −∞ k 1 (s)ds, and h is the bandwidth.
My data have around 900 products and 30 characteristics. It is not possible to estimate a quantile of a 30-dimensional density using just 900 data points. I
follow Bajari and Benkard (2005) in assuming that the price function is additively separable in most of the characteristics, and then estimate the nonadditive part nonparametrically after removing the linear effects of the other variables. The
is a partitioning of the vector x. 4 The γ was found by an OLS regression on the equation
and the price data used for the nonparametric estimation of the unobserved characteristic werep
I used Epanechnikov kernels for the estimator in (9) (see for instance Martinez and
Martinez (2002)):
The bandwidths were chosen according to the Epanechnikov bandwidth rule (see Azzalini (1981) ) h = 1.3σn
, where n is the number of observations andσ is the 4 x A = (horsepower, cyl.vol., length).
empirical standard deviation of the data.
Second stage
Many of the characteristics used in the estimation are indicator variables. The revealed preference bounds in (7) give no upper bound on the coefficient for that characteristic for the people who buy the product with the highest value of that product, and conversely, no lower bound for the product with the lowest value of a characteristic. This problem is limited in the case of continuous characteristics, since there will usually only be one maximum and one minimum for each characteristic. For indicator variables, however, all products are either the (weak) maximum or (weak) minimum of that characteristic. This means that none of the A-sets (sets of coefficients that rationalise a given choice) will be closed. Leaving the coefficient for some characteristics unbounded also has repercussions in the sense that an extreme value for one characteristic often must be matched by an extreme value of another characteristic in order for the product to be the utility maximiser. I therefore imposed some conservative bounds on the coefficients. Since the price coefficient is normalised to -1, the coefficients of the characteristics have the convenient interpretation of willingness-to-pay for a one unit increase in the value of that characteristic. Accordingly, the bounds are formulated as bounds on the willingness-to-pay for characteristics, given as a percentage of the price of the product in question. (See table 3 for the bounds).
In the NBER version of their 2005 paper, Bajari and Benkard suggest a multistage Gibbs sampler to take random draws from the A-sets. The Gibbs algorithm is a general principle that can be used to draw from a multivariate density f (x) which is difficult to draw from directly, but whose univariate conditional densities can be drawn from. Take a starting value x (t) , and generate X
K ), and so on. This sequence converges to f (x) (Robert and Casella 2004) .
The revealed preference condition for the coefficient of characteristic 1 as given in (7) can be rewritten as, for all l = j,
and similarly for the other coefficients. Denote the right hand side of the inequalities above B(j, l, 1). This means that in general, for the product j, every other product provides either an upper or a lower bound on the coefficient values which could lead to the purchase of product j. The bounds based on willingness-to-pay, as described above, denoted as b 1 and b 1 , provide additional bounds.
Suppose the distribution of probability mass inside each A-set is uniform. Even if this assumption is not maintained later, random draws under the assumption of a uniform distribution will reveal the support of the random vector β j , and this support is precisely the set A j . Given a starting value, β (0) j , which is inside A j , it must be true that
where the parameters of the univariate uniform depends on the conditioned-on betas in the following way:
Given the starting value, β (0) j , the algorithm follows the Gibbs procedure described above, with equations (15-17) describing the conditional densities that are drawn from at each stage.
From a computational point of view, the Gibbs sampler is quick, taking about a minute to generate 3000 31-dimensional draws. What proved to be the difficult part was to find a starting point, i.e. any point satisfying (7). Bajari and Benkard (2005) report that they used as starting values coefficients derived from first-order conditions under the assumption that product space is filled up (so that consumers can pick a product anywhere in characteristics space). This method did not work for my data. The only method which turned out to be reliable was to use the centre of the Chebyshev ball (the largest K-dimensional ball wich can be fit inside the polyehedron), computed by Komei Fukuda's cdd 5 code, implemented for Matlab in
To draw from the full joint distribution of the betas, I used ns = 1500 draws for each product. The first 1500 of the 3000 draws are burn-in draws for the Gibbs sampler. Each draw from A j is weighted by the market share of product j. The simulated market share, used to compute price elasticities, iš
where s l is the observed market share of product l, i.e. the proportion of car buyers whose coefficients are in the set A l . c li denotes the product which maximises utility given the i-th draw of coefficient vector from A l . 1(·) is the indicator function.
Data
The data contain sales and product characteristics for all the 904 new car model variants sold in Norway in 2004. Previous demand analyses for cars have always treated a model ("name plate") as one product, and have used the characteristics of the cheapest or most sold ("baseline") variant as the characteristics of the model. In fact most models are marketed with a large number of different variants, varying in bodytype, engine size, transmission, or fuel type. Table 1 shows the 21 best selling models (arranged by price), some characteristics of the modal variant of each of these models, along with the mean, minimum and maximum of the characteristics across variants of this model. It also shows the number of variants of the model, total sales of the model, sales of the modal variant, as well as the model's rank in total sales. Table 2 does the same for a range of models chosen to represent the whole spectrum of car models, from the most expensive sports car through family cars to the smallest hatchback. Prices are list prices. It is known that transaction prices generally are lower than list prices, but these are not available apart from in smaller surveys which cover only a few products. The tables include the unobserved characteristic among the displayed characteristics. This will be discussed in the next section. Table 3 shows the 30 characteristics used for estimation, along with their mean across available products, the sales weighted mean, and the minimum and maximum. It also shows the imposed bounds on the willingness to pay for one unit more of the characteristic. For example, a consumer's willingness-to-pay for an additional metre of length of a car is bounded above at 100% of the price of the car that the consumer actually bought. So if a consumer buys a car that costs 300.000 kroner (appr. £28,000), it is assumed that his willingness to pay for an additional 0.1 litre of cylinder volume on a car is bounded above to 30.000 kroner. For some characteristics it is assumed that willingness-to-pay is bounded below by zero, i.e.
that nobody would pay a positive amount of money to have less of these characteristics. On the other hand, this possibility is allowed for many characteristics.
For instance, if somebody does not like German cars, he or she may be willing to pay a little extra to have a car which is not German. The constraints are meant to be conservative, and it appears unlikely that they should be violated by the true distribution of taste coefficients. As discussed above, they can still contribute to identification of the model.
Results
The unobserved characteristic
The estimated unobserved characteristic ranges from 0.07 to 0.99 and has a mean of 0.52. Tables 1 and 2 show the value of the unobservable for the modal variant of a selection of models, as well as its mean, minimum and maximum across variants of each model. The unobserved characteristic is independent of all other characteristics (not including price). Generally speaking, a product with a high price relative to its characteristics will have a high value of the unobserved characteristic, since high quality, style or prestige is required for it to have positive demand in the presence of other, cheaper products with similar observed characteristics. This is illustrated by derived from a big engine or a German manufacturer goes into those observed characteristics. The unobserved characteristic can therefore not simply be interpreted as "prestige" or "quality", but rather as the amount of prestige or quality that the car has beyond what is derived from its observed characteristics. Accordingly, a 5
litre top-of-the-range Mercedes E is indeed more prestigious than the bottom-of-therange 1.8 litre version, but it is already clear from its observed characteristics that it is a very prestigious car. This is not the case with the 1.8 litre version however, and the model therefore assigns it a higher unobserved characteristic. Compared to a 2 litre Peugeot 607 which sells for 365,000 kroner, the 1.8 litre Mercedes must have substantial unobserved merit in order to warrant its 512,000 kroner price tag.
Taste coefficients
The draws generated in the second stage of the estimation are uniformly distributed inside the 30-dimensional revealed preference polyhedra. Taste coefficients for length and cylinder volume are bounded below by zero and above by the price of the product the consumer has chosen (cf. table 3). In the justification of the bounds I said that they are meant to be conservative bounds, and that they are unlikely to be violated by the true taste distribution in the population. At the same time, the model is not identified without these bounds.
This means that the distribution of taste coefficient draws generated by the model will be constrained by the bounds to varying degrees. It does not follow from this that the bounds are too tight. Instead, this fact follows from the observation that To find the aggregate distribution of taste parameters, the draws for each of the 904 variants are aggregated, and weighted by the market share of each car, corresponding to the proportion of consumers represented by those particular draws.
Since probability mass is uniformly distributed inside each taste coefficient polyhedron, it is essential for the approximation of the true aggregate taste distribution that each polyhedron is small in some sense. As discussed in the identification section, if the number of products goes to infinity in such a way that all polyhedra collapse to points, the distribution resulting from the model will equal the true distribution in the limit. The scatter plots in figure 6 give the impression that the polyhedra are quite chunky. However, if one imagines a 30-dimensional rectangle with sides similar to those formed by the scatter plot of the top A8, this 30-dimensional rectangle will contain all 904 taste coefficient polyhedra. These polyhedra are disjoint, and so much smaller than the rectangle which contains them all. Furthermore, most polyhedra are contained in a much smaller volume, with a few fringe products like the top A8 having much larger polyhedra. The BLP model assumed independence between the taste coefficients for different characteristics. This assumption was made for reasons of feasibility in the estimation. Figure 3 shows kernel smoothed pairwise joint aggregate densities for some taste coefficients. The graphs exhibit some interesting examples of dependence between taste parameters that would be ruled out by BLP's assumption.
First, there is a substantial proportion of the population with a relatively high taste for both cylinder volume and length, whereas very few people have that high tastes for only one of these characteristics and not the other. Secondly, there are many consumers with strong preferences for both four-wheel drive and a SUV body type. This is not surprising, but nevertheless a fact that should not be ruled out by distributional assumptions. Thirdly, an inverse relationship exists between taste for cylinder volume and disutility of fuel costs. Again a substantial group of consumers have a very low disutility of fuel costs and at the same time a very high preference for cylinder volume, whereas hardly anyone has such high tastes for cylinder volume 21 while at the same time disliking fuel costs very much. Finally, the perhaps most interesting example shows that there is a strong inverse relationship between tastes for German cars and tastes for Japanese or Korean cars. Especially, consumers who have a high willingness to pay for their car being German, get a high disutility from an Asian car. Also, many consumers who value Asian cars dislike German cars. All these examples are intuitively appealing, and support the case that independence between taste parameters is an undesirable assumption.
Elasticities
Elasticities were computed by finding the numerical derivative of the simulated market shares given by (18) The median own price elasticity from method I was -35, and -13 in method II.
BLP report own price elasticities that mostly range from -3 to -6, and say that General Motors' own economists found these estimates plausible. Table 5 shows the own price elasticities, markups (price minus marginal cost) and markups as a percentage of price for the 50 best selling products in the market, computed using method II and the assumption of a Nash equilibrium in prices, with profit maximising entities being the 16 car manufacturing companies which produce the 22 sample of products reported in BLP. BLP's markups are higher, although they only report a few examples. Their overall mean percentage markup is 23.9, compared to 11.4 in my results. I have not been able to find any accounting numbers on markups so far, but a mean of 11.4% is most likely too low. The executive/big family type cars at the top of Table 5 (Mercedes E to Saab 9.5) all have relatively high markups, ranging from 19 to 32%. This is consistent with the observation that these models are in a niche with few competitors of similar regard. Further down the list markups are generally lower, consistent with the fact that characteristics space is more crowded in that area.
In Tables 7-10 each row shows the elasticites for a car with respect to the price of the cars in each column, for the same sample of cars used previously to represent the spectrum of choices in the market. Tables 7 and 8 are elasticities computed with method I, and Tables 9 and 10 are elasticities computed with method II. In Tables 7 and 9 , the models displayed are the ones used previously to represent the spectrum of choices in the market, while Tables 8 and 10 display the top selling 21 cars. Broadly the cars have been arranged with the most expensive in the top-left corner, and the cheapest in the bottom-right corner.
The elasticities for the representative sample of cars in Table 7 exhibit a pattern where cross-price elasticities of cars that are far away from each other are zero or very low. Accordingly the areas furthest away from the diagonal mostly mostly consist of zeros. On the diagonal are own-price elasticities, and broadly speaking, as one moves further away from the diagonal, one gets to cross elasticities with products that are more different. In the top left and the bottom right areas of the matrix, the belt of positive cross elasticities around the diagonal is thin. Since these extreme areas represent products at the fringes of characteristics space, they have fewer substitutes. Moving towards the middle of the matrix, where characteristics space is more densely filled with products, the belt around the diagonal gets thicker, since products have more substitutes. Moving away from the diagonal, it is generally true that cross elasticities gradually get lower, as they represent products that are gradually more different from the product at the diagonal. Cross elasticities higher than one are normally only found for adjacent or almost adjacent products.
In Table 8 the belt around the diagonal is much thicker. The products in this matrix are the best selling cars, and are located at the centre of characteristics space, which is where they appeal to the largest number of consumers. These products are therefore closer substitutes than those in the previous table, which included the models at the fringes of characteristics space. Accordingly, cross elasticities are positive for almost all products. It is still true, however, that elasticities are lower the further away they are from the diagonal.
Overall, the substitution patterns resulting from method I seem very reasonable.
The size of the substitution effects is clearly too high, however. Implied markups from these elasticities are almost all well below one percent of price, many virtually zero. Bajari and Benkard (2005) also find that elasticities are unreasonably high in their application to demand for personal computers. They suggest that the result is due to the assumption of perfect information about all products on the part of consumers, and conclude that this is unlikely to hold with a choice set containing 700 products. To mitigate this problem they remove from the choice set any product with a market share of less than 0.75%. This left them with only 24 products, and median own price elasticity fell from -100 to -11. I follow their choice, but in way that is less ad-hoc. By removing all but the modal variants of each model, the choice set becomes that used by the previous literature, including BLP. All models are still included. The last column of Table 5 shows that the modal variant usually 24 represents a very large proportion of the total sales of the model. I also tried to remove all models with market shares of less than 0.5%, leaving 40 products. This gave a median own price elasticity of -5, but the market share threshold is hard to justify.
As expected, elasticities are much lower with method II. This also means that many more cross elasticities are zero. In Table 9 , the belt of positive cross elasticities around the diagonal is much narrower than in Table 7 . Removing all but the modal variant of each model removes a model from areas of characteristics space which it does in fact cover, but which are not covered by the modal variant. In these areas of characteristics space it may be close neighbours with other models whose modal variants are quite different from its own modal variant. In this way, products which are in fact substitutes in variant-space (which is what the consumer faces)
are not in model-space. The general features of the substitution patterns remain unchanged when moving from method I to method II. In table 9, products in the middle of the matrix have more substutes than the ones on the fringes, and the high selling products in Table 10 have many more substitutes than the ones in Table   9 . The size of the elasticities is now much more reasonable, with all but three of the own elasticities being single digit for the top selling products. It appears that low market share products are more likely to have strangely high elasticities, such as the Mercedes S-class in Table 9 , with -51. This is possibly because reavealed preference conditions constrain taste parameters less for special (low market share) products than for products in the more densely populated parts of characteristics space, leading to bad estimates of these consumers' preferences. For the higherselling products, elasticities largely appear reasonable. Some examples of seemingly reasonable high cross elasticities between similar products are the two SUVs, Range
Rover and VW Touareg (1.28 and 0.34) or Ford Mondeo and VW Passat (0.96 and 3.04).
The question of how a model's location in characteristics space when it changes from a set of points (many variants) to one point (only modal variant) affects the predicted best substitutes is important. Table 11 shows the ten best substitutes for four randomly chosen high-selling products in a densely populated area of characteristics space. The substitutes are ranked according to their elasticities with respect to the price of the sample car. (I also tried to rank substitutes using derivatives or displacement ratios, but this did not make much of a difference.) To the left are best substitutes for one-variant case and to the right is the many-variants case. The number of substitutes that are commmon to the two cases is 6 out of 10 for the VW Golf, 5 for the Toyota Avensis, 3 for the Ford Focus, and 2 for the Audi A4. As expected, the inclusion of all variants appears to make a difference.
Bajari and Benkard's pure characteristics model results in elasticities that are too high. This is confirmed by my results. Their suggestion is that consumers cannot perfectly process or obtain the information on all available products when their number is very high. It appears that in most cases this problem cannot really be solved by simply dropping products, since the researcher has to guess what products consumers actually do consider. Leaving out secondary variants of each model like here is one way to proceed, but clearly not ideal. To the argument about imperfect information, it could also be countered that consumers only need to collect detailed information on a relatively small number of products, since they can ascertain at almost no cost that most products are out of the question anyway. Another explanation for the high elasticities would be that consumers have idiosyncratic tastes for products. This would imply that after a given price change for product A, many people who originally would choose product A, still choose it even if there is a product B which is extremely similar in all objective respects,
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simply because there is a subjective reason that they find A better than B. Other consumers may feel the same way about B. This type of effect cannot be captured by unobserved characteristics like the one estimated in this model, because two products with similar characteristics and similar price also will have similar estimated unobserved characteristic. Finding a way of estimating a multidimensional unobserved characteristic could possibly go some way towards mitigating the problem.
The objections to logit models discussed above have in common that they claim that characteristics space expands too much with the logit error, making products look more different than they really are. Possibly, though, it expands too little in a pure characteristics model. There is no conclusive evidence to suggest that the Bajari-Benkard style pure characteristics model employed in this paper is inferior to the BLP as a way to estimate demand for car models on market level data. There are also several regards in which this model appears to be superior to BLP. On the downside, however, this model does not seem to fulfill its promise of being able to estimate demand systems for a very large number of differentiated products. The need to reduce the number of products in the choice set, although defensible from a practical viewpoint, is ad-hoc and theoretically unsatisfactory. There is an unexplained problem of elasticities that are too high in this model, as this and the original application show. Further work should investigate whether that is a feature that is driven by the pure characteristics assumption. 
