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Decay and coherence loss are the two processes that are typical for all open quantum systems. Two different relaxation times T 1 and T 2 characterize these processes in two-level systems. Though both processes represent irreversible relaxation, they are of a rather different nature. An elementary act of decay transforms a pure state of the system into a statistical mixture, and thus the number of occupied states given by the rank of the density matrix -an analog of the phase volume in the classical case-changes, usually towards diminishing. By contrast, this number does not change in an elementary act of coherence loss, which corresponds to an unknown unitary operation transforming a pure state of the system into another pure state, but yet increases after being averaged over subsequent elementary acts.
In this letter, we show how one can completely suppress coherence loss in a universal way. The suggested method relies on two well-known concepts. Firstly, we employ basic ideas of classical error-correcting codes and their powerful extensions [1] that make use of extraspecial and Clifford groups to build quantum codes from their classical counterparts. However, our approach relies on the full group of unitary transformations in the entire Hilbert space and allows one to protect the system from the sets of errors that do not have stabilizers [2] . Secondly, we employ the idea known as the Zeno effect [3] that states that periodic measurements allow one to keep a quantum system in the initial state for as long as needed, provided that the period T is short relative to the relaxation time T 2 . However, contrary to the conventional Zeno effect, we do not intervene into the entire quantum system. Instead, we only affect the Fig. 1 -Zeno effect for a two-level system. a) Bloch vector B representing the density matrix of a two-level system in terms of the polarization P , dispersion Q, and the population inversion W . Pure states correspond to points on the unit sphere. Hamiltonian evolution, including uncontrolled coherence loss with time constant T2, occurs on this surface. Decay destroys pure states and moves the Bloch vector away from the surface with a typical time T1 (dash-dotted line). b) Trajectory of the Bloch vector in the plane P -W . Coherence loss (dashed arrow) does not remove the Bloch vector from the unit sphere. Nor does the vector decay to a narrow band [5] (solid curve) in the first order of time-dependent perturbation theory. Therefore both processes can be corrected, up to the higher-order terms, by frequent measurement-induced projections (dotted arrow) onto the initial upper state W = 1. The decay removes the Bloch vector from the sphere with a typical time T1 (dash-dotted arrow).
auxiliary part, the ancilla, to protect the quantum state of the main part. Finally, we perform encoding in the Hilbert space of a quantum system, by employing non-holonomic control [4] , which allows one to perform any predetermined transformation.
We start with a geometric illustration of the regular Zeno effect for a simple two-level system. We show how this method allows one to inhibit the coherence loss, and suggest its generalization to larger systems. The density operator of a two-level system is a 2 × 2 matrix which can be represented as a sum of four parts, ρ = 1 2 ( I +P σ x +Q σ y +W σ z ), where the Pauli matrices σ x , σ y , and σ z are multiplied by three real numbers P , Q, and W that compose the so-called Bloch vector. The Pauli matrices have zero trace, and the normalization condition Tr ρ = 1 holds due to the presence of the identity matrix I. For pure states, the rank of ρ is 1 and the Bloch vector remains on the unit sphere. When the density matrix becomes a statistical mixture of different pure states, the vector gets shorter. The transversal relaxation, associated with the action of an unknown Hamiltonian, leaves the vector on the unit sphere, although it takes a new, unknown position. We call this process the coherence loss.
Usually, the coherence loss time T 2 is much shorter than the longitudinal relaxation time T 1 which is associated with spontaneous decay and entanglement with an escaping photon, thus moving the Bloch vector away from the unit sphere. In the case of spontaneous decay to an unbounded continuum, this process makes the length of the Bloch vector decrease linearly in time. For a band-like continuum, typical of photonic crystals, a short period of quadratic decrease of the length may exist prior to this linear regime [5] . These possibilities are shown in fig. 1 .
Measurement of a physical quantity results in projection of the Bloch vector to a vector representing the measured eigenstate of the corresponding operator. In fig. 1 we illustrate this for the measurement of the population of the upper level corresponding to the positive eigenvalue of the operator σ z . Being subjected to the action of a Hamiltonian of type σ y for an unknown time T , the Bloch vector turns from its initial upper position towards the P -axis by an unknown angle, ∼ T /T 2 , which is small, provided that T T 2 . The linear increment of the vector resulting from the evolution is therefore orthogonal to the vector itself. Being projected γ l E l C shows a direction in E in which the length of the sum C + γ l E l C assumes the minimum value. A displacement in this direction increases the angle Θ between C and E , which approaches the maximum value π/2 in the vicinity of the "median" point. Repeating this exponentially converging iteration, one obtains the code space C orthogonal to the error space E.
to the W -axis by the measurement, it returns to the initial position almost entirely. In other words, the regular Zeno effect allows one to restore the initial state vector up to second-order terms in T /T 2 . Though for a multilevel system the Bloch representation is less convenient, the essence of the Zeno effect relies on the same geometric idea. We consider the real and the imaginary parts of the probability amplitudes as independent components of a real state vector v, which turns by a small angle in the course of an uncontrolled unitary evolution, and returns to the initial position after the measurement, up to the second-order corrections.
In the N -dimensional Hilbert space H N of a quantum system N comprising the main part K and the ancilla A = N /K, a measurement of the ancilla state results in the projection of the compound state vector onto a multidimensional subspace H K instead of a state vector. The dimension K of this subspace coincides with the dimension of the Hilbert space of the main part. If the evolution induced by the error Hamiltonians results in a linear increment of the state vector that is always perpendicular to H K , then the projecting measurement returns the system to its initial state. This is sketched in fig. 2a ) in complete analogy to the regular Zeno effect. In other words, the errors do not affect the main part of the system. Though this assumption corresponds to an unphysical situation when all errors affect only the ancilla, it nevertheless allows us to draw the important conclusion that the total number M of different error-inducing Hamiltonians may not exceed the dimensionality A of the ancilla Hilbert space [6] . Universal protection against this number of Hamiltonians relies on a similar method, which only requires some modification in the spirit of coding theory.
We now come to the key idea of our suggestion. For a system composed of a main part and an ancilla of dimensionality A, one can find a subspace C such that, for any state vector |v ∈ C, the increment |δv caused by any of the M error-inducing Hamiltonians is orthogonal to C provided M ≤ A. This requirement can be considered as the Hamming upper bound [7] for the existence of C. Now consider the subspace H K formed as the tensor product of the Hilbert space of the main part by a given state vector | α of the ancilla. If by making a unitary coding transformation C one can rapidly move H K to C prior to exposing it to the action of errors, and then perform the decoding transformation C −1 before measuring the ancilla in the state | α , then the resulting dynamics is equivalent to the errors acting only on the ancilla. Hereafter we call C a coding space. The system N may have many coding spaces C for a given set of error Hamiltonians.
Let us perform formal calculations illustrating this idea. Consider a state vector |S = |s ⊗ | α of N formed by K in a state |s and A in the state | α . We take the errors E m as the matrix parts of interaction Hamiltonians with external random fields f m (t) that produce an uncontrolled evolution of the system. For | E m | ∼ 1 one can estimate |f m | ∼ 1/T 2 . Under the action of the error-inducing Hamiltonians E m f m (t), the vector |S undergoes an uncontrolled evolution given by the unitary operator
where the time ordering of the exponent is implicit. The actions over the Zeno period T of the M different fields are assumed to be small, | E m t+T t f m (x)dx| 1, so that only the identity operator I and the first-order terms ∼ f m (t)dt are important in the Taylor series.
Let ρ sc = |s s| be the density matrix of the main part before the action of errors. Then ρ = |S S| = | α ρ sc α| is the density matrix of the entire system. After coding, it takes the form C ρ C −1 , and reads U C ρ C −1 U † at the end of the action of errors. Decoding yields
whereas direct substitution shows that the variation δ ρ sc = α| ρ − ρ | α of the density matrix of the main system after the perturbation equation (1) and the measurement of the ancilla in the initial state | α is given by the commutator
Therefore ρ sc satisfies the equation
with an effective Hamiltonian h e that is determined by the error-inducing Hamiltonians transformed by the coding and decoding and projected to the state of the ancilla. Note that the relation |v = C|s ⊗ | α holds for the code vectors |v and the states |s of the main part of the system. If h e = 0 for arbitrary fields {f m }, the errors do not affect the main part ( ρ sc = const), which implies
In other words, a linear increment |δv ∼ E m |v resulting from any error E m applied to a vector |v of the coding space is orthogonal to any other vector |v of the coding space. Note that, for simplicity, all Hamiltonians E m in eq. (4) have zero trace (see [8] ), or should be set in this form by subtracting a scalar operator λ I which does not change the Hamiltonian dynamics. The physical meaning of eq. (4) is that a corrupted state vector of the code space does not overlap with another vector of the code space if they were orthogonal before the corruption. This is similar to the Hamming bound for classical codes [7] , which does not allow a set of corrupted code words to overlap with the code itself. The only difference is that the overlapping is now defined by the scalar product in Hilbert space. Considering eq. (4) as the analog of the error detection condition, we can formulate the following short statement: Detectable infinitesimal quantum errors can be suppressed by the Zeno effect.
Let us now compare the condition eq. (4) of this infinitesimal protection with the more general condition of error correction (see [9] and [10] ),
ensuring the existence of a coding space completely protected against the error-inducing Hamiltonians E m [11] . Here α sl are complex numbers, and the set { E m } of error Hamiltonians generates a group G({ E m }) of all possible error-induced evolution operators U of eq. (1). By { E j ({ E m })} we denote a complete basis set of operators which spans the group of evolution operators, allowing to represent any such U as a linear combination of the basis operators E j . The space of all linear combinations of E j includes not only all E m but also many other operators given by commutators of all orders of the E m entering the expansion of U in series over E m for long evolution times. The condition eq. (5) is therefore much more restrictive than condition eq. (4). Moreover, even the case of two generic matrices, E m gives a basis { E j } that spans the entire Hilbert space H N , yielding empty code C = ∅. A nontrivial code space C can exist only if the set { E m } belongs to an extraspecial algebra that restricts the error evolution operators U to a subgroup (4) further, let the states |s ⊗ | α correspond to the first K positions of the state vector, which implies that each of the M matrices C −1 E m C has all-zero upper left K × K corner. Standard methods of linear algebra do not give a recipe for finding a linear transformation C that simultaneously sets to zero the corners of M different matrices. The main result of the paper is an iterative algorithm that accomplishes this task. Namely, given M arbitrary error Hamiltonians E m , we find a coding C whose first K columns span a code space C that satisfies the conditions of eq. (4).
To elucidate the geometrical meaning of the algorithm, we write the code basis as a single real vector C of length 2NK by appending the real and imaginary parts of the K first columns of C. We rewrite eq. (4) in the form
where the 2NK × 2NK error matrices E l have a K × K block structure with a single nonzero block. The non-zero diagonal or upper-diagonal blocks repeat one of the real 2N × 2N matrices corresponding to the Hamiltonians E m , whereas the non-zero lower-diagonal blocks correspond to the unity operator in the Hilbert space H N . The first type of blocks corresponds to the condition eq. (4), whereas the second part ensures the orthogonality of different columns of C| α . Thus, the vector C should satisfy L ∼ MK 2 quadratic equations (6). The input of our algorithm is a randomly selected and properly normalized vector C . If, by chance, C is orthogonal to all vectors E l C , the problem is solved. Otherwise, there exists a linear combination L l=1 γ l E l C that minimizes the length of the vector L l=1 γ l E l C +C . This is schematically shown in fig. 2b ). To find it, we employ the standard variational principle and solve the corresponding set of linear equations for γ l . When we displace the end of the vector C in this direction, the angle Θ between this vector and the space E spanned by possible errors { E l C } increases. Since the orientation of the space E may also change with the displacement, the latter should not be too big. To achieve the best convergency of our further iterations, we direct the new vector to the "median" point C → L l=1 1 2 γ l E l C + C , then normalize the new vector, and repeat this procedure until the required accuracy is achieved. We do not present here a formal proof of convergency, which is based on the fact that Θ increases monotonically in the course of iterations for a generic vector C . The procedure converges whenever the solution exists, that is the number M of errors satisfies the Hamming bound M ≤ A.
The statement is also supported by numerical examples, all of which show that the "median" procedure rapidly converges. In particular, we construct two quantum (n, k)-codes that include n qubits and protect k information qubits from a single error. These codes have parameters (7, 2) and (9, 4) [12] and suppress coherence loss with any predetermined accuracy which only depends on the time T between two measurements. One can see a critical distinction -coherence loss suppressing codes (7, 2) and (9, 4) do exist-whereas the bounds for conventional quantum codes [1, 10] show that neither of these parameters can exist even for degenerate codes. Also, this "median" procedure was extended for the (7, 2) code to protect this code not only from all 21 single-qubit errors, but also from 10 additional errors, that, for instance, simultaneously act on pairs of qubits. Thus, we obtain the (7, 2) "perfect" code that corrects 31 different errors and meets the Hamming bound M = A.
Once a code C is found, a question arises as to how the system can be moved into this subspace. For the codes built on the Clifford group, this can be done by applying a polynomial number of standard operations like Hadamard gates. It is not the case for an arbitrary quantum system affected by a generic error set { E m }. In this case, C is also a generic unitary matrix, and hence an alternative method of coding is required. One can achieve this feasibility with non-holonomic control, by applying a sequence of two different natural Hamiltonians H 1 and H 2 that satisfy certain conditions [4] . The algorithm searching for the control parameters combined with the "median" algorithm enables both encoding and decoding performed in realistic quantum systems [12] .
Summarizing the main results of the paper, we state that the coherence loss protecting codes proposed here are more universal than, and can even be superior to, the quantum error-correcting codes, although the former require a physical procedure of rapid coding and frequent measurement that determines the efficiency of the error protection. The choice between these two different approaches depends on feasibility and practical convenience for particular physical systems. * * * This research was supported by EC QUACS grant (VMA) and NSF grant CCR-0097125 (ID). Computational resources of IDRIS-CNRS, Orsay, and aid of A. Bachelier are kindly acknowledged (EB).
