INVERSE SEMIGROUPS OF PARTIAL TRANSFORMATIONS AND ^-CLASSES N. R. REILLY
If S is an inverse semigroup and 0 is the relation on the lattice A(S) of congruences on S defined by saying that two congruences ρ l9 p 2 are ^-equivalent if and only if they induce the same partition of the idempotents then Θ is a congruence on Λ(S) and each #-class is a complete modular sublattice of A(S). If X is a partially ordered set then Jx denotes the inverse semigroup of one-to-one partial transformations of X which are order isomorphisms of ideals of X onto ideals of X, while if X is a semilattice, Tz denotes the inverse subsemigroup of Jx consisting of those elements a whose domain Δ(a) and range f (a) are principal ideals. It is shown that any inverse semigroup is isomorphic to an inverse subsemigroup of Jx for some semilattice X.
For an inverse subsemigroup of J x , θ(S) = Λ(S)/Θ is related to certain equivalence relations on X. The weakest of these is a convex congruence which is an equivalence relation on X, convex in the partial ordering and compatible with the operation in S. It is shown that there is a natural order preserving mapping a of Θ(S) into the lattice Γ(X) of convex congruences. If X is a semilattice, the set of those convex congruences which are also semilattice congruences on X is denoted by Γ 2 (X) . If S contains the idempotents of T x , that is, if S is full in J z , then a is a semilattice homomorphism of Θ(S) onto Γ 2 (X) . If S is full in T x then a is a lattice isomorphism of Θ(S) onto Γ 2 (X). Conversely, there exists an order preserving mapping β of Γ 2 
(X) into Θ(S).
If S is full in J Z9 then β is an order isomorphism into Θ(S): if S is full in T x , then β is a lattice isomorphism onto Θ(S) and β = a" 1 . We adopt the notation and terminology of (2) . In particular, a semigroup S is called an inverse semigroup if a e aSa, for all ae S, and the idempotents of S commute. Then there is a unique element x such that a = axa and a ~ xax. We call x the inverse of a and write x -a~ι. For any inverse semigroup S, we denote by E s the subsemigroup of idempotents of S. If we define a partial ordering on E s by saying that e ^ / if ef = e then S is a semilattice where, by a semilattice, we mean a partially ordered set in which any two elements have a greatest lower bound. For the basic results on inverse semigroups the reader is referred to (2) . All semigroups considered in this paper will be inverse semigroups. Denote by Λ(S) the lattice of congruences on the inverse semigroup S; that is, the lattice of equivalence relations p such that, for a, b, ce S, (a, b) 
i) θ is a congruence on Λ(S); (ii) each θ-class is a complete modular sublattice of Λ(S) (with a greatest and least element).

We shall denote the lattice of ^-classes of an inverse semigroup S by Θ(S).
Now each congruence on an inverse semigroup S determines a normal partition of E s ; that is a partition P -{E a : a e J} such that E( i) a, βeJ implies that there exists ay eJ such that E a E β s E r ; E(n) aeJ and ae S implies that there exists a β eJ such that aE a a~ι S Fβ Likewise we call an equivalence relation p on E s a normal equivalence if its classes constitute a normal partition of E s .
Conversely, if P is a normal partition of E s then P is induced by some congruence on S. Thus the lattice of normal partitions of E s is, clearly, just (isomorphic to) Θ(S).
The least and greatest congruence in the #-class corresponding to the normal partition P can be characterized as follows: LEMMA 1.2. ((9) By a one-to-one partial transformation of a set X we mean a one-to-one mapping a of a subset Y of X onto a subset Y f = Ya of X. We call Y the domain of a, Y r the range of a and write Δ(a) -Y, V(a) = Y\ If we denote by I x the set of all one-to-one partial transformations of X then, with respect to the natural multiplication of mappings, I x is an inverse semigroup called the symmetric inverse semigroup on X (2).
Let X be a partially ordered set. By an ideal of X we mean a subset Y of X such that x ^ ye Y implies that xe Y. If X is trivially ordered, that is, if no two distinct elements are comparable, then any subset of X will be an ideal. We consider the empty set 0 as being an ideal of X. By a principal ideal we mean an ideal of the form {x: x ^ y) for some fixed element y. Then we call {x: x ^ y] the {principal) ideal generated by y and denote it by < y >. For an arbitrary subset A of X we write < A > = {x e X: x ^ α, for some a e A}.
If X is a partially ordered set, let J x denote the set of all a e I x such that (i) A(a) and V{a) are ideals of X; (ii) a is an order isomorphism of A (a) onto F(a); that is, a oneto-one mapping of A (a) onto F(α) such that, for x, ye A(a), x ^ y if and only if α α ^ ^α. It is straightforward to verify that J x is an inverse subsemigroup of I x . If X is trivially ordered then, of course J x = I x .
By the following theorem, any inverse semigroup S can be embedded in I s . Considering Sasa trivially ordered set we then have that S can be embedded in J s . However, on any inverse semigroup S there exists a partial ordering, called the natural partial ordering which can be defined as follows: for any α, be S, a ^ b if and only if a~ιb = a~ιa .
For several equivalent definitions of this partial ordering see §7.1 of (2). The natural partial ordering is compatible with the multiplication of S.
Suppose that y e Sα" 1 and that x ^ y. Then y = sa~\ for some s e S and x~ιy = x~ιx. Hence x = xx~ιx = xx~]y = xx~ιas~ι e Sa~ι. Thus A(a a ) is an ideal in the partially ordered set S. Moreover, for any x <; y, with x, ye A(a a ), xa a = xa ^ ya = ya a , since the natural partial ordering is compatible with the multiplication. Let X be a partially ordered set and S £ J x (we shall sometimes just write S £ J x for "S is an inverse subsemigroup of J Σ ").
We shall be interested in certain kinds of equivalence relations on X. Consider the following conditions on an equivalence p on X: If X is actually a semilattice and we denote by x A y the greatest lower bound of any two elements x, y of X, then we can also consider the conditions:
(ii) and (iii) we shall call p an s f -congruence, while if p satisfies (ii) and (iv) then we shall call p a semilattice congruence or just an s-congruence. Although these definitions depend on S, S will generally be held fixed and so the terminology should not lead to any confusion. If X is a semilattice and p satisfies condition (iv), then clearly p satisfies conditions (i) and (iii). Thus an s-congruence is an s'-congruence and an s'-congurence is a c-congruence. If X is totally ordered then the three types of congruence coincide. By a complete sublattice A of a lattice B we mean a sublattice such that for any nonempty subset C of A the least upper bound (greatest lower bound) of C in A exists and is the least upper bound (greatest lower bound) of C in B. Proof. Let {p^ ie 1} be a family of c-congruences (s'-congruences, s-congruences). Then clearly ΓϊieiPί is also a c-congruence (s'-congruence, s-congruence). Since Γ(X) (Γ X (X), Γ 2 (X)) has a largest element, the universal congruence p = X x X, it follows from purely lattice theoretic considerations that Γ(X) (Γ^X), Γ 2 (X)) is a complete lattice. Now let C be a nonempty subset of Γ 2 {X). Clearly the greatest lower bound of C in Γ(X) and Γ 2 (X) is just Γ\ pe c P Now define a relation η on X by (x, y) eη<=> for some x = x 0 , x l9 , x n = y e X , Xi) G ft, i = 1, , w, for some p { eC .
Then, from (1) Chapter 2, Theorem 4, ^ is an equivalence relation on X such that, if (x, y)eη and zel then (x A z, y A z) e ^ Hence, to show that 37 e Γ 2 (X), it only remains to be shown that if (x, y)er/ and (x, 2/) G J(α) then (xα, τ/α) e 97. Let x = x Q , x ί9 , x n = y e X and ft, , ftGC be such that (^_ ly ^) e ft, for i = 1, , n.
, n and,
ya) e η and η e Γ 2 (X).
But η is the least upper bound of C in the lattice of equivalence relations on X and hence is the least upper bound of C in Γ(X). Thus Γ 2 (X) is a complete sublattice of Γ(X); in fact, we proved that Γ 2 (X) is a complete sublattice of the lattice of equivalence relations on X.
We now give an example to illustrate some of the points that have arisen.
EXAMPLE. Let X be the semilattice of Figure 1 and S = E Jχ .
Let ft be the equivalence relation on X which partitions X as X = {u} u {y} U {x, v}; let ft be the equivalence relation partitioning X as X = {#, u} U M U {2/} and let ft be the equivalence relation partitioning X as X = {x} U {1/} U {w, v}. Now ft is a c-congruence but not an s'-congruence since (x, x A v) = (x, y) g ft. Also ft is an s'-congruence but not an s-congruence since
Similarly ft is an s'-congruence, but not an s-congruence. Finally, the least upper bound of ft and ft in Γ(X) partitions X as X = {x, u, v} (J {y} which is not an s'-congruence.
2Φ From normal equivalences to congruences* Throughout this section, let X be a partially ordered set and S be an inverse subsemigroup of J x . We now begin to relate the ^-classes of S and the congruences on X.
If A is a subset of S then we shall denote by Aω the set {se S: a ŝ , for some ae A}.
Let τ be a normal equivalence on E s and # G X. Let F(ff) = (eGί/ s :xGzί(e)} and V τ (x) = {\Jeerier}ω. Then we have
Proo/. Let /, Λ G # 5 , (/, /,) e τ and /, G V(x). Then Λ G F r (^/) and so Λ ^ / 2 , (/ 2> / 3 ) e r and / 3 e F(τ/), for some / 2 , / 8 G #,. Hence / ^ // 2 , (/Λ /iΛ) e τ, Λ/ 2 = / 2 , (/ 2 , / 3 ) G τ and / 8 e F(τ/); that is, / ^ // 2 , (// 2 , / 3 ) e τ and / 3 GF(T/). Hence /GF Γ (T/). Thus Uw) ^ S ^(2/) and so V τ {x) S F Γ (τ/). THEOREM 
Lei X be a partially ordered set and S gΞ J z . Lei T be a normal equivalence on E s . Define the relation p = p. on X by (x, y)eρ if and only if V τ (x) = V τ (y) .
Then p is a c-congruence on X. Moreover, if σ is another normal equivalence on E s and τ
Proof. (i) Suppose that x ^ y <^ z and (x, z) e p. Then V(z) S V(y) S 7(a?) and so V τ {z) s F r (i/) S F Γ (a?) = F r (s), by Lemma 2.1. Hence V τ {x) = V-(y) and so (x, y) e p.
(
ii) Suppose that (#, y)eρ, aeS and #, yeΛ(a).
Let /e Fί^α). Then xaeA{fa~l) and so xeΛ{afa~ι).
Hence α/α" 1 G F(.τ) g K(τy). Therefore, for some / 1? / 2 G JE^, we have afa~ι ^ / : , (f l9 / 2 ) G τ and f 2 e V{y). Hence ya = yf 2 a e A{a~f 2 ) = A(a~f 2 a) where (a~f 2 a, a~f λ a) e τ, a~f x a ^ a~Lafa~ιa ^ /. Thus f e V τ (ya) and, by Lemma 2.1, V T (xa) S V T (ya). Similarly we have the converse inclusion and so V 7 (xa) = V z (ya) and (ίcα, ?/α) G ^o. Hence ,o is a c-congruence. Now τ s σ implies that V τ (x) C F σ (ίc), for all ίcG X, and so (x, y) e p τ implies that V(x) S F r (2/) S K(?/). Therefore F σ (a;) S K(j/)> by Lemma 2.1, and similarly the converse inclusion holds. Thus (x, y) e p o and p x g ( o σ .
In general, of course, this mapping from normal equivalences to c-congruences is not one-to-one. However, in some circumstances, as we now show, it will be.
For 
defines an order isomorphism of the lattice Θ(S) into Γ(X).
Proof. Let e, / e E s , x e δ(e), y e <?(/). First suppose that (e, /) e τ. Then, for geV(x) we have that, g ^> β, (β, /) e τ and feV(y). Therefore (e L f, ef) G r and so (e, /) G Γ.
Now suppose that (x, y) e p 9 Then V~(x) = V T (y). Hence e e V(x) £ V τ (y).
The remainder of the theorem then follows easily.
A congruence p on an inverse semigroup S is called idempotent separating if no two distinct idempotents of S lie in the same p-class. There exists a unique maximal idempotent separating congruence μ on S which can be characterized as follows (Howie [4] ):
If μ is the identity congruence, then we shall call S fundamental. Although, for S £ J x and X a semilattice, we shall be considering 222 N. R. REILLY the general problem of defining a normal equivalence on E s from an s'-congruence on X in the next section and althought it appears essential in general to assume that X is a semilattice and that the congruence on X is an s'-congruence, we can, at least, establish the following theorem without these assumptions.
THEOREM 2.4. Let X be a partially ordered set and S S J λ . Define the relation v on X by:
Then v is c-congruence on X. Define the relation ζ on S by
Then ξ = μ, the maximum idenpotent separating congruence on S. Since ξ\ Es -t we have that ξ Q μ and to complete the theorem we need only show that μ § f. Suppose that (α, δ) e JM. = bfb~ι. Thus x e A{bfb~ι). Now F(α) = V(y) and so yeA{bfb~~ι). Hence ybeA(f) and F(αα) gF(#), By similarity, we have that V(xa) = V(i/6) and (a α, 2/6) e u. Thus condition (ii) is also satisfied by a and 6 and so (α, δ) e f. Hence ξ = μ.
Now let (x,y)ev and x,yeJ(a). Let eeF(#α). Then aea~ιe V(x) = V(y). Thus βG%) and F(m)SF(?/α). Similarly V(ya)
If, in Theorem 2.4, y is the identity relation on X, then clearly (α, δ) e £ if and only if a -6. Thus we have immediately: COROLLARY 2.5. Let X be a partially ordered set and S S J x . // v is the identity relation, then S is fundamental.
Let Xbe a partially ordered set and xe X. Then we shall denote by e x the idempotent of J x with domain equal to the principal ideal < x >. Let S S Jx, then we say that S is /%ZΪ in J x or (if X is a semilattice and S S 2V) that S is /z^ZΪ in T x if {e x : xe X} QE S , where T x is as defined in §3. COROLLARY 2.6. Let S be full inverse subsemigroup of J X9 then S is fundamental.
Proof. If S is full then v must be the identity relation and then so must ζ. Corollary 2.6 is a slight generalization of a theorem ([6] Theorem 2.6) of Munn's and could be established directly along the same lines as Munn's proof. Corollary 2.5 is a little stronger, however, as the following example shows: EXAMPLE. Let X be the set of real numbers under their natural ordering. Let S = {a e J x : A{a) is not principal}. Then S is an inverse subsemigroup of J x . Clearly v is the identity relation and hence S is fundamental. However, S is not a full inverse subsemigroup of J x .
3. X a semilattice* Let X be a semilattice, then we can define another subsemigroup of I x as follows. Let T x denote the set of αe I x such that (i) A (a) and V(a) are principal ideals; (ii) a is an order isomorphism of A (a) onto j(α). It is straightforward to verify that T x is an inverse subsemigroup of I x and J x . For a discussion of T x and its importance in connection with bisimple inverse semigroups see Munn [7] . PROPOSITION 
Then θ is a homomorphism of S into T E inducing the maximum idempotent separating congruence on S and hence is an isomorphism if S is fundamental.
Combining either Theorem 1.3 (considering S as a trivially ordered set) or Proposition 1.4 with Proposition 3.1 we have: PROPOSITION 
Let S be an inverse semigroup then there exists a semilattice X and an isomorphism tc: S-> T x .
Presently we shall be considering inverse subsemigroups S of J x , where X is a semilattice, such that X -Uee^ <5(e) or such that δ(e) Φ 0, for all eeE s .
In this connection, we have PROPOSITION 
Let S be an inverse semigroup then there exists a semilattice X and an isomorphism tc: S -> J x such that (i) 3(etc) Φ 0 for all e e E s : (ii) X=\JesE S S(eιc).
Proof. Let Θ:S->J S be the embedding of Proposition 1.4. Let X denote the set of all subsets of S which are inversely well ordered with respect to the natural partial ordering of S, together with the empty set. Partially order X by set inclusion. Then X is clearly a semilattice. Define φ:J s -+Jχ as follows: for aeJ Sf (
i) A{aφ) -{iel Ag A(a)}; (ii) for A e A(aψ), A(aψ) = {aa: ae A}. Then φ is an isomorphism and so tc = θoφ is an isomorphism of S into For e e E s , ee A(eθ) and so {e} e A(etc). Clearly {e} e A(ftc), for / e INVERSE SEMIGROUPS OF PARTIAL TRANSFORMATIONS
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E s if and only if e i£ / in the natural partial order on S. Thus {e} e δ(etc) and δ(e/c) Φ 0 for all e e E s .
Let A e X have greatest element a, in the natural partial order on S. Then a e δ ((a-ι 
a)/c). Thus X = \Jee Es S(eιc).
Finally, we give a representation of slightly less general applicability which is interesting on account of the relationship that the set X bears to the semigroup.
Before doing so, we need the following special case of Lemma 1.2. due to Munn [5] : LEMMA 
Let S be an inverse semigroup and let a relation σ be defined on S by the rule that xσy if and only if there is an idempotent e in S such that ex = ey {or, equivalently, xe = ye). Then σ is a congruence on S and S/σ is a group. Further, if τ is any congruence on S with the property that S/T is a group, then σ Q T and so S/τ is isomorphic with some quotient group of S/σ.
Then σ is called the minimum group congruence on S. PROPOSITION Proof. Let θ: a -+θ v be the Munn representation of S of Proposition 3.2. Then, for ae S, define aic e T x as follows:
Let S be an inverse semigroup, let σ be the minimum group congruence on S, let μ be the maximum idempotent separating congruence on S and let σ Γ\ μ = c, the identity congruence on S. Let X -
Then it is clear that tc is a homomorphism of S into T x inducing the congruence σ Π μ, that is, the identity congruence. Thus K is an isomorphism.
We now turn to the problem of relating, for S £ J x and X a semilattice, s'-congruences on X to normal equivalences or ^-classes of S. For p an s'-congruence on Xand aeS we shall denote by U(a) the set {xp: xp Π A(a) Φ 0}. We suppress any indication of the dependence of U(a) on p since this will not lead to any confusion. THEOREM 
Let a,beS and xpe A(a ah ). Then there exists an Xj_expΠ A(ab). Hence x x exp Γ\ A(a) and x λ ae A(b). Thus xpe A(a a ) and x λ ae (xp)a a Π A(b). Thus {xp)a a e A(a h ) and xpe A(a a a b ).
Conversely, let xpe A (a a a b ) . Then there exists an x x e xp n A (a) and an 
A(b). Thus x z a~ι e xp Π A{ab). Hence xp e A(a ah ). Thus A(a ab ) = A(a a a b ).
Now let xpe A(a ab ) = A(a a a b ), and x.expf] A(ab). Then
Hence a a a b = a ab and a is a homomorphism.
If p is an s-congruence then X/p is clearly a semilattice and it only remains to be shown that Sa^J xίp . So suppose that xp ^ yp and yp e A(a a ). Then there exists x λ e xp, Vi, Vi^VP such that x^y t and y 2 eA(a).
Hence (x 19 x ι A y 2 ) = (a?! Λ 2/1, #! A y 2 )e p and so (a?, ^ A y 2 )e p where x λ A y 2^y2^ A(a). Thus a?! Ay 2 eA (a) and xped(a a ). Therefore Λ(α α ) is an ideal and it is routine to verify that a a is order preserving. Thus Sa £ J x//0 .
To see the difficulty that arises if p is just a c-congruence, consider the semilattice X of Figure 2 .
Let S be the inverse subsemigroup of J x consisting of the idem- 
Then τ is a normal equivalence on E s . If p £ p' then z £ τ\
In certain circumstances we can give a more direct difinition of the normal equivalence induced by an s-congruence. . By similarity, we have the converse inclusion and so (e x , e v ) e r. Now suppose that (e x , e y ) e τ. Then x e xp n A(e x ) and so there exists an x Y such that (x, x λ )e p and x 1 eA(e y ), that is, x 1 ^ y. Similarly, there exists a y γ such that (y, yj e p and y x e A(e x ), that is, y Σ rg x. Then (x A y, xd = (x Ay,x L Ay) e p and (x A y, y,) = (x A y, x A yd e p. Hence (x l9 y^ e p and so (x, y) e p as required.
We conclude this section with an instance where the mapping p -> r is one-to-one. THEOREM 
Let X be a semilattice and S be a full inverse subsemigroup of J x . If z is a normal equivalence on E s then z induces an s-congruence on X. On the other hand, if p is an s-congruence on X, if p induces the normal equivalence τ on E s and τ, in turn, induces the s-congruence p' on X, then p = p'. In particular, the mapping β:p-+τ defines an order isomorphism of Γ 2 {X) into Θ(S), and the mapping τ -> p into Γ 2 (X) is into Γ 2 (X). Thus, if S is full in T x then, by Proposition 2.3, the mapping τ -• p defines an order isomorphism of Θ(S) onto Γ 2 {X).
Proof. Let the normal equivalence τ on E 8 induce the c-congruence p on X. For any x, ye X, we clearly have 4. The case δ(e) Φ 0* Throughout this section we assume that X is a semilattice, that S ^ J x and that 5(e) ^ 0 for all e e E s . The representations of Propositions 3.2, 3.3, 3.4 and 3.6 
Proof. Let (e, /) e τ'. Then U{e) = U(f). Let xeδ(e).
Then xp Π Δ{f) Φ 0 and so there exists a yexp such that Note. If X is totally ordered or, by Theorem 3.10, if S is full in T x , then every normal equivalence induces an s-congruence.
Proof. We have from Lemma 4.1, that z' <ΞΞ r in each case. O is an s-congruence. Also x A x f e A(f) and so xp Π A(f) Φ 0. Hence Z7(e)£ U(f) and conversely. Thus (e, /) e τ' and r = r\ X 5* Inducing congruences on S* Let X be a semilattice, S and /9 be an s'-congruence on X.
We have seen that p indhces a normal equivalence on E s and in this section we show how to define two congruence relations on S in the corresponding #-class directly. In certain circumstances these will be the smallest and largest congruences in that 0-classes. PROPOSITION Proof. Since ξ is just the congruence on S induced by the homomorphism a of Theorem 3.7, the first part of the theorem requires no verification.
For the final assertion, since we must have ξ £ μ τ , it suffices to show that μ τ £ ζ.
Let (a, b) e μ τ . Then (aa~\ bb~ι) e τ, while A(a) = A{aa~ι) and A{b) = A(bb~ι) . Hence, by the definition of τ, a and b satisfy condition (i).
Now let (x, y) e p, xe A (a) and y e A(b).
We want (xa, yb) e p. Since p is induced from σ we wish to show that V σ (xa) = V σ (yb).
Let ee V(xa).
Then xa e A(e) and xeA(aea~1).
Hence aea~ιe V(x) £ V σ (y) and so, for some f ιy f 2 e E s , we have aea~ι ^ f lf (f l9 f 2 ) e σ and f 2 e V(y) . Thus ee V σ (yb) and F σ (α;α) £ F σ (τ/δ). By similarity, we have equality and so (xa, yb) e p, as required. Hence (a, b) e ζ, μ τ £ ξ and so μ τ -ξ. Proof. Let (α, b) e η. We first show that (α, 6) e ζ, where f is as in Proposition 5.1. Then, for any ceS, we shall have (ac 9 be) and (ca, cb) e ξ and so, since ξ is a congruence, we shall have U(ac) = Uφc) and U{ca) = U(ea) = U(cb).
Since the conditions (i) are identical, we need only verify that a and b satisfy condition (ii) in Proposition 5. Then yexpf] Δ{ac) D Δ(bc) and for all z ^ y, zac = ^δc. Thus (αc, 6c) e 57.
The proof that (ca, cb) e η is similar and so η is a congruence. To show that η = σ r , we need, by Lemma 1.2, to show that, for any (a, b) e η,
(1) (aa~\ bb-1 ) e τ; (2) there exists an ee E s such that (e, aa" 1 ) e z and ea -eδ. The first requirement is satisfied since η is a congruence and Now suppose that S 3 £7^^. Let Z7(α) = Z7(δ) = {α?^: i e I}. For each i e /, let ^ G xφ be such that a α = zb, for all 2; ^ T/^. Let e be the idempotent S with domain {J ie i <yι> Then clearly, by the definition of e, U{aa~ι) = ί7(α) g 27(e). On the other hand, we clearly have e ^ aa~ι and so U(e) g U(aa~γ). Thus Z7(β) = U(aa~ι) and (β, αα" 1 ) G τ. Also ea = eδ and so (α, δ) G σ Γ . Thus η -σ τ .
Finally suppose that p is an s-congruence and that S S Γ r Let aa" 1 = e x and δδ" 1 = e y . Since (e a , e y ) e z, by Lemma 3.9, (x, y) e p and so there exists a z such that (#, ^) G ^ and ^xα = ^:δ for all ^ ^ z. Then, again by Lemma 3.9, (e x , e z ) G τ while clearly e z a = e z δ. Thus
