Abstract. We study the asymptotic behaviour of the twisted first moment of central L-values associated to cusp forms in weight aspect on average. Our estimate of the error term allows extending the logarithmic length of mollifier ∆ up to 2. The best previously known result, due to Iwaniec and Sarnak, was ∆ < 1. The proof is based on a representation formula for the error in terms of Legendre polynomials.
Introduction
The technique of mollification allows proving strictly positive nonvanishing results for different families of L-functions. The idea of the method is to regularize the behavior of L-functions while averaging over the family by introducing smoothing weights called mollifiers. Common choice for mollifier is a Dirichlet polynomial of length M approximating the inverse of L-function. It is of crucial importance to optimize the parameter M, called mollifier's length, as it determines the proportion of non-vanishing L-values.
Consider the family H 2k (1) of primitive forms of level 1 and weight 2k ≥ 12. Every f ∈ H 2k (1) has a Fourier expansion of the form (1.1) f (z) = n≥1 λ f (n)n (2k−1)/2 e(nz).
The associated L-function is defined by
Let Γ(s) be the Gamma function. The completed L-function
satisfies the functional equation
and can be analytically continued on the whole complex plane. The harmonic summation is defined by
where f, f 1 is the Petersson inner product on the space of level 1 holomorphic modular forms. The usual choice for mollifier is
where parameter M is called the length of mollifier. Let h be a suitable test function (see section 5 for details) and
Let µ(m) be the Möbius function and σ(m) be the sum of divisors function. Iwaniec and Sarnak [5, Theorem 3] proved that for the mollifier with
Let M := K ∆ , where parameter ∆ is called the logarithmic length of mollifier. Note that if ǫ f = i 2k = −1, then it follows from functional equation (1.4) that L f (1/2) is identically zero. For ǫ f = 1 equations (1.9), (1.10) imply (see [2] for details) that at least
Taking the largest admissible ∆ = 1 − ǫ, the percentage of nonvanishing is no less than 50%. Furthermore, according to [5, Proposition 16] any improvement over 50% with an additional lower bound on L f (1/2) would imply the non-existence of Landau-Siegel zeros for Dirichlet L-functions of real primitive characters.
In order to break the 50% barrier one needs to increase the length of mollifier for both first and second moments.
In the present paper we consider only the first moment and show that equation (1.9) holds for the length of mollifier M ≤ K 2−ǫ for any ǫ > 0. This extension follows from the asymptotic formula for the twisted first moment. Theorem 1.1. For all l one has
More precisely, the mollified moment can be expressed in terms of the twisted moment
Then the length of mollifier is the largest admissible M such that
Therefore, for any mollifier with |x m | ≤ log M and any ǫ > 0 one can take M ≤ K 2−ǫ . Consequently, the logarithmic length of mollifier ∆ can be extended up to 2.
The detailed description of the mollifier method and analogous results for an individual weight can be found in [2] .
Special functions
For z ∈ C, ℜz > 0 the Gamma function is defined by
By [6, Eq. 5.5.5] for 2z = 0, −1, −2, . . . one has
can be expressed in terms of the Bessel function of the first kind
Proof. Using [6, Eq. 13.2.2] and [6, Eq. 13.6.9], we write the confluent hypergeometric function in terms of the I-Bessel function. Further, applying [6, Eq. 10.27.6], we prove the required result.
Legendre polynomials are nth degree polynomials given by Rodrigues' formula (2.6)
Note that by [6, Eq. 14.7.17] (2.7)
Lemma 2.2. For any nonnegative integer n one has Lemma 2.3. Let | arg z| < π. As z → ∞ we have
where 
Exact formula for the first moment
In this section we consider the first moment of primitive L-functions and show how to express the error in terms of special functions. For
As a consequence of the Petersson trace formula we obtain the exact formula for the twisted first moment.
The error term is given by
where nn * ≡ 1 (mod c).
Proof. 
in formula (3.2). The rest of the proof is exactly the same.
We are interested in the behavior of the first moment at the critical point 1/2 and therefore can let u = v = 0.
Proof. Substituting representation (2.5) in equation (3.1) we have
where ǫ 2 = ±1. Note that −e(−ǫ 1 /4) = ǫ 1 i. Choosing ǫ 2 = −ǫ 1 yields −e(−ǫ 1 /4)e(ǫ 2 /4) = − exp(πi) = 1.
It follows by equation (2.2) that
Corollary 3.3. For ǫ 1 = ±1 one has
Proof. By formula [6, Eq. 10.14.4]
Taking z = 1/(2x) we prove the assertion.
Furthermore, function I ǫ 1 has an integral representation in terms of Legendre polynomials.
Proof. Consider representation (3.4) with z := (2x) −1 . Applying (2.8) with n = k − 1, we obtain
Since k is an even integer, one has e(−ǫ 1 k/4)e(−k/4) = 1 and
Now we split the integral into two parts
and make the change of variables φ := π − θ in the second integral. Property (2.7) yields that
for even k. Finally, since e(1/4) = exp(πi/2) = i we have
The assertion follows.
Asymptotic approximation of Legendre polynomials
The following theorem is obtained by taking α = β = 0 in [3, Eq. 1.1-
where for fixed positive constants c and δ one has
The functions A s (θ), B s (θ) are analytic for 0 ≤ θ < π and defined recursively, starting from A 0 (θ) = 1, by
, where the constants of integration λ s+1 are chosen such that A s+1 (0) = 0 for any integral s ≥ 0.
Averaging over weight
Let h ∈ C ∞ 0 (R + ) be a non-negative function, compactly supported on interval [θ 1 , θ 2 ] such that θ 2 > θ 1 > 0 and
Applying the Poisson summation and integrating by parts a ≥ 2 times, we have
where
In this section we prove theorem 1.1. Namely we show that for all l one has
The main term in (5.3) is obtained by taking u = v = 0 in theorem 3.1 and averaging the main terms with respect to k. Note that in formula (5.3) the summation is over elements of weight 4k, and therefore, Theorem 3.1 should be used with k replaced by 2k. The same applies to all other results of Section 3.
Consider (3.3) with u = v = 0. Let z := πl/(cn). We split the error term into two parts
where the summation in W 1 (l, k) is over c, n such that z < k/5 and in
Lemma 5.1. There exists an absolute constant C > 1 such that
Summing the result over k with the test function, we prove the assertion.
If l ≪ K with a sufficiently small implied constant, the sums over c and n in W 2 (l, k) are empty and the error term in (5.3) can be estimated using lemma 5.1. Otherwise, the main contribution comes from the term involving W 2 (l, k), as we now show.
Lemma 5.2. For any ǫ > 0 one has
Proof. It follows from lemma 3.4 that
To approximate the Legendre polynomials we apply theorem 4.1 with m = 1 and N = 2k − 1/2, i.e.
where B 0 (θ) and A 1 (θ) are defined by (4.3), (4.4). Finally,
