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Abstract
It is often noted that the Helmholtz equation is extremely difficult to solve, in particular, for high-frequency
solutions for heterogeneous media. Since stability for second-order discretization methods requires one to choose
at least 10–12 grid points per wavelength, the discrete problem on the possible coarsest mesh is huge. In a realistic
simulation, one is required to choose 20–30 points per wavelength to achieve a reasonable accuracy; this problem
is hard to solve. This article is concerned with the high-frequency asymptotic decomposition of the wavefield for
an efficient and accurate simulation for the high-frequency numerical solution of the Helmholtz equation. It has
been numerically verified that the new method is accurate enough even when one chooses 4–5 grid points per
wavelength.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
LetΩ ⊂ Rd , 1 ≤ d ≤ 3, be a bounded domain with its boundaryΓ = ∂Ω . Then the frequency domain
scalar waves propagating from a point source can be expressed by the following Helmholtz equation:
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(a) −u − K 2 u = δ(x − xs), x ∈ Ω,
(b) uν + iα(x)u = 0, x ∈ Γ , (1)
where i is the imaginary unit, ν is the unit outward normal to Γ , xs denotes the source location, and K
is the wavenumber. In seismic applications,
K (x) = ω
v(x)
, (2)
where ω(:= 2π f ) is the angular frequency, f is the frequency, and the wave velocity v is often set
complex-valued, [1–3] as
v(x) = v0(x) (iω)γ (x), γ (x) = 1
π
tan−1
(
1
Q(x)
)
, (3)
where v0 is a real-valued function and Q > 0 is called the quality factor. The quality factor is known
to be between 50 and 300 for most Earth media. The quality factor Q is often assumed to be frequency
independent (nondispersive) and have the following physical interpretation: after the wave travels Q
wavelengths, its magnitude decreases approximately by the factor of e−π , compared with the nonatten-
uative wave (Q = ∞) [1].
For ocean acoustics, the wave velocity is often assumed to be real-valued, i.e.,
K (x) = ω
v(x)
, v(x) ∈ R. (4)
(For Earth media of interest, v(x) = 1.5 ∼ 4.5 km/s.) For the electromagnetic waves in homogeneous
conducting media,
K 2 = µε ω2 − iµσω, (5)
where ε is the dielectric permittivity, µ denotes the magnetic permeability, and σ is the electric
conductivity. Note that µε ω2  µσω for Earth media at frequencies less than f = 105 Hz [4].
When Q is large, in particular, the problem (1) is hard to solve numerically. In addition to having
a complex-valued solution, it is neither Hermitian-symmetric nor coercive; the problem is poorly
conditioned and therefore it is hard to solve by means of iterative algorithms. Since the standard second-
order methods require one to choose at least 10–12 grid points per wavelength for stability reasons [5],
the problem is huge, even in its lowest resolution, when tens of wavelengths are to be simulated. See
also [6,7].
2. High-frequency asymptotics
Let K = ω/v in (1)(a) be real-valued. Consider the test function of the form
u(xs, x, ω) = exp(−iωτ)
∞∑
=0
a
(iω)
, (6)
where τ = τ (xs, x) is the traveltime function (phase) from the source xs to the location x, and
a = a(xs, x) are real-valued functions; a0 is called the amplitude. When (6) is substituted into (1)(a),
the equation becomes
exp(−iωτ(xs, x))
∞∑
=0
b(xs, x)ω2− = δ(x − xs), (7)
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where
b0 = ∇τ · ∇τ − 1
v2(x)
,
b1 = i (2∇τ · ∇a0 + a0τ − b0a1),
· · · .
To satisfy (7), the coefficients b,  = 0, 1, . . ., should all be zero (except at x = xs). By setting b0 = 0
and b1 = 0, we obtain the eikonal equation and the transport equation:
(a) ∇τ · ∇τ = 1
v2(x)
,
(b) 2∇τ · ∇a0 + a0 τ = 0.
(8)
Equivalently, the equations in (8) can be obtained by approximating the solution of (1) as
u ≈ exp(−iωτ) a0. (9)
For methods of solution of the equations, see e.g. [8–11].
3. Asymptotic decomposition
In this section, we introduce the asymptotic decomposition (AD) of wavefields:
u(x) = a(x) exp{−(iω − η)τ (x)}, η ≥ 0. (10)
In the above decomposition, the functions τ and a do not have to be the conventional traveltime and
amplitude; we allow a to be complex-valued. However, we call them the traveltime and amplitude, for
convenience. The constant η, called the damping coefficient, is introduced to stabilize the numerical
amplitude. Note that (iω − η) = i(ω + iη), where (ω + iη) looks like a complex-valued frequency.
Substitute (10) into the Helmholtz equation (1) to get the following cumulative amplitude (CA)
equation:
−a −
[
(iω − η)2|∇τ |2 + ω
2
v2
]
a
+ (iω − η)(2∇τ · ∇a + τ a) = δ(x − xs), x ∈ Ω,
aν + [iα − (iω − η)τν]a = 0, x ∈ Γ .
(11)
It should be noted that, in the derivation of (11), no approximation has been introduced and therefore
one can recover the solution of the Helmholtz equation from τ , a, and (10), for a fixed η.
A few comments are in order as regards the asymptotic decomposition (10) and (11).
How to solve the CA equation: Note that
(iω − η)2|∇τ |2 + ω
2
v2
= −ω2
(
|∇τ |2 − 1
v2
)
+ (η2 − 2iωη)|∇τ |2.
Thus, we can first get τ by solving the eikonal equation
|∇τ |2 − 1
v2
= 0, (12)
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Fig. 1. The velocity in 1D.
and compute the amplitude a as the solution of (11) for given τ :
−a + 2(iω − η)∇τ · ∇a
+[(−η2 + 2iωη)|∇τ |2 + (iω − η)τ ]a = δ(x − xs), x ∈ Ω,
aν + [iα − (iω − η)τν]a = 0, x ∈ Γ .
(13)
Better conditioning of (11): Eq. (13) has the form of a convection–diffusion equation, rather than a
wave equation. Furthermore, since
(−η2 + 2iωη)|∇τ |2 + (iω − η)τ = −η(η|∇τ |2 + τ) + iω(2η|∇τ |2 + τ),
an increase in the damping coefficient η would invoke a relatively large shift-up in the imaginary parts
of eigenvalues of the algebraic system of (13), which makes the system better conditioned. However,
one has to choose η appropriately (not too large), because otherwise the numerical error involved in the
numerical solutions of a can be severely magnified during the recovery of u with (10).
Interpretation of a: The asymptotic decomposition (10) differs from the superposition introduced in
[12]. The CA, the solution of (11), incorporates all wave characteristics (reflection, refraction, diffraction,
etc.) modulo the phase factor exp{−(iω − η)τ }. From the viewpoint of (6), the CA in (10) can be
expressed as (η = 0)
a =
∞∑
=0
a
(iω)
. (14)
That is, the quantity a(x) is the amplitude corresponding to all possible contributions of wavefronts
passing the point x (from which its name comes). Thus the CA function a can be oscillatory. However,
it should be noted that the superposition in [12] is hardly applicable for waveform simulation for
heterogeneous media, because wave components may not be separated from one another.
4. Accuracy analysis in 1D
For accuracy analysis of the AD approach (10) and (11), we begin with the Helmholtz equation defined
in the unit interval (0, 1), with the velocity given in Fig. 1. The point source is located at xs = x0 = 0. The
traveltime is computed using the trapezoid rule, making the approximation τ (xk) =
∫ xk
0 1/v(y) dy, for
xk = kh, h = 1/nx . The traveltime derivatives are approximated by the central second-order schemes.
We first compute the solution of the Helmholtz equation (1), utilizing the central second-order scheme,
on a fine mesh (nx = 4000), to serve as the exact solution, u{nx=4000}, which is depicted by a dotted
curve in the figures in this section. The solution turns out to have approximately 28 wavelengths for the
frequency f = 50 (ω = 100π).
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Fig. 2. The real parts of the numerical solution of (1), when nx = 300 (top) and nx = 600 (bottom). The dotted curve is the
computed true solution, u{nx =4000}.
Fig. 3. The real parts of the numerical solution from the AD approach, when nx = 84 (top) and nx = 112 (bottom).
We define the grid frequency G f to denote the grid points per wavelength, i.e., G f := 2π/(K h).
We set η = 0, to focus our analysis on the accuracy of the asymptotic decomposition. (The damping
coefficient η ≥ 0 has been introduced for efficiency reasons.)
In Fig. 2, we present the real parts of the numerical solution of the Helmholtz equation (1)
approximated by the central second-order scheme, a standard approach, when nx = 300 (top) and
nx = 600 (bottom). As one can see, the numerical solution shows a large phase lag for nx = 300,
which corresponds to G f = 10.7. When nx = 600 (G f = 21.4), the phase lag is reduced to an
acceptable level.
Fig. 3 contains the numerical solution obtained from the AD approach; the CA equation (11) is
solved using the central second-order scheme. When the average grid frequency is 3 (top), the numerical
solution introduces an observable amplitude error near the source, while it shows a quite accurate phase.
802 S. Kim et al. / Applied Mathematics Letters 18 (2005) 797–804
Fig. 4. Numerical solutions of the standard Helmholtz equation (top) and the AD approach with η = 1 (bottom). We set
f = 30.
The numerical solution becomes accurate enough when G f = 4 (bottom). That is, the accuracy of the
AD approach with G f = 4 is similar to that of the standard approach with G f = 21.4.
It has been observed from various numerical experiments that the traveltime must be selected as an
accurate solution of the eikonal equation so that the computed amplitude involves a minimized wave
characteristic of oscillation. On the other hand, the traveltime should be smooth enough not to introduce
a large error into the numerical approximation of the traveltime derivatives. A feasible choice of the
traveltime τ can be either the first-arrival traveltime [9,11] or the most-energetic traveltime [13], followed
by a local smoothing near shocks.
5. Accuracy and efficiency in 2D
In Fig. 4, we compare the numerical solutions obtained from the central second-order scheme applied
to the Helmholtz equation (1) (top) and the AD approach (10) and (11) with η = 1 (bottom). We have
chosen the computational domain Ω = (0, 3000) × (0, 1500) and a synthetic velocity
v(x, z) =
{
4500 m/s, (x, z) ∈ [1500, 2250] × [500, 1000],
1500 + 0.5z m/s, elsewhere. (15)
A point source is located at xs = (1500, 0). The frequency f = 30 and the grid cells are 400×200, such
that the minimum grid frequency is 20/3 (≈6.6667). We apply the group marching method (GMM)
[9] for the computation of traveltime. The CGNR algorithm requires 5012, 1238, and 457 iterations
respectively for the standard, the AD (η = 0), and the AD (η = 1) approaches, for the convergence
with a stopping criterion of 10−4, starting from zero initial values. As seen for the 1D problem,
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Fig. 5. Superposed time domain snapshots. The contours from the source, xs = (1000, 500), indicate the wavefronts for t = 0.3,
0.5, 0.7, and 0.9. The velocity is chosen as v(x, z) = 1500 + 0.5z m/s.
the standard approach shows an apparent phase error. Since the velocity is 1500 m/s along the top edge,
the number of wavelengths from the source to e.g. the point (1000, 0) must be ten. But, the solution of
the standard approach shows wavelengths slightly larger than 10 12 . On the other hand, the solution from
the AD approach shows accurate phases. Another major difference is the solution amplitude near the
source. From a comparison of solutions in finer meshes, we have found that the AD approach is much
more accurate than the standard approach. It has also been numerically verified that the new approach
incorporating the second-order FD scheme needs to choose only 4–5 points per wavelength (on average)
for a reasonable accuracy for 2D problems.
6. Absorbing boundary condition
We suggest an absorbing boundary condition (ABC) which effectively absorbs incident waves. When
K = ω/v, the conventional first-order ABC [14,15] in (1)(b) often selects α = ω/v. But the resulting
ABC introduces a larger amount of reflection as the angle of the incident wave (measured from the outer
normal) grows. More effective ABCs can be selected taking into account the incident angles. Since the
incident angle of wavefronts is not known in advance, the problem of imposing an effective ABC has
been a hard task in conventional approaches.
Here, we suggest an ABC with the choice α = ωτν :
uν + iωτνu = 0. (16)
Then the corresponding boundary condition for the CA equation (11) becomes
aν + ητνa = 0. (17)
In Fig. 5, we depict snapshots (inverse Fourier transform) superposed for t = 0.3, 0.5, 0.7, and 0.9.
Again, the GMM is employed to find the first arrival for the traveltime τ . For each of 160 equally
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distributed frequencies in (0, 53.5), the CA equation (13) and the ABC (17), with η = 0, are discretized
by the second-order FD method and solved by the CGNR (the conjugate gradient method applied to the
normal equation). As one can see from the figure, there is no apparent reflection from the boundary. The
ABC (16) and (17) are quite effective.
7. Conclusions
We have introduced the asymptotic decomposition (AD) approach for high-frequency numerical
solutions of the Helmholtz equation. It has been verified that for relatively smooth media, the solution
is accurate enough when G f = 4–5, while the standard approach requires more than 20 points per
wavelength for the same accuracy. Thus, compared with the standard approach, the AD approach
can achieve speeding up of at least 10–100 times for realistic problems in 2–3D. The AD approach
provides an effective absorbing boundary condition (ABC), as a by-product, when the selected traveltime
represents the advancing wavefronts accurately.
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