In this paper we study the differentiability of solutions of the second-order semilinear abstract retarded functional differential equation with unbounded delay, specially when the underlying space is reflexive or at least has the Radon-Nikodym property. We apply our results to characterize the infinitesimal generators of several strongly continuous semigroups of linear operators that arise in the theory of linear abstract retarded functional differential equations with unbounded delay on a phase space defined axiomatically.
Preliminaries
The theory of retarded functional differential equations (abbreviated RFDE) has been the object of many works in the past decades. Most works devoted to this subject are con-cerned with the Cauchy problem x (t) = F (t, x t ), t σ, x σ = ϕ, where x t represents the history of x(·) at t, the values x(t) belong to some finite dimensional space and F is a function, usually continuous on appropriate spaces. In this work we denote by x t the function defined on (−∞, 0] by x t (θ ) = x(t + θ). For the background on this theory we refer the reader to the works of Hale and Lunel [5] , for equations with finite delay, and Hino et al. [11] , for equations with infinite delay. In similar way, last years it has been an increasing interest to study partial functional differential equations. The book of Wu [18] contains the basic theory for equations with finite delay that can be described in the form
x (t) = Ax(t) + F (t, x t ), t σ,
where the values x(t) belong to some Banach space X and A is the infinitesimal of a strongly continuous semigroup on X. Equations of this type will be called abstract retarded functional differential equations (in short, ARFDE). Similar equations with unbounded delay have been considered in many papers. We refer the reader to [7] [8] [9] and references cited therein. Besides, it is well known [3] that the behavior of first-and second-order abstract Cauchy problem is different in many aspects. For this reason, in [9] we have studied existence of almost periodic solutions of the second-order ARFDE with unbounded delay
where A is the infinitesimal of a strongly continuous cosine function of operators and the values x t , t σ, belong to a phase space B which is defined axiomatically. This work is devoted to study regularity and related properties of solutions of a similar equation. Next we establish our main terminology and notations.
Let X be a Banach space endowed with a norm · . Henceforth we always assume that A : D(A) → X is the infinitesimal generator of a strongly continuous cosine function of linear operators C(t) defined on X. We denote by S(t) the sine function associated with C which is defined by
S(t)x =
t 0
C(s)x ds, x ∈ X, t ∈ R.
We refer the a reader to [14] for the theory of strongly continuous semigroups and to [3, 15] for the theory of strongly continuous cosine functions of operators.
In particular, in this work the notation E stands for the space formed by the vectors x ∈ X for which the function C(·)x is of class C 1 . It was proved by Kisińsky [3, 13] that E endowed with the norm
AS(t)x , x ∈ E,
is a Banach space and that the operator-valued function
G(t) = C(t) S(t) AS(t) C(t)
is a strongly continuous group of linear operators on the space E × X, generated by the operator
The existence of solutions of the second-order abstract Cauchy problem
x (t) = Ax(t) + h(t), 0 t a, (1.1)
where h : [0, a] → X is an integrable function, has been discussed in [16] . Similarly, the existence of solutions of the semilinear second-order abstract Cauchy problem has been treated in [17] . We only mention that the function x(·) given by
x(t) = C(t)x 0 + S(t)x
1 + t 0
S(t − s)h(s) ds, 0 t a, (1.3)
is said to be mild solution of (1.1)-(1.2). 
C(t − s)h(s) ds. (1.4)
From the properties of function S(·) it follows also that if h is continuous and x 0 ∈ E, then x(·) is continuous for the norm in E. In addition, if we assume that x 0 ∈ D(A) and x 1 ∈ E, then
in the norm of E.
We complete these remarks about the second-order abstract Cauchy problem including a property of differentiability of the mild solution x(·) that will be needed repeatedly in the sequel. First we recall some general results from the theory of functions of a real variable. Next we denote by λ the Lebesgue measure on [0, 1] and Σ the σ -algebra of Lebesgue measurable sets. A Banach space X has the Radon-Nikodym property (abbreviated, RNP) if for each λ-continuous vector measure µ : Σ → X of bounded variation there exists h ∈ L 1 (µ, X) such that µ(B) = B h dλ for all B ∈ Σ. We refer the reader to [2] for the terminology, several equivalent formulations, and examples. In particular, the following result will be needed in the sequel. 
We can modify easily this result to work with seminormed spaces. 
S(t − s)h (s) ds
and
Furthermore, in both cases (a) and (b) the function x(t) is twice continuously differentiable in X and

x (t) = Ax(t) + h(t).
Proof. The fact that x(·) is continuously differentiable in the space E was established in Theorem 3.1 in [10] . The expressions for x (t) and Ax(t) are obtained applying the integration by parts formula and the fact that AS(t) : E → X is a bounded linear operator and AS(·) is a strongly continuous operator-valued map. ✷ Throughout this paper we will employ an axiomatic definition of the phase space B introduced by Hale and Kato [6] . To establish the axioms of space B, we follow the terminology used in [11] . Thus, B will be a linear space of functions mapping (−∞, 0] into X endowed with a seminorm · B . We will assume that B satisfies the following axioms:
, K is continuous and M is locally bounded and H , K and M are independent of x(·).
(B) The space B is complete.
Throughout this paper we always assume that B is a phase space. We will denote by B the quotient Banach space B/ · and we writeφ for the coset determined by ϕ ∈ B. We also use this notation to indicate induced maps on B whilst the symbol π will stand for the quotient map from B into B. Moreover, to abbreviate our statements, we say that a function f from an interval I into B is differentiable (respectively, continuously differentiable) if f = πf : I → B is differentiable (respectively, continuously differentiable).
It follows from these axioms that the operator S(t) defined by the expression To relate the phase space B with the cosine function C, we introduce the space B E = {ϕ ∈ B: ϕ(0) ∈ E}. We consider B E endowed with the seminorm
It is clear that B E is a complete seminormed space. Moreover, the operator S E (t) defined by S E (t)ϕ = S(t)ϕ, for ϕ ∈ B E , is a strongly continuous semigroup on B E , with infini-
In the theory of retarded functional differential equations with unbounded delay frequently we need additional properties of the space B to obtain some results. Next we denote by C 00 the space of continuous functions from (−∞, 0] into X with compact support. It is clear from the axioms of phase space that C 00 ⊆ B. In this work we consider the following axioms [11] : (C1) If (ϕ n ) n is a Cauchy sequence in B such that (ϕ n (θ )) n converges to a function ϕ(θ) uniformly on compact subsets of (−∞, 0], then ϕ ∈ B and ϕ n − ϕ B → 0 as n → ∞.
(C2) If a uniformly bounded sequence (ϕ n ) n in C 00 converges to a function ϕ in the compact-open topology then ϕ belongs to B and ϕ n − ϕ B → 0 as n → ∞.
We also introduce a separation axiom.
(S) If ϕ ∈ B is a continuous function such that ϕ B = 0, then ϕ = 0.
It is easy to see [11] converges to z t as h → 0. ✷ Our main purpose in this work is to study the differentiability of solutions of initial value problems which can be modelled as the second-order ARFDE:
with initial conditions 6) where
, is an appropriate function and ϕ, ψ : (−∞, 0] → X are given functions. The paper is organized as follows. In Section 2 we establish existence of mild solutions of problem (1.5)-(1.6). Section 3 is devoted to discuss the differentiability of the mild solution of problem (1.5)-(1.6) whilst in Section 4 we apply these results to the linear equation.
For certain concrete phase spaces we characterize the infinitesimal generator of the evolution semigroup and as consequence of previous results, in the frame of abstract phase spaces, we establish some properties of it.
Existence of mild solutions
In this section we are going to establish a result of existence of mild solutions of problem (1.5)-(1.6). To abbreviate our statements and developments, we begin by introducing some notations. Henceforth the notation Ω will stand for an open subset of B E × B. We also define the space C 
. Moreover, for an element u ∈ D(a; ϕ, ψ), we identify u and u with the extensions defined by
Let Y be a Banach space. We say that a function F :
Next we assume that F satisfies the Carathéodory conditions on X. Initially we study existence of solutions for the integral equation
with initial conditions (1.6).
To treat this equation as well as (1.5) with initial conditions (1.6), we assume that
From the axioms of phase space we infer that s → x s ∈ B is a continuous function on
In what follows, for a fixed constant a > 0, we indicate by N a positive constant such that C(t) N and S(t) N for 0 t a. Furthermore, to abbreviate our statements, we use the notations K a := max 0 t a K(t) and M a := sup 0 t a M(t). Proof. The proof is almost standard. We include here only the principal ideas. We consider the operator T given by
S(t − s)F s, u s , u s ds
for appropriate u ∈ D(a; ϕ, ψ). Next, for fixed (ϕ, ψ) ∈ Ω and r > 0, we use the notation D(a, r) to designate the set formed by all of u ∈ D(a; ϕ, ψ) such that
For u ∈ D(a, r), using the axiom (A)(iii), we obtain
for σ t σ + a. Employing these estimations, we can prove that there are 0 < b a, r > 0, so that the map T :
is continuous and T n is a contraction for some n ∈ N. This implies that T has a unique fixed point which is the solution of (2.1)-(1.6). If we assume that Ω = B E × B and γ (·) is bounded above, we can consider T defined from D(a; ϕ, ψ) into D(a; ϕ, ψ). Furthermore, applying the Gronwall's lemma and the axioms of phase space we deduce that
We apply this result to establish existence of solutions of problem (1.5)-(1.6). We consider the following concept of mild solution.
conditions (1.6) are fulfilled and x(·) verifies the integral equation
As a consequence of this definition and (1.4), if x(·) is a mild solution of (1.5)-(1.6) and ϕ(0) ∈ E, then
function which satisfies the assumptions considered in Theorem 2.1. Then for every (ϕ, ψ) ∈ Ω, the Cauchy problem (1.5)-(1.6) has a unique mild solution x(· , ϕ, ψ).
Proof. It is follows from Theorem 2.1 taking h(t) := C(t − σ )ϕ(0) + S(t − σ )ψ(0). ✷
In this work we are specially interested in the following particular case. Let L : B E × B → X be a bounded linear map. We consider the linear homogeneous problem: 
In what follows, we will adopt the notations A V and B W for the infinitesimal generators of semigroups V and W , respectively. In Section 4 we characterize these operators for certain concrete phase spaces and we establish some general relations between them.
Previously, in Section 3 we require some properties of B W and an upper bound for the difference between the semigroup W and the translation semigroup introduced in Section 1.
has the RNP and W (·)(ϕ, ψ) is locally Lipschitz continuous then ϕ(0) ∈ D(A)
Proof. From the inequality
where
it follows that G(·)(ϕ(0), ψ(0)) is locally Lipschitz continuous on [0, ∞). Since G(·) is a group strongly continuous, it is easy to see that G(·)(ϕ(0), ψ(0)) is also locally Lipschitz continuous on (−∞, 0]. Consequently, the function AS(·)ϕ(0) + C(·)ψ(0) is locally Lipschitz continuous on (−∞, 0] and on [0, ∞).
Using the fact that S(·) is an odd function while C(·)
is an even function, we obtain that both AS(·)ϕ(0) and C(·)ψ(0) are locally Lipschitz continuous functions on [0, ∞). We complete the proof of (a) applying Theorems 2.2 and 2.5 in [10] . To prove statement (b), proceeding as above yields
which implies that
Finally, we complete this section with an estimation of the difference between the semigroup W and the semigroup of translations.
Remark 2.1. We define on the space B E × B the product semigroup ϕ, ψ) is a continuous function with compact support included in [−t, 0]. Therefore, from the axiom (A)(iii) we obtain that
S E ⊕ S(t)(ϕ, ψ) = S(t)ϕ, S(t)ψ , t 0, and the operator R(t) = W (t) − S E ⊕ S(t). It is clear that R(t)(
also is a continuous function with compact support included in [−t, 0] from which we can establish the estimation
where we have abbreviated δ = t − s. Consequently, when ϕ(0) ∈ D(A) and ψ(0) ∈ E, it follows from the above inequality that
for some positive constant γ and for all σ s t σ + a.
Existence of classical solutions
In this section the differentiability of the mild solution of the Cauchy problem (1.5)-(1.6) is studied. Throghout this section we employ the terminology and notations introduced in the previous sections. In particular, we assume that F satisfies the assumptions considered in Theorem 2.1. Hence, (1.5)-(1.6) has a unique mild solution x(· , ϕ, ψ) defined on (−∞, σ + b). We begin with a result that ensures the differentiability of functions of type t → x t (·).
Lemma 3.1. Assume that B satisfies axioms (C1) and (S). Let
be a Riemann sum of x s , where
is in turn a Riemann sum for the function
On the other hand, since x(·) is uniformly continuous on bounded intervals, the last convergence is uniform for θ in a bounded interval. Thus, if we define ψ by
we have shown that ψ n → ψ, n → ∞, in the compact-open topology. Applying axiom (C1) we can assert that ψ n → ψ, n → ∞, in the space B. Hence it follows that ψ − σ +b σ x s ds B = 0, which by the separation axiom implies that
Proof. Because x is continuous, an application of the previous lemma yields
for each θ 0. Therefore, t σ x s ds = x t − x σ , σ t, from which we obtain easily our result. ✷ In order to study the differentiability of the mild solution of problem (1.5)-(1.6), it will be convenient to consider the following concept of classical solution. Our first result of differentiability of mild solutions is the following. 
Then x t (· , ϕ, ψ) is a function of class
Proof. Next we abbreviate the notation by writing x = x(· , ϕ, ψ). We introduce the functions y, z :
for t σ . Here, and also in what follows, without any danger of confusion, we have used row notation for column vectors. It is clear from these definitions that y t = W (t −σ )(ϕ, ψ), σ t σ + b, and that
for −∞ < t σ + b. Moreover, combining this expression and the definition of x t , it follows that
is the mild solution of the abstract Cauchy problem The following theorem is an extension to the context of ARFDE of a result established initially in [4] for the first-order abstract Cauchy problem. 
S(t − s)F (s, x s , x s ) ds
which implies that On the other hand,
In view of (2.7) the first term on the right-hand side is O(δ). By applying (3.6) we can assert that Combining these estimations we obtain that
Proceeding similarly, but using (3.2) instead of (3.1), we infer that
Using now that z i,t , i = 1, 2, are continuous functions with compact support contained in [σ − t, 0] and applying axiom (A)(iii), it follows that
Proceeding as above, it is clear that the first term in the last inequality is O(δ). This leads us to define the function
for σ t. Since
we can abridge (3.7) and (3.8) by writing
A straightforward application of Gronwall-Bellman's lemma shows that w(t) as well as If we assume now that assumptions in (i) hold, then from (3.4) it follows that x t and x t are Lipschitz continuous which in turn implies that F (t, x t , x t ) is Lipschitz continuous. Therefore, we may apply Theorem 3.1 in [10] to system (3.5) to conclude that x(·) is a classical solution. Furthermore, if B has the RNP, the functions x t and x t are differentiable a.e. on [σ, σ + b], which shows statement (i).
Finally, to prove (ii) we argue as in the last part of the proof of Theorem 3.1, but using Lemma 1.1(b) instead of Lemma 1.1(a). ✷ Related with these results, it is worth to mention that yet in the case (ϕ, ψ) ∈ D(B W ) we do not obtain the equality dx t /dt = x t . However, if we assume some additional conditions on (ϕ, ψ), we can establish a result of this type. Proof. Employing the same notations used in the proof of preceding results, we can assert that z 1 (·) is a continuously differentiable function and that z 1,t has compact support. Applying Lemma 1.2 in the case in which axiom (C2) holds and Corollary 3.1 in the case in which axioms (C1) and (S) hold, we infer that z 1,t is continuously differentiable and (dz 1,t /dt)(θ ) = z 1 (t + θ). From (3.4) we know that
where π 1 denotes the projection on the first component. This equality implies that
Hence, for θ σ − t we have
while for σ − t θ 0, as consequence of Lemma 2.1(b), it follows that
This shows that dx t /dt = x t , t σ . Our second statement is an immediate consequence of this result and Theorem 3.2. ✷
Applications to linear systems
In this section we apply Theorem 3.2 to study regularity of mild solutions of the linear inhomogeneous ARFDE with unbounded delay
where L : B E × B → X is a bounded linear map and h : [0, ∞) → X is locally integrable. The mild solution of (4.1)-(2.5), denoted x(· , ϕ, ψ, h), is defined on R and satisfies
Initially we consider the homogeneous linear problem (2.4)-(2.5). In this case V (t)(ϕ, ψ) = x t (· , ϕ, ψ, 0), t 0, is the solution semigroup. Before establishing some general results, we determine the infinitesimal generator of semigroup V for some concrete phase spaces . In this part we use the terminology employed in [11] . In particular, if B represents one of spaces C g , UC g , or C 0 g , where g is a positive function which satisfies conditions (g1), (g2), and (g4), then B verifies axioms (A), (A1), (B), (C1), and (C2) (see [ 
Proof. We denote initially by D the set defined by the right hand side of the above expression. We begin by taking (ϕ, ψ) ∈ D(A V ). Next we abbreviate our notation by writing
where the limit is taken in the norm of B E × B. From this expression it follows as usual that ϕ (θ ) = ϕ 1 (θ ) and that ψ (θ ) = ψ 1 (θ ), for all θ < 0. Since ϕ 1 and ψ 1 are continuous functions on (−∞, 0], it follows that ϕ = ϕ 1 and that ψ = ψ 1 . Moreover, for θ = 0, the first component of the above equalities yields that
converges to ϕ 1 (0) as t → 0 + . In addition, since ϕ(0) ∈ E, using the properties of cosine functions and (4.3) we obtain that x + (0) = ϕ 1 (0) = ψ(0) ∈ E. This shows that ϕ is a function of class C 1 and that ϕ = ϕ 1 ∈ B E . Proceeding similarly with the second components we have that
Since we already have shown ψ(0) ∈ E, from the properties of cosine functions we conclude that
Thus, combining the foregoing results we obtain that
Using now that
and that A is a closed operator, it follows that ϕ(0) ∈ D(A) and
Initially, applying the definition of the norm in B we obtain that (x t − ϕ)/t → ϕ , t → 0 + , in the space B. In fact, we must estimate
We begin by showing that
converges to 0 as t → 0 + . Since ϕ(0) ∈ D(A) and ϕ (0) = ψ(0), x(t) is continuously differentiable in R. Hence we can write
for θ 0. It is an easy matter to verify that
as t → 0 + . From these estimations we obtain the assertion. Moreover, using the fact that ϕ(0) ∈ D(A), ψ(0) ∈ E and applying Remark 1.1 we infer that
where the convergence is in the space E. The conjunction of these statements show that (x t − ϕ)/t → ϕ , t → 0 + , in the space B E . Finally, proceeding as in the first part of the earlier demonstration we can prove that [12] for concepts about the integration of vector functions). The seminorm in B is defined by
We will assume that g satisfies conditions (g6) and (g7) in the terminology of [11] . This implies that B satisfies axioms (A), (A1), (B), (C1), (C2), and (S). Moreover, the functions ϕ ∈ B are locally integrable. Next we denote by W 
Proposition 4.2. Let
Proof. We proceed as in the proof of Proposition 4.1 denoting by D the set defined by the right-hand side of the above expression. Similarly, for each (ϕ, ψ) ∈ B E × B we abbreviate our notations by writing x(·) for the mild solution x(· , ϕ, ψ, 0). Let us consider initiallly
The same argument utilized in the proof of Proposition 4.1 serves to establish that ϕ and ψ are continuously differentiable on [−r, 0] as well as that
On the other hand, using the fact that ϕ is locally integrable we can define the function F n by
It is immediate that lim n→∞ F n (θ ) = ϕ(θ) a.e. for θ −r and, since ϕ is right continuous at −r, F n (−r) → ϕ(−r), n → ∞. Moreover, it is clear that
In view of that the convergence in B implies the convergence in the sense of L 1 on bounded intervals, we can take limit as n → ∞ in the above expression to obtain that
From this follows that ϕ ∈ W 1,1 loc and that ϕ 1 = ϕ a.e. Similarly, it can be proved that ψ ∈ W 1,1 loc and that ψ 1 = ψ a.e., which shows that (ϕ, ψ) ∈ D. Conversely, assume that (ϕ, ψ) ∈ D. First we can argue as in the proof of Proposition 4.1 to conclude that (
In addition, for θ −r and t small enough we have
Since ϕ (s + θ) = S(s)ϕ (θ ) whenever θ −s, from the above expression and employing the Fubini's theorem we obtain the estimation
which shows that (x t − ϕ)/t − ϕ B E → 0, t → 0 + . Finally, repeating this argument with the function x we can establish that (x t − ψ)/t − ψ B → 0, t → 0 + , which completes the proof. ✷
Next we consider the case in which r = 0.
The proof is similar of that carried out for Proposition 4.2 so that it will be omitted. Applying these results with L = 0 we obtain the operator B W in the corresponding phase space. In what follows, under general hypotheses on X and B we establish some properties of differentiability of semigroups V (t) and W (t). As consequence we obtain some relations between the operators A V and B W .
Initially we observe that if X has the RNP and L(ϕ, ψ) = 0 then (ϕ, ψ) ∈ D(B W ) if and only if (ϕ, ψ) ∈ D(A V ). In fact, with the notations introduced in the proof of Theorem 3.1 we can rewrite (3.4) as
Thus, our statement is equivalent to prove that z t /t is convergent as t → 0 + . From (3.1)-(3.2) we can write
If L(ϕ, ψ) = 0, a direct estimation of z i,t , i = 1, 2, using the axiom (A)(iii) shows that Proof. To prove (a), initially we observe that Lemma 2.1 implies that ϕ(0) ∈ D(A) and
The assertion is now a direct consequence of Theorem 3.2(i) and (4.4) .
With the notation x = x(· , ϕ, ψ, 0) we have that V (t)(ϕ, ψ) = (x t , x t ). Assuming now that B has the RNP and turning to apply Theorem 3.2(i) we obtain that V (·)(ϕ, ψ) is differentiable a.e. on [0, ∞). The assertion (b) is a consequence of properties of differentiability of strongly continuous semigroups of operators [14] . ✷
Corollary 4.2. If B is reflexive then D(Â V ) = D( B W ).
Proof. We select (φ,ψ) ∈ D( B W ).
To abbreviate our statements, we denote by V i (t)(ϕ, ψ), i = 1, 2, the projection of V (t)(ϕ, ψ) on the first (respectively, second) component. Proceeding as in the remark previous to this theorem we can assert that the function z 1,t is differentiable at t = 0. Consequently, V 1 (t)(ϕ, ψ) is differentiable at t = 0. Assume that V 1 (0)(φ,ψ) =φ 1 . On the other hand, since V (·)(ϕ, ψ) is locally Lipschitz continuous the set {( V 2 (t)(φ,ψ) −ψ)/t: 0 < t 1} is bounded. Using the fact that B is reflexive, there is a sequence t n → 0, n → ∞, such that ( V 2 (t n )(φ,ψ) −ψ)/t n converges to some elementψ 1 ∈ B as n → ∞ in the weak topology. Combining these results we infer that In case (a) we obtain that 
Moreover, since ϕ(0) ∈ D(A) and ψ(0) ∈ E, from the results established in [13] it follows ψ 1 ) ∈ B E × B and a sequence t n → 0, n → ∞, such that
in the weak topology. This implies that (φ,ψ) ∈ D( B W ). ✷ We return to study the differentiability of mild solutions of the inhomogeneous equation (4.1). By decomposition (4.2) we can restrict us to consider the initial conditions ϕ = ψ = 0.
Related with the cosine function C we introduce a class L of functions defined as follows. We say that a function h : [0, a] → X belongs to L if h is integrable, bounded and there exists a constant γ 0 such that [10] . On the other hand, it is clear that S(t)x/t → x as t → 0, in the norm of E for all x ∈ E. In fact, since (0, x) ∈ D(A) from the properties of the first-order augmented system, we have that
in the norm of E × X, which implies our assertion. Consequently, S(t)h/t converges pointwise to h, as t → 0, in the norm of E. Furthermore, the identity
yields that the operator function AS(s)S(t) is uniformly bounded for s and t in bounded intervals. This property and the equality
lead us to conclude that for each t > 0 the function S(t)h : [0, a] → E is continuous. These observations show that h is measurable for the norm in E. Moreover, from
it follows that h is bounded on [0, a] and the the Bochner's theorem [12] implies that h is integrable. Now, applying Lemma 1.1 we obtain that u(·) is continuously differentiable in the space E. Turning to use that C(·)h(s) is differentiable on [0, ∞) we take t > 0 fixed and consider the functions integrable on [0, t) . We complete the proof applying Proposition 3.6 in [16] . ✷ We are in conditions to establish the next regularity property for mild solutions of the inhomogeneous ARFDE. 
C(t − s)h(s) ds, t 0,
we can write
x(t), x (t) = z(t) + u(t), v(t) , t a,
where z is defined as before for the homogeneous equation and u(t), v(t) are defined by (4.5)-(4.6) for t 0, and u(θ ) = v(θ) = 0 for θ 0. This decomposition implies that 
Then (ϕ, ψ) ∈ D(B W ) and B W (φ,ψ) = (φ ,ψ ).
Finally, it should be pointed out that if X has the RNP (respectively, is reflexive) and B is the space X × L p (g) with 1 < p < ∞, then B also has the RNP (respectively, is reflexive).
