We consider the variational structure of a time-fractional second order Mean Field Games (MFG) system with local coupling. The MFG system consists of time-fractional Fokker-Planck and Hamilton-Jacobi-Bellman equations. In such a situation the individual agent follows a non-Markovian dynamics given by a subdiffusion process. Hence, the results of this paper extend the theory of variational MFG to the subdiffusive situation, providing an Eulerian interpretation of time-fractional MFG systems.
Introduction
The theory of Mean Field Games (MFGs for short) studies the interactions among large number of rational and indistinguishable (symmetric) agents, each trying to minimize an objective cost function simultaneously. The dynamics is very complex, but model reduction is possible by assuming each agent's impact on the macroscopic dynamics is negligible and the number of agents N tends to ∞. Each agent is choosing its control strategy by taking into account in its cost function the collective behaviours of other agents (congestion effect, for example) in the form of a probability distribution m of the population. The Nash equilibrium for the differential game with a large number of agents is modelled by a coupled system consisting of a backward Hamilton-Jacobi-Bellman (HJB) equation and a forward FokkerPlanck (FP) equation. The HJB equation describes the value function of each agent and the FP equation is used to describe the evolution of the probability measure driven by the optimal control. MFG theory is closely connected to the theory of rational expectations, we assume expectations of the agents are rational (and hence perfect) on the distribution m and this anticipated distribution must be coherent with the actual one ( [1] ). The theory of Mean Field Games originated from the works of Lasry and Lions [2, 3] and independently started by Huang, Caines and Malhamé [4] . For a general introduction of Mean Field Games we refer to [5, 6] .
The theory of variational Mean Field Games is based on the dynamic formulation of the Optimal Transport problem by Benamou and Brenier [8] . This approach mainly consists in showing that MFG system can be viewed as an optimality condition for two convex problems, the first one being an optimal control Hamilton-Jacobi equations, the second one an optimal control problem for the Fokker-Planck equation. It has already been considered in one of the first papers in Mean Field Games [3] . In [9] , Cardaliaguet et al. studied variational Mean Field Games in the second order case using convex duality methods. Our research on variational MFG is mainly motivated by the theory developed in [10] by Benamou, Carlier and Santambrogio. Recent progress in this direction include systems with density constraints ( [11] ) or entropy minimization ( [12] ).
In the paper [13] , the authors considered a time-fractional MFG system to model the situation of single agent dynamics under subdiffusive regime.The special feature of this MFG system can be summarised as follows: i. On a microscopic level, the dynamics of each single agent is governed by a continuous time random walk (CTRW) dynamics such that the agent pauses for a certain waiting time before resuming motion. The waiting time is described by a random variable distributed according to a power-law function with heavy-tail. The limit process is described as a time-changed stochastic differential equation where the new time scale is given by an inverse stable subordinator. Important feature: the dynamics is non-Gaussian and non-Markovian.
ii. On a macroscopic level, the evolution of the probability distribution of the agents is described by a time-fractional FP equation. The value function is characterized by a time-fractional HJB equation. The time fractional derivatives have nonlocal structure.
The non-Markovian structure of subdiffusion makes it very instrumental in modelling long-memory effects, path dependent features or trading latency in finance. Some early applications of fractional calculus in finance can be found in [14] . In [15] , Bouchaud et al. constructed a model in which liquidity providers ("market-makers") can act to create anti-persistence (or mean reversion) in price changes that would lead to a subdiffusive behaviour of the price, they also illustrated some trading data which fits this model. Recently, Bouchaud et al. proposed an original application of subdiffusions to describe the dynamics of supply and demand in financial markets [16] . It is worth noting that the non-Markovian feature in the control problem we consider is very different from the non-Markovian stochastic optimal control problems in the theory of functional Itô calculus or path dependent parabolic equations ( [17, 18] ).
The theory of time-fractional partial differential equations is currently an active field of research. Recently, there has been an increasing interest in the study of weak solution to time-fractional parabolic equations, e.g. [19, 21, 22] . In [20, 21] , Zacher obtained the weak maximum principle for time-fractional parabolic type equations. In [23] , Kolokoltsov et al. studied a time-fractional Hamilton-Jacobi equation. The viscosity solution theory for time-fractional PDEs was also developed in some recent works, e.g. [25, 26] . In [24] , it is introduced a Hopf-Lax formula for the solution of a fractional Hamilton Jacobi equation. For recent works on time-fractional FP equations and their stochastic interpretations we refer to [27, 28, 29] .
In this work, we study the a time-fractional variational MFG and derive by optimality conditions the fractional MFG system 
The term f associates to a probability density m a real valued function f (x, m).
We denote by P 1 (T d ) the set of Borel probability measures over T d . It is endowed with the Kantorovich-Rubinstein distance (which metricizes the weak* convergence):
where the supremum is taken over the set of Lipschitz continuous maps φ : T d → R which are Lipschitz continuous with constant 1. The paper is organized as follows. In Section 2, we review some basic facts about the fractional calculus, introduce the class of subdiffusive processes, obtain some facts about stochastic integration and Itô's formula with regard to time-changed processes and use them to obtain the weak formulation of time-fractional Fokker-Planck (FP) equation. In Section 3, we derive the MFG system (1.1) as the optimality condition of control problems driven by partial differential equations (HJB or FP equations). We also give verification results regarding the equivalence between solutions of MFG system and the overall optimization problems. Finally, we discuss some interesting directions of investigation for future work.
Fractional calculus, CTRW and time-fractional FP equation
We start with a brief introduction to some definitons and basic results in fractional calculus. We refer to Samko et al. [30] for a comprehensive account of the theory. The idea of defining a derivative of fractional order ( Throughout this section, we always assume that β ∈ (0, 1]. For φ : (0, T ) → R, the forward and backward Riemann-Liouville fractional integrals are defined by
The fractional integrals are bounded linear operator over
The forward Riemann-Liouville and Caputo derivatives are defined by
while the backward Riemann-Liouville and Caputo derivatives are defined by
For β → 1 the Riemann-Liouville and Caputo derivatives of a smooth function φ converge to the classical derivative dφ dt , i.e. fractional derivatives are an extension of standard derivatives. A special feature of Riemann Liouville derivative is that it is nonlocal. For example, the Riemann-Liouville derivative of a constant is not 0:
.
We introduce the following result on fractional integration by parts, which has been proved in [30] .
Research in fractional calculus was initially motivated by purely theoretical interests. Then it was shown to be very useful in physics when Montroll and Weiss introduced continuous time random walks (CTRW). CTRW is used to model diffusion and transport with long waiting time and trapping effects and gained enormous popularity because the models were supported by many experimental results, e.g. [33, 34] .
In most of the literature on CTRW, the definition of a subdiffusive process is performed through rescaled limits of a CTRW, e.g. [23] . We omit the details here and refer the readers to the literature. The limit process is a time-changed diffusion process which is described by the following stochastic differential equation
where B t is a Brownian motion in T d and E t is the inverse of a β-stable subordinator D t with Laplace transform E[e −τ Dt ] = e −t·τ β , i.e.
The process E t is continuous and nondecreasing, moreover for any t, γ > 0 its γ-moment is given by
Note that the process E t does not have stationary and independent increments. And because of this the stochastic process X t is non-Markovian. Alternatively we can consider the diffusion process Y t :
. Then, the process Y t is well defined and the process X t given by (2.4) can be represented in the subordinated form
From physics perspective, the subordinated process X t can be interpreted in the following sense ( [35, 36] ): t is as an external time scale, while the subordinator E t is a as an internal time scale which introduces trapping events in the motion. Between two jumps when the particle is not trapped, the process moves according to a standard diffusion process Y t since it holds
The following FP equation has been widely used in the literature for describing the evolution of the law of subdiffusion processes while the dynamics of each individual agent is described by equation (2.3), with v t = v(t, X t ) being the the drift:
(2.5) Equation (2.5) was derived via continuous time random walks perspective in [37] and [38] . A fundamental result which is to be used in our paper has been studied in [39] by Magdziaz et al.
In this paper, the notion of solution to the fractional FP equation (2.5) will be in the sense of distributions.
The following lemma is very important and it will be used frequently in this paper. A similar identity has been already considered in the literature [36] . Here we will provide a new and more direct proof. Lemma 2.3. Define the dynamics of a single agent as the time-changed transport process
More in general, for any sufficiently smooth function φ(t, x) : [0, T ] × T d → R, denoted by m t (x) the probability distribution of the process X t , then
Proof.
Recall that E t = inf{s > 0 : D s > t} and {E s > t} ≡ {D t < s}, i.e. E t plays the role of exit time of D s from (0, t). Then,
and therefore
where the last identity holds only if
But, since E[e −λDs ] = e −sλ α , from the Laplace transform (in dy) of both sides of (2.7), we get
and (2.7) holds true. The identity (2.6) can be proved in a similar way. Proof. Take a smooth function
. By Itô's formula for time-changed processes, we have
By the property of the stochastic integral in dB t we have
And for the arbitrariness of φ, it is easy to see E x [φ(T, X T )] = 0, thus by (2.6) we get
Since m(t) is the law of X t , the previous identity is equivalent to
Hence m is a weak solution to the time fractional FP equation.
We proceed to discuss the mass preservation and positivity of solutions to the fractional FP equation.
Proof. Integrating on domain T d with regard to x for equation (2.5),
From integration by parts,
By integrating from 0 to t we conclude 
The terminal condition Ψ(x) ∈ C ∞ (T d ) and Ψ(x) > 0. We note that by taking the backward Riemann-Liouville integral equation 
(2.9)
By the Maximum Principle for parabolic equation with Caputo derivatives
We multiply (2.8) by m and add (2.5) multiplied by ψ, then integrate the resulting expression in [0, s] × T d . We observe that: Proof. We give a proof based on Theorem 1 in [39] by Magdziarz et al. Denote by q t (y, z) the probability density of the following process:
where D t is the β-stable subordinator. It has been shown in of [39, Theorem 1] that the solution m(t, x) of (2.5) can be represented as:
Since q t ′ (x, t) is defined as a probability density function it is obvious that D
Fractional Mean Field Games
In this section we introduce the MFG system and the corresponding variational interpretation. The following conditions are supposed to hold throughout the rest of the paper. 
(H2) f (x, m) is increasing with respect to m, i.e., ∀m 1 , m 2 ∈ C([0, T ];
Let us set:
From conditions (H1) and (H2) it follows that F (x, m) is convex with regard to m. Consider the optimal control problem of FP equation
with m and v constrained by the FP equation (2.5) in the sense of distributions. We can reformulate this optimal control problem as 
This is the model studied in the literature [10] . The term
|v| 2 m dxdt represents the kinetic energy and the term T 0 T d F (x, m) dxdt a certain potential energy with regard to the congestion f (x, m). For the fractional MFG system, the corresponding path dependent (non-Markovian) kinetic energy becomes:
The physics interpretation is as follows: x) ), which can be considered as the generalized momentum. Then, from fractional integration by parts, we have
which gives the overall kinetic energy of the system. 
By convexity of the Lagrangian and Legendre-Fenchel theory,
Given a variation δv with initial condition δv(0, x) = 0, consider first variations,
By the fact that D 
Take a variation δm with boundary condition δm(0, x) = 0 and recall that
The optimality condition δL δm (v, m, u) = 0 leads to the fact that (u, m) is solution to the HJ equation
As (v, m) satisfies the FP equation we can conclude that (m, u) is a solution to the MFG system (1.1). We now show the duality between two optimal control problems constrained, respectively, by a fractional HJ equation and a fractional FP equation. We start introducing a control problem for HJ equation. Denote by
4) the Hamiltonian is defined as H(x, p) = 1 2 |p| 2 . Here F * defines the LegendreFenchel transform of F (x, m) such that ∀α:
Next we reformulate the control problem of FP equation (3.1). To linearize the constraint (2.5), introduce the variable
Then the FP equation can be written as:
where the solution is in the sense of distributions. The Legendre-Fenchel transform of Hamiltonian can be written as:
Since H * and F are bounded from below and D 1−β (0,t] m ≥ 0 a.e.(lemma 2.7), the first integral in B(m, w) is well defined in R ∪ {+∞}.
We proceed to our main duality result.
Proposition 3.2. We have
Define on E 0 the functional
where χ S is the characteristic function of the set S = {u ∈ E 0 , u(T, ·) = u T }, i.e., χ S (u) = 0 if u ∈ S and +∞ otherwise. For (a, b) ∈ E 1 , we define:
The functional F is convex and lower semi-continuous on E 0 . Since
and
)dxdt is convex and continuous on E 1 , therefore G is convex and continuous on E 1 . Let Λ : E 0 → E 1 be the bounded linear operator defined by:
Then we obtain
It follows by Fenchel-Rockafellar duality theorem that
where E ′ 1 is the dual space of E 1 , i.e., the set of vector valued Radon mea-
is the dual operator of Λ and F * and G * are the convex conjugate of F and G respectively. From integration by parts
we obtain:
if m, w is a solution of (3.5), +∞ otherwise.
Moreover In the next theorem, we show the connection between the optimal control problems for the fractional FP and HJ equations and the MFG system (1.1).
. Then the following statements are equivalent: (i) (m,ū) is a solution to the fractional MFG system (1.1).
(ii) The solutionū(x, t) is optimal for inf u A. 
Thus we can write
By definition of Legendre transform F * (x, α) we know it is convex with regard to α, hence
Since, by definition, ∂ α F * =m and |Du| 2 − |Dū| 2 ≥ 2Dū(u −ū), we obtain
Thus we have
As (m,ū) is solution to MFG system (1.1) then
satisfied in the sense of distributions. Hence we get J HJ (α) ≥ J HJ (ᾱ). From the uniqueness of solution to the fractional HJ equation
we conclude:
Take a smooth function δα ∈ C 1 ([0, T ], T d ), denote by u h the solution to the equation
We remind thatū is the solution to the system
(3.8)
Thus (u h −ū)/h converges to a smooth fucntion φ which is the solution to the linearized system:
Calculate the first variation and applying mean value theorem we can obtain We make the following simple manipulations This part requires some a priori estimates for the fractional HJ equation (3.3) , e.g Bernstein type estimates, that we plan to study in the future. Also, we will study systems with more general diffusion or with density constraints.
In [40] , Cesaroni et al. studied a stationary MFG system with fractional Laplacians, which can be used to consider problems nonlocal in space (superdiffusion). In recent works in physics, it has been shown that existence of phenomena displaying a very interesting a Lévy walk dynamics with both sub and super diffusion at the same time, due to cumulative inertia and long-range interactions ( [41, 42] ). It would be interesting to consider a time-space-fractional MFG system for modeling such complex nonlocal phenomena.
