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Low rank matrices lie at the heart of many techniques in scientific
computing and machine learning. In this thesis, we examine various scenarios
in which we seek to recover an underlying low rank matrix from compressed
or noisy measurements. Specifically, we consider the recovery of a rank r
positive semidefinite matrix XXT ∈ Rn×n from m scalar measurements of
the form yi := a
T
i XX
Tai via minimization of the natural `2 loss function
f(U) =
∑
i(yi−aTi UUTai)2; we also analyze the quadratic nonnegative matrix
factorization (QNMF) approach to clustering where the matrix to be factorized
is the transition matrix for a reversible Markov chain.
In all of these instances, the optimization problem we wish to solve
has many local optima and is highly non-convex. Instead of analyzing convex
relaxations, which tend to be complicated and computationally expensive, we
operate directly on the natural non-convex problems and prove both local and
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Low rank matrices form the basis for many popular techniques in sci-
entific computing and machine learning; recall that every rectangular matrix




where Σ is a diagonal matrix with positive entries and r is the rank of the
matrix. Whenever r  min(n, p) it is clear that there are redundancies be-
tween the rows, columns and entries of M that we can exploit for the purposes
of storage, computation or exploration. For example, techniques such as di-
mensionality reduction [26, 45, 33, 37] exploit this low-dimensional structure
to reduce the number of variables and produce enlightening visualizations of
very high dimensional datasets such as word clouds. Other popular utiliza-
tions of low rank structure include spectral clustering [40, 76], non-negative
matrix factorization [49, 72, 56, 66], recommendation systems [21, 17], and
many more. In all of these instances, we receive data that was generated from
some process involving an unknown low-rank matrix and we seek to recover
the low-rank matrix structure efficiently.
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Solving an optimization problem with a matrix rank constraint is in-
herently non-convex. This is easy to see by noting that we can add two low
rank matrices and potentially double the rank, thus violating the constraint.
Inspired by exact recovery guarantees developed in the field of Compressed
Sensing [19, 34], for a large class of low rank problems a great deal of research
and attention was devoted to finding and analyzing appropriate convex relax-
ations [24, 67, 17, 18, 2]. In all of these works, randomness is leveraged to show
that with high probability the solutions to NP-hard problems can be found by
solving a simpler (but possibly larger) convex problem. The classical example
of this is finding the sparsest vector satisfying a set of linear constraints, which
can typically be solved via `1 minimization.
In this thesis, we will concern ourselves with the following situation:
suppose we have a class of functions parameterized by a collection of data and




s.t. M ∈ A
(1.1)
where the function f(·) is a possibly convex function, but the constraint set
A is not. In particular, all of the problems considered in this thesis will have
the constraint
rank(M) = r  n (1.2)
where n is some ambient dimensionality. Typical methods for solving (1.1)
involve relaxing the rank constraint (1.2) to the convex constraint
‖M‖∗ ≤ η
2
where ‖·‖∗ is the nuclear norm of M . This is directly analogous to `1 minimiza-
tion for recovering sparse vectors, as sparsity of singular values is equivalent
to being low rank.
Here, we will instead directly impose (1.2) via a quadratic factorization
M = XY T
where X, Y ∈ Rn×r are tall skinny matrices, possibly required to have or-
thogonal columns. It is clear that this transformation produces a large set of
optimal solutions given by (XO, Y O) for any orthogonal matrix O ∈ O(r).
With this reparametrization, we will then carefully analyze algorithms which
operate directly on the problem (1.1) and in many instances prove global op-
timality guarantees with high probability. A description of the main results
are included in the next section.
1.2 Main Results
1.2.1 Quadratic Sampling
Consider X ∈ Rn×r fixed and unknown, acquired through quadratic
measurements of the form yi := tr(XX
Taia
T
i ) = ‖XTai‖22, i = 1 . . .m. Assum-
ing the columns of X are orthogonal, this is equivalent to receiving noiseless
samples aTi Mai of the positive semidefinite matrix M := XX
T . The question
arises: given the data {(yi, ai)}mi=1, can we recover any information about the
underlying matrix X?
Scenarios such as this arise in various applications: for a concrete ex-
3
ample, suppose we receive a stream of high-dimensional centered Gaussian
vectors {xj}mj=1 with unknown covariance matrix Σ. If we believe Σ to be (ap-









However, due to the large dimensionality, storing all of the incoming vectors xi
might be prohibitive. Instead, we randomly draw a set of sensing vectors {ak}




















j )ak = a
T
k Σ̂ak.
The question posed above is: can we compute the covariance structure of the
{xi} given only this data?
The example above describes covariance sketching of high-dimensional
data streams [28, 24], but there are many other scenarios that fall under our
problem setting, e.g., phaseless measurements in physics and optics [65, 71,
44, 39]. Because this data is invariant under the transformation
X 7→ XO (1.3)
for any orthogonal matrix O ∈ Rr×r, we can only hope to recover X up to
this action. In the complex rank one setting x ∈ Cn, this means we can only
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recover x up to a global phase. Phase retrieval problems of this type often
arise in the physical sciences due to the nature of optical sensors, which can
only record intensity information [44, 39]. It is now well-understood that if
the measurement vectors ai are generic or e.g. independent Gaussian ran-
dom vectors, then m ≥ O(n) measurements suffice for injectivity of the map
x 7→ (|〈ai, x〉|2)mi=1 up to phase [5, 35]. There is still a question of how to
perform the inverse map in an efficient and stable manner, and in recent years
several different algorithms have been proposed in this direction, see for ex-
ample [4, 3, 61, 18, 16, 1, 31, 35, 15]. In particular, [4] noted that such mea-
surements may be reformulated as yi = tr (aia
∗
ixx
∗) , so that one can consider
this problem as that of recovering an unknown rank-one positive semi-definite
matrix. Inspired by the field of compressive sensing [19, 34] and low-rank
matrix recovery [67], this led to many results demonstrating that well chosen
convex and semidefinite programming (SDP) relaxations can provably recover
the underlying signal up to phase with only m ≥ Cn Gaussian measurements
[20, 18, 78]. However, as such algorithms optimize over the “lifted” space of
n × n positive semidefinite matrices, the computational complexity becomes
quite high. In the more general rank-r setting, whereby the measurements
are yi := tr(XX
Taia
T
i ) = ‖XTai‖22, the recent works [54, 24] demonstrate
that convex relaxation techniques based on nuclear norm minimization can
solve such problems from an optimal number of measurements O(nr), but still
require large computational cost.
In the rank-1 setting in particular, several alternative reconstruction
5
algorithms have been proposed with global phase recovery guarantees which
operate directly on the lower-dimensional problem, and thus are more compu-








(yi − |a∗iu|2)2 (1.4)
and proves that after a judiciously chosen initialization, with high probability
alternating minimization will converge to the underlying vector x up to phase,
assuming random Gaussian measurements. Subsequently [14] used the same
initialization to show convergence when followed by gradient descent without
requiring resampling. Both of these algorithms provably recover the underlying
vector x up to global phase, from a number of measurements m which is
optimal up to additional logarithmic factors in n. Very recently, the paper [23]
provides a modified gradient method which removes the additional logarithmic
factors of n in the number of measurements.
In a similar vein, many recent works have demonstrated global conver-
gence guarantees for gradient descent on other nonconvex matrix factorization
problems. Specifically, in [82] the authors consider gradient descent on the
Grassmannian and prove global convergence for a class of SVD problems. In
[30] a stochastic gradient algorithm was shown to converge globally for a low-
rank matrix least squares problem. In all of these works including ours, the
underlying idea is that the lack of convexity can be fixed by operating on an
appropriate matrix manifold.
In this thesis, we consider the more general version of problem (1.4) in
6









(yi − ‖aTi U‖22)2 (1.5)




i ) = ‖XTai‖22. (1.6)
Instead of constructing convex relaxations, we operate directly on the non-
convex problem (1.5). Moreover, we demonstrate that under a Gaussian as-
sumption on the random measurement vectors the function appearing in (1.5)
is strongly convex in directions orthogonal to the manifold of solutions, and
we can recover X (up to (1.3)) via spectral initialization followed by gradient
descent.
Specifically, we have the following main theorem:
Theorem 1.2.1 (Main Theorem). Suppose we take m ≥ C‖X‖8Fλ−4r nr2(log n)2
samples of the form (1.6), where
λ1 ≥ λ2... ≥ λr > 0









and the following associated quantities:
U :=
[




σ1 0 ... 00 σ2 ... 0







where σ1 ≥ σ2... ≥ σr+1 > 0 are the eigenvalues of M and ui are the cor-
responding normalized eigenvectors. If we iteratively update Uk via gradient
descent on (1.5)
Uk+1 = Uk − γ∇f(U)
for some constant step size
γ < C(λr/λ1)
2(nr)−4











We believe this method of analysis should find use in providing recov-
ery guarantees by gradient descent for a much broader class of non-convex
problems arising in machine learning applications such as matrix completion,
nonnegative matrix factorization, clustering, etc. More generally, such an
analysis could possibly be useful towards achieving provable guarantees for
machine learning problems which have many unstable saddle points, such as
neural networks [29].
There are two main ingredients to proving Theorem 1.2.1, namely, the
strong convexity of the function f in a region around the manifold of global
8
minimizers at finite sample complexity, and a guarantee that spectral initial-
ization will land within this region. For details and the proof, see 2.1.1. In
fact, the finite sample convexity result holds in more generality when r = 1,
while for general r we always assume Gaussian measurements. See 2.2 for
details on the rank one case.
1.2.2 Quadratic NMF
In many scenarios in data analysis, we are given a nonnegative ma-
trix whose entries represent some notion of similarity between data points. A
classical example is a rectangular word count matrix whose Wij entry encodes
the number of times vocabulary word j appears in document i. In this situa-
tion we can leverage nonnegativity to produce stronger models with powerful
results; for example, Latent Semantic Indexing [55] was a breakthrough idea
for language processing that essentially computes the SVD of the word count
matrix. This model was improved upon with Probabilistic Latent Semantic
Indexing [49] which uses nonnegativity in an essential way to produce a prob-
abilistic model for the entries of the matrix. PLSI was further developed into
a fully Bayesian model, Latent Dirichlet Allocation [7], which is perhaps the
most well-known natural language processing tool.
Another important family of nonnegative matrices are square adjacency
matrices whose entries represent similarities between data points, thought of as
nodes in a weighted graph. The goal in this setting is typically to find clusters
of data points that represent meaningful groups. For example, the so-called
9
k-medoids clustering problem can be set up as a binary integer programming
problem [52] derived from the adjacency matrix; there are some non-convex
algorithms for solving this problem (e.g., [42]) that are empirically successful
but have no guarantees of convergence. Recently, in [2] it was shown that
under certain conditions the globally optimal clustering can be found via a
convex program.
A closely related family of nonnegative matrices are transition matri-
ces for finite state Markov Chains, where Pij represents the probability of a
walker at state j moving to state i in the next step. There is a very rich
and fascinating theory for such matrices that we will only touch on briefly in
the proceeding chapters. In this setting, we might try to find approximately
closed subsystems of states which have small probability of interacting with
each other. This objective has connections to Simon-Ando theory [70] and
stochastic complementation [60].
In this thesis, we will focus our attention on a particular nonnegative
matrix factorization problem, whose motivation we defer to Chapter 3. The
initial problem is as follows: given a symmetric nonnegative matrix S and an





s.t. Uij ≥ 0, UTU = Idk×k
(1.9)
where Idk×k is the identity matrix. Note that the non-negativity and orthog-
onality of U imply its columns have disjoint supports; consequently we can
think of (1.9) as finding the optimal block structure in S. This objective was
10
considered in [80] where a heuristic algorithm was shown to have impressive
empirical performance on clustering many different datasets. Surprisingly, in
§3.1 we will derive (1.9) from a continuous problem arising in partial differen-
tial equations.







s.t. ui ≥ 0, uTi uj = δij
(1.10)
which we recognize as an eigenvalue optimization problem in which we are
attempting to find k disjoint principal submatrices of S such that the sum of
their leading eigenvalues is maximal.






where the maximum is taken over all k-fold partitions of the nonnegative,
irreducible matrix S, and ρ(SΩi) denotes the spectral radius of the principal
submatrix formed from the indices in i. This is well-defined by standard results
in Perron-Frobenius theory.
In Chapter 3, we will consider all of the above problems (1.9), (1.10),
(1.11), providing rigorous motivations for each; we will then establish con-
vergence guarantees for a novel rearrangement algorithm and an appropriate
scaling limit of this algorithm. Connections to subspace clustering [64, 75] and
11




Low-Rank Recovery from Quadratic Samples
Recall that we aim to solve the non-convex inverse problem of recov-
ering an unknown matrix X ∈ Rn×r with orthogonal columns from quadratic
measurements of the form
yi := ‖aTi X‖22 (2.1)









(yi − ‖aTi U‖22)2. (2.2)
Because the function appearing in (2.2) is invariant under right multiplica-
tion by an orthogonal matrix, there is an entire manifold of solutions given by
{XO : O ∈ O(r)} where O(r) is the set of r×r orthogonal matrices. Our strat-
egy is to establish that a spectral initialization will land (with high probability)
in a region of strong convexity1 around the manifold of global minimizers. An
overview of our approach is given in Algorithm 1.
There are two main ingredients to proving performance guarantees for
Algorithm 1, namely, the strong convexity of the function f in a region around
1Strong convexity here and throughout this chapter always refers to convexity in direc-
tions orthogonal to the manifold of solutions.
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Algorithm 1 Initialize and Descend for finding global solutions to (2.2).
Input: Measurements yi = ‖aTi U‖2, i = 1, 2, . . . ,m, where ai are Gaus-
sian.
Initialize: U0 = ZΛ
1/2, where the columns of Z contain the (`2-normalized)










and the scaling is given by the diagonal matrix
Λi := σi − σr+1.
Descend: Starting at U0, iteratively update U via gradient descent on
f(U).
Output: Estimated global solution X̂ to the nonconvex problem (2.39).
the manifold of global minimizers at finite sample complexity, and a guarantee
that spectral initialization will land within this region. As previously men-
tioned, the finite sample convexity result holds in more generality when r = 1,
while for general r we always assume Gaussian measurements.
The rest of this chapter is organized as follows: in §2.1.1 we prove
the main finite sample convexity result, which relies on classifying tangent
and normal directions to the manifold of solutions {XO : O ∈ O(r)} and an
explicit formula for the expected Hessian. In §2.1.2 we prove that with high
probability the initialization step produces a matrix in a convex region around
the manifold of solutions and establish the convergence of gradient descent.
In §2.2.1 we prove convexity results for the rank one case under more general
14
randomness assumptions, and in §2.2.2 we discuss the issues that arise with
initialization under more general measurement schemes.
2.1 Rank r
2.1.1 Convexity
In the rank r setting, we have an entire manifold of solutions given by
{XO : O ∈ O(r)}; consequently we will need to consider the quantity
d(U) := min
O∈O(r)
‖XO − U‖2F (2.3)
which is well-defined by compactness of the orthogonal group. We note that
the minimizer may not be unique, but this is not important for our purposes.
We will also need to consider
λ1 ≥ λ2... ≥ λr > 0
the non-zero eigenvalues of the positive semidefinite matrix XXT .
The main lemma we rely on is the following simple characterization of
the normal directions to the manifold of solutions:
Lemma 2.1.1. Assume X has orthogonal columns and let
O∗ = arg min
O∈O(r)
‖XO − U‖2F
which is not necessarily unique. Then we can write
UO∗
T
= X(XTX)−1M + P⊥U
15
where M ∈ Rr×r is a symmetric positive semidefinite matrix and P⊥ is the
projection onto the orthogonal complement of the column space of X.
Proof. This basically follows from the solution to the Orthogonal Procrustes
Problem [69]. If we write XTU = ZDV T for the singular value decomposition
of XTU , then we can expand the objective as follows:
arg min
O∈O(r)
‖XO − U‖2F = arg min
O∈O(r)














= ZV T .




is a symmetric positive semidefinite matrix. As XTA = 0 is equivalent to
P⊥A = A, we arrive at the stated claim.
This lemma says that if we consider the direction W = U −XO∗ between U








which is a symmetric matrix. Why symmetry is important will become ap-
parent after the next lemma, which establishes formulas for the expectation of
the Hessian of (2.2):
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Lemma 2.1.2. The gradient of f(U) = 1
4m
∑m













Tai − yi)(aTi uk)aTi (2.5)



























and if we suppose the ai’s are i.i.d. centered Gaussian random vectors satis-
fying E[aaT ] = Id, then the expectation of (2.6) is given by
E[∇2f(X)] = A+D (2.8)














(‖U‖2F − ‖X‖2F )Id+ 2(UUT −XXT )
]
n×n .
Proof. The proofs of (2.5) and (2.6) use standard vector calculus. For (2.8),
we use the fact that for any vector x ∈ Rn
E[(xTa)2aaT ] = ‖x‖22Id+ 2xxT
17













E[(aTxi)(aTxj)aaT ] = xixTj + xjxTi + xTi xjId
yields the stated result.



































Example 1. If W = X(XTX)−1XTS where (XTS) = −STX is an r × r
skew-symmetric matrix, then we have
1
2















= 0 and it
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where si is the ith column of X
TS. Consequently the function E[f ] is flat in
the direction W .
Example 2. If W = X(XTX)−1XTM where XTM = MTX is an r × r
symmetric matrix, then we have
1
2
























λi‖wi‖22 ≥ λr‖W‖2F (2.12)
so that the function E[f ] is strongly convex in the direction W .
Before establishing the main theorem, we need a standard concentration
result:




Tai, where δ and β are given constants and r = rank(X); then we
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The sampling complexity can be improved, but we state Lemma 2.1.3 as a
general proof-of-concept. For details and a proof see §2.1.3.
With the above Lemmas at hand, we can now lower bound the Hessian
of (1.5) at a point U , via the following:
Theorem 2.1.4 (Strong Convexity). Suppose we take m ≥ C(λr/λ1)−2nr(log n)2
samples of the form (2.1) and that U ∈ Rn×r satisfies
min
O∈O(r)




Then with probability at least 1− 4e−rn − 7/m2, it holds that




vec(U −XO∗)T∇2f(U)vec(U −XO∗) ≤ Cn2r2λ1
where O∗ is a minimizer for (2.13).
Note that this theorem implies that for matrices U ∈ Rn×r close to
the manifold of solutions, we can control the eigenvalues of the Hessian; in
particular for such U , the function f(U) is strongly and uniformly convex on
the line connecting U to its nearest point on the manifold of solutions, as
measured by the function (2.3).
We will rely on the following Lemma from [6], as stated in [14]:
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Lemma 2.1.5. Suppose Y1, Y2, ..., Ym are i.i.d. real-valued random variables
obeying Yi ≤ b for some nonrandom b > 0, E[Yi] = 0, and E[Y 2r ] = v2. Setting
σ2 = m ·max(b2, v2),










where one can take c0 = 25 and Φ(·) is the CDF for the standard normal.
Proof of Theorem 2.1.4. Let Ŵ := W/‖W‖F be the normalized direction from
U to XO∗ and let t ≥ 0 be a positive scalar. Moreover, WLOG we will be
assuming that ‖X‖F = 1. Note that f(U) is invariant under the action of
O(r) and thus it suffices to consider the case where O∗ = Id.
By abuse of notation, consider the single-variable function f(X + tŴ )






































which is a convex polynomial in t; observe that f ′′(0) > 0. If the linear term
is positive, then clearly (2.14) is positive for all t and we have nothing to show













= 〈XTai, Ŵ Tai〉
21












Consider the random variable
Zi(t) := (Ait+Bi)
2 ≥ 0
Observe that Ai is a chi-squared random variable with 1 degree of freedom by
the normalization ‖Ŵ‖F = 1. Thus we have
E[Ai] = 1
E[A2i ] = 3
E[A4i ] = 105
E[A6i ] = 10395
E[A8i ] = 2027025
E[A12i ] = 18602008425.
By the definition of f ′′(t), we have



























































= 2tr(XT ŴŴ T Ŵ ) + tr(XT Ŵ )
We then have that the mean µ(t) := E[Zi(t)] is given by
3t2 +
(












Next we consider the variance of Zi(t):

























= 105t4 + 4E
[























+ 6E[A3i ‖XTai‖22]t2 + 4
√





where we used either Cauchy-Schwarz or Hölder’s inequality on each term.
Proceeding with applications of Hölder and Cauchy-Schwarz, recognizing that
‖XTai‖22 is also Chi-squared with one degree of freedom under the assumption
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that ‖X‖F = 1, and noting from (2.17) that E[B2i ] ≤ 3 we have
= 105t4 + 4
√
10395 · E [B2i ]t3
+ 6E[A3i ‖XTai‖22]t2 + 4
√




≤ 105t4 + 707t3 + 6
√
E[A6i ‖XTai‖42]t2 + 4
√
















E[‖XTai‖122 ]E[‖Ŵ Tai‖122 ]
)1/4
t+ 105
≤ 105t4 + 707t3 + 7094t2 + 707t+ 105
= C(t)2.
Observe that the mean can be bounded as
µ(t) ≤ 3t2 + 6t+ 3λ1.
Now define
Yi(t) := µ(t)− Zi(t)















































































where we used (2.18) to lower bound µ(t) by
















Moreover, an ε-net argument over all directions Ŵ shows that (2.20) holds for
an arbitrary Ŵ with probability at least 1− e−βnr.





















f ′′(t) ≥ 2t2 − 6t+ 15
8
λr
with probability at least 1 − 3e−βrn − 6/m2 for any direction Ŵ . Thus by a




























for all t ∈ [0, 3
10
λr] which is the advertised lower bound.




























and thus we find an upper bound for (2.14) is given by



























is a chi-squared random variable with one










as long as m ≥ Cnr. Consequently an ε-net argument shows us that for any










with probability greater than 1− e−βnr.
Returning to (2.22) we find then that
f ′′(t) ≤ 3 (at+ b)2 − b2
≤ 3 (Cnrλr + b)2
for all t ∈ [0, 3
10
λr].


























2.1.2 Initialization and Gradient Descent
Now that we have established the main strong convexity result in The-
orem 2.1.4, it remains to certify a point within this region to initialize gradient
descent. Recall the definition of the distance function (2.3), which is needed
below.
We will also need a slightly different concentration result than previ-
ously, whose proof we defer to §2.1.3:
Lemma 2.1.6. Suppose we collect m ≥ Cδ−2βnr log(n) samples of the form
(1.6), where δ and β are given constants and r = rank(X); then we have that





















and the following quantities:
U :=
[




σ1 0 ... 00 σ2 ... 0






where σ1 ≥ σ2... ≥ σr+1 > 0 are the eigenvalues of M and ui are the corre-
sponding normalized eigenvectors. Then with probability at least 1− 3e−βrn −









Proof of Theorem 2.1.7. It suffices to prove the case ‖X‖2F = 1. By Lemma















A := M − (1/2)Id
and collect the unit normalized eigenvectors corresponding to the dominant
r-dimensional subspace of A in a matrix U ∈ Rn×r. Let σ1 ≥ σ2... ≥ σr+1 > 0
denote the eigenvalues of the observed matrix M and define
Σ =
σ1 0 ... 00 σ2 ... 0




Let U0 := UΣ






































































































which gives the stated claim.
Initializing from a matrix satisfying (2.26) guarantees we are close
enough so that gradient descent will converge, as established in the follow-
ing:
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Proof. Let U+ := U − γ∇f(U) and O∗ = arg min
O∈O(r)
‖XO − U‖2F . Then we
have
d(U+) ≤ ‖U+ −XO∗‖2F
= ‖U − γ∇f(U)−XO∗‖2F
= ‖U −XO∗‖2F − 2γ〈∇f(U), U −XO∗〉+ γ2‖∇f(U)−∇f(X)‖2F












where for (2.31a) we used the convexity guaranteed by Theorem 2.1.4.
A few remarks are in order.
1. Note that the quantity ‖X‖8Fλ−4r is scale invariant; however, we have the
bounds
r4 ≤ ‖X‖8Fλ−4r ≤ r4(λ1/λr)4.
2. One consequence of our result is that the sampling complexity is entirely
independent of the desired solution tolerance. That is, the fixed set of
m ≥ Cnr6(log n)2 samples suffices to produce a global solution up to
arbitrary accuracy.
3. Our numerical results in §4.1 suggest that in general the sampling com-
plexity only linearly depends on the ambient dimension n. Consequently
a more refined analysis and initialization procedure such as that found
in the recent work of [23] for the case of rank-1 recovery is most likely
possible also in the general rank-r recovery setting.
4. This method of analysis should find use in providing recovery guarantees
by gradient descent for a broader class of nonconvex problems arising in
machine learning applications such as matrix completion, nonnegative
matrix factorization, clustering, etc. More generally, such an analysis
could possibly be useful towards achieving provable guarantees for ma-
chine learning problems which have many unstable saddle points, such
as neural networks [29].
34
2.1.3 Concentration Results
In this section we collect the proofs of the concentration results needed
above. We begin with the main concentration theorem:
Theorem 2.1.9. Let X ∈ Rn×r be a given matrix with orthogonal columns;
suppose m ≥ Cδ−2βnr log(n) where δ and β are given constants and r =rank(X).









where ‖ · ‖∣∣
X⊗Rn
is the operator norm of the matrix restricted to the subspace
spanned by the columns of X tensored with Rn.
Proof. Let x ⊗ z ∈ X ⊗ Rn be an arbitrary unit vector. Write z = z⊥ + w,

































First Term. Note that we have a product of independent subexponential










2 < 9 logm
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which we can make smaller than e−αrn so long as m ≥ Cδ−2αnr log(n) and we








i ⊗ (aiaTi P⊥)− P⊥
∥∥∣∣
X⊗Rn
> δ/3] ≤ e−βrn + 2/m2 (2.32)
where P⊥ is the orthogonal projection onto the complement of X in Rn.
Third Term. We recognize (aTi z⊥) as a sub-gaussian random variable,







2 ≤ 16 (2.33)














We can make this bound smaller than e−αrn so long as m ≥ Cδ−2αrn. As








i ⊗ (PaiaTi P⊥)
∥∥∣∣
X⊗Rn
> δ/3] ≤ e−βrn + 1/m2. (2.34)
Second Term. For this term we further decompose w into its x-
component and its x⊥-component. We can apply the same analysis for the
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∣∣3− E[(aTi x)4∣∣(aTi x)4 ≤ 81(logm)2]∣∣ ≤ 1/m2












which we can make smaller than e−αr so long as m ≥ Cαδ−2r(log r)2. More-









i ⊗aiaTi −E[aiaTi ⊗aiaTi ]
∥∥∣∣
X⊗X
> δ/3] ≤ 3 min{e−βr, 1/m2}+3/m2.
(2.36)
Combining (2.32), (2.36), and (2.34) yields the stated result.





2, and so by Theorem 2.1.9



























































In the rank one setting where x ∈ Rn, we can say more; suppose we
receive noiseless samples of the form yi := (a
T
i x)
2 for i.i.d. sub-gaussian vectors
{ai}mi=1, which we assume satisfy:
E[ai] = 0
E[aiaTi ] = Σ (2.37)
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where Σ is the covariance matrix, which we assume is invertible. Consider










a coherence parameter for Σ−1/2x, and
µ4 = E[(vTk ai)4],
a 4th moment parameter. Note that we are assuming the transformed coordi-
nates all have equal fourth moment.







yi − (aTi u)2
)2
. (2.39)












































We first consider convexity of the function f(u) defined in (2.39) (equiv-
alently, positive semi-definiteness of the Hessian matrix ∇2f(u)) in the neigh-
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borhood of x in expectation with respect to the draw of ai, or in the limit
of infinitely many samples m. We first need to establish a formula for the
Hessian.
Lemma 2.2.1. Assume that {ai}mi=1 are centered random vectors with E[aaT ] =
Σ. Assume further that the transformed variables bi := Σ
−1/2ai have indepen-






















Proof. By (2.45) we only need to compute E[(aTu)2aaT ] for an arbitrary u ∈
Rn. We will consider the slightly more general expectation E[(aTu)(aTw)aaT ]
for arbitrary u,w ∈ Rn. Begin by assuming Σ = Id where Id is the n × n
identity matrix. Let i, j ∈ [n] be arbitrary coordinates. We have













= (µ4 − 1)uiwi + uTw








= uiwj + wjui
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so that






If Σ 6= Id, then observe that if we define b := Σ−1/2a,
(aTu)2aaT = Σ1/2(bTΣ1/2u)2bbTΣ1/2
then the inner term satisfies the assumptions needs for (2.42), and so we find
E[(aTu)2aaT ] = Σ1/2
(

















v1 v2 ... vn
]
n×n.
We then have the following asymptotic convexity result:
Lemma 2.2.2. Let x ∈ Rn and consider the function E[f(u)] with f(u) defined
in (2.39). Under the same assumptions as in Lemma 2.2.1 above, E[f(u)] is
convex in the ellipse{




1 + min(τ(x), 1/2)[µ4 − 3]−




where τ(x) is the coherence of Σ1/2x as in (2.38), and we have defined [u]− =
min{u, 0} and [u]+ = max{u, 0}.
The proof of Lemma 2.2.2 relies on the fact that E[∇2f(x − tw)] is a
convex quadratic polynomial in t. The main distinction between the gaus-
sian general sub-gaussian case is that now x is not necessarily the leading
eigenvector for the Hessian. We begin with two related eigenvalue bounds:
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Lemma 2.2.3. Let u ∈ Rn be a unit vector and consider the traceless matrix







0 ≤ u2n ≤ u2n−1 ≤ ... ≤ u21.
Then we have
λmin(Z) ≥ −min{u21, 1/2}
λmax(Z) ∈ [0, 1− u2n).
































Finally, note that by the Gershgorin Circle Theorem, the largest eigenvalue
λmax is no larger than 1−u2n and by the tracelessness of Z it must be positive.
Lemma 2.2.4. Suppose that {ai}mi=1 are centered random vectors with indepen-
dent coordinates, standard covariance E[aaT ] = Id, and equal fourth moment







≥ 2 (1 + min{τ(x), 1/2}min{µ4 − 3, 0}) ‖x‖22 (2.43)




is the coherence of x.
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Proof of Lemma 2.2.4. Suppose that ‖x‖2 = 1 and let
g(µ) := λmin
(








Lemma 2.2.3 above shows g(1) ≥ 1−min{2τ(x), 1} and it is clear that g(3) = 1.
By concavity of λmin(·) we then find
g(µ) ≥ min{τ(x), 1/2}µ+ 1− 3 min{τ(x), 1/2}
= 1 + min{µ− 3, 0}
for all µ ∈ [1, 3].
If µ4 > 3, then 2xx






k is a positive semi-definite







produces the bound (2.43).
Proof of Lemma 2.2.2. Begin by assuming Σ = Id and reparametrize an arbi-
trary u ∈ Rn as u = x− tw for ‖w‖2 = 1. Note that











so using (2.42) we find
E[∇2f(x− tw)] = 3
[



































k  (1 + min{τ(x), 1/2}[µ4 − 3]−) ‖x‖22Id
(2.46)
and that





k  (3 + τ(x)[µ4 − 3]+) ‖x‖2Id.
(2.47)
For (2.46), we used Lemma 2.2.4. Lastly, note that






Consequently we can define the polynomials
Qy,w(t) := y
TE[∇2f(x− tw)]y
and by convexity we can bound the smallest positive root by the intercept of
the tangent line; the bounds (2.46) and (2.47) thus yield the stated conclusion
for Σ = Id.
For general covariance matrices, note that we have just shown that
Σ−1/2E[∇2f(u)]Σ−1/2  0
whenever Σ1/2u and Σ1/2x are close enough, which implies
E[∇2f(u)]  0.
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Remark 2.2.5. It is interesting to note that we have not assumed sub-
gaussian measurement vectors up to this point. Moreover, the results above
provide enough information to prove performance guarantees for stochastic
gradient descent after an initialization procedure, under no regularity require-
ments. However, to ensure uniform convexity at finite sample size m ≥
Cn log(n), we will need a more refined analysis based on the structure of
the Hessian matrix, as presented in the next section. This will require the
sub-gaussian assumption.
2.2.1.2 Finitely Many Samples
In this section we prove the main rank one convexity result:
Theorem 2.2.6 (Strong convexity). Let x ∈ Rn and {ai}mi=1 be i.i.d. sub-








If m ≥ C‖Σ‖2opn(log n)3, then with probability greater than 1− 4/n2,
(u− x)T∇2f(u)(u− x) ≥ λ2/(12‖Σ1/2x‖22)





Above, C > 0 is a constant which depends only on the sub-gaussian norm of
ai.
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For a broad class of sub-gaussian measurements, Lemma 2.2.4 provides
an explicit lower bound on λmin (E [∇2f(x)]) , thereby establishing a quanti-
tative bound on the strong convexity parameter.
1. Bernoulli: For standard Bernoulli measurement vectors, where aik are
i.i.d. ±1 with equal probability, µ4 = 1 and we have a quantifiable strong
convexity guarantee so long as x is incoherent, i.e., τ(x) < 1/2. This is








the expected Hessian has
a 0 eigenvalue.
2. Gaussian: For vectors ai with i.i.d. standard Gaussian entries, µ4 = 3




for all ‖u− x‖2 ≤ 115‖x‖2.
3. Sparse Gaussian: Note that (2.49) holds anytime µ4 ≥ 3 by Lemma
2.2.4. This includes sparse Gaussian vectors, whose coordinates are i.i.d.
standard normal with probability p and 0 with probability 1− p. In this
case
µ4 = 3/p.
We begin with a short sketch of the idea of the proof: as before, we
will use the standard concentration result:
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Lemma 2.2.7. Let x ∈ Rn and {ai}mi=1 be i.i.d. sub-gaussian, satisfying
(2.37). Then there exists a constant C depending only on the sub-gaussian
norm of ai such that if m ≥ Cε−2‖Σ‖2opn(log n)3, then with probability greater












This result can be proved by first truncating the norms of the measure-
ments vectors and then applying Matrix Bernstein’s Inequality (e.g., [73]).
The sampling complexity can be improved, but we state Lemma 2.2.7 as a
general proof-of-concept. For details see §2.2.3. For ε sufficiently small, this
result indicates that we can control the eigenvalues of ∇2f(u) for u sufficiently
close to x. In particular, if ∇2f(u) is positive definite in a region around x,
then f(u) is strongly convex and x is the unique minimum in this region. It
is not immediately clear how to extend such control to a quantifiable region
around x.
Assuming that Σ = Id, the same technique from §2.1.1 can be applied:
first write u = x+ tŵ for a unit vector ‖ŵ‖2 = 1 and observe that











































and consequently using Lemma 2.2.7 and Lemma 2.2.2 we can control this







yields the stated conclusion.
Proof of Theorem 2.2.6. Assume without loss that ‖x‖2 = 1 and that ŵ is
the normalized direction from u to x. Moreover begin by assuming Σ = Id.















































≤ (3 + [µ4 − 3]+) t2 + (6 + 2[µ4 − 3]+) t+
3 + 2[µ4 − 3]+
2
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and that the variance
E[(Zi(t)− µ(t))2] ≤ C2(t)
where C(t) depends only on the subgaussian norm of the ai.
Now, for a given ε ∈ (0, 1) define
Yi(t) := µ(t)− Zi(t)
b(t) := (3 + [µ4 − 3]+) t2 + (6 + 2[µ4 − 3]+) t+




y := mλmin(E[∇2f(x)])/12 = mλ/12.









































































ŵ − λ/4− 1
2
ŵT∇2f(x)ŵ




ŵ − λ/4− ε/2
≥ (9 + 3[µ4 − 3]−)t2 + (6[µ4 − 3]− − 3)t+ λ/2
(2.53)
where we used the concentration guaranteed by Lemma 2.2.7 above with ε <









Consequently, using a tangent line bound for the smallest positive root we find
that for all
0 ≤ t < λ
6− 12[µ4 − 3]−
we have
f ′′(t) ≥ λ2/12.
Moreover, an ε-net argument over all directions ŵ shows that (2.53)
holds for an arbitrary ŵ with probability at least 1− e−βn.
For general covariance matrices, apply the previous argument to Σ1/2u




For general subgaussian measurements, we can prove good initializa-
tions so long as x is not ‘too peaky’ or concentrated.









Let the vectors ai be subgaussian satisfying (2.37), and suppose further that x
satisfies the following coherence assumptions:
τ(x)− ρ(x) < 2
|µ4 − 3|
(2.55a)∣∣∣∣ (µ4 − 3)(τ(x)− ρ(x))4 + (µ4 − 3)(τ(x) + ρ(x))− 2(µ4 − 3)+τ(x)
∣∣∣∣ ≤ r3√2 . (2.55b)
























If m ≥ ‖Σ‖2opCr−2n(log n)3, then the following holds with probability exceeding
1− e−cn − 3/n2:
∥∥Σ1/2 (x0 − sgn(xT0 x)x)∥∥ < r‖Σ1/2x‖2.
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The constant C appearing above depends only on the subgaussian norm of ai
and on the amount of slack appearing in (2.55a).
The coherence assumptions (2.55a) and (2.55b) appear due to the fact
that x is not necessarily the leading eigenvector of the expected Hessian (2.41);
these assumptions guarantee that x is at least close to the leading eigenvector.
We begin with a lemma:
Lemma 2.2.9. Let u = (uk)
n
k=1 ∈ Rn satisfy
0 ≤ u2n ≤ ... ≤ u21
and for some α ∈ [−1,∞), consider the matrix






Let u2i = minuk 6=0 u
2
k and assume that α ≤ 2u21−u2i . Let v be the normalized








be the angle between v and u‖u‖ . Then we have that
sin θ ≤
∣∣∣∣ (α/2)(u21 − u2i )‖u‖22 + (α/2)(u21 + u2i )− α−u2n − α+u21
∣∣∣∣ .
Proof. Dividing Z by ‖u‖22 does not affect u nor the claim, so assume without
loss that ‖u‖2 = 1. In this case, we know the largest eigenvalue of is positive
































=: D + E.
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Note that the eigenvector corresponding to the largest eigenvalue of D is u,









∣∣∣ (u21 − u2i ).
Lastly, note that by Lemma 2.2.3 we know{
λ2(Z) ∈ [αu2n−1, αu2n] if α < 0
λ2(Z) ∈ [αu22, αu21] if α ≥ 0









i )− α−u2n − α+u21
∣∣∣
where here we have used our assumption on the upper bound on α. Combining
all of these facts and applying the Davis-Kahan sin θ theorem yields











i )− α−u2n − α+u21
∣∣∣∣
which is the stated conclusion.
Proof of Theorem 2.2.8. Suppose for notational simplicity that x2n is the min-
imal squared coordinate and x21 the maximal, and let α := (µ4 − 3)/2 ≥ −1.
Note that Lemma 2.2.7 guarantees that with high probability we have
‖M − E[M ]‖op <





so long as m ≥ Cr−2n(log n)3, where assumption (2.55a) guarantees the RHS
is positive. Moreover, by isotropy we are also guaranteed∣∣λ− ‖x‖22∣∣ < r3‖x‖22. (2.58)
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Write x = ‖x‖w and let h be the normalized eigenvector corresponding to the
largest eigenvalue of E[M ]. Observe that we have∥∥∥√λu− ‖x‖2w∥∥∥
2
=
∣∣∣√λ− ‖x‖2∣∣∣+ ‖x‖2‖u− w‖2
≤
∣∣∣∣λ− ‖x‖22‖x‖2
∣∣∣∣+ ‖x‖2 (‖u− h‖2 + ‖h− w‖2) (2.59)
Note that the first term can be bounded via (2.58) to get∣∣∣∣λ− ‖x‖22‖x‖2
∣∣∣∣ ≤ r3‖x‖2.
Moreover, observe that in the notation of Lemma 2.2.9 we can write












where we have used assumption (2.55a) for Lemma 2.2.9 and (2.55b) for the
second inequality.
Now, note that we can lower bound the spectral gap σ := λ1 − λ2 of
E[M ] via2
2 + 2αx2i − 2α+x21 − 2α−x2n
which is positive under assumption (2.55a). Note that (2.57) tells us that





2This follows from Lemma 2.2.9 via
∣∣λ1(X)− (1 + α2 (x21 + x2i ))∣∣ < α2 (x21 − x2i ).
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Combining all of this information into (2.59) yields∥∥∥√λu− ‖x‖2w∥∥∥
2
< r‖x‖2.
For general covariance matrices, our previous work shows us that the










will be close to Σ1/2x. Thus if we let u := Σ−1/2z1 then
‖Σ1/2
√





Proof of Lemma 2.2.7. Begin by assuming Σ = Id and ‖x‖2 = 1. Note that




2 ≥ c logm
]




‖ai‖22 ≥ cn logm
]
≤ 2 exp (−ĉ logm)
≤ m−4
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≤ 2m(m−4) ≤ 2m−3
and if we define the truncated random variables ãi := aiχ(aTi x)2‖ai‖22≤c2n(logm)2










Bernstein’s inequality (Theorem 4.1 in [73]) tells us that
P


































where C is a constant which depends on the moments of ai.











































where we used Jensen’s inequality for the first line and have assumed m ≥ Cn.
Consequently we find that for m ≥ Cn
P
[
















where δ := ε − 3/m2 from (2.61). Now, all we have left is to show that the
exponential can be made less than a power of m. Using (2.60) we find that we
need m to satisfy





for which it suffices to require m ≥ Cε−2n(log n)3 for some constant C which
only depends on the moments of ai.





















































which is the desired claim.
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Chapter 3
Quadratic Non-Negative Matrix Factorization
In this chapter, we consider the family of problems (1.9), (1.10), (1.11);





where S is a given nonnegative, irreducible matrix, ρ(Sii) denotes the spectral
radius of the principal submatrix Sii and the maximum is taken over all disjoint
principal submatrices of S.
This chapter is outlined as follows: in §3.1 we begin with background
and the initial motivation for considering problems of this form; we will then
focus on the special case where S is the transition matrix for a finite state
Markov Chain in §3.2, and the mathematical quantities have a particularly
intuitive meaning. In §3.3 we move on to analyzing convergence guarantees of
two algorithms for solving (3.1).
3.1 Background and Setup
Given a graph G = (V,E) with non-negative edge weights {we}e∈E,
we consider the problem of “optimally” partitioning the vertex set, V into k
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disjoint subsets. This graph partitioning problem frequently arises in the ma-
chine learning community, where the vertices represent observed data points,
the weights represent some notion of similarity and the goal is to identify
meaningful groups (i.e. “clusters”) within the data. One difficulty arises in
choosing a measure of optimality which is both computable and intuitive.
Many clustering algorithms operate on the graph Laplacian matrix ∆,
which can be written as ∆r := D
−r(D−W ) where D is the degree matrix and
W is the adjacency matrix for the graph. When r = 0, this is the combinato-
rial graph Laplacian or unnormalized symmetric graph Laplacian [25]; by the
Gershgorin Circle Theorem it is easy to see that ∆0 is a positive semidefinite
matrix. When r = 1 this is the asymmetric normalized graph Laplacian or
random walk graph Laplacian; this terminology is explained by observing that
D−1W is row-stochastic and so ∆1 is simply a shift by the identity of the tran-
sition matrix for a reversible Markov Chain on the graph. In either instance,
the popular set of spectral clustering algorithms [77] compute the leading k+1
eigenvectors of ∆r and then perform k-means on this low-dimensional embed-
ding of the graph.
As an alternative to spectral clustering for partitioning a given graph,






where V = qki=1Vi is a partitioning of the vertex set and λ(Vi) represents the
smallest eigenvalue of the principal submatrix formed from the indices Vi. In
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the graph setting, we refer to λ(Vi) and the corresponding eigenvector ψ
D
i as
a Dirichlet eigenvalue and Dirichlet eigenvector, respectively.
This eigenvalue partitioning problem has an analogous geometric for-
mulation, which serves as the motivation for its introduction. Namely, given
a bounded open set Ω ⊂ R2, or more generally a compact manifold, find the






where λ(Ωi) denotes the first Dirichlet-Laplace eigenavalue of Ωi. Existence
of optimal partitions for (3.3) in the class of quasi-open sets was proved in
[11]. Subsequently, several papers have investigated (3.3) and similar prob-
lems, focusing on the regularity of partitions, properties of optimal partitions,
the asymptotic behavior of optimal partitions as k → ∞, and computational
methods [13, 8, 9, 47, 46, 48, 63, 12]. The loss of infinitesimal scale on a graph
has many consequences for the Dirichlet spectrum and partitioning problem.
For example, the following statement is true in the continuum but fails on a
graph: any eigenvalue of the Laplace-Dirichlet operator is also the first eigen-
value for each of the nodal domains of the eigenfunction.
Seemingly unrelated, nonnegative matrix factorization is the general
algebraic problem of finding a factorization of a matrix A =
∏K
i Ni where
some, or all of the Ni are constrained to be nonnegative. This type of problem
naturally arises in variable selection [56, 49] and clustering [80]. One approach
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for clustering applications is to solve
min
V ∈X
‖W − V V T‖2F , where X := {V ∈ Rn×k : V TV = Id, Vij ≥ 0}. (3.4)
Here W is a similarity matrix constructed from the data, k is the desired
number of clusters, and Id is the k × k identity matrix. Perhaps surprisingly,
the following proposition shows that in certain instances the objective (3.2) is
equivalent to the NMF objective (3.4), where the matrix to be factorized is
the symmetrized random walk matrix on the graph.
Proposition 3.1.1. Let Ψ∗ :=
[
ψD1 | · · · |ψDk
]
be the matrix where the columns
are Dirichlet eigenvectors corresponding to the solution of (3.2) for r = 1.
Then
D1/2Ψ∗ = arg min
U∈M
‖D−1/2WD−1/2 − UUT‖2F ,
where M := {U ∈ Rn×k : UTU = Id, Uij ≥ 0},
and D = diag(W1) is the degree matrix and W is the similarity weight matrix.
Proof. Let V be a collection of Dirichlet eigenvectors corresponding to some
partition. Then, by definition, we have ∆V = V diag(~λ) where diag(~λ) is
a k × k diagonal matrix, with the Dirichlet eigenvalues along the diagonal.
Moreover, V satisfies Vij ≥ 0 and V TDV = Id. Thus the partitioning problem




s.t. Vij ≥ 0, V TDV = Id.
61
Using the definition of the graph Laplacian, the objective function can be
expanded to
tr(V TDV )− tr(V TWV ) = tr(V TDV )− tr(V TD1/2D−1/2WD−1/2D1/2V ).
Thus, (3.5) is equivalent to
min
V ∈Rn×k
‖D−1/2WD−1/2 −D1/2V V TD1/2‖2F
s.t. Vij ≥ 0, V TDV = Id.
After the change of variables U := D1/2V , we arrive at the stated proposition.
We were not the first to connect NMF with spectral-based methods;
[32] describes a connection between various spectral clustering objectives and
NMF. However, the algorithm proposed in [62] for solving (3.2) is new for this
NMF objective; typical approaches to quadratic NMF problems are algebraic
and involve finding good convex approximations.
3.2 Finite state Markov Chains
In the case of finite state Markov Chains, we can justify the objec-
tive (3.1) further. Let P be the transition matrix for a Markov Chain, with
sum-normalized columns1. So that we won’t have to worry about uniqueness
statements, assume that the entries of P are strictly positive. Let PΩ be an
1This implies P acts on the left, and the entry Pij denotes the probability of state j
transitioning to state i.
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arbitrary principal submatrix of P with spectral radius ρ(PΩ) and correspond-
ing right-eigenvector πΩ, which we assume is `1 normalized. We begin with
the following simple bounds:
Lemma 3.2.1. Let P be an irreducible transition matrix for a reversible
Markov Chain and Ω ⊂ [n] some subset of states. Let π be the stationary







denote the conditional probability of staying in Ω after one step, given that the






be the maximal conditional probability of a walker ending in Ω given that it
started at a particular state in Ω. Then
ΦΩ ≤ ρ(PΩ) ≤ ΞΩ.
Proof. The upper bound is an immediate consequence of the Gershgorin Circle
Theorem.
The lower bound follows from reversibility; in this case the spectral








and we note that χΩ, the characteristic function for the states in Ω, is an














In fact, we can say more; given a probability vector x ∈ Rn≥0, define the
hitting time of the boundary τΩ(x) as the first time a walker which initializes
in Ω via x leaves Ω.
With this setup, consider the following quantity:
P [τΩ(x) > k]1/k . (3.8)
Observe that if we assume without loss of generality that x is supported on Ω,
then (3.8) is given by





i.e., it is the probability that the walker has remained within Ω for k steps.
Note that PΩ/ρ(PΩ) is a substochastic matrix with operator norm 1.
Thus for any probability vector x on Ω we have the crude bound∑
i∈Ω
[P kΩx]i ≤ ρ(AΩ)k|Ω|1/2‖x‖2.
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Consequently we find that




P [τΩ(x) > k]1/k ≤ ρ(AΩ).
Moreover, it can be shown that the sequence ak = P [τΩ(x) > k]1/k is eventually
non-decreasing. Consequently the full limit
lim
k→∞
P [τΩ(x) > k]1/k
exists and is upper bounded by ρ(PΩ). Lastly, observe that when x = πΩ we
have equality. We conclude the following theorem:
Theorem 3.2.2. Let PΩ be a principal submatrix of an irreducible non-negative












P [τΩ(x) > k]1/k .
This theorem says that the spectral radius of a principal submatrix of
a transition matrix can be interpreted as the exponential hitting time of the
boundary for the collection of substates represented by the principal submatrix.
Theorem 3.2.2 has an analog in the continuous case which can be derived from
the Feynman-Kac formula for elliptic PDEs, e.g. [41].
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over disjoint subsets of states has the intuitive meaning of finding the collection
of subsystems which are least likely to interact.
3.3 A Rearrangement Algorithm
3.3.1 A Non-convex Relaxation
In this section, we find a relaxation of the NMF problem (3.1) and
introduce an efficient algorithm for solving the relaxed problem. Our results
in this section hold under an extra assumption on the nonnegative irreducible
matrix S: we will assume that the matrix S is similar to a symmetric matrix
S̃, so without loss of generality in what follows we assume symmetry. This
condition is satisfied, for example, if S is the transition matrix for a reversible
Markov Chain. Moreover, we will assume that the diagonal of S is 0. Recall
that under the assumption of symmetry, we are also solving the equivalent
factorization problem (1.9).










Observe that ρα(φ) in (3.9) is the leading eigenvalue of the perturbed operator
S − α(1− φ), and the eigenfunction, uα, satisfies
[S − α(1− φ)]u = ρα(φ)u.
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The maximizer uα is unique up to a scaling and can be chosen to be strictly
positive, i.e., for all i ∈ [n], uαi > 0.2 Throughout, we will take uα to be
positive with ‖uα‖2 = 1.
If φ = χΩ is the indicator function for the set Ω ⊂ [n], then we intu-
itively think of ρα(χΩ) as an approximation to ρ(SΩ), the leading eigenvalue
for the principal submatrix formed from Ω. The following lemma shows that
this approximation is exact in the limit that α→∞; moreover, as α becomes
large the eigenvector corresponding to ρα(χΩ) becomes strongly localized on
Ω. This relaxation is directly analogous to the “fictitious domain method”
arising in continuous PDEs [9].
Lemma 3.3.1. For Ω ⊂ [n], lim
α→∞
ρα(χΩ) = ρ(SΩ) and lim
α→∞
uα(χΩ) = u(Ω),
where u(Ω) is the leading eigenvector of the principal submatrix SΩ.
Proof. A simple computation shows that dρ
dα
= −‖u‖2Ωc < 0, where u is the
corresponding normalized eigenvector. Moreover, it is clear that ρα(χΩ) ≥
ρ(Ω). Consequently lim
α→∞
ρα(χΩ) exists and satisfies lim
α→∞
ρα(χΩ) ≥ ρ(SΩ).
For the reverse inequality, observe that if we normalize all eigenvectors,
then after possibly passing to a subsequence, there exists a ũ such that uα → ũ,
and ‖ũ‖2Ωc = 0. Thus ũ is admissible for the eigenvalue problem of the principal
submatrix SΩ, giving us that ρ(SΩ) ≥ lim
α→∞
ρα(χΩ).
2These facts can be obtained by observing that the perturbed matrix is a Metzler matrix,
and applying the Perron Frobenius Theorem.
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Since the minimizer of the Dirichlet problem is unique, ũ = u(Ω). Thus,




Define the admissible class




Observe that the set of indicator functions for any k-partition of the indices





α is defined in (3.9). Thus, a relaxed






It is a consequence of Lemma 3.3.1 that for any {φi}ki=1 ∈ Ak, Λαk ({φi}ki=1)
is monotonically decreasing in α and for any partition [n] = qki=1Vi, lim
α→∞
Λαk ({χVi}ki=1) =
Λk(qki=1Vi). However, in practice, we desire a solution to (3.10) for finite α > 0.
We observe that Λαk is bounded above by the spectral radius of S, and is being
maximized over the compact set Ak. Thus a maximizer always exists. Suppos-
ing momentarily that we are able to find it, it is not yet clear how to interpret
the collection {φ∗i }, which attains the maximum, as an actual partition; i.e.,
some coordinates of φ∗i might be fractional implying fractional assignments.
The following theorem, which is analogous to a continuous version in [9, Thm.
2.3], tells us how this is accomplished.
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Theorem 3.3.2. Let k ∈ Z+ and α > 0 be fixed. Every (local) maximizer of
Λαk over Ak is a collection of indicator functions.
To prove Theorem 3.3.2, we first prove the following lemma.
Lemma 3.3.3. For α > 0 fixed, ρα(φ) is a convex function of φ.
Proof. Let t ∈ (0, 1) and φi : [n] → R for i = 1, 2. Using (3.9) and the fact
that the maximum is achieved for some normalized u, we compute
ρα(tφ1 + (1− t)φ2) = uTSu− α‖u‖2(1−tφ1−(1−t)φ2)
= uTSu− tα‖u‖2(1−φ1) − (1− t)α‖u‖
2
(1−φ2)
≤ tρα(φ1) + (1− t)ρα(φ2).
Proof of Theorem 3.3.2. Our proof closely follows the proof of [9, Thm. 2.3].
The set Ak is the probability simplex in Rk, and its extreme points are clearly
given by the indicator functions. As Lemma 3.3.3 shows, Λα is a convex
function on Ak, so has a maximum and at least one maximizer is an extreme
point of Ak. We now show that, in fact, every maximizer is an extreme point.
To this end suppose that there exists some {φi}ki=1 ∈ Ak that achieves
the maximum and is not an extreme point. Since
∑k
i=1 φi = 1 there exist
at least two φ’s which are not {0, 1}-valued at an index v ∈ [n]. After re-
indexing, suppose these are given by φ1 and φ2. Thus, there exists ε > 0 such
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Adding these, and recognizing the right-hand side as an average, we must have
ρα(φ1)+ρ
α(φ2) ≤ max{ρα(φ1 +ε1v)+ρα(φ2−ε1v), ρα(φ1−ε1v)+ρα(φ2 +ε1v)}
But both terms in the maximum are feasible perturbations, thus by optimality
of {φi}, we must have equality:
ρα(φ1) + ρ
α(φ2) = ρ
α(φ1 + ε1v) + ρ
α(φ2 − ε1v) = ρα(φ1 − ε1v) + ρα(φ2 + ε1v)















From the proof of Lemma 3.3.3, we conclude that the eigenvector u
corresponding to φ1 is also an eigenvector for φ1 + ε1v and φ1 − ε1v. We can
subtract the following equations{
Su− α(1− φ1 − ε1v)u = ρα(φ1 + ε1v)u
Su− α(1− φ1 + ε1v)u = ρα(φ1 − ε1v)u
and using u > 0, simplify to yield
φ1 + ε1v − (φ1 − ε1v) = 2ε1v ≡ C > 0
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Algorithm 2 A rearrangement algorithm for (3.10).
Input: An initial {φi}ki=1 ∈ Ak.
while not converged, do
For i = 1, . . . , k, compute the (positive and normalized) eigenvector ui
corresponding to ρα(φi) in (3.9).
Assign each node v ∈ V the label i = arg maxj uj(v).
Let {φi}ki=1 be the indicator functions for the labels.
end while
for some constant C, which is clearly a contradiction.
For fixed α > 0, we now consider the problem of solving the relaxed
partitioning problem (3.10). Since Λαk : Ak → R is Fréchet differentiable, we
could apply a gradient ascent algorithm analogous to the continuous method
proposed in [9]. Instead, we propose a rearrangement algorithm (Algorithm
2). In Lemma 3.3.4, we prove that Algorithm 2 strictly increases Λαk at each
iteration. This result is then strengthened in Theorem 3.3.5, to show that not
only do the iterates increase the objective function, but the iterates terminate
in a finite number of steps to a local maximum.
Lemma 3.3.4. Assume {φi}ki=1 ∈ Ak is not fixed by the rearrangement al-
gorithm (Algorithm 2). Then one iteration of the rearrangement algorithm
results in a strict increase in Λαk .
Proof. Suppose {φi}ki=1 ∈ Ak is not fixed by the rearrangement algorithm and
let {φ+i }ki=1 ∈ Ak be the next iterate. Let ui denote the first (normalized,
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uTi Sui − α‖ui‖2(1−φi) (3.12a)
≤
∑




The inequality in (3.12a) follows from the construction of the algorithm. The
inequality in (3.12b) follows from (3.9). Moreover, equality in (3.12b) holds if
and only if ui is also an eigenvector for the updated operator S − α(1 − φ+i )
for all i = 1, . . . , k. From the proof of Theorem 3.3.2, we find that φi − φ+i is
a constant function for all i = 1, . . . , k. This contradicts the assumption that
{φi}ki=1 is not fixed by the rearrangement algorithm.
Theorem 3.3.5. Let α > 0. For any initialization, the rearrangement algo-
rithm 2 terminates in a finite number of steps at a local maximum of Λαk , as
defined in (3.10).
Proof. It follows from Lemma 3.3.4 and the finiteness of the space of partitions
that for any initialization, the rearrangement algorithm 2 converges to a fixed
point in a finite number of iterations. Thus, it suffices to show that every
fixed point of the algorithm is locally optimal. Let {φi}ki=1 be a fixed point of
the rearrangement algorithm and let ui denote the first (normalized, positive)
eigenvector of the operator S−α(1−φi). The Fréchet derivative of Λαk : Ak → R









For {φi}ki=1 ∈ Ak, any admissible perturbation can be written
φ̃i = φi +
∑
v∈[n]
ti,vχ{v}, i = 1, . . . , k
for constants ti,v, such that for every v ∈ [n],
∑k
i=1 ti,v = 0 and
ti,v
{
≥ 0 if φi(v) = 0
≤ 0 if φi(v) = 1.





















where i∗(v) = arg maxi ui(v). This proves local optimality.
Remark 3.3.6. We refer to algorithm 2 as a rearrangement algorithm since
at each iteration, the vertex functions {φi} are rearranged to increase (3.10).
These types of methods were introduced by Schwarz and Steiner and have wide
applications in variational problems [53]. For example, Steiner rearrangement
can be used to prove the isoperimetric inequality that the ball is the mini-
mal perimeter domain amongst all regions of equal measure. More recently,
rearrangement algorithms have been used in eigenvalue optimization prob-
lems including Krein’s problem: Given an open, bounded connected domain
Ω ⊂ R2 and a prescribed amount of two materials of different density, find
the distribution which minimizes the smallest frequency of the clamped drum
[27, 22, 50, 51].
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Algorithm 2 also shares many attributes with the Merriman, Bence,
and Osher (MBO) algorithm for approximating the motion by mean curvature
[58, 59, 57, 43, 36, 74].
Remark 3.3.7 (A semi-supervised extension). In many clustering applica-
tions, a small percentage of the data labels are known and thus it is desirable
for a clustering algorithm to have a semi-supervised extension that allows for
the incorporation of such information. The rearrangement algorithm 2 has
a natural semi-supervised variant. The label membership of a subset of the
points can be fixed in the algorithm and the reader may check that all proofs
of convergence remain valid. Moreover, fixing these points will force the eigen-
vectors to ‘spread out’ accordingly. We apply this variant to the MNIST
handwritten digit data in Section 4.2.2.
3.3.2 A Direct Method
Let us take a closer look at the Rearrangement Algorithm 2. Assume






where u11 is supported on supp(φ1) and u12 is supported on supp(φ2). There







By expanding out the relationship Su1−αdiag(φ2)u1 = ρ(φ1)u1 we find
u12 = [ρ(φ1)Id+ αId− S11]−1 S21u11.
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As ρ(φ1) +α > ρ(S11) we can further expand the inverse as a Neumann series





to find that for large α
u12 ≈ (ρ(φ1) + α)−1S21u11.
By Lemma 3.3.1 above we see that in the limit α→∞ we have
αu12 → S21u∗1 (3.13)
where u∗1 is the true eigenvector of the principal submatrix S11.
Consequently we see that we can attempt to remove the degeneracies












At each step, we compute the normalized eigenvector for each principal sub-
matrix, and then ‘broadcast’ this information by applying the full matrix Sui
to each eigenvector and comparing the resulting values on each index. Note
that this new ‘direct’ method does not require a tuning parameter.
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Algorithm 3 A rearrangement algorithm for (3.14).
Input: An initial partition {Ωi}ki=1.
while not converged, do
For i = 1, . . . , k, compute the (positive and normalized) eigenvector ui
corresponding to Sii.
Assign each node v ∈ V the label i = arg maxj [Suj]v.
Let {Ω+i }ki=1 be the new partition formed from these labels.
end while
3.3.2.1 Convergence







where sv is the vth row of S. For fixed Ωi, the ui that maximizes (3.15) is


















When S is nonnegative, we see that it is enough to compare the values [Suj]v
instead of the magnitudes. Consequently we see that (3.15) is monotonically
increasing and bounded above, hence it must converge. This does not, un-
fortunately, prove local optimality for the true objective (3.14). In fact, this
algorithm is identical to an EM algorithm for subspace clustering where the
subspaces are given by lines [64, 75].
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In the case of a Markov transition matrix, we believe another interpre-
tation of this direct rearrangement rule is possible via hitting times, but this





While our theoretical guarantees are for the case of noiseless random
measurements yi = (a
T
i x)
2, numerical studies strongly suggest that the meta-
algorithm (1) of initialize and descend is moreover stable to noise, that is, given
measurements of the form yi = (a
T
i x)
2 + ηi, the algorithm successfully returns
an estimate x̂ up to the noise level ‖x̂−x‖2‖x‖2 ≤ ‖η‖2. We note that numerical sim-
ulations for initialize and descend are also promising in the complex-setting,
see the reference [38]. In the real-valued setting, we present a few representa-
tive experiments here.
In the following, we consider three different measurement ensembles:
• Bernoulli : ai are i.i.d. Bernoulli random vectors
• Standard Gaussian: ai are i.i.d. drawn from N(0, Idn×n).




1, i = j
1
4|i−j| , i 6= j
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In a first experiment, we fix an n-dimensional vector x of unit norm with
randomly-generated coefficients, and consider noiseless measurements yi =
(aTi x)
2. We implement the meta-algorithm 1, calling Matlab’s built-in func-
tion fminunc to find a stationary point starting from the initialization. In
the local optimization procedure, we do not provide any information to fmi-
nunc other than the function itself; by default Matlab uses a quasi-Newton
method for local minimization. We run this experiment using the three differ-
ent measurement ensembles above, at problem size n = 100 and at a number of
measurements m = 2n, 3n, . . . , 8n. If the solution x̂ recovered by the algorithm
is within the tolerance min{‖x̂− x‖2, ‖x̂+ x‖2} ≤ .001, we say the algorithm
has succeeded in finding the global solution. In Figure 4.1, the results of this
experiment are displayed, averaged over 100 trials.
Next, we analyze numerically the stability of the meta-algorithm to
additive measurement noise. For these experiments, we consider noisy mea-











2‖2 for µ = .5 (low signal to noise ratio) and µ = 2 (high
signal to noise ratio). We observe that the meta-algorithm is robust to such
additive noise, with relative reconstruction error min{‖x̂− x‖2, ‖x̂+ x‖2} av-
eraging below the signal to noise threshold. We leave a theoretical analysis of
this observed noise stability to future work.
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Figure 4.1: Phase transitions for exact recovery via Algorithm Initialize and
Descend (1) using different random measurement ensembles.
4.2 Quadratic NMF
The results presented in this section pertain to the variant of the rear-
rangement algorithm for solving (3.2), as in [62].
4.2.1 Several small datasets
We obtained the similarity matrices for twelve small datasets from the
website of Z. Yang [80, 79], to which we refer the reader for a complete de-
scription and source information. We apply the rearrangement algorithm to
each dataset using 20 random initializations with α = kλ2. In the following
table, we report the size of each dataset n, the desired number of clusters k,
the purity corresponding to the lowest energy partition, a comparison value
for the purity, the average number of iterations required for convergence of the
rearrangement algorithm, the smallest objective function value obtained, and
the objective function value of the ground truth labels. Comparison values
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Figure 4.2: Performance of Algorithm Initialize and Descend (1) in the pres-
ence of additive noise yi = (a
T
i x)













for the purity are taken to be the best purity obtained by a comparison of
ten different methods [80, Table 1]. It should be noted that no single method
obtained the comparison purity values. We remind the reader that each it-
eration of the algorithm involves the computation of the ground state of k
n× n standard eigenvalue problems; for these relatively small scale problems
the computational costs associated with this algorithm are minimal. We ob-
serve that the found objective value is always smaller than the ground truth
objective value. This demonstrates that the non-convexity of the problem is
not preventing the algorithm from finding a good minimizer.
purity avg. found ground truth
Dataset n k purity comp. iterations obj. obj.
STRIKE 24 3 0.96 1.00 3.9 0.362 0.367
AMLALL 38 3 0.92 0.92 4.5 1.68 1.732
DUKE 44 2 0.52 0.70 5.2 0.549 1.019
KHAN 83 4 0.57 0.60 4.8 1.37 2.160
POLBOOKS 105 3 0.81 0.83 6.0 0.975 1.291
CANCER 198 14 0.53 0.54 5.1 13.3 16.441
SPECT 267 3 0.79 0.79 8.8 0.768 1.759
ROSETTA 300 5 0.77 0.77 7.8 5.62 12.482
ECOLI 327 5 0.80 0.83 7.0 0.568 0.656
IONOSPHERE 351 2 0.70 0.70 6.5 0.119 0.205
DIABETES 768 2 0.65 0.65 3.0 0.00552 0.013
ALPHADIGS 1404 36 0.46 0.51 12.9 37.5 56.503
4.2.2 MNIST handwritten digits
The MNIST handwritten digit dataset consists of 70,000 28×28 greyscale
images of handwritten digits 0 to 9. As input we used the similarity matrix for
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the MNIST dataset obtained from the website of Z. Yang [80, 79]. We sym-
metrize this matrix via W̃ij = max{Wij,Wji}, take r = 0, and set α = 10λ2.
Moreover, we randomly sampled 3% of the data and used the semi-supervised
variant of our algorithm (see §3.3.7). The remaining initialized labels were
assigned randomly.
For ten different random initializations, we run the algorithm until con-
vergence and choose the lowest energy partition. In each case, the algorithm
converges in approximately 20 iterations. The purity obtained, as defined
in [80], is 0.961 which is comparable to the performance of state-of-the-art
clustering algorithms. We note that the partitions identified for other initial
configurations had similar energy and purity values. Figure 4.3 is a graphical
display of the quality of the output. On the left-hand side are the represen-
tative images for each cluster (where each eigenvector achieves its maximum),
and on the right are the averaged images within each cluster. In general, the
maximum value of the eigenvectors may be non-unique, but for this dataset,
the maximum was unique.
Finally, we explore the real-time computational costs of the rearrange-
ment algorithm as well as the effect of using partially labelled data. We apply
the rearrangement algorithm to the MNIST dataset using 10 random initial-
izations with α = 10λ2 and an increasing percentage of labelled data points.
For each percentage of labels, we report the purity corresponding to the low-
est energy partition, the average number of iterations (across initializations)
required for convergence of the rearrangement algorithm, the average clock-
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Figure 4.3: MNIST handwritten digits; each image is 28 × 28 pixels. (left)
Representative images for each of the k = 10 clusters. (right) The cluster
means. See §4.2.2.
time for convergence, and the smallest objective function value obtained. The
objective function value for the ground truth labels is 1.6051. We observe that
the average convergence times are greater than those reported in [10, Section
5], however the Dirichlet energy partitions contain additional geometric infor-
mation. We also observe that for a typical random initialization, the purity is
already 80-85% by the second iteration of the algorithm. All computational
times reported below were obtained on a 2.67 GHz Intel Xeon desktop com-
puter with 48GB of RAM.
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MNIST dataset, n = 70, 000, k = 10
labels purity avg. time (s) avg. iterations found obj.
1% 0.8683 115.09 29.2 1.398
2.5% 0.9619 51.15 11.4 1.563
5% 0.9702 57.27 15.3 1.565
10% 0.9711 48.22 11.5 1.567
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[75] René Vidal. A tutorial on subspace clustering. IEEE Signal Processing
Magazine, 28(2):52–68, 2010.
[76] U. von Luxburg. A tutorial on spectral clustering. Statistics and Com-
puting, 17(4):395–416, 2007.
[77] Ulrike Von Luxburg. A tutorial on spectral clustering. Statistics and
computing, 17(4):395–416, 2007.
[78] Irène Waldspurger, Alexandre d’Aspremont, and Stéphane Mallat. Phase
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