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Abstract 
 
Corrosion and fatigue aspects of high temperature turbine components made from Alloy 720Li 
and RR1000 have been studied with a view to understanding the potential failure mechanisms 
occurring in these materials.  Understanding of such failure mechanisms is important in order to 
make safety improvements and significant cost savings by reducing engine downtime.  Some ex-
service discs currently exhibit pit-like features at a specific location on the firtree lobes, which 
potentially may lead to more serious alloy fissuring.  Shot peening is currently employed to 
improve fatigue resistance at the surface of components.  This work aims to fully characterise 
these pits and fissure features in addition to shot peening, and the components in general, using 
advanced analytical techniques, in order that the failure mechanism(s) can be determined and 
mitigated against. 
 
Engine turbine discs experience lower temperatures than the blades they house, typically 
between 600°C and 800°C, although this is constantly pushed higher by a drive for improved 
efficiency and reduced emissions.  Materials experiencing these temperatures, in addition to 
aggressive sulphur-containing environments are susceptible to hot corrosion.  A review of 
existing literature identifies three hot corrosion mechanisms, defined according to the 
temperature range: non-layer-type (Type I) corrosion, transitional-type corrosion and layer-type 
(Type II) corrosion.  Each type of attack is characterised by different microstructural features, 
which have been used for comparison throughout the study. 
 
Study of the baseline condition of Alloy 720Li established the presence of a γ'/γ phase structure 
with an average grain size of ~ 4 µm and grain boundary M23C6 precipitates.  The alloy also 
exhibited local grain size reductions by approximately 50%, known as ‘banding’.  Post-exposure 
oxide development was characterised by an outer layer of Ni-rich oxide with an underlying layer 
of Cr, Ti, Al-rich oxide, observed by Secondary Electron Microscopy and Scanning 
Transmission Electron Microscopy with Energy Dispersive X-ray analysis.  Oxide morphologies 
from post-exposure samples were comparable to the transition-type characteristics described by 
Viswanathan [1].  Salt exposure was thought to be highest at the “edge-of-bedding” face (located 
on the underside of the lobe), where a Cr, Ti-rich sulphide layer within the oxide was observed, 
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indicating more severe attack.  Cr and Al appear to be initially drawn from the alloy through 
grain boundaries as SOX diffuses inward to react and form sulphides.  The edge-of-bedding 
regions displayed more extensive signs of attack due to the additional operational stresses, 
leading to some examples of fissuring from the edge-of-bedding channels (pit-like features at the 
edge-of-bedding) into the alloy.  Suitable environmental and stress conditions for future 
laboratory trials were determined by harmonising the microstructural characteristics of test and 
ex-service specimens. Propagating alloy fissures were found to occur only beneath the strain 
hardened depth induced by shot peening.   
 
The study of shot peening in Alloy 720Li firtrees, was enabled using an Electron Back Scattered 
Diffraction (EBSD) based technique developed in this study to measure the depth of strain 
hardening influence, based on the orientation deviation of individual data points within a grain 
compared to the grain average, which are affected by the shot peening process.  The technique 
showed that exposure during shot peening is lower at the critical edge-of-bedding location, 
probably as a result of poor accessibility of the shot.  Banding, i.e. the local reduction of grain 
size, at the surface was shown to have a significant impact on strain hardened depth, with 
between a 30 and 60% reduction in strain hardened depth observed, potentially lowering the 
strain hardened depth in the critical edge-of-bedding region to as low as 15 µm (compared to the 
desired depth of approximately 55 µm).  RR1000 component sections showed similar shadowing 
problems causing a reduced strain hardened depth, although an improvement is achieved by 
using a coarse grain variant of the alloy. 
 
An investigation into the relative effects of shot peening intensity and shot size revealed a large 
variation in strain hardened depth between similar samples.  Shot peening intensity was observed 
to increase strain hardened depth in addition to increasing surface roughness.  Shot size was 
found to have little to no effect on strain hardened depth but did appear to reduce surface 
roughness, desirable for limiting the ingress of attacking species and fatigue crack initiation sites.  
A duplex peening process achieved a comparatively high strain hardened depth with low surface 
roughness.  Study of differently shot peened and corroded samples showed an increase in 
corrosion levels compared to a non-peened sample, thought to be due to the increase in elemental 
diffusivity induced by the surface treatment.  The current process specification 6-8A intensity 
appears suitable to lose the least proportion of strain hardened depth due to corrosion, but surface 
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roughness could be reduced by increasing shot size.  The shot peening process was shown to be 
an area with much scope for future investigation and optimisation in order to improve the current 
situation, for a potential increase in component lifetime.  
 
A serial milling methodology for three-dimensional data collection of both Energy Dispersive X-
ray (EDX) and EBSD data was also improved to enable complex reconstruction of regions of 
interest.  Modified sample preparation enabled the elimination of data ‘shadowing’ (the blocking 
of signal by geometrical sample constraints) and the optimisation of slice alignment.  Further 
work focussed on the improvement of reconstruction methods based on a consideration of 
electron interaction volume, simulated by a computer-based model.  Reconstructed data showed 
alloy fissuring in three-dimensions to be intergranular and complex in nature.  Banding was also 
observed in three dimensions, with the volume proportion of γ' quantified for both coarse and 
fine grain regions.  A further three-dimensional reconstruction showed a laboratory-induced 
fatigue crack to have no bias towards the γ' or γ phase, but it did show transgranular cracking 
through a particularly large γ phase grain.  Grain reference orientation deviation also allowed the 
observation of regions of highest alloy deformation around the crack path.  The technique 
developed provided justification for the collection of combined EBSD and EDX data.  Combined 
data allowed the distinction between γ' and γ phase, identification of coherent γ'/γ interfaces, 
confirmation of γ' connectivity and accurate crack path reconstruction, making the technique 
useful for a number of potential future applications. 
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1 Introduction 
1.1 Project Overview 
 
The work presented is part of a larger collaborative study managed by Rolls-Royce plc., which 
includes Loughborough University, Cranfield University and Swansea University.  This study 
has been funded by Rolls-Royce plc. and the Engineering and Physical Sciences Research 
Council (EPSRC), over a three-year period.  The aim of this work was to characterise and 
mitigate against the corrosion-fatigue interactions in specific Ni-based superalloys used 
primarily for turbine discs. 
 
1.2 Project Motivation 
 
Jet engine manufacturers are continually striving for increases in operating efficiency.  One of 
the most prominent methods to achieve this is by increasing turbine entry temperatures.  
Combined with the high stresses to which turbine components such as blades and discs are 
exposed, this temperature increase further intensifies the corrosive environment present.  With 
blades, pitting of the surface can lead to crack initiation ending in failure. Such blade issues are 
normally tackled by applying coatings to reduce the risk of blade failure by increasing the crack 
incubation period.  Service management plans also mitigate this risk by withdrawing components 
before crack length becomes critical.  Temperature increases have recently elevated disc 
components into the hot corrosion temperature regime, coinciding with the observation of the 
early stages of alloy fissuring.  Fissuring can affect the disc-blade firtree locking mechanism, 
which can result in disc diaphragm or blade release causing damage to other blades and 
shutdown of the whole engine.  Unlike blade service management, cracking in discs cannot be 
tolerated due to the catastrophic consequences of failure. Therefore, this research aimed to 
investigate the relative contributions of the possible hot corrosion mechanisms and operational 
fatigue stresses, in order to understand the conditions under which failure mechanisms initiate 
and propagate, and therefore mitigate against such events. 
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1.3 Thesis Structure 
 
The subsequent work presented comprises two initial chapters (Literature Review and 
Experimental Procedure) prior to the discussion of results, which are divided into five different 
chapters, each concerned with different aspects of the problem.  Conclusions, Recommendations 
for Further Work and a list of References then complete the thesis. 
 
The Literature Review in Chapter 2 discusses the relevant background to the project, including a 
general overview of the applications for the materials studied, and corrosion mechanisms put 
forward by various authors.  The Experimental Procedure in Chapter 3 explains the specific 
techniques used, together with some methodologies which have been developed, relevant to the 
present study. 
 
An establishment of the pre-exposure condition of the materials studied is presented in Chapter 
4, in addition to an analysis of the attacking species present deduced from ex-service 
components.  A post-exposure analysis of specific turbine disc regions is discussed in Chapter 5, 
and continued in additional detail in Chapter 6 to investigate sub-surface alloy attack.  Chapter 7 
describes the development of and data collection for, processing and presentation of a 
supplementary three-dimensional analysis technique.  Finally, Chapter 8 concludes the work 
with an investigation into the measurement and variation of a pre-exposure surface shot peening 
treatment, and its influences on corrosion and fatigue interactions. 
 
Chapter 9 presents a number of conclusions ascertained from the study, and includes a 
description of the scope for future studies that would further improve the understanding of the 
subjects covered in the present study.  Chapter 10 lists the relevant references marked with 
square brackets throughout the thesis. 
3 
2 Literature Review 
2.1  Principles of Jet Engines 
 
The main requirement of a jet engine is to produce thrust in one direction by accelerating gas 
through the system in the opposite direction.  This is achieved firstly by compressing through-
flowing air and burning it in combination with fuel.  From this combustion process, the air 
expands through a turbine and is expelled at high velocities from the exhaust nozzle, propelling 
the aircraft in the desired direction.  In addition to providing the necessary thrust, the air stream 
also turns a series of turbines and an adjoined shaft to rotate the compressor at the front end of 
the engine for improved air intake.  The process of taking ambient air and utilising it in an 
accelerated form for thrust by expulsion back into an ambient air state can be thought of as a 
cyclical process.  This cycle is known as the Brayton Cycle, after it’s developer George Brayton. 
 
The Brayton cycle can be defined by four stages: compression; combustion; expansion; and 
exhaust.  Each is characterised by varying pressure, volume and temperature.  This is shown in 
Figure 2.1.  Figure 2.1(a) shows the pressure-volume diagram for a jet engine.  An increase in 
pressure as the air flow is compressed (point A to point B) is followed by an increase in volume 
as fuel is mixed and combustion takes place (point B to point C).  Expansion of the gases 
through the turbine then causes a large drop in pressure (point C to point D), but this is not as 
large as the pressure increase from compression.  This allows the remaining pressure drop to be 
utilised in expansion of gas through the exhaust to be used as a propulsion mechanism (point D 
to point E) [2]. 
 
Figure 2.1(b) shows a similar plot for temperature and volume.  This shows the same stages, and 
highlights the increase in temperature from inlet (point A) to exhaust (point E).  Combustion 
temperatures (point C) reach in the region of 2100°C and efforts are continually geared to 
increase this further, driven by government emission regulations. 
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Figure 2.1  The Brayton cycle in terms of (a) pressure-volume and (b) temperature-volume [2]. 
 
A higher combustion temperature increases thermodynamic efficiency, as per the Carnot 
theorem of heat engines.  This is defined in Equation 2.1 [3]. 
 
H
C
th T
T
−≤1η
            
 
where η is the Carnot efficiency, Tc is the absolute ambient temperature and TH is the absolute 
combustion temperature.  Equation 2.1 shows that a Carnot efficiency of 1 (i.e. a perfect engine) 
can never be achieved.  A jet engine running at 2100°C (2373 K) with an ambient temperature of 
20°C (293 K) can achieve a Carnot efficiency of 87%, but this is a theoretical maximum.  In 
reality, the actual efficiency will be markedly lower, and will depend on more than just 
temperature.  Nevertheless, the principle of increasing combustion temperature for improved 
efficiency remains.  Since Frank Whittle’s first jet engine, turbine entry temperatures have more 
than doubled, as observed in Figure 2.2, aided by advances in new materials capable of 
withstanding these more hostile conditions [3]. 
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Figure 2.2  Increase in turbine entry temperatures from 1940 to 2010 [2]. 
 
Many types of jet engine exist, including the turbojet, turboprop, turboshaft and the turbofan.  
Each engine is suited to different aircraft requirements.  In this study concerning passenger 
aircraft, the turbofan jet engine, will predominantly be discussed. 
 
The main function of the turbofan jet engine can be split into three stages: the compressor, the 
combustion chamber, and the turbine and exhaust, referred to in Figure 2.3, which shows a 
schematic of a high-bypass ratio turbofan engine.  The bypass ratio refers to the proportion of 
inlet air which is driven around the outside of the core turbine compared to the air passing 
through the core turbine system.  Low-bypass engines are suited to military-type aircraft that 
require faster flight speed (in excess of Mach 2).  However, low-bypass engines are unacceptably 
noisy, with high emission levels, for passenger aircraft, which utilise high-bypass engines.  In 
subsequent sub-sections, each stage of the high-bypass ratio jet engine used for passenger 
aircraft is described in more detail. 
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Figure 2.3  Schematic diagram of high-bypass ratio turbofan engine [4]. 
 
2.1.1 Compressor 
 
The main function of the compressor unit is to compress inlet air to very high pressures for later 
use in the subsequent compressor and turbine sections.  The front fan, driven by a downstream 
turbine stage, serves to drive inlet air around the outside of the core in addition to through the 
core itself.  Airflow around the outside of the core will pass through at much lower temperatures 
than the core airflow and will provide around 75% of the final thrust required, in addition to 
providing cooling air for the turbine section.  The core airflow will be compressed by up to fifty 
times, typically by two core modules, before delivery into the combustion section.  Current civil 
designs favour the axial-flow compressor due to the much higher compression efficiencies 
possible, and an improvement in overall aerodynamics of the engine due to its more compact 
design [5]. 
 
Axial-flow compressors are arranged into alternate rows of rotor (rotating) and stator (stationary) 
blades.  The rotating set of blades are driven by turbine modules further downstream, connected 
to the compressor rotor via a central shaft.  The stator blades, or vanes, modify the airflow 
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direction exiting the rotating blades, in order to direct it most efficiently to the next set of rotor 
blades.  Stator vane positions can be adjusted for different thrust settings.  Axial compressors for 
large civil aircraft typically contain low (the front fan), intermediate and high (both core) 
pressure compressor modules, which are connected via a shaft to low, intermediate and high 
pressure turbine modules respectively, which drive their rotation.  Each core module typically 
consists of six to eight stages, which sit behind a front row of rotating inlet guide vanes.  The 
airflow passing through the central core is increased in temperature and pressure with each stage 
of rotor and stator blades.  The result is exit temperatures over 700°C with the aforementioned 
compression ratios of up to 50:1 [2]. 
 
2.1.2 Combustor 
 
The primary function of the combustor is to ignite fuel mixed with the airflow to provide a 
resultant stream at the required temperature and velocity to deliver to the turbine section.  Gases 
from the combustor approach the combustion area at velocities of approximately 150 m s-1, far 
too high a speed for combustion to initiate and stabilise.  Therefore, mechanisms are in place to 
slow the airflow.  A pre-diffuser reduces the velocity to around 110 m s-1, and a dump diffuser 
that operates around the central combustor reduces it further to 100 m s-1 as it enters the mixing 
ports where the flame is situated.  The flame front of the burning kerosene nozzle has a velocity 
of only 10 m s-1 and so for combustion to occur a recirculation zone (known as the ‘primary 
zone’) is created using the conical fuel spray from the nozzle to intersect the air to promote 
mixing and break-up of the fuel.  This ensures high combustion efficiency and low emission 
levels.  An igniter then produces a spark to initiate the flame to start the combustion process, 
resulting in a high-temperature airflow in the region of 2100°C.  Air is introduced upstream from 
the primary zone (called the ‘secondary zone’) to cool the flow for the materials used at the front 
of the turbine section.  Temperatures are further reduced by cooling air in the dilution zone at the 
rear of the combustion section [2]. 
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2.1.3 Turbine and Exhaust 
 
The turbine receives airflow at temperatures up to 1500°C from the combustor.  The purpose of 
the turbine is to extract energy to use for driving the compressor section at the front of the engine 
via a shaft, by using the expansion of the airflow to rotate the turbine blades.  Gases are 
discharged from the rear of the engine through the convergent nozzle known as the exhaust.  The 
design of the nozzle causes the velocity of the airflow to significantly increase (due to a Venturi-
type effect) whilst dropping the pressure to ambient levels outside of the engine [6]. 
 
Like the compressor, the turbine section is split into modules depending on the pressure 
requirements, with each stage again comprising of one row of rotor blades and one row of stator 
vanes.  Directly after the combustor, a high-pressure turbine is situated.  As the turbine section 
becomes larger in diameter the pressure is reduced and so the following stages consist of 
intermediate-pressure and low-pressure turbines respectively.  These drive the different sections 
of the compressor which is also split into a low, intermediate and high pressure arrangement, as 
discussed previously [7]. 
 
2.1.3.1 Turbine Discs 
 
One particular aspect of turbines relevant to this study is the subject of turbine discs.  Turbine 
discs are the components that hold the turbine blades in position.  Discs can achieve this by one 
of three main methods.  The easiest method to use is a locking pin mechanism: essentially a bolt 
through the root of the blade and disc.  This is used by General Electric for the fan blades in their 
TF-34 engine.  However, where stresses are higher the dovetail design is used, either axially or 
circumferentially.  The firtree design provides the greatest security against very high loading 
forces.  The dovetail and firtree designs have the ability to allow for expansion during heating 
and are more widely used than the bolt method in modern systems.   The three methods are 
illustrated in Figure 2.4. 
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(a) (b) (c) 
Figure 2.4  Mechanisms for attaching turbine blades to discs: (a) pin and lock, (b) firtree root and (c) dovetail root 
[5]. 
 
The large loads that the discs experience derive from the weight of the blades and the centrifugal 
force they exert as the turbine rotates.  Turbine discs are classed as a critical component within 
jet engines.  This implies that disc failure would have catastrophic consequences, causing 
complete shutdown of the engines and potential damage to the airframe.  Failure could occur in 
the form of disc cracking or firtree damage causing multiple blade release that cannot be 
contained.  It is therefore vital that discs are designed to minimise potential corrosion effects that 
can induce crack initiation [5].  Turbine blades can operate in temperatures 300°C above their 
melting point (by using effusive holes to transport bypass cooling air) and although turbine discs 
experience lower temperatures than the blades they locate, the materials used must still be 
resistant to high temperature and thus they are typically formed from Ni alloy forgings.  Powder 
metallurgy routes are also available however and are used in disc alloys such as RR1000.  The 
materials used for the disc component will be discussed in Section 2.3.  However, with 
continuously increasing turbine entry temperatures (see Figure 2.2), disc operating temperatures 
are being elevated into low temperature hot corrosion ranges.  Hot corrosion mechanism will be 
discussed in Section 2.4.2. 
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2.1.4 The Trent Engine 
 
The Trent Engine is a family of high-bypass turbofan jet engines manufactured by Rolls-Royce.  
The majority of turbine discs studied in this thesis originate from the Rolls-Royce Trent 500 and 
1000 engines. 
 
The Trent 500 engine has been optimised for use with its main user: the Airbus A340 family.  To 
date, 22 customers have ordered a total of over 150 aircraft utilising the Trent 500 engine.  The 
Trent 500 is a three-shaft high-bypass ratio (between 7.5 and 7.6) engine that provides increased 
range for the A340 aircraft of up to 18 hours flying time [7].  It consists of a single-stage fan 
(low pressure), an eight-stage intermediate pressure and a six-stage high pressure compressor.  
The combustor is a tiled annular design with 20 fuel injectors, and the turbine consists of a five-
stage low pressure and single-stage intermediate and high pressure modules. 
 
The engine has been cleared to run at 60,000 lbs of thrust, although it is predominantly used at 
53,000 and 56,000 lbs for the A340-500 and A340-600 airliners respectively.  In total, the Trent 
500 engine now has over 13 million flying hours behind it.  Figure 2.5(a) shows a schematic 
representation of the Trent 500 (see Figure 2.3 for detail on section components), whilst Figure 
2.5(b) shows the engine in-situ on an Airbus A340-600 [7]. 
 
 
 
(a) (b) 
Figure 2.5  Trent 500 engine (a) schematic diagram and (b) installed on an Airbus A340-600 [2, 8]. 
 
The Trent 1000 engine has been optimised for use in the Boeing 787 ‘Dreamliner’, which, at the 
time of writing, is in the early production and flight testing stages.  Upon entering service 
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(predicted for late 2012 [9]), the Dreamliner will be the first commercial airliner to be 
specifically designed to be fitted with either Rolls-Royce’s Trent 1000 engine or General 
Electric’s GEnx engine.  To date, 821 firm orders have been placed for the Dreamliner, with 21 
airlines (as of April 2011), selecting the Trent 1000 engine [9, 10]. 
 
The Trent 1000 is a three-shaft high-bypass ratio (between 10.8 and 11) engine, consisting of a 
single-stage fan (low pressure), an eight-stage intermediate pressure and a six-stage high 
pressure compressor.  The combustor is a tiled annular design, and the turbine consists of a six-
stage low pressure and single-stage intermediate and high pressure modules.  The engine is 
capable of outputting 75,000 lbs of thrust. 
 
2.2 Nickel-Based Superalloys 
 
Superalloys in general are classified in terms of their base material.  The three main types are Ni, 
Fe-Ni and Co-based, which are generally used in the high temperature regime (above 600°C).  At 
these temperatures, ordinary steels are no longer sufficient to provide the required strength 
needed for many industrial applications.  Enhanced corrosion attack is also a problem.  
Superalloys have the major advantage of being able to maintain high strength at a high 
proportion of their melting point.  This is especially true for Ni-based superalloys, which can 
operate at higher fractions of their melting point (up to 90%) than almost any other commercially 
available material.  Superalloys also possess relatively good oxidation resistance due to the 
formation of dense oxide scales, but in comparison their corrosion resistance is generally 
considered inferior.  Hence, superalloys are often coated to provide extra protection against 
operating environments  [11]. 
 
This section will review the development and microstructure of Ni-based superalloys to provide 
an insight into the reasons behind the success of these materials in high-temperature applications. 
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2.2.1 History of Superalloys 
 
The second and third decades of the twentieth century served as a starting point for the 
development of modern-day superalloys.  Before this period, normal steels had provided the 
necessary properties for typical applications.  However, with the advent of the turbojet engine in 
the late 1930s, it was soon realised that materials with far improved high-temperature 
capabilities were necessary.  The original stainless steels had been developed as early as 1915 
[12] and were first termed ‘super-alloys’, but the hyphen was soon to be dropped and the 
subsequent, improved Fe-based alloys became known as ‘superalloys’. 
 
The Second World War was the next, main driver for development, with new jet-powered 
aircraft demanding new alloys for exhaust valves and superchargers for aircraft engines.  In 
parallel, there was also the need for a reliable power source, a requirement which the industrial 
gas turbine would satisfy.  This led to rapid development throughout the 1940s and 1950s, during 
which time the first Ni-based alloys were produced.  Vast process improvements followed in the 
1970s and 1980s [11, 13]. 
 
The development of superalloy chemical composition has evolved over time, with elemental 
constituents fluctuating as their true effects have been realised.  Early alloys were predominantly 
Fe and Ni-based with additions of Cr for oxidation resistance.  Gradually, additions of Al, Ti and 
niobium were introduced, resulting in the evolution of the creep-resistant γ′ phase.  After the 
1930s, Fe generally disappeared from the alloys in favour of Ni and Co, which stabilised the 
stronger face-centred cubic (FCC) structure.  In the 1960s, attempts were made to reduce Cr 
levels as they were deemed to be reducing strength.  However, this led to a reduction in hot 
corrosion resistance, and so Cr levels became carefully controlled to strike a compromise.  
Earlier, in the 1940s, Mo additions were found to greatly aid solid-solution and precipitation 
strengthening.  Based on this, many other refractory elements were tried and tested, including W, 
Ta and Re.  C and B were also added in small quantities for their grain boundary strengthening 
mechanisms, but by the 1980s such mechanisms have become less necessary with the 
development of single-crystal alloys [12]. 
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The development of processing meant that the original equiaxed structures found in such 
components as turbine blades were superseded first by directionally solidified structure (grains 
aligned parallel to the blade axis) and then the single-crystal structure widely seen today (see 
Figure 2.6).  Single crystal structures eliminated the weaknesses created by grain boundaries, 
whilst also raising the solidus temperature of the alloys as a result of eliminating grain boundary 
strengtheners from compositions.  However, turbine discs could not employ such techniques due 
to their complex geometries.  The trend for developing ever more heat and high temperature 
corrosion-resistant materials has been driven by the desire for high engine efficiencies.  Over the 
last fifteen years, alloy development, as well as improved blade design, has led to a maximum 
operating temperature increase of over 300°C [13]. 
 
          
(a) (b) (c) 
Figure 2.6  Turbine blades produced in the form of (a) equiaxed, (b) directionally solidified and (c) single-crystal 
[14]. 
 
2.2.2 Microstructure 
 
Since the balance between the alloy base, γ′ formers and surface stability additions was reached 
in the 1960s, the composition of Ni-superalloys has varied only slightly.  Small changes were 
seen in more minor additions, sometimes due to the economic climate of the time.  The 1970s 
saw a reduction in Co additions due to political unrest in areas of mining in Africa, and more 
recently, the TMS Symposium on Superalloys [15] highlighted the attempts to reduce Re and Ru 
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levels due to current high market prices.  The composition of such alloys invariably affects the 
resulting microstructure and phases present.  The basis for any recent Ni-based superalloy is the 
presence of a γ'/γ structure.  Included also will be other strengthening phases, such as carbides on 
grain boundaries.  There is also the chance of undesirable phases forming, the so called, 
‘Topologically Closed Packed’ (TCP) phases, which are thought to be detrimental to many of the 
desirable mechanical properties.   
 
2.2.2.1 γ Phase 
 
The γ phase is the basis for the high-temperature stability of Ni-based alloys over long time 
periods.  Operating conditions above 0.9Tm or exposures over 100,000 hours at lower 
temperatures can be attributed to several properties of the γ matrix.  Firstly, γ can alloy to a high 
degree without precipitation of unwanted phases.  Secondly, with Cr, it can produce Cr2O3-rich 
oxide scales with a low proportion of vacancies, which restricts the diffusion of metallic 
elements from the bulk outwards and the progression of aggressive atmospheric elements 
(oxygen, sulphur, nitrogen for example) inwards.  Such scales therefore have excellent resistance 
to oxidation [12, 16]. 
 
The γ phase can undergo significant solid solution strengthening, the most common elements 
being Co, W, Cr, Mo, Fe, Ti and Al.  Strengthening mechanisms for γ are well understood [16].  
These elements vary in atomic diameter from 1 to 13% from the γ base and impose a lattice 
distortion, introducing inherent strain into the structure.  Qualifying elements must induce a 
tensile or compressive stress on the lattice without precipitating a new phase [17].  Reduced 
stacking fault energies from alloying elements also induce strengthening by making cross-slip 
more difficult.  W, Mo and Cr are all effective solution strengtheners.  In creep regimes (above 
0.6Tm), strengthening becomes diffusion dependent, and thus the slowest diffusing elements, Mo 
and W, are of most use. 
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2.2.2.2 γ' Phase 
 
The γ' phase takes the form of an ordered L12 structure.  The L12 structure is very similar to the 
basic FCC structure of the γ phase, but includes Al or Ti atoms rather than Ni, taking the form of 
Ni3(Al, Ti), with atoms positioned on specific sites within the lattice, seen in Figure 2.7. 
 
       
(a) (b) 
Figure 2.7  Crystallographic structures for (a) FCC and (b) ordered L12, where the black atoms represent Ni and the 
lighter grey atoms represent Al or Ti, (modified from [18]). 
 
Precipitation of a coherent γ' phase with small lattice mismatch is energetically favoured over 
forming complex phases where atomic size changes are needed.  The degree of mismatch 
contributes to the precipitate morphologies observed.  Between 0 and 0.2%  mismatch spherical 
morphologies are seen.  Between 0.5 and 1% mismatch, distinctly blockier shapes can be found 
and above 1.25% mismatch platelet types become prevalent.  Most modern Ni-based alloys 
operate in the blocky, cuboidal regime of mismatch resulting from high levels of Al or Ti [11], 
an image of which is shown in Figure 2.8.  γ'/γ structures also exist in a multi-grain formation.    
The L12 structure contributes antiphase boundary (APB) strengthening and good ductility to the 
material, the latter property being advantageous in avoiding severe embrittlement in the event of 
significant features forming, such as grain boundary films.  γ' contributes strength at normal 
temperatures due to the higher antiphase boundary energies associated with moving dislocations 
though the precipitate, and at high temperature by promoting the tendency of the dislocation slip 
plane to partially change, subsequently locking the dislocation between the two planes [17]. 
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Elemental additions can encourage the formation of γ'.  The presence of Al and Ti is 
fundamental in the formation of γ', but also Cr, Fe and Co can all be used to increase the volume 
percentage of γ' at a given Al plus Ti level, as discussed by Decker [16]. 
 
 
Figure 2.8  Microstructure of cuboidal γ' in a γ matrix in fully heat treated Udimet 700 alloy [11]. 
 
In turbine disc alloys, the typical microstructure of a γ'/γ alloy will take an appearance similar to 
that shown in Figure 2.9, although multi-grain structures are also seen.  The structure consists of 
primary γ' situated on the grain boundaries that remains after heat treatment.  γ' solutioned during 
high temperature heat treatment forms as secondary γ', with tertiary γ' forming at low 
temperatures from heat treatment. 
         
2 μm 
γ′ 
γ 
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Figure 2.9  Schematic illustration of the distribution of γ' phase in a turbine disc alloy [14]. 
 
2.2.2.3 Carbides 
 
The formation of grain boundary carbides in Ni-based superalloys has become redundant in 
turbine blades with the advent of single-crystal components.  However, for turbine disc 
applications, carbide formation is still pertinent.  Although carbides are seen to reduce ductility, 
most attempts to lower C levels result in reduced creep life.  Opinions therefore vary as to 
whether carbides should be tolerated or are essential in grain boundary strengthening [11, 16]. 
 
The common classes of carbides are MC, M23C6 and M6C.  MC carbides form during 
solidifcation from the melt by combination of C and some refractory elements such as Hf, Ta, 
Nb and Ti, and are FCC in nature.  If pure, they can be very stable and demonstrate excellent 
strength.  They represent a rich source of C within the structure and are therefore subsequently 
broken down into M23C6 and M6C during service or heat treatment.   
 
MC carbides are usually coarse and blocky in nature and occur intragranularly.  M23C6 has more 
of a tendency for grain boundaries, being more abundant in alloys with moderate to high Cr 
contents.  These M23C6 carbides also tend to be cubic (morphologically) in nature but can form 
continuous plate-like morphologies at lower temperatures.  Formation occurs during lower 
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temperature heat treatments and service in the range 760 to 980°C, predominantly from 
degeneration of MC carbides and from C in the matrix.  They form mainly at grain boundaries 
but also along twin lines, at twin ends and at stacking faults.  On the one hand, this gives 
improved rupture strength, but on the other it can also provide initiation sites for rupture in the 
first place. 
 
M6C carbides are similar to M23C6 particles but tend to form in the presence of high Mo or W as 
opposed to Cr.  These carbides are generally blocky and appear at grain boundaries, forming at 
slightly higher temperatures (815 to 980°C) compared to M23C6.  However, they can assume a 
Widmanstätten morphology intragranularly.  For good ductility and rupture life it is imperative 
that Widmanstätten M6C is avoided [16]. 
 
2.2.2.4 Borides 
 
Borides are another essential ingredient for grain boundary strengthening.  50 to 500 parts per 
million of B is usually present to protect against tearing at the grain boundaries under creep 
rupture loads.  Borides precipitate in the form M3B2 and appear blocky to half-moon in 
morphology [16]. 
 
2.2.2.5 TCP Phases 
 
TCP structures often occur where alloy composition has not been carefully controlled, resulting 
in the precipitation of these undesirable phases.  TCP phases often have a detrimental effect on 
alloy properties, the two most common in Ni-based alloys being σ and μ.  The σ phase especially 
is known for providing sources for crack initiation and propagation which can result in low-
temperature brittle fracture.  Furthermore, its inherent hardness and plate-like morphology can 
affect high-temperature rupture strength, most commonly occurring at grain boundaries where σ 
drains the γ matrix of refractory elements, reducing solid-solution strengthening.  γ plate 
morphologies also provide a route for crack propagation intragranularly [11]. 
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2.2.3 Effect of Simple Heat Treatments 
 
A major consideration in γ/γ′ structures is the effect of elevated temperatures, due to the service 
conditions often experienced by such alloys.  Above temperatures of 0.6Tm the γ′ phase begins to 
undergo Ostwald ripening: a process of particle coarsening.  Although increased particle radii 
increases yield strength [19], it reduces long-time creep resistance.  The rate of ripening is highly 
dependent on the volume fraction of γ′.  Low volume fractions result in much higher coarsening 
and weakening of the structure.  Therefore, ripening can be retarded by increasing the fraction of 
γ′.  It has also been found [12] that increasing Cr up to 37 wt.%, additions of Co, Mo, or a Mo 
and W combination also act to reduce ripening.  Numerous patents [20-23] are the subject of 
various heat treatments available. 
 
The effect of heat treatment on MC carbides has already been discussed.  MC carbides break 
down into M23C6, and also form γ′ from γ in the following reaction above 980°C: 
 
                                                       
 
where M represents Ti or Mo in MC, and Cr or Mo in M23C6.  M6C can form in a similar way, as 
shown by Equation 2.3. 
 
γ'CMγMC 6 +→+            
[12] 
2.3 Materials Studied 
 
The materials studied in this thesis are typical of high-temperature turbine applications.  It is 
known that operating temperatures for turbine discs are much lower than that for blading.  
However, the stresses experienced are much greater, mainly from the outward force from the 
blades as the turbine rotates.  Prospective alloys therefore require: 
• High yield stress and tensile strength; 
• Ductility and fracture toughness to tolerate microstructural defects; 
γ'CMγMC 623 +→+ Equation 2.2 
Equation 2.3 
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• Resistance to fatigue crack initiation and propagation. 
 
Creep resistance is also a consideration but less so in discs than for turbine blades due to the 
lower temperatures of exposure.  Chemical composition is crucial in obtaining the correct 
properties, but the microstructural condition is also important.  In addition, disc alloys cannot 
avoid the complexities of grain boundary considerations using single-crystal structures, as discs 
of this type cannot be produced easily, and are not desirable anyway. 
 
In order to achieve the required properties, three general guidelines have been proposed by Reed 
[14]: 
• For strength and fatigue resistance: optimise the γ′ level to between 40% and 55% by 
adding suitable quantities of γ′ forming elements, such as Al, Ti and Ta.  A uniform 
distribution can then be achieved by a suitable heat treatment; 
• Choose a grain size to suit the desired combination of yield stress, resistance to fatigue 
crack initiation (which both decrease as grain size increases), creep strength and 
resistance to fatigue crack growth (which both increase as grain size increases); 
• Strengthen grain boundaries with small additions of C and B to improve creep and low-
cycle fatigue resistance. 
 
The remainder of the section aims to briefly discuss two relevant types of material used for 
turbine disc fabrication: Alloy 720Li and RR1000. 
 
2.3.1 Alloy 720Li 
 
Initial development of Udimet Alloy 720 (referred to as Alloy 720) endeavoured to improve 
strength over the previously (and still) popular Waspaloy alloys.  Special Metals Corporation 
introduced the alloy in 1986, but Alloy 720 was soon found to be unstable owing to the 
formation of several TCP phases (σ in particular) [24].  Therefore, in 1990 Alloy 720 was 
superseded by Alloy 720Li: the Low Interstitial replacement.  Compositions for Alloy 720 and 
Alloy 720Li are shown in Table 2.1.  Compared to Alloy 720, Alloy 720Li differs by containing 
lower levels of Cr (16 wt.% vs. 18 wt.%), C and B, the lower Cr content limiting the formation 
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of σ [25].  Alloy 720Li was originally a powder-processed alloy, but developments in cast and 
wrought technology led to the introduction of further alloys in 1994 utilising these processing 
routes.  Cast and wrought Alloy 720Li exhibit very similar properties to those of the powder 
variant. 
 
Alloy Ni Cr Co Mo Ti Al W C Zr 
720 Bal. 18 14.8 3 5 2.5 1.25 0.035 0.03 
720Li Bal. 16 14.8 3 5 2.5 1.25 0.015 0.035 
Table 2.1  Elemental compositions of Alloy 720 and 720Li in wt.% [12, 25]. 
 
Alloy 720Li is shown to have adequate strength for turbine disc applications but it has an inferior 
resistance to fatigue crack propagation compared to competitors such as Waspaloy, due to 
differences in chemistry.  In addition, maximum operating temperatures are somewhat lower 
than Waspaloy at approximately 650°C, after which, mechanical properties drop off due to TCP 
phase formation, as seen in Figure 2.10.   
 
 
Figure 2.10  Various mechanical properties of Alloy 720Li [26]. 
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It is worth noting that Alloy 720Li is a relatively new alloy and so an optimised heat treatment 
has not necessarily been agreed upon.  However, using the heat treatment regime of Alloy 720, 
shown in Figure 2.11, provides a useful starting point.   The Alloy 720Li microstructure consists 
of primary, secondary and tertiary γ′.  Literature volume fractions for these precipitates are 
shown in Table 2.2.  Primary γ′ is undissolved after the sub-solvus heat treatment at 1105°C.  It 
lies at γ grain boundaries, preventing γ grain growth.  γ′ also forms intragranularly and as in 
Figure 2.9 it has a bi-modal distribution with larger particles above 90 nm in diameter and 
tertiary γ′ smaller than 90 nm.  However, the size of the secondary γ' depends upon the specific 
quench rate from the solutioning temperature, which can be seen in the heat treatment cycle for 
Alloy 720 in Figure 2.11.  Ageing treatments intended for Alloy 720 leave Alloy 720Li 
overaged.  A modified heat treatment at 700°C for 24 hours coarsens tertiary γ' to an optimum 
size of 40 nm diameter (secondary γ' is not affected significantly), which maximises resistance to 
dislocation pair cutting.  The heat treatment also enhances creep properties and shows no drop in 
resistance to crack propagation compared to the material subjected to the Alloy 720 regime [27]. 
 
 
Figure 2.11  Heat treatment cycle for Alloy 720 [27]. 
 
Recently, it has been proposed by Cui et al. [25] that Alloy 720Li can be mixed with a two-phase 
Co-Ti alloy.  This essentially means that Alloy 720Li is used as a base alloy to which Co and Ti 
additions are made.  Cui et al. continued the study in another paper [28] to show that another 
phase, η, can be precipitated, and that this is influenced by Ti additions especially.  η is therefore 
of the structure Ni3Ti and can form in a platelet-type morphology, occurring intergranularly, or 
in a cellular morphology.  Crystallographically, η is a hexagonal close packed (HCP) structure, 
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which is non-coherent with the γ matrix.  The volume fraction of η increases as addition of Co-Ti 
increases, which leads to improve yield strength of the alloy, a property that is also enhanced by 
increased solid-solution strengthening of γ and γ′. 
 
2.3.1.1 Grain Banding 
 
Alloy 720Li forms a non-cuboidal γ'/γ phase structure, typically containing 19 vol.% primary γ' 
phase, with reported grain sizes in the range of 2-13 µm [29].  A finer distribution of tertiary γ' 
phase is also present, with particles of approximately 40 nm in size.  However, this reference 
describes uniform microstructures produced by powder metallurgy processing routes.  Alloy 
720Li used in disc applications is commonly produced via mechanical methods, which can 
contribute to undesirable effects on grain size distributions.  One such effect is ‘banding’, which 
describes microstructures containing the desired larger grain structure ‘banded’ by regions of 
much finer grain size [30, 31]. In some instances, the ability to deliberately form both large and 
fine grain structures, based on heat treatments, has proven advantageous, as shown by Mitchell et 
al. [32].  Coarse grains were developed to give good creep and fatigue crack growth resistance in 
the rim of a disc, whilst finer grains towards the bore impart optimised tensile and fatigue 
strengths.  However, single microstructure components, such as those studied here, require a 
trade-off between the two behaviours.  Recent studies [31] have shown the tendency of nickel 
based alloy to succumb to banding where a uniform grain size distribution is required.  The 
occurrence of fine grain bands may reduce creep and fatigue crack growth resistance properties 
in these regions, due to alteration of the γ'/γ phase distribution [32, 33]. 
 
2.3.2 RR1000 
 
The RR1000 alloy from Rolls-Royce plc was patented in 2000 [34].  It aims to at least match the 
merits of Alloy 720Li.  The patent includes three different compositions, but subsequent 
literature from Rolls-Royce plc [35] concentrates on the first of those specified.  The literature 
composition of RR1000 is shown in Table 2.3. 
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Microstructural characteristic RR1000 Alloy 720Li 
Average grain size (μm) 7 6 
Grain size range (μm) 3-16 2-13 
Average primary γ' size (μm) 1.8 2.0 
Primary γ' size range (nm) 0.5-6.3 0.5-6.9 
Primary γ' Vf (%) 12 19 
Average secondary γ' size (nm) 146 102 
Average tertiary γ' size (nm) 21 16 
Coherent γ' amount (%) 37 29 
Table 2.2  Microstructural characteristics of RR100 and Alloy 720Li [29]. 
 
Ni Cr Co Mo Ti Al Ta Hf B C Zr 
Bal. 15 18.5 5 3.6 3 2 0.5 0.015 0.027 0.06 
Table 2.3  Composition of RR1000 in wt.% [34, 35]. 
 
Rolls-Royce plc claim that the Co, Mo and Al levels have been optimised to reduce TCP phase 
formation below temperatures of 725°C.  Hf is an alloying addition that has not appeared in 
Alloy 720Li, and improves most of the desirable properties of the alloy due to grain boundary 
reactions [36].  In addition, crack growth resistance and other properties can be tailored in 
specific regions by a dual microstructure heat treatment.  Figure 2.12 shows a cross-section of an 
RR1000 disc with a dual microstructure.  Fine grain structures can be seen in the central portion 
of the disc (the right of the image) which gives the component adequate tensile strength.  At the 
disc edge (the left of the image), the coarse structure provides the necessary crack growth 
resistance and higher temperature capability. 
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Figure 2.12  Cross-section of an RR1000 alloy disc [35]. 
 
At higher magnifications, RR1000 has a microstructure such as that shown in Figure 2.13.  
Studies by Pang and Reed [29] place typical primary, secondary and tertiary γ' precipitate size 
and γ' volume fractions at the values shown in Table 2.2, shown in comparison to their 
assessment of Alloy 720Li.  It was found that Alloy 720Li displays smaller grain sizes with 
larger and more abundant primary γ' but smaller secondary and tertiary γ'. 
 
 
 
Figure 2.13  RR1000 microstructure showing primary γ' (white) in a matrix of γ (dark) [29]. 
 
2.3.3 Processing Routes 
 
For the materials discussed used in disc applications, the two main processing routes to produce 
final components are cast-and-wrought and powder metallurgy.  The processing route chosen is 
dictated mainly by the alloy chemistry.  The precursor to both processes is Vacuum Induction 
Melting (VIM), which allows the refinement of composition, providing a melt for subsequent 
Coarse grain 
structure 
Fine grain 
structure 
10 mm 
20 µm 
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stages.  The following sub-sections briefly discuss the subsequent cast-and-wrought and powder 
metallurgy processes to produce a metal ingot, which can then be processed into the desired 
shape by forging processes that are also described. 
 
2.3.3.1 Cast-and-Wrought 
 
Cast-and-wrought alloys long pre-date powder metallurgy alloys, and are still used today due to 
their perceived cleanliness and lower cost compared to other processing routes. 
 
After VIM, an alloy melt, such as Alloy 720Li, is still far from refined, containing high levels of 
segregation with poor mechanical integrity.  To improve these properties, the melt will go 
through vacuum arc remelting and possibly electro-slag refining stages, producing a refined 
ingot commonly referred to as a cast-and-wrought product.  However, the ingot is still not 
suitable for mechanical applications, and so it undergoes a thermo-mechanical conversion 
process known as ‘cogging’ to produce a billet with a refined grain structure and reduced 
diameter.  Forging operations are then applied to produce the desired axisymmetric cross-
sectional shape for the disc, without reducing grain size by recrystallisation.  A three-stage 
forging process is usually performed including an open-die forge to reduce the ingot thickness, 
blocking by closed-die forging to induce the appropriate cross-sectional profile, and finishing by 
a second closed-die operation [14].  Machining operations follow to produce the annular firtree 
designs used to locate turbine blades, commonly by a process called ‘broaching’.  The main steps 
for cast-and-wrought disc production are shown in the schematic diagram in Figure 2.14. 
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Figure 2.14  The cast-and-wrought process for turbine disc manufacture [14].  
 
2.3.3.2 Powder Metallurgy 
 
Powder metallurgy (PM) processes are a more recent development, driven initially by the 
production of alloy compositions which could not be processed by conventional cast-and-
wrought stages.  Components produced by a PM route will exhibit improved property 
homogeneity due to the elimination of macrosegregation and finer grain sizes, showing improved 
fatigue characteristics in particular. 
 
PM differs from cast-and-wrought steps by operating via a powder production process.  After 
VIM, the melt is poured into a tundish through a nozzle which produces a continuous jet of inert 
gas (usually Ar) in order to atomise the melt into spherical particles of approximately 30 to 300 
µm diameter.  The powder is removed from the atomiser in a can, degassed (to limit final 
porosity) and then consolidated using either hot isostatic pressing or extrusion to produce a billet 
for subsequent forging operations described previously [14].  The main steps of the PM process 
are shown in Figure 2.15. 
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Figure 2.15  The powder metallurgy processing route for turbine disc manufacture [14]. 
 
2.3.4 Three-Dimensional Reconstruction of Nickel-Based Superalloys 
 
Quantitative analyses of γ'/γ phase distributions [37-39] have previously been limited to two 
dimensions, introducing a number of geometrical assumptions for three-dimensional estimation.  
Recent studies [40-42] have detailed serial milling techniques using focussed ion beam systems 
to tomographically reconstruct different phases.  Serial milling involves the consecutive removal 
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of slices of the studied material (potentially down to thicknesses of a couple of hundred 
microns).  Data collection over a number of successive slices using a combined focussed ion 
beam/secondary electron microscope system can yield electron back scatter diffraction (EBSD), 
electron dispersive x-ray (EDX) and secondary electron (SE) data useable for three-dimensional 
phase reconstruction, using computer-based tomography packages over large volumes (50 x 50 x 
15 µm) [43].   
 
The reconstruction of γ'/γ phase structures in three dimensions has also been demonstrated [44-
46], which allow observations of morphological aspects such as true particle shape and 
precipitate phase connectivity.  However, such examples have only produced small scale 
reconstructions of cuboidal secondary γ' phase structures within volumes of 10 x 10 x 5 µm 
approximate dimensions.  Other techniques, such as three-dimensional atom probe are also 
available [47], but are again suited to the study of small volumes. 
 
In Ni-based superalloys, EDX maps are often the most useful data used to reconstruct γ' phase, 
because the chemistry differs between γ' phase and the γ matrix.  With other groups of alloys, 
EBSD data can be used in the same way by segmentation (the selection of desired phases) based 
on different crystal structures.  However, in this instance, γ' and γ phases produce almost 
identical EBSD patterns meaning differentiation between the two is impossible with current 
systems.   γ  phase is a Ni-based solid solution and displays a face-centred cubic structure, whilst 
γ' phase is an intermetallic phase displaying a L12 structure (in the form Ni3Al), with below 1% 
mismatch between the two, resulting in the difficulty in phase differentiation.  Combination of 
EDX and EBSD data allows the discernment of phases from EDX with increased grain shape 
accuracy provided by EBSD, whilst also allowing distinction between coherent phases with EDX 
that would not be identified solely using EBSD. 
 
2.4 Review of High-Temperature Oxidation and Hot Corrosion 
 
With such hostile conditions present in the turbine section of engines it is necessary to consider 
the effects of oxidation and corrosion mechanisms on the materials in use at high temperature.  
Oxidation processes are relatively well-known, but hot corrosion mechanisms  have only more 
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recently been understood.  The occurrence of hot corrosion was first observed in the early 1970s.  
Since then, knowledge of the topic has grown but is still incomplete.  One aim of this thesis is to 
add to the understanding of hot corrosion.  This section will look at hot corrosion mechanisms in 
more detail, but first, an understanding of high-temperature oxidation is beneficial. 
 
2.4.1 High Temperature Oxidation 
 
Some level of oxidation resistance is imperative to all modern superalloys.  Increasing operating 
temperatures result in areas of the engine, such as turbine discs, being exposed to conditions 
where oxidation is more of a consideration.  Pure metals follow a predictable model of oxide 
layer growth based on some assumptions provided by Wagner [48].  However, alloy oxidation is 
more complex.  Wagner again offers literature on this subject [49], grouping oxidation 
mechanisms for alloys into two types: 
• A noble parent metal with alloying additions of a more basic nature; 
• A base parent metal with base alloying additions. 
 
With the first of these situations, an alloy can be considered as a two component system with a 
noble parent metal, A, and an alloying addition, B (e.g. Ni (A) alloyed with small additions of Zn 
(B)).  Figure 2.16 shows schematic cross-sections of an A-B type alloy.  The noble parent metal 
will not react with atmospheric oxygen, but if it is soluble to oxygen internal oxidation of 
element B will occur at low concentrations of B (Figure 2.16(a)).  Above a critical concentration, 
NB(crit),  an outward flux of B results in a continuous surface layer of BO to form (Figure 
2.16(b)). 
  
(a) (b) 
Figure 2.16  Schematic cross-section and concentration profiles for oxidation of a noble metal, A, alloyed with a 
reactive metal, B, (a) below NB(crit) and (b) above NB(crit) [50]. 
 
In the more general case of Figure 2.17, the base parent metal has a similar reactivity to the 
alloying additions.  However, it is often the case that an oxide of one element is more stable than 
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the oxide of another.  If oxides AO and BO, exist where BO is more stable, A would represent 
Ni and B would represent Cr, Al, Ti etc.  With low additions of B the oxide AO will form, and 
assuming this layer is permeable, internal BO will also be produed.  Beyond the critical 
concentration of B, an external BO layer forms in favour of the less stable AO.  This is known as 
“selective oxidation”.  In reality, some AO will form before a continuous BO layer is able to 
stabilise (known as the “transient stage”).  Figure 2.16(b) shows the desired situation in terms of 
forming a protective surface layer.  However, from the concentration profile, it can also be seen 
that the formation of a BO layer depletes the underlying material in B allowing AO more chance 
to form.  AO may therefore become the dominant component of the oxide layer over time.  The 
length of time this takes depends on factors such as temperature, specimen size and especially 
diffusivities of the scale and alloy.  The best protection is provided by oxides with very low 
diffusivities, such as alumina or chromia (alumina being more effective).  Anything that acts to 
expose the underlying material to external oxygen will speed up the transition to an AO 
dominated morphology.  Mechanical surface damage from erosive particles or cracking or 
spalling due to stresses will hasten this process.  Therefore, this is particularly relevant to 
turbines, which undergo demanding thermal cycles.  If surface cracking occurs (which can occur 
through cyclic oxidation due to thermal expansion mismatch between oxide and substrate [50]), 
the element being selectively oxidised must produce more oxidation product to reform the 
continuous layer.  Over time this depletes the matrix in this element so other, less effective, 
additions begin to be selectively oxidised, gradually covering more and more of the surface and 
contributing to a loss in protection [12, 51]. 
 
  
(a) (b) 
Figure 2.17  Schematic cross-section and concentration profiles for oxidation of an A-B alloy with a where BO is 
more stable than AO, (a) below NB(crit) and (b) above NB(crit) [50]. 
 
The two most common additions for oxidation resistance in Ni-based alloys are Cr and Al.  The 
two elements are reported to have a synergistic effect in helping forming an oxide layer [12, 51].  
For example, Cr helps Al to be selectively oxidised at low concentrations in a process known as 
“gettering”.  Directly below the surface scale of Ni(Cr, Al)2O4, chromia and alumina layers form, 
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however, alumina forms deeper into the substrate as it can be stable at the lower oxygen 
activities here.  As a continuous chromia layer forms it reduces oxygen activity further and 
means that internal alumina (i.e. below the sub-surface scales) cannot grow.  Instead Al is drawn 
to the sub-surface alumina scale where oxygen activity is higher.  This results in a continuous 
alumina layer.  In general, Cr2O3 forms and is most protective below approximately 870°C [52], 
while Al2O3 is protective up to the melting points of the alloys. 
 
Other alloying additions affect the ability for alloys to form chromia or alumina and are termed 
chromia or alumina-formers respectively.  Ni-Cr-Al and Co-Cr-Al are both reported to be 
alumina-formers during oxidation.  The effects of Mo and Ta have been reported by Pettit and 
Meier [51], whilst Ta is seen to have favourable effects on selective oxidation of Al.  In chromia 
formation, Ce is an element that reduces growth rates and increases scale adhesion [12]. 
 
2.4.2 Hot Corrosion 
 
Hot corrosion describes the attack of alloys initiated by sodium sulphates (e.g. Na2SO4).  The 
source of  Na2SO4 in engine environments is from salt ingested in marine air.  In addition to this, 
Na2SO4 can be produced from a reaction between sodium chloride (also in the sea air) and 
sulphurous oxides from the combustion fuel [53]: 
 
2HClSONaOHSO2NaCl 4223 +→++       
 
Initial studies of hot corrosion showed that attack from Na2SO4 salts occurred at high 
temperatures of around 900°C.  However, by the 1970s corrosion was found in marine and 
industrial turbines that were known to be running at a significantly lower temperature.  A second 
mechanism of hot corrosion had been found.  Hot corrosion is consequently split into two types: 
Type I and Type II, based on the order in which they were discovered.  Type I hot corrosion 
relates to corrosion at elevated temperatures between approximately 750-900°C (above which 
sulphates will be vaporised), whereas Type II hot corrosion occurs in the range 650-750°C [11, 
50, 51, 53].   
 
Equation 2.4 
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Figure 2.18 illustrates how the predicted low-temperature attack rate from extrapolated oxidation 
tests compares to the actual attack rate from hot corrosion mechanisms.  It shows a significant 
contribution from Type II hot corrosion at lower temperatures with rates far beyond those 
predicted by ordinary oxidation attack.  Thus the need for hot corrosion protection in addition to 
oxidation resistance is obvious. 
 
Figure 2.18  Sketch of a comparison of the prediction of oxidation attack extrapolated from high-temperature 
testing and Type I and Type II hot corrosion attack on a Ni-based superalloy turbine blade (after [11]). 
 
2.4.2.1 Hot Corrosion Mechanisms 
 
In the broadest sense, hot corrosion is an accelerated form of oxidation, whereby the protective 
layer formed by oxidation processes is broken down by salt-based deposits on the surface.  This 
leaves porous scales that allow catastrophic oxidation to occur.  Hot corrosion progresses in two 
distinct stages: initiation and propagation.  The initiation stage can last from anywhere between 
seconds to thousands of hours.  During this time the alloy can be altered by: depletion of the 
element responsible for the protective oxide by formation of sulphides; mechanical fracturing of 
the scale by thermal cycling; or mechanical straining of the substrate, each making it susceptible 
to attack [52].  The end of the initiation stage is signalled by the penetration of the salt through 
the oxide scale.  The underlying, depleted alloy is then exposed to oxidation attack in areas 
where no protective oxide can be formed.  The mechanisms of propagation are numerous, 
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depending on the alloy and exposure conditions.  One method is a sulphidation/oxidation 
mechanism described later.  Another principal method is by ‘fluxing’.   
 
For fluxing to occur the salt must be in a molten state.   In Type I hot corrosion, temperatures are 
high enough for the salt to become molten.  In Type II hot corrosion this happens if the solid salt 
reacts with the oxide scale to form a product with a lower temperature eutectic, allowing it to 
become liquid at lower temperatures than the original constituents.  This has been observed in 
Udimet 500, where a deposit of Na2Mg(SO4)2.4H2O was found, having a melting point of 621°C 
compared to 884°C for anhydrous Na2SO4 [11, 52].  Furthermore, fluxing requires the pH of the 
protective oxide to be suitable for formation of the non-protective product.  Different conditions 
result in either basic or acidic fluxing occurring [50, 54, 55]. 
 
It will be discussed in Section 2.5.4 how Na2SO4 deposits originate from the salty air and 
combustion fuels experienced during service.  Fluxing mechanisms derive from the following 
reaction originating from the initial Na2SO4 attack: 
 
3242 SOONaSONa +→          
 
or in ionic species: 
 
3
-22
4 SOOSO +→
−           
 
The Na2SO4 deposit can be considered to contain both a basic (Na2O or O2-) and an acidic (SO3) 
component.  In basic fluxing the oxide scale reacts with Na2O and dissolves in the salt as anionic 
species (see equation 2.6), whereas in acidic fluxing the scale reacts with SO3, dissolving as a 
cationic species.   
 
Basic Fluxing 
 
Basic fluxing can be demonstrated by observing the hot corrosion of Ni.  First a Ni oxide scale 
forms and is covered by a Na2SO4 deposit in the molten state.  The continued production of 
Equation 2.5 
Equation 2.6 
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oxide lowers the oxygen concentration in the salt, as proposed by Goebel and Pettit [56], leading 
to sulphur transport through the scale (through microcracks etc.) and sulphide formation at the 
scale-metal interface.  The source of the sulphur is from SO2 originating from the sulphate 
component of the salt: 
 
22
-2
3
-22
4 O2
1SOOSOOSO ++→+→−  
 
As the SO2 and oxygen are consumed through scale and sulphide production, the O2- 
concentration increases to maintain equilibrium, resulting in basicity.  Correspondingly, the areas 
of highest basicity occur where the SO2 is being consumed, and it is in these regions where 
nickelate ions form, according to: 
 
−− →←++ 22
2 2NiOO
2
1O2NiO   
 
More generally this is in the form: 
 
−− →←+ 22
2 MOOMO  
 
This type of reaction therefore occurs when the oxide ion concentration is larger than that needed 
to maintain equilibrium in the sulphate melt, as per equation 2.5, and so excess O2- reacts to 
break down the oxide into soluble ions, in this case nickelate ions.  These ions travel to the salt-
gas interface where the oxide ion concentration is low and the reverse reaction occurs to 
reprecipitate as NiO.  This can allow salt to penetrate the scale by lifting and cracking from 
underneath also allowing oxygen to reach the underlying sulphides to oxidise and release sulphur 
further into the alloy.  The result is a porous, honeycomb-like structure with oxygen along the 
grain boundaries, affecting the bulk alloy properties [54]. 
 
 
 
 
Equation 2.7 
Equation 2.8 
Equation 2.9 
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Acidic Fluxing 
 
In acidic fluxing, the oxide ion concentration is lower than that needed for equilibrium in the 
sulphate melt.  Therefore, the oxide simply breaks down by dissolving into the melt to produce 
more oxide ions according to: 
 
−+ +→ 22 OMMO   
 
Acidic conditions can arise from either alloy-induced fluxing, whereby acid conditions arise by 
dissolution of alloy species by reacting with Na2O, or gas phase-induced fluxing, in which acid 
conditions arise by interaction with the gas phase. 
 
Alloy-induced fluxing is the result of the dissolution of refractory metal (e.g. Mo, W, V) oxides 
in the salt (as in Equation 2.9) which subsequently lowers the oxide ion concentration.  This 
makes the salt more acidic and so to maintain equilibrium, oxides are then dissolved by 
dissociation as in Equation 2.10. 
 
Gas phase induced fluxing occurs in atmospheres of higher partial pressures of SO3, forcing 
Equation 2.9 to the left to lower oxide ion concentration and allow dissociation according to 
Equation 2.10 to proceed [54]. 
 
In contrast to basic fluxing, acidic fluxing can be self-sustaining, “since the displacement of the 
salt from stoichiometry does not become progressively more difficult as the reaction proceeds” 
[57].  This makes acidic fluxing much more severe.  Since the high oxide ion activity needed to 
form the nickelate ion can only be established early on, the reaction slows down and it is 
possible for a continuous layer of NiO to be reformed on the surface despite the underlying 
porous structure remaining.  Eliaz et al. [57] also go on to report that acidic fluxing is more 
common in superalloys with high contents of W, Mo and V, whereas basic fluxing is more 
common with alloys high in Al and Cr.  It is important to understand that both acidic and basic 
fluxing can be happening in the same alloy because different alloying elements have differing 
oxide ion concentrations at which they make the transition from one mode to the other. 
 
Equation 2.10 
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Sulphidation/Oxidation 
 
The sulphidation/oxidation mechanism of propagation is another route studied extensively.  It is 
thought that sulphur from the Na2SO4 reacts with Cr in the matrix to form Cr2S3: usually 
observed in globular form [52].  This reaction depletes the matrix in Cr, which can then be easily 
oxidised and flaked off, taking the Cr2S3 globules with it.  It has been reported by Seybolt & 
Beltran [58] that Cr sulphides are preferentially removed, with no Ni sulphide formed until 
almost all of the Cr had been reacted.  There are conflicting views as to whether or not the 
removal of these sulphides increases the oxidation rate.  Laboratory tests reveal that thick 
sulphide layers of around 10 μm show no difference between the oxidation rate of sulphide and 
alloy, but thinner layers become discontinuous very quickly and increase oxidation rates.  El-
Dashan et al. [59] report that in chromia-formers the Cr-rich sulphides are oxidised but the 
liberated sulphur does not escape through the oxide layer.  Instead the sulphur stays within the 
bulk and finds further Cr to react with, thus it is self-maintaining.  With alumina-formers the 
depletion of Cr due to the formation of Cr sulphides inhibits the production of an external Al2O3 
scale, and so Al oxidises internally.  This means that liberated sulphur can escape through the 
scale and so it is not self-maintaining, depending on the continuing internal oxidation of the 
reactive elements [52]. 
 
These mechanisms of initiation and propagation are relevant in the discussion of the two types of 
hot corrosion previously mentioned.  The melting point of the primary deposit, Na2SO4, is 
884°C, and thus the boundary between Type I and Type II corrosion can be related to this, with 
alloys undergoing Type I attack being exposed to molten Na2SO4, but alloys undergoing Type II 
attack exposed to molten eutectic solutions formed as the Na2SO4 reacts with other species. 
 
2.4.2.2 Type I Hot Corrosion 
 
Type I, or high-temperature, hot corrosion is most prevalent in turbine blade systems, which 
experience the highest temperatures over prolonged periods.  It is typified by initiation lasting in 
the order of hours.  This progresses using a basic fluxing mechanism, forming sulphides beneath 
the scale.  Chromia-formers react heavily with the basic melt, but stripping of the scale does not 
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occur for many hours.  With alumina-formers the scale does strip off more easily, but this is 
often followed by the formation of chromia, thus the initiation period is extended.  Reaction of 
Cr and Al result in the formation of a depleted region of these elements ahead of the corrosion 
front.  A schematic diagram of typical Type I hot corrosion is shown in Figure 2.19. 
 
Propagation occurs through basic fluxing and sulphidation/oxidation mechanisms, with oxygen 
and sulphide formation maintaining the basicity in the molten deposit.  Corrosion continues as 
long as sulphate is available.  Donachie & Donachie [11] suggest that alloys with Al, Cr or both, 
especially suffer from the sulphidation/oxidation mechanism described earlier.  When the 
sulphides are oxidised, SO2 gas of sufficient pressure is produced to rupture the scale, whilst also 
leaving a depletion zone beneath the former scale layer.  Whilst this propagation mode can occur 
internally in the outer zone of the bulk alloy, basic fluxing takes place in the outer portions of the 
scale [50]. 
 
Conversely, propagation of corrosion in alloys containing Mo or W proceeds by acidic fluxing.  
The oxides of these elements react to give very acidic conditions (according to Equation 2.9) and 
the corrosion process becomes self-sufficient, with the molten deposit acting as a solvent for the 
dissolution of protective oxides and the precipitation of non-protective oxides.  In this manner 
the alloy is consumed with the corrosion front moving inwards with little sulphide formation due 
to the speed of the process [50, 53, 60]. 
 
2.4.2.3 Type II Hot Corrosion 
 
Type II hot corrosion has only more recently been an issue for gas turbine disc applications.  
Previously, it had been more of a concern for marine applications which operated in a lower 
temperature range.  More recently, as increasing turbine entry temperatures have resulted in 
blade tip temperatures entering Type I conditions, turbine discs have crept into the Type II, low 
temperature, hot corrosion range. 
 
Donachie & Donachie report that laboratory studies have shown conclusively that Type II hot 
corrosion proceeds by acidic fluxing.  This is observed in both the initiation and propagation 
phases.  Initiation consists of alloy oxides reacting with the deposit to form a low-eutectic liquid 
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sulphate containing Al, Ni, Co and other refractory metal ions.  Initiation of corrosion is often 
localised and characterised by pitting attack where refractory carbides intersect with the surface.  
In addition, localised attack is observed where chlorides (from marine atmospheres) become 
trapped in scale cracks and crevices, altering the local deposit composition to make it more 
aggressive [57].  Meier [50] states that the initiation stage in Type II hot corrosion is not as 
severe as with Type I. 
 
Propagation occurs via a mechanism with characteristics of both alloy-induced and gas phase-
induced fluxing.  Sulphur is supplied by the combustion of fuel to produce SO2 and SO3.  Oxide 
ions are also supplied (Equation 2.6) to enable the dissolution of oxides into molten sulphates.  
Higher sulphur fuels provide higher partial pressures of SO3, which drives acidic fluxing.  Hence 
the first evidence of Type II hot corrosion came from coal-fired boilers using very high sulphur 
fuels.  Indeed, the higher partial pressures of SO3 needed for this type of corrosion is strong 
evidence that acidic fluxing is acting [11, 50].  The absence of a sulphidation/oxidation 
mechanism results in less depletion of Cr or Al as opposed to Type I hot corrosion [57], with 
minor sulphide formation close to the oxide-alloy interface.  The resulting microstructure is 
predicted to show a continuous layer rich in sulphur which forms by the coalescence of a number 
of large sulphides from the attack [61], also shown in Figure 2.19. 
 
2.4.2.4 Transitional-Type Hot Corrosion and Comparison of Mechanisms 
 
An additional hot corrosion behaviour is observed at some temperature between Type I and Type 
II hot corrosion, known as transitional-type hot corrosion, as discussed by Viswanathan [1].  
Transitional-type hot corrosion is characterised by agglomerated sulphide particles, increasingly 
interconnected in extensive networks as the transition is made from Type I to Type II 
mechanisms.  For Udimet Alloy 710, observed by Viswanathan, transitional-type hot corrosion 
occured between 718-774°C. 
 
The three hot corrosion mechanisms proposed can be seen in schematic form in Figure 2.19.  
Figure 2.19(a) shows high-temperature (above 774°C in Alloy 710), or non-layer-type hot 
corrosion, and is characterised by a protective Cr oxide scale with Cr and Ti depleted beneath 
containing sulphides of these elements.  Figure 2.19(b) shows the transitional-type hot corrosion 
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described.  Figure 2.19(c) shows low-temperature (below 718°C in Alloy 710), or layer-type hot 
corrosion, and is characterised by a continuous layer of Cr and Ti-rich sulphides with Ni and Co 
oxide remaining. 
 
(a) 
 
             
(b) 
 
 
(c) 
 
            
 
 
Figure 2.19  Secondary electron images (of Alloy 710) and schematic diagrams of the three types of hot corrosion: 
(a) Layer-type, low-temperature or Type II hot corrosion, (b) Transition-type hot corrosion, and (c) Non-layer, high-
temperature or Type II hot corrosion (all images are to the same scale) [1]. 
 
2.4.3 Introduction of Stress Conditions 
2.4.3.1 Fatigue 
 
Fatigue failure is cited by Donachie & Donachie [11] as the foremost cause of disc failure in 
turbines at temperatures below 760°C.  Failure from fatigue after a relatively low number of 
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cycles (<103) and at low frequencies is termed low-cycle fatigue (LCF).  LCF conditions are 
experienced at points of stress concentration during loading and unloading, for example during 
aircraft take-off and landing.  In turbine discs, points of stress concentration can occur at rim 
slots and bolt holes where stresses of the centrifugal loading of the blades, the body load of the 
disc, and the thermally induced load between disc rim and bore combine [11].  LCF conditions 
are also prevalent in firtree roots in turbine discs, which will be discussed in this study.  LCF is 
reviewed more comprehensively in literature compared to high-cycle fatigue (HCF) because 
HCF failures (103-108 cycle life) occur mainly due to design error leading to unwanted resonant 
vibration. 
 
Fatigue failure is commonly split into two stages similar to hot corrosion mechanisms, namely 
initiation and propagation.  Figure 2.20 shows an idealised fatigue crack growth curve.  Initiation 
of cracks can occur either at the component surface or by defects in the alloy.  The latter is 
preferable and is seen to occur at inclusions, carbide particles or other low-ductility sites in the 
microstructure.  Correspondingly, fatigue life is lengthened by the presence of finer precipitates.  
Surface initiation is more detrimental when compared to the same flaw size internally.  
Furthermore, removal of residual stresses from the surface encourages more rapid initiation [11]. 
 
 
Figure 2.20  Idealised fatigue crack curve showing three regions of differing crack growth behaviour [11]. 
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Figure 2.20 shows three regions of differing crack growth behaviour.  Region 1 represents initial 
slow crack growth rate until a steady rate is reached in region 2.  Region 2 is the range in which 
most alloys are compared for fatigue performance, although region 1 can be used also.  Region 3 
is the unstable crack growth region where cracks grow very rapidly until failure and cannot be 
used for any evaluations in performance [11]. 
 
The rate and mechanism of crack growth is not only affected by microstructure but also by 
corrosive species, as one would expect within a turbojet engine.  The combined interaction of a 
corrosive atmosphere and fatigue cycling is known as ‘corrosion-fatigue’.  It is possible to 
identify the failure mode on turbine components based on the surface chemistry of failure cracks.  
If uncontaminated, cracks would be characteristic of normal fatigue.  Traces of sulphides and the 
like would indicate corrosion-fatigue.  Contaminants such as sulphides aid crack growth by 
affecting the stress fields in the surrounding area [62]. 
 
The corrosion-fatigue process can be separated into three main stages.  The first is an incubation 
period in which a stable protective oxide is formed.  The protective oxide protects the underlying 
alloy from extensive pitting attack which would lead to crack initiation.  However, defects in the 
oxide formation can lead to the penetration of this layer, allowing corrosive species to attack the 
underlying layer.  The second stage is therefore the formation of these corrosion pits and 
subsequent micro-cracks emanating from the pits, and is termed, ‘initiation’, as described in 
regular fatigue conditions.  A transitional period follows, whereby the micro-cracks develop into 
a mechanically-propagating, environmentally-assisted crack, which eventually ends in 
component failure [63]. 
 
2.4.3.2 Fretting 
 
Fretting fatigue and wear have been encountered in many engineering assemblies experiencing 
vibrational loads.  This includes such components as cables, lugs, shafts, cranes and turbine disc 
roots.  Both types of fretting damage cause significant reductions in component lifetime and 
work in synergy with other failure mechanisms such as corrosion and fatigue phenomena [64, 
65]. 
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Fretting Wear 
 
At the outset, fretting wear should be distinguished from sliding wear.  Fretting wear is often 
considered the more damaging to a surface.  It is defined by very small movements as opposed to 
normal sliding wear, which is caused by much larger movements.  Fretting wear can lead to loss 
of clearance between components but also jamming from debris becoming strongly held in 
contact.  Identification of fretting wear can manifest itself as the formation of oxides or by sub-
surface microstructural damage.  Early observations of steel fretting was seen as red oxide 
powders being formed which initially led designers to implement corrosion solutions rather than 
anti-wear treatments.  The evidence of the sub-surface alteration of the microstructure suggests 
that fretting wear is a very high temperature mechanism [64]. 
 
Fretting wear occurs in a three-stage process.  Initially, the removal of the thin layer of oxide 
covering the surfaces ensues by mechanical wear processes.  The oxide is degraded after a few 
fretting cycles which exposes the underlying metal to contact.  From this point, the formation of 
local weld points at small asperities along the component surface begins.  This process breaks off 
particles from the surface which can then act as wear bodies on the contacting surfaces.  The 
debris that forms from this process is predominantly oxide, which generally occupies more 
volume than its originating material.  With high contact forces, common in jet engine 
environments, it is possible that the debris formed is compacted into a bed of oxide which 
exhibits a low coefficient of friction.  If this oxide layer is stable (i.e. will not break down 
further) then the onset of steady state conditions and a levelling off of the friction coefficient will 
follow.  Should the oxide continue to break down, then wear rates continue to be high.  In 
addition to wear of the material, this mechanism can lead to the other main type of fretting 
behaviour, fretting fatigue, which will be outlined next [66]. 
 
Fretting Fatigue 
 
It is the crack initiation by a fretting mechanism that defines fretting fatigue as opposed to 
normal fatigue (whereby cracking initiates by surface defects and the like).  Crack initiation by 
44 
normal fatigue will typically be dormant for 90% of component lifetime.  However, with 
initiation sites created by fretting, this stage accounts for less than 5% of the time [65, 66]. 
 
Crack nucleation and propagation mechanisms in fretting fatigue are determined by a 
combination of plastic deformation of the surface, continuing wear processes and the formation 
of new oxide.  As plastic deformation begins the nucleation of grain sized microcracks can 
occur.  If the cracks are confined to the oxide layer then additional oxide debris will be created 
which adds to wear rates, as described in the previous section.  The transition to fretting fatigue 
is defined by propagation into the bulk material.  If the crack spreads hundreds of microns into 
the bulk material then surface contact has less effect and global stresses of the component 
dominate [65].  Fatigue mechanisms would then proceed as detailed in Section 2.4.3.1. 
 
Examples of fretting fatigue were often seen in old airframe systems.  Damage was characterised 
by many individual cracks caused by fretting which alone would not cause catastrophic failure.  
However, the potential interaction of these cracks can lead to a sudden loss of structural 
integrity.  This was experienced in the Aloha Airlines accident in 1988.  It is therefore clear how 
important it is to not accelerate fatigue mechanisms by fretting initiation [65]. 
 
2.5 Influences on Attack Rate 
 
The minimisation of alloy attack in turbine discs is of critical importance in order to extend 
component lifetime.  In recent times, turbine blades are treated by applying a variety of coatings 
to lower temperature at the alloy surface.  So called thermal barrier coatings are able to lower the 
alloy temperature by up to 190°C [67].  In this section, coatings will be discussed very briefly, 
but for turbine discs their suitability is limited.  Shot peening is a method currently employed for 
improvements in fatigue life, and this process will form the majority of the discussion here, 
along with a description of methods used for assessing the effect of shot peening on alloy 
surfaces.  Comments on the alloy composition, the cleanliness of environmental conditions and 
fuel composition are also made. 
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2.5.1 Coatings 
 
Many classes of coating systems exist for modern applications.  As previously mentioned, the 
suitability of coatings for the main component feature studied, the turbine disc firtree, is limited.  
Coating systems become more difficult to implement in complex geometries as they are often a 
line-of-sight process.  Firtree geometries in particular do not allow effective coating coverage 
easily.  In addition, contact between adjacent parts (e.g. the turbine blade firtree root) renders 
coating performance as unpredictable due to the complex wear scenarios that are likely to take 
place during cycling and vibration. As such, only a brief discussion of  the following three types 
of coating system available for turbine applications will be considered: 
• Diffusion coatings 
• Overlay coatings 
• Thermal barrier coatings (TBCs) 
 
Each gives varying levels of temperature resistance and coating lifetime (in combined oxidation 
and hot corrosion conditions), which is illustrated in Figure 2.21, with TBCs being most 
effective on both counts, followed by overlays and then diffusion coatings.  
 
 
Figure 2.21  The temperature and coating life improvements given by the three main classes of superalloy coatings 
[14]. 
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Diffusion Coatings 
 
Diffusion coatings continue to be used on blades and vanes in the hottest parts of turbine 
engines, despite the advent of improved thermal barrier protection.  One or more elements are 
deposited on the alloy surface and are diffusesd into the outermost layer of the base metal.  
Deposition can be achieved through a number of methods, but commonly pack, above-the-pack 
and chemical vapour deposition (CVD) processes are used [14, 68]. 
 
Diffusion coatings are dependent on the chemistry of the alloy, which can be a limiting factor in 
the level of oxidation protection afforded by a diffusion coating [54].  With Ni-based 
superalloys, the most common form of diffusion coating is an aluminide coating, produced by 
reacting Al with the Ni in the bulk alloy to produce an outer layer of NiAl.  Despite their high 
temperature oxidation resistance, aluminides are shown to have limited resistance to hot 
corrosion.  Resistance at low temperature regimes can be provided by modification to aluminides 
by adding Pt, Cr or Si [69]. Chromising in particular provides sufficient low temperature hot 
corrosion protection, which could be useful for disc applications [68].  Platinum-aluminide (Pt-
aluminide) coatings include a thin layer of noble platinum to enhance the oxidation resistance of 
the aluminides [11]. 
 
Overlay Coatings 
 
Overlay coatings allow minor elemental additions to optimise coating performance which cannot 
be achieved through diffusion coatings.  Because diffusion coatings are based on the β-NiAl 
phase of the Ni-Al system, poor solubility of other elements (from the substrate) is observed.  
Overlay coatings overcome this by minimising interaction with the substrate, whilst possessing 
their own composition and microstructure, although some elemental interdiffusion is necessary 
for coating adhesion.  The deposition of overlay coatings is usually by plasma spraying (PS) and 
electron beam physical vapour deposition (EBPVD).  Overlays typically take the form MCrAlX, 
where M is Ni, Co or Ni/Co and X represents oxygen reactive elements such as Zr, Hf, Si and Y.  
One of the most common overlay coatings is the MCrAlY combination.    Figure 2.22 shows the 
relative oxidation and corrosion resistance of various overlay coatings compared to diffusion 
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coat aluminides. Whereas Ni-based coatings are more known for their protection against 
oxidation, Co-based overlays are recognised for their hot corrosion resistance. 
 
Figure 2.22  Comparative assessment of oxidation and corrosion assistance of high temperature coating systems 
(After [12]). 
 
During service, the coatings will form an outermost protective scale of the selectively oxidised 
elements, directly beneath which will form a layer depleted in these elements.  The original 
coating alloy composition sits beneath this and is bonded to the substrate by the interdiffusion 
zone.  Considerations towards thermal expansion coefficients must be made to maintain the bond 
to the substrate during service, and compositional changes can be made to achieve this [11, 68].  
Failure of overlay coatings more typically develops from the formation of internal sulphides and 
oxides within the coating.  Ultimately however, it is the depletion of selectively oxidised 
elements that signals coating failure [12]. 
 
Thermal Barrier Coatings 
 
TBCs protect the substrate by providing a thermal barrier, so that the temperature of the 
underlying surface is reduced by up to 190°C (but typically 150°C) compared to its outer 
surface.  The outermost, insulating layer is most commonly partially-stabilised zirconia 
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(zirconium with 6 to 8 wt.% yttria), chosen for its low thermal conductivity and coefficient of 
thermal expansion compared to the substrate [12].  This compresses cracks and stops their 
propagation.  This outer layer adheres to the substrate via an intermediate bond coat.  This is 
usually an MCrAlY overlay or Pt-modified aluminide coating [11, 67, 70]. 
 
Studies by Hamilton and Nagelberg [71], and Gurrappa [72] have shown that TBCs chemically 
react with chlorine, sulphate and vanadium (if present) in corrosive environments, rendering the 
coating in it’s usually state as unsuitable, although attempts have been made to overcome such 
problems.  Recommendations from Gurrappa [72] advise a post-laser treatment to be applied.  
This would reduce pore size in the top coat, which would otherwise provide sites for trapping 
reactive elements such as chlorine.  Efforts have been made with the development of ceria 
(CeO2), scandia (Sc2O3) and india (In2O3)-stabilised zirconia to protect against vanadium 
containing environments [73].  To overcome the temperature aspect at least, a double-layer TBC 
(DL TBC) concept has also been developed [74].  DL TBCs are able to operate at temperatures 
above the partially-stabilised zirconia (PSZ) transformation temperature due to an extra TBC 
layer which reduces the temperature of the underlying PSZ coat.  Studies [70, 75] have 
demonstrated significant improvements in life using Gd2O3-Yb2O3 doped YSZ/YSZ and 
La2Zr2O7/YSZ double layers. 
 
2.5.2 Shot Peening 
 
Fatigue failure has been widely established as a surface-dominated event.  Numerous studies 
have found that surface treatment improves the fatigue response of many materials compared to 
their original condition [76, 77]. Many more studies have shown the effectiveness of shot 
peening to impart elastic and inelastic deformation into the surface [78, 79]. 
 
Shot peening is a process whereby many hard particles (typically steel or glass beads), known as 
‘shot’, are directed towards the intended surface.  The impact of the shot induces a number of 
surface modifications.  Mechanical modifications are characterised by elastic compressive 
residual stress to some depth below the peened surface.  Compressive residual stress can provide 
resistance against high-cycle fatigue crack propagation, although resistance to crack nucleation is 
relatively unchanged.  Certain cases have observed the nucleation of crack internally beneath the 
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shot peened region where tensile stresses exist to balance the residual compressive field [80].  
Metallurgically, shot peening induces plastic strain hardening, which retards crack nucleation 
and increases the dislocation population to impede potential crack growth [81, 82].  Shot peening 
also changes the micro-geometrical surface properties of the material, which Harada et al. 
comment provides sites for fatigue crack initiation (vs. unpeened surfaces), with a reduction in 
surface roughness reducing the likelihood of fatigue crack initiation [83].   However, for the 
necessary overall fatigue life improvements, shot peening treatments are applied which reduce 
the effect of surface imperfections such as manufacturing defects or surface scratches, with 
minimal detrimental effect on bulk mechanical properties [76, 77, 84]. 
 
Although there is ample literature on the subject of the measurement of the effects of shot 
peening on alloys (which is discussed in Section 2.5.2.1), its relationship to hot corrosion rates is 
yet to be studied in detail, although some literature describes more general corrosion 
observations.  Multiple studies [85-88] have shown that shot peening increases corrosion 
susceptibility.  Zhong et al. [88] described the increase in elemental diffusivity through an Fe 
plate using a shot peening process, finding that diffusivity of Al was increased by four times by 
the presence of fine surface grains induced by shot peening.  The crystallisation of surface grains 
is described by Villegas et al. who observe formation of nano-scale grains as a result of shot 
peening, in a low stacking fault energy nickel-based alloy [87].  Shot peening is nevertheless 
desirable for its previously mentioned fatigue crack propagation resistance benefits, which 
outweigh the increase in corrosion, giving an overall improvement in fatigue life. 
 
2.5.2.1 Prediction and Measurement 
 
Numerous attempts have been made to model the residual stress effects of shot peening, most 
notably since the early 1980s.  Initial proposals by Guechichi [89] in the mid-1980s were 
improved by Khabou et al. [90] towards the end of the decade and revised again by Fathallah et 
al. [91] in 1996.  Recent model predictions for residual stress profiles have shown good 
agreement with experimental data and software packages available such as PeenstressSM [92].  
PeenstressSM is a computer-based residual stress model developed from numerous theoretical 
equation improvements such as those discussed above [91, 93, 94].  The program can be used to 
predict residual stress depth profiles for a library of materials maintained by the program’s 
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developers, Metal Improvement Company, and a variety of different shot peening conditions, 
including media, intensity, shot size and coverage [95]. 
 
Experimentally, hardness testing has been used to assess residual stresses within a microstructure 
introduced by shot peening [86, 96, 97], although x-ray diffraction techniques are now more 
widely employed [79, 98, 99].  Despite numerous measurements of residual stress to assess the 
effects of shot peening, a recent study by Guechichi and Castex [100] provides evidence that 
strain hardening and not residual stress is the primary contributor to fatigue resistance.  Such 
claims are enhanced if residual stress relaxation is considered, as shown by Evans et al. [82], 
who demonstrate that one cycle of high temperature isothermal fatigue is enough to reduce 
residual stress levels in a nickel-based superalloy by more than 50%.  More recent studies [101-
103], have highlighted the ability of electron backscatter diffraction (EBSD) data to assess strain 
hardening levels in alloys, building on use of the focussed ion beam to look more carefully at 
surface and sub-surface features [104].  Wilkinson et al. [105] go further in quantifying strain, 
using cross-correlation measurements of small shifts in EBSD patterns, to a sensitivity of 10-4.  
Deformation assessments have also been achieved with measures of an ‘image quality’ 
parameter.  Image quality describes the quality of an EBSD pattern by measuring the perfection 
of the crystal lattice in the diffracting volume.  More highly strained microstructures are prone to 
increased dislocation interference resulting in reduced image quality during data collection.  
Image quality provides a reasonable estimation of microstructural strain as shown by Yoda et al. 
[101], but the parameter is dependent on the material, absolute grain orientation and sample 
preparation of the diffracting volume.  The same paper by Yoda et al., also demonstrates an 
improved ability to measure strain differences between grains using an average misorientation 
per grain parameter.  The average misorientation per grain parameter measures orientation within 
a grain on a kernel-by-kernel basis, averaging the mismatch between adjacent kernels and 
assigning this as the average misorientation for that grain.  Another parameter, kernel 
misorientation, provides similar information, but keeps the data on a point-by-point basis rather 
than averaging for the grain, and has been used to assess irradiation-induced strain hardening 
[102].  However, to date, an EBSD technique to assess the strain hardening effects of shot 
peening has not been presented. 
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The EBSD grain misorientation parameters discussed above provide a more reliable method of 
assessing grain damage due to induced strain hardening, compared to hardness, which includes 
some contribution from residual stresses [106].  EBSD provides Eüler orientation angle data on 
every point scanned in a pre-defined area, to identify the orientation of a grain in three 
dimensions.  Grains defined within an alloy consist of many kernels (from tens to thousands) of 
data depending on grain size and scan resolution.  Individual grains within regions experiencing 
zero strain will largely display a constant orientation.  In regions subject to strain hardening, 
local orientation differences are observed within deformed grains.  Thus, deformed grain areas 
can be distinguished from unaffected grain areas in components subjected to a surface-only 
compressive strain, as in shot peening. 
 
2.5.3 Alloy Composition 
 
As expected, bulk alloy composition has a major effect on hot corrosion resistance.  Alloy 720Li 
remains to be used for the production of Rolls Royce’s Trent 500 engine, but as discussed in 
Section 2.1.4, more recent engine models, such as the Trent 800, are implementing newer alloys 
(with different alloy compositions) such as RR1000.  A brief discussion is provided here as to 
the effects of various alloy constituent elements on hot corrosion and mechanical performance. 
 
It has been stated that Cr is the most effective element at preventing Type II hot corrosion, and as 
such is a popular choice for use in coatings.  However, incorporating high amounts of Cr into the 
alloy composition has a detrimental effect on mechanical properties.  Cr levels must be at a 
minimum of 15 wt.% for sufficient hot corrosion resistance.  Alloys such as IN738, Mar-M 432 
and Alloy 710 were all designed for high strength coupled with good hot corrosion resistance 
and all contain above 15 wt.% Cr (16, 15.5 and 18 wt.% respectively).  Cr is effective because 
the oxide it forms reacts with salt deposits to form a stable Na2SO4 solute.  This stabilises the 
molten deposit in this state and therefore does not precipitate a less protective oxide in place of 
Cr2O3.  If large amounts of Cr are added to alloys however, the precipitation of deleterious TCP 
phases occurs, degrading properties such as strength and ductility of the alloy.  In the reverse 
situation, elements such as W, V and Mo greatly improve mechanical properties, but are 
damaging to the corrosion resistance.  Whilst Cr levels must be high, Al levels must stay as low 
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as 5 wt.% to allow the chromia scale to predominantly form.  Any alloy with more than 5 wt.% 
of Cr and Al will tend to form alumina instead of chromia [52, 57]. 
 
Alloying elements that increase hot corrosion resistance are numerous.  Adhesion between the 
alloy substrate and the oxide is improved by additions of cerium, lanthanum, zirconium, yttrium 
and scandium.   Yttrium also acts to reduce sulphur activity in the alloy to make protective scale 
formation easier.  Silicon, platinum and hafnium have also been shown to improve Type II hot 
corrosion resistance [52, 57, 107].  Secondary phases in the alloy microstructure can also 
accelerate hot corrosion either along phase boundaries or by selective attack of one or more 
phases [57]. 
 
2.5.4 Cleanliness of Conditions 
 
Washing of components has been proven to reduce hot corrosion considerably.  Merely using a 
plain water wash can dissolve or rinse away most deposits such as salts and other contaminants.  
Washing procedures are specific for each engine in operation, but their frequency is usually 
either before every flight or once a month, depending on the severity of the conditions 
experienced.  Attempts have been made to gauge the required wash frequency using bore scope 
inspection to monitor deposit build-up on blades. 
 
Air filtering has also been suggested to lower the content of sodium in the incoming stream of air 
to 0.008 parts per million.  This is the threshold, below which hot corrosion should not be 
initiated.  This could be achieved using air filters [57]. 
 
2.5.5 Fuel Composition 
 
The composition of fuel has a significant effect on hot corrosion attack [52].  High levels of 
impurities require operating temperatures to be reduced to avoid the formation of harmful 
products, such as vanadium liquid phases [108].  The maximum level of impurities is often 
defined as 0.2-0.6 parts per million (Na + K), 0.5 parts per million V and 1% S, but these limits 
can change if coatings are applied or if additives such as inhibitors are added to the fuel.  
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Inhibitors act to reduce corrosion rates, usually by reacting with constituents of deposits 
preferentially to stop corrosive compounds being formed.  Additives such as Mg, Cr, Ca and Ba 
have been shown to reduce corrosion rates, but only by reacting to form their own deposits on 
component surfaces [109]. 
 
High vanadium fuels can be inhibited by additions of MgO.  MgO works to react with V2O5 to 
form Mg3V2O8 vandates, which have a higher melting temperature than the products usually 
formed [57].  These vandates also have less tendency to stick to surfaces [52].  Another element 
which reduces hot corrosion, and, in particular, Type II attack, is zinc.  If added by incorporating 
into protective coatings, or by placing a zinc anode in fuel tanks, zinc can react very easily with 
the chloride ion from NaCl.  It transports the chloride to the salt-gas interface to release it as 
chlorine gas [52].  In the absence of NaCl, zinc acts to slow the dissolution reaction of alumina 
or chromia by providing an alternative source of reactive metal [109]. 
 
2.6 Summary 
 
Various aspects of Ni-based superalloys have been reviewed in order to assess the current 
understanding of the topic areas in general, with more specific topics, including hot corrosion 
mechanisms, shot peening and three-dimensional data reconstruction techniques, pertinent to the 
work that will be presented in subsequent results chapters. 
 
A consideration of the jet engine as a whole was presented, which highlighted the extreme 
conditions that the components to be studied are subjected to during service, and where they are 
situated in the specific engines of interest (Trent 500 and 1000).  In addition, two materials, 
Alloy 720Li and RR1000, have been reviewed, in terms of the mechanical and microstructural 
properties of each.  A description of three-dimensional data collection methods has been 
discussed, which will prove relevant in the presentation of results.  A brief description of turbine 
disc processing routes was also provided.  A review of oxidation and hot corrosion mechanisms 
followed, from the basic observable characteristics of each mechanism type through to more 
detailed equations of each step and their implications for different alloy classes.  Moreover, an 
overview of the influence of additional stress conditions (e.g. fatigue and fretting) was given.  
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The final section reviewed possible influences on the rate of fatigue/corrosive attack, including, 
in particular, shot peening which is described as a commonly-used surface treatment to improve 
fatigue crack incubation time, although little understanding in the literature is exhibited towards 
it’s influences on corrosion rates. 
 
The review of literature is useful in the discussion of results.  Prior to this however, the following 
chapter specifies the experimental methods used in order to collect and present data. 
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3 Experimental Procedure 
3.1 Introduction 
 
This research programme initially focused on characterising a number of Ni-based superalloy 
materials from turbine discs supplied by Rolls-Royce plc, which had been subjected to service 
conditions.  The differences in service conditions were used to determine how different variables 
were affecting the observed microstructure and chemistry. 
 
Sample preparation was also carried out using a combination of cutting and polishing equipment 
and also the combined focused ion beam/field emission gun-scanning electron microscope 
(FIB/FEGSEM) beam for various specialised sample preparations.  Analyses were performed 
using the field emission gun scanning electron microscope (FEGSEM), FIB/FEGSEM and 
transmission electron microscope (TEM), yielding images and chemistry of features using 
energy dispersive x-ray analysis (EDX), as well as crystallographic data by electron backscatter 
diffraction (EBSD), analysed using appropriate software packages.  These tools worked together 
to create a detailed picture of the microstructure and chemistry of specimens, ultimately in three 
dimensions, to identify corrosion and subsequent failure mechanisms of the alloy. 
 
3.2 Materials 
 
The majority of materials investigated were provided by Rolls-Royce plc from ex-service turbine 
discs.  Turbine discs provided were manufactured from Alloy 720Li by Udimet, details of which 
have been discussed in Section 2.3.1.  Also analysed were samples of the alloy RR1000, 
discussed in Section 2.3.2. 
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3.3 Basic Sample Preparation 
 
Samples in the study were typically analysed using electron microscopy.  Sample preparation for 
analysis involved a number of steps, not all of which were necessary with some samples.  Figure 
3.1 shows the route of samples as supplied, through to the prepared state, ready for analysis. 
 
 
Figure 3.1  Flow chart of various routes used for metallographic sample preparation. 
 
Step 1 is removal from service, and involved the disc being decommissioned and chosen as a 
disc for study by Rolls-Royce plc.  In some cases, the disc had undergone a cleaning step shown 
as step 1a.  This was achieved by immersing in alkaline and acidic solutions for 15 to 30 minutes 
periods between cold water rinsing [110].  Sets of five posts were then selected, whether cleaned 
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or not (dirty), and cut from the disc in step 2.  Step 3 then involved one post being cut from the 
five post section, using a Struers Labotom-3.  A cross-sectional slice from this post was then cut 
more precisely using a Struers Accutom-5 with a Struers Al2O3 50A13 cutting blade (for metals 
with hardness >500 HV) in step 4.  The cutting machine was operated at low cutting speeds of 
the order of 0.030-0.080 mm/min with an excess of cooling fluid (water-based), which 
minimised damage to the oxide layer and heating of the alloy.  Steps 2 to 4 are also shown in 
Figure 3.2 for a typical ex-service, firtree sample supplied.  Step 5 consisted of mounting the 
sample cross-section.  This took two routes, either step 5a, hot mounting, or step 5b, cold 
mounting.  Hot mounting had the advantage of being quick and easy to perform using 
conducting Bakelite resin (MetPrep Conducto-Mount) in an automatic mounting machine 
(Struers ProntoPress-10).  Cold mounting was nevertheless merited for its edge retention 
properties, which was useful when studying surface oxide layers.  MetPrep’s Di-Hard mounting 
kit was used for cold mounting, employing a 2 part powder, 1 part solution mix in a silicon 
mould.  Regardless of the mounting method used, the next step was grinding and polishing.  Step 
6 therefore proceeded with abrasive pads and subsequently with increasingly fine diamond 
suspensions, using the auto-polishing device (Struers TegraPol-25).  Finally, a chemical etch 
procedure with colloidal silica (Struers Colloidal Silica Polishing Solution) lasting 20 to 40 
minutes removed any remaining surface imperfections in preparation for surface dependent 
analyses such as EBSD.  The polishing programme is shown in Table 3.1, with pads, suspensions 
and approximate polishing times stated.  Step 6a was dependent on the type of mounting material 
used.  The gold-coat provides sample conduction for the electron microscopes, which required 
this property.  Therefore, gold coating was only necessary where non-conductive mounting 
material was used.  Finally, the polished sample was mounted upon a stub using conductive 
silver paste (step 7) to enable it to easily fit into the electron microscope fixtures used for 
analysis.  For EBSD analysis, samples were mounted onto a stub pre-tilted to 70 degrees, to 
ensure the sample was correctly positioned in relation to the EBSD camera within the chamber. 
 
Samples were provided in various states of sample preparation.  Some samples were provided as 
dirty sections of five posts, in which case steps 3 onwards from Figure 3.1 were necessary.  On 
other occasions, samples were provided in a non-conductive cold-mounted form, and in some 
cases pre-polished so that only steps 6a and 7 were needed.  In other cases, dirty sections were 
provided in non-conductive mounts.  When non-mounted samples were provided, subsequent 
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sliced cross-sections were mounted in conductive hot-mount wherever possible.  The results 
section provides details on the state of each of the supplied samples studied. 
 
  
 
Figure 3.2  Representation of the location of extraction for ex-service, firtree samples, representing steps 2 to 4 
from Figure 3.1. 
 
Stage Pad* Suspension* Cooling Polishing Time / 
minutes 
1 Piano 220 - Water 3 
2 Piano 600 - Water 3 
3 Piano 1200 - Water 3 
4 MD-Plan DiaP.  Plan - 12 
5 MD-Mol DiaP.  Mol - 12 
6 MD-Floc DiaP.  Nap-B - 12 
7 MD-Chem Colloidal Silica + 
 
- 30 
 
Table 3.1  Summary of the polishing programme used for Ni-based superalloy sample preparation employed on a 
Struers TegraPol-25 (*all pads and suspensions are Struers brand). 
 
More demanding sample preparation techniques were required in some cases.  TEM sample and 
three-dimensional serial sectioning data set analyses were performed via preparation techniques 
using the FIB/FEGSEM.  In these cases, the advanced preparation steps involved are discussed 
in Section 3.4.2.3, and followed the polishing preparations discussed in this section.  Another 
2 
3 
4 
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preparation technique subsequent to grinding and polishing operations was carbon replication.  
Carbon replication did not involve the use of analytical equipment, such as the FIB/FEGSEM, 
and is therefore explained in Section 3.3.2. 
 
3.3.1 Sample Notation 
 
Firtree samples have been frequently analysed throughout the various subsequent results 
chapters.  The origin of firtree cross-section was shown in Figure 3.2.  During installation into a 
jet engine, a turbine disc is fitted with blades with the male firtree roots, to fit between each pair 
of female disc firtrees.  The firtrees comprise various regions, subject to different temperature 
and stress conditions.  The lobe regions were defined in schematic form in Figure 3.3, which 
included seven regions of the lobe studied, listed below (with abbreviations commonly used): 
• Top face (TF) 
• Top sloping face (TSF) 
• End of lobe (EOL) 
• Bedding (B) 
• Edge-of-bedding (EOB) (a) and (b) 
• Notch (N) 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3  Schematic diagram showing the different lobe face notations on a firtree cross-section, where TF = top 
face, TSF = top sloping face, EOL = end of lobe, B = bedding, EOB = edge-of-bedding, N = notch. 
Lobe 2 
Lobe 3 
EOB(b) 
Lobe 4 
TF 
EOL 
EOB(a) B 
TSF 
Lobe 5 
N 
Lobe 1 
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In addition to firtrees, many other types of sample were included for the analysis presented, 
including fatigue samples and laboratory shot peened samples.  Ex-service firtree samples are 
summarised in Table 3.2, with those not having experienced jet engine service in Table 3.3.  It 
should be noted that Table 3.2 does not include examples of RR1000, as this alloy is yet to be 
employed in service.  Sample identities were used in reference to samples throughout and were 
specified in terms of the material and number of cycles the component had undergone.  Suffix 
‘ch’ indicates that the sample included a channel (a v-shaped intrusion) at the EOB location, 
suffix ‘f’ indicates the sample had a channel feature with one or more fissures (fine crack-like 
features) propagating from its tip, and suffix ‘d’ shows that the sample was dirty, i.e. the oxide 
layer developed during service remained on the sample. 
 
Table 3.4 details a number of shot peened specimens, not of firtree geometry, designed to test the 
relative effects of different shot peening parameters.  Prefixes ‘F’ and ‘R’ represent either a flat 
or round, cylinder geometry respectively, whilst the numbers represent shot intensity or shot size 
depending on the variable being changed. Table 3.5 details samples that were shot peened and 
corroded in order to assess the effect of the peening process on corrosion susceptibility. 
 
Sample ID Material Cycles Hours Operator 
A720Li-2448d Alloy 720Li 2448 19737 Emirates 
A720Li-1930f Alloy 720Li 1939 15561* South African 
A720Li-2138d Alloy 720Li 2138 18091 Emirates 
A720Li-2452ch Alloy 720Li 2452 19678* Unknown 
A720Li-2532d Alloy 720Li 2532 21010 Lufthansa 
A720Li-0 Alloy 720Li 0 0 N/A 
W-2683 Waspaloy 2683 13029 Unknown 
 
Table 3.2  A summary of the firtree samples studied, indicating the material, number of cycles, hours and the airline 
operator.  Suffixes ‘ch’ = includes a channel feature at the edge-of-bedding, ‘f’ = a channel feature with one or more 
fissures propagating from its tip, ‘d’ = sample is dirty (*denotes approximate hours based on hours per cycle from 
sample A720Li-2138d). 
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Sample ID Material Cycles Salt flux / mgcm-2h-1 
Exposure 
temperature / °C 
SOx content / 
ppm 
Applied 
stress / MPa 
A720Li-
32051 
Alloy 
720Li 
32051 0.23 700 300 670 
A720Li-
12125 
Alloy 
720Li 
12125 0 700 300 779 
A720Li-
13kN 
Alloy 
720Li 
52375 0.12 700 80 1470 
A720Li-
9.6kN 
Alloy 
720Li 
111750 0.12 700 80 1100 
A720Li-Fat Alloy 
720Li 
N/A N/A N/A N/A N/A 
RR1000-
30125 
RR1000 30125 0.25 700 300 671 
RR1000-
coarse 
RR1000 0 0 N/A 0 N/A 
RR1000-A RR1000 0 0 N/A 0 N/A 
RR1000-B RR1000 0 0 N/A 0 N/A 
 
Table 3.3  A summary of laboratory samples studied, indicating the material, number of cycles, salt exposure levels, 
exposure temperature, SOx environment and applied stress level (All A720Li samples tested and provided by 
Cranfield University, except A720Li-Fat tested and provided by Southampton University).  
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Sample ID Shot Intensity / Almen 
Shot Size / 
inches 
Shot Size / 
mm 
Shot 
Coverage 
/ % 
Specimen 
Geometry 
F4-6 4-6 0.011 0.28 200 Flat 
F5-7 5-7 0.011 0.28 200 Flat 
F6-8 6-8 0.011 0.28 200 Flat 
F7-9 7-9 0.011 0.28 200 Flat 
F8-10 8-10 0.011 0.28 200 Flat 
R1-3 1-3 0.011 0.28 200 Cylindrical 
R3-5 3-5 0.011 0.28 200 Cylindrical 
R6-8 6-8 0.011 0.28 200 Cylindrical 
R8-10 8-10 0.011 0.28 200 Cylindrical 
R70 6-8 0.007 0.18 200 Cylindrical 
R110 6-8 0.011 0.28 200 Cylindrical 
R170 6-8 0.017 0.43 200 Cylindrical 
R230 6-8 0.023 0.58 200 Cylindrical 
R330 6-8 0.033 0.84 200 Cylindrical 
RDUPLEX 8-10 then 3-5 0.023 then 
0.011 
0.58 then 
0.28 
200 then 
200 
Cylindrical 
 
Table 3.4  A summary of shot peened Alloy 720Li samples used to investigate the effects of different shot peening 
parameters on strain hardened depth.  Prefixes ‘F’ and ‘R’ represent either a flat or cylindrical geometry 
respectively, whilst the numbers represent shot intensity or shot size depending on the variable being changed. 
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Sample ID Shot Intensity / Almen 
Shot Size / 
inches 
Shot Size / 
mm 
Shot 
Coverage / % 
Specimen 
Geometry 
C0 N/A N/A N/A N/A Cylindrical 
C6-8/230 6-8 0.023 0.58 200 Cylindrical 
C6-8/110 6-8 0.011 0.28 200 Cylindrical 
C3-5/110 3-5 0.011 0.28 200 Cylindrical 
C8-10/110 8-10 0.011 0.28 200 Cylindrical 
 
Table 3.5  A summary of corroded shot peened Alloy 720Li samples used to investigate the effects of different shot 
peening parameters on corrosion characteristics.  Prefixes ‘C’  denotes that the sample has been corroded, whilst the 
numbers represent shot intensity and shot size, or in the case of ‘C0’ that no shot peening has taken place. 
 
3.3.2 Carbon Replication 
 
The process of carbon replication was achieved by carbon extraction, and was used to extract 
specific particles of interest whilst eliminating unwanted matrix phases.  For example, extraction 
of grain boundary particles allows detailed quantitative chemical analysis to be performed 
without interference from the matrix phases due to interaction volume effects (described later).  
The grinding and polishing methods described in Section 3.3 served as a precursor to this 
technique, with flat samples polished to a 1 µm finish required.  Four main steps from the carbon 
replication of grain boundary particles are shown in Figure 3.4. 
 
 
(a) (b) (c) (d) 
Figure 3.4  The carbon replication process to isolate grain boundary particles, showing steps (a) initial polished 
sample, (b) etching of the matrix to reveal grain boundary particles, (c) carbon coating, (d) carbon extraction. 
 
Polished surface with  
grain boundary particles 
Preferential etching of the  
matrix 
Carbon coating Carbon extraction 
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Beginning with the polished sample in Figure 3.4(a), the first step was to preferentially etch 
away the matrix phase.  Kalling’s No. 2 etchant (CuCl2 + HCl + Ethanol) was used to attack the 
Ni-rich phases present in Ni-based superalloys.  Etching left the grain boundary particles proud 
of the surface, as shown in Figure 3.4(b).  Etched samples were then coated with a thin layer of 
C, shown in Figure 3.4(c), using a Quorum Q150T ES Carbon Evaporator.  Prior to carbon 
extraction, a grid (with squares of approximately 2 x 2 mm in size) was cut into the coated 
surface with a razor blade so that extracted samples were small enough to place onto grids for 
TEM analysis.  The extraction stage in Figure 3.4(d) consisted of three steps, beginning with an 
electrolytic etch using 10% HCl in methanol at 5 V.  The electrolytic etch released the carbon 
layer from the substrate with the grain boundary particles adhered.  After the electrolytic etch, 
the sample was immersed in methanol to clean away the etch, followed by submersion in 
deionised water to enable the carbon replicas to float away from the sample surface.  The 
resulting carbon replicas were collected on 3 mm copper grids ready for analysis in the TEM. 
 
3.3.3 Shot Peening 
 
Shot peening is widely used to improve fatigue crack resistance.  Shot peening is a process 
whereby many hard particles known as ‘shot’, are directed towards the intended surface.  The 
impact indentations of the shot bring local plastic deformation at the surface, increasing the 
dislocation population to impede potential crack growth, and induce a compressive residual 
stress field as a result of the recovery of underlying material [81, 82, 96]. 
 
In this study, shot peening treatments were applied to Alloy 720Li samples that have had zero 
hours of exposure to corrosion or fatigue conditions.  Shot peening conditions were defined by 
the following four key parameters: 
• Shot intensity 
• Shot size 
• Shot material 
• Peening coverage 
Shot intensity was defined in terms of Almen intensity, which derived from the curvature of an 
Almen test strip exposed to the same intensity as that of the samples.  Almen strip curvature 
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increased with increased shot peening intensity.  In this study, intensities from 1-10 A (or 
Almen) were applied to different test samples.  Shot size was also altered, and was defined by a 
number relating to the shot diameter.  For example, a shot size of 110H had a shot diameter of 
0.011 inches (or 0.28 mm).  In this study, shot size ranged from 70H to 330H, where ‘H’ denoted 
a particular range of shot sizes.  The shot material can range from steel shot to ceramic beads, 
each with different impact characteristics.  In this study, steel shot was used throughout.  Shot 
peening coverage indicates how much of the material has been exposed to shot peening.  A 
coverage of 100% denotes that every point on the surface has been exposed to at least one 
impact.  In this study, 200% coverage was used throughout. 
 
3.4 Microscopy Techniques 
3.4.1 Field Emission Gun Scanning Electron Microscopy 
 
Background 
The Field Emission Gun Scanning Electron Microscope (FEGSEM) is a type of electron 
microscope that images via a high energy beam rastering across a sample surface.  Electrons 
interact with sample atoms prior to detection to yield information on surface topography, 
chemical distribution of elements and other information.  Use of a scanning electron microscope 
(SEM) allows analysis of specimens to a far higher resolution than optical microscopy.  For a 
typical 20 kV beam used in SE microscopy, resolution limits are approximately 1 nm, mainly 
limited by the spherical aberration of the electromagnetic lenses used and the finite size of the 
electron source [111].  Improvement towards theoretical resolutions is aided by the use of a field 
emission gun (FEG) source.  Compared to the traditional thermionic (W or LaB6) filament 
sourced SEMs, FEGSEMs are able to direct electrons to the sample surface in a narrower, more 
concentrated beam to give an improvement in current density of around three orders of 
magnitude compared to standard SEM.  Improved spatial resolution and signal-to-noise ratio 
result. A detailed review of SEM operation is given by Goodhew and Humphreys [112]. 
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Imaging Modes 
The SEM hosts two modes of interest for imaging: the Secondary Electron (SE) mode and the 
Backscatter Electron mode (BSE mode), defined by the different electron interactions producing 
signal from the sample.  Electrons are able to interact with sample atoms at varying depths, 
depending on their energy.  Interaction volume also depends on the characteristics of the 
specimen analysed, for example, the atomic number or the density of the sample.  Electron 
interaction volumes can be observed in Figure 3.5.  Figure 3.5 shows that secondary electrons 
possess comparably low amounts of energy (a few eV) and are released from close to the sample 
surface.  Subsequently, secondary electrons can only be detected from close to the surface and 
provide useful information on surface topography.  Higher energy electrons (used in BSE mode) 
are detected from deeper in the sample, providing information on composition, as signal intensity 
is proportional to the atomic number of the element(s) present.  Heavier elements therefore 
appear brighter in BSE mode. 
 
 
Figure 3.5  Schematic representation of interaction volumes for different electron-specimen interactions, with depth 
varying depending on many factors including analysed material [113]. 
 
Equipment 
The microscope used for FEGSEM work in this thesis was the LEO VP 1530 FEGSEM.  For the 
samples of interest, images were taken on the system at beam energies of 5 to 10 keV at working 
distances of 10 mm.  Samples analysed using this device were most commonly firtree cross-
sections with an oxide layer present.  In addition to general observations, imaging was used, for 
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Sample surface Secondary electrons 
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67 
example, to measure oxide thicknesses, which will be discussed in Section 3.5.2.  The FEGSEM 
used in this study was also equipped with an integrated EDAX Pegasus energy dispersive x-ray 
(EDX) and TSL Electron Back Scatter Diffraction (EBSD) system.  In this study, only the EDX 
portion of the combined system was used and is discussed in Section 3.4.1.1, however, EBSD 
was used in conjunction with the FIB/FEGSEM  described in Section 3.4.2. 
 
3.4.1.1 Energy Dispersive X-Ray Analysis 
 
Background 
Energy Dispersive X-Ray (EDX) analysis allows the chemical constituents of an area of interest 
to be identified.  EDX is commonly available on SEM and TEM systems, working on the 
premise of electron excitation within an atom to higher energy levels.  On returning to their 
former state, electrons release their excess energy as a characteristic x-ray.  Quantification is also 
possible to allow chemical compositions of samples to be determined, although the effects of 
electron interaction volume are an important consideration.  Interaction volume is also a major 
factor when considering spatial resolution.  Typically, the majority of x-rays are expected to be 
generated within the top 1 µm of the sample surface, using a beam energy of 20 keV.  
 
EDX analysis can be performed on single spots, but this can be taken further by automating the 
electron beam to analyse a series of points in a ‘multipoint analysis’.  Furthermore, a line scan 
can be specified whereby traces of elements across a pre-defined distance are collected.  
Extending further still, EDX possesses the ability to construct elemental maps across a two-
dimensional area.  This makes it possible to scan across a whole area to identify regions rich in 
particular elements. 
 
Equipment 
The EDAX Pegasus integrated system was fitted to the FEGSEM  for EDX data collection.  The 
Pegasus system uses a lithium-drifted silicon (SiLi) detector, protected by an Ultra Thin Window 
(UTW).  The UTW allows detection of low atomic number elements down to and inclusive of C, 
with a sensitivity of approximately 0.3 wt.%.  The SiLi detector operates by recording the 
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current pulses generated by the accumulation of electron-hole pairs through the detector body of 
Si, as a result of the photoelectron produced as the characteristic x-ray from the samples strikes 
the detector.  The size of the current pulse is therefore dependent on the energy of the incoming 
x-ray, and hence different elements are distinguished [114].  SiLi detectors required time-
consuming cooling by liquid nitrogen, which is one reason why this type of detector is becoming 
less popular, being replaced by modern silicon drift detectors, which are discussed in relation to 
the FIB/FEGSEM  in Section 3.4.2. 
 
In this study, the EDAX system on the FEGSEM was used for various spot analyses of sub-
surface particles in ex-service samples, and for mapping elemental distributions at surface oxide 
cross-sections.  The EDAX system ran in conjunction with EDAX Genesis software, which 
allowed recording and saving of quantitative spot analysis and qualitative elemental distribution 
map data. 
 
3.4.2 Combined Focused Ion Beam / Electron Beam Microscopy 
 
Background 
The combined Focused Ion Beam/FEGSEM (FIB/FEGSEM) has been noted for its functional 
versatility since its establishment in the mid 1990s.  As the description suggests, the 
FIB/FEGSEM contains both an electron beam and an ion beam.  Together, the beams can be 
used for imaging, milling and deposition applications. 
 
Whilst the electron beam interacts with the top 1-2 µm of a surface, the ion beam is typically 
limited to two orders of magnitude less (although this is materials dependent).  This is due to the 
comparatively large size and mass of the Ga+ ions compared to electrons (20,000 times larger 
and 130,000 times heavier), which also means that ion beam exposure is destructive.  Imaging is 
typically performed at lower ion beam currents (~30 pA) to limit surface damage and optimise 
image resolution. 
 
Ion beam-induced imaging uses two mechanisms to produce contrast in images, known as 
conductivity contrast and channelling contrast.  Conductivity contrast is produced when local 
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positively charged ions are left on the surface from the ion beam, subsequently attracting the 
secondary electrons emitted for detection back to the surface to reduce the measured signal.  
Signal reduction results in image contrast, which in conductivity contrast can be useful for the 
imaging of grain boundary species such as carbides.  Channelling contrast describes the variation 
in signal due to the penetration of the ion beam into the sample.  In areas of higher penetration, 
fewer secondary electrons are generated, again resulting in a loss of signal.  Penetration is highly 
dependent on crystal orientation, and so channelling contrast is useful for revealing grain 
microstructures. 
 
Equipment 
Throughout this study the FIB/FEGSEM used was the FEI Nova 600 Nanolab.  The Nova 600 
Nanolab used a gallium liquid metal ion source which is exposed to the specimen via an aperture 
strip, which ranged from 1 pA to 20 nA.  A number of detector options were available.  The 
Everhart Thornley detector (ETD) allowed the electron column to be used as a standard SEM 
much like the LEO VP 1530 described in Section 3.4.1.  A solid state backscatter mode allowed 
electron beam images to be taken with improved atomic number (Z) contrast by measuring 
backscatter electron emission (Z dependent).  As described earlier in this section, the ion beam 
allowed ion beam-induced secondary electron images to be taken, to yield differing contrast in 
images compared to the SE imaging described in Section 3.4.1.  The FIB/FEGSEM also housed 
a number of gas injectors including a Pt deposition needle, an insulator enhanced etch (IEE) and 
a selective carbon etch (SCE).  The Nova 600 Nanolab was equipped with a combined EDX 
(discussed in Section 3.4.1.1 and Section 3.4.2.1) and EBSD (to be described in Section 3.4.2.2) 
capability.  In subsequent sections, sample preparation and analytical techniques are described 
that are only available by virtue of the combined attributes of the FIB/FEGSEM device. 
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3.4.2.1 Energy Dispersive X-Ray Analysis 
 
The background to this technique can be found in Section 3.4.1.1. 
 
Equipment 
 
The Nova 600 Nanolab used in this study was fitted with EDAX Apollo XL Silicon Drift 
Detector (SDD) for EDX analysis.  Compared to the SiLi detector installed on the LEO VP 1530 
FEGSEM (described in Section 3.4.1.1), the SDD detector of the FIB/FEGSEM gave higher 
count rates, larger collection angles and was Peltier-cooled rather than requiring a liquid nitrogen 
cooling system.  The EDAX SDD used was 30 mm2 in size, which contained a series of 
concentric rings designed to measure the energy of an incoming photon based on the amount of 
ionisation in the detector material.  Data were stored and saved by the EDAX Genesis software, 
which allowed collection of point analyses and elemental distribution maps, each of which were 
used in this study to assess oxide cross-sections and alloy phase distributions.  EDX on the 
FIB/FEGSEM system was also an integral part of the combined EDX/EBSD three-dimensional 
phase reconstruction techniques, described in Section 3.4.2.5. 
 
3.4.2.2 Electron Backscatter Diffraction 
 
Background 
EBSD is a technique used to obtain information on the crystallographic orientation of materials.  
EBSD originates from the inelastic scattering of a fraction of the incoming electrons.  Such 
interactions cause the formation of Kikuchi bands or lines, which are the basis of 
crystallographic orientation identification.  Figure 3.6 shows how Kikuchi bands form.  As an 
electron beam hits crystallographic planes in the specimen, it is scattered in all directions (that is, 
inelastically, radiating in a conical shape (not shown in the 2D representation of Figure 3.6)).  
This gives rise to scattered paths, A and B, which both satisfy the Bragg equation for diffraction 
on each of the nearest planes.  This is seen on the display as two parallel lines, and is repeated 
for different crystallographic planes at different positions on the display [115].  An image of a 
typical Kikuchi pattern is shown in Figure 3.7. 
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Figure 3.6  Schematic illustration of the formation of Kikuchi lines in scanning electron microscopy, where θ is the 
Bragg angle (after [115]). 
 
 
 
Figure 3.7  Backscatter Kikuchi pattern for Alloy 720Li collected at 20 keV at 1x1 binning [116]. 
 
It can be seen from Figure 3.7 that many different line pairs are present which intersect at 
different points.  Computer software used to analyse Kikuchi patterns has an impossible 
(currently) job in interpreting such complicated data, with x, y and rotational positions associated 
with each Kikuchi band.  The software therefore converts the bands into ‘Hough’ peaks.  Hough 
peaks can be visualised on a two-dimensional map with spots of high intensity described as 
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peaks.  The software is then able to identify each Kikuchi band as a peak with an x and y co-
ordinate on the maps.  The intersection of three bands in a Kikuchi pattern to form a triangle is 
known as a ‘triplet’, as shown in Figure 3.7.  In Hough peaks, three intersection bands would be 
seen as three Hough peaks in specific positions.  The software used for pattern interpretation 
contains a bank of many different phase files, each with a specification of triplets.  When 
indexing a particular point on the sample (which creates one Kikuchi pattern) to a specific phase, 
the software assesses the number of successful matches between the triplets of the Kikuchi 
pattern and the triplets specific to the phase in question, for each orientation available.  If the 
match is good, there will be many triplets matching the phase file specifications at a certain 
orientation.  The confidence of the match is quantified by Equation 3.1. 
 
 
Confidence Index (CI)= (V1-V2)
VIdeal
 
 
where V1 is the number of most successful number of matches, V2 is the number of the second 
most successful number of matches, and VIdeal is the total number of matches made to particular 
orientations. 
  
Primarily then, EBSD analysis can yield valuable data on grain orientation, commonly defined in 
terms of Eüler space, which assigns an orientation value (in degrees) in each of the three x, y and 
z dimensions.  Grain maps are produced by analysis of kernels of data containing information on 
grain orientation, using software provided by the camera manufacturers.  Kernels are to data 
what pixels are to a digital image.  EBSD data are most commonly interpreted in terms of 
‘inverse pole figure’ (IPF) maps. This assigns a particular colour for a specific orientation of a 
data point (although not every different orientation has a unique colour).  The software 
recognises separate grains based on user-specified constraints.  Typically, grains are defined by 
grain boundaries when the orientation change from one point to its neighbour is greater than five 
degrees in Eüler space.  Based on defined grain boundaries, aspects such as grain size and 
orientation spread within grains can be measured.  Grain orientation spread (GOS) data were 
used in this study to determine areas of strain hardening at the surface of components and 
Equation 3.1 
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samples exposed to shot peening.  GOS data provided the basis for the strain hardening depth 
measurement tool developed in Section 8.2. 
 
Equipment 
The EBSD data were collected using an EDAX Hikari EBSD camera, within the Nova 600 
Nanolab.  For the majority of EBSD data collection presented in this research, the Hikari camera 
collected at 258 frames per second at 5x5 binning (the frame rate can be higher at further 
reduced binning).  Binning describes the reduction of the scan point resolution in order to reduce 
collection times.  The electron beam ran at 20 kV at a current of 6.6 nA, with a 50 µm aperture 
diameter.  The data were collected and processed by EDAX’s TSL OIM Version 5 software.  
Data were output as .oim files, to yield data including grain misorientation, grain size and grain 
boundary angles. 
 
3.4.2.3 Transmission Electron Microscope Sample Preparation 
 
In the FIB/FEGSEM, the electron and ion beams can complement one another as a tool to enable 
the extraction of thin sections for TEM analysis.  The key requirement of TEM samples is 
electron transparency: samples must be less than approximately 200 nm in thickness.  Although 
TEM samples have long been prepared by electropolishing and ion milling, TEM sample 
extraction by FIB/FEGSEM allows a site-specific region to be chosen for analysis.  The TEM 
sample extraction procedure is also known as an “in-situ lift-out”, and is shown in a series of 
images in Figure 3.8. 
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(a) (b) (c) 
 
     
(d) (e) (f) 
Figure 3.8  In-situ lift-out procedure detailing key steps: (a) deposition of Pt strip, (b) milling of trenches, (c) the U-
shaped cut and lift out, (d) attachment to the TEM sample holder, (e) detachment of the micromanipulator (f) 
thinning of the cross-section to TEM transparent thickness. 
 
Figure 3.8 shows six key steps in the in-situ lift-out procedure.  In the procedure, a strip of 
platinum approximately 20-30 µm in length and 1-2 µm in width was initially deposited (Figure 
3.8(a)), to protect the area of interest from subsequent ion beam exposure.  Stepped trenches 
were milled either side of the Pt strip, using a 20 nA ion beam current, to expose the cross-
section of interest (Figure 3.8(b)).  The cross-section was cleaned and thinned using lower ion 
beam currents (5-7 nA) to remove any deposition from the cross-section of interest, should 
imaging be required at this stage.  For TEM sample preparation, thinning was important to 
ensure the subsequent U-shaped cut (Figure 3.8(c)) penetrated through the cross-section.  Figure 
3.8(c) shows a ‘ligament’ of material remaining on the right side of the cross-section.  With the 
sample still attached to the bulk sample, the Omniprobe micromanipulator was welded at the 
opposing end, using Pt deposition.  The sample was cut free from the ligament end and the 
manipulator was retracted away from the specimen with the cross-section of interest attached.  It 
was inserted again close to a TEM sample holder, shown in Figure 3.8(d).  The cross-section was 
welded to the TEM sample holder using Pt deposition once more and cut free from the 
Platinum deposition 
4 µm 
Cut trenches 
6 µm 6 µm 
Lift out 
6 µm 
Grid attachment Final thinning Detachment of probe 
6 µm 20 µm 
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manipulator (Figure 3.8(e)).  Once attached to the TEM sample holder, the sample cross-section 
could be thinned further to a desired thickness of below 200 nm, (Figure 3.8(f)), ensuring 
electron transparency for TEM analysis.  The sample grid was removed from the FIB/FEGSEM 
chamber ready for analysis in a TEM [117]. 
 
Numerous TEM sample preparations were performed in this study in order to analyse various 
site-specific areas of ex-service samples to observe oxide structure, sub-surface grain structure 
and grain boundary behaviour in the alloys. 
 
Electron Backscatter Diffraction of Transmission Electron Microscope Samples 
 
Previous sections have discussed EBSD on samples requiring significant surface preparation to a 
sub-micron finish.  EBSD can also be performed on the TEM sample extractions, within the 
FIB/FEGSEM instrument.  The TEM sample must first be removed from the FIB/FEGSEM 
chamber and attached to a pre-tilted holder suitable for EBSD (at a 70 degree tilt).  Attachment 
was achieved using conductive silver paste and careful placement to prevent damage to the 
delicate sample.  The pre-tilted sample was then placed under vacuum in the FIB/FEGSEM once 
again and EBSD collection proceeded as described in Section 3.4.2.2. 
 
3.4.2.4 Three-Dimensional Scanning Electron Microscopy 
 
Three-dimensional scanning electron microscopy (3D SEM) is a relatively new technique owing 
much to the development of accurate eucentric-tilting stages.  3D SEM is possible using a 
manually adjustable stage, but is much more time consuming.  The basic premise of 3D SEM is 
to record SE images at various stage tilts, eucentric about the image’s centre point.  By assessing 
the relative movement of features due to this sample tilting, a software package from Alicona, 
called MeX, was able to translate this into an accurate Z dimension.  Figure 3.9 demonstrates the 
principle behind 3D SEM. 
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(a) (b) 
Figure 3.9  Principle of 3D SEM using Alicona MeX Software, showing (a) variation of stage tilt about the 
eucentric point, and (b) two resulting images joining to form the final three-dimensional reconstruction. 
 
In addition to producing visually appealing movies and images, 3D SEM was also useful in 
terms of quantitative analysis.  Cross-sectional height profiles were taken along one direction on 
the surface to assess the depths of oxide features.  A typical 3D SEM model to use for surface 
profiling took approximately 30 minutes to produce, and complements the same data from a 
prepared cross-section using conventional SEM.  Although data collection speeds were not as 
fast as some surface profilometry equipment, 3D SEM possessed much higher resolution.  
Alicona’s own surface profilometer, InfiniteFocus, has a maximum lateral resolution of 400 nm 
compared to MeX which was limited only by the electron microscope on which it was used.  
Features of 100 nm were easily distinguished. 
 
3D SEM was used in this study to assess the presence of oxide fissuring (small cracks in the 
surface oxide), and involved measurement of their depth and lateral spacing. 
 
 
 
 
Eucentric 
point 
Stage tilt 
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3.4.2.5 Three-Dimensional Microstructural Reconstruction 
 
Three-dimensional computer reconstruction of features can be achieved using a series of two-
dimensional images.  Providing sufficient greyscale contrast is present between a feature of 
interest and its surroundings, computer reconstruction can be achieved with any type of input 
images, on any scale.  Such a technique has become possible in recent years due to the 
development of the dual beam FIB/FEGSEM, and the increases in computer processing power.  
The FIB/FEGSEM is required for three-dimensional microstructural reconstruction as it 
possesses the ability for slice removal using the ion beam and data collection via the electron 
beam.  A basic serial sectioning and imaging approach was used to collect consecutive SE 
images of a feature through an alloy matrix.  A more complex technique to collect EBSD and 
EDX data from consecutive slices was also employed.  Both techniques required specific sample 
preparation. 
 
Serial Sectioning and Imaging 
 
Serial sectioning describes the consecutive removal of slices using the ion beam.  Using serial 
sectioning combined with SE image collection (using the electron beam) in between each slice 
removal, a dataset consisting of consecutive slices was produced.  This method of data collection 
was only suitable for cross-sections that include sufficient contrast between features of interest in 
SE imaging, to allow a distinct greyscale threshold to be used, e.g. a dark fissure through a light 
alloy matrix. A computer script allowed the alternation between slice removal and image 
collection to be automated.  Figure 3.10 shows schematic diagrams of the slice removal and 
image collection positions within the FIB/FEGSEM chamber.  A 52° stage tilt was employed in 
order to achieve slice removal perpendicularly to the cross-sectioned face to be imaged. 
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(a) (b) 
Figure 3.10  Schematic representations inside the dual-beam chamber showing  (a) slice removal by the ion beam 
and (b) image collection by the electron beam. 
 
Serial Sectioning and EBSD/EDX Data Collection 
 
For the reconstruction of features that failed to generate sufficient contrast by secondary electron 
beam imaging, the serial sectioning process involved alternately slicing away material from the 
face of interest using the ion beam, followed by EBSD and EDX data collection with the electron 
beam, using a 180 degree stage rotation.  Collection of well aligned EDX and EBSD for three-
dimensional reconstruction relied heavily on the accuracy of the piezo-electronic stage 
movement and accompanying beam shifts used by the microscope.  The sample was mounted on 
a pre-tilted holder and was subject to a stage tilt before data collection.  An image of the internal 
set-up of the microscope chamber is shown in Figure 3.11. 
 
E-column
52°
E-column
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Figure 3.11  Chamberscope image showing the relative positions of the electron and focused ion beam columns and 
the EBSD camera and EDX detector within the FEI Nova 600 Nanolab Dual-Beam FEGSEM/FIB system. 
 
The reason for the combination of an inclined holder and stage tilt is apparent when considering 
Figure 3.12.  The sample was placed on an angled holder meaning the face of interest (in dark 
grey) is pre-tilted to 54 degrees.  Figure 3.12 shows the two different positions used to perform 
slicing (Figure 3.12(a)) and data acquisition (Figure 3.12(b)).  For collection of a series of 
secondary electron beam images the stage remained in the cutting position throughout.  In the 
cutting position, the adjacent face was perpendicular to the ion beam column allowing a slice 
thickness of 200 or 250 nm (both were used in this study in different data sets) to be removed.  
When the stage was rotated by 180 degrees, the face of interest was tilted at 70 degrees (54 
degree holder tilt plus 16 degree stage tilt) in relation to the EBSD camera, which allowed for 
optimum data collection in a combined EBSD/EDX run.  After collection, the stage was rotated 
back to the cutting position for another slice removal as the cycle repeated.  An automated script 
allowed the process to run unattended.  Positional consistency was achieved by milling fiducial 
markers within the field of view on the adjacent face which were auto-aligned by the script using 
the microscope beam shifts.  With the settings used in this study, each slice took approximetely 
50 minutes to complete. 
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(a) (b) 
Figure 3.12  Schematic representations inside the dual-beam chamber showing (a) the cutting position used for slice 
removal, and (b) the data collection position used to collect EBSD and EDX data from the face of interest. 
 
 
Edge Sample Preparation 
 
The basic sample preparation discussed in Section 3.3 served as a precursor to the steps required 
for serial sectioning and data collection sample preparation.  Figure 3.10 and Figure 3.12 
highlight the requirement for a well prepared sample edge, nearest to the electron and ion 
columns in both positions in the figures.  Grinding and polishing operations to a 1 µm finish 
were performed on the face of interest and its adjacent surface (up to step 6 in Figure 3.1).  The 
edge that these two faces formed was carefully prepared to ensure it remained as sharp as 
possible at an angle of 80 degrees.  The selection of the 80 degrees angle was found to allow 
for optimum serial sectioning over large distances.  Further sample preparation was necessary 
using the dual-beam instrument to avoid problems such as redeposition and shadowing during 
collection.  Shadowing occurs when the electron signal recorded by the EBSD camera or the x-
rays  collected by the EDX detector are impeded from reaching their target, thus creating a 
‘shadow’ in data maps of lost signal.  Obstruction of the signal can be caused by sample 
geometry or can be due to redeposition of milled material gathering in undesirable locations 
around the area of interest.  Redeposition can be controlled by milling of large trenches either 
side of the area of interest using the ion beam.  Trench milling was followed by the deposition of 
a platinum layer on the adjacent face to aid slice cutting homogeneity.  A secondary electron 
FEGSEM image of the prepared sample in shown in Figure 3.13. 
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Figure 3.13  Secondary electron FEGSEM image showing the prepared sample of Alloy 720Li ready for serial 
milling and data acquisition. 
 
Although not shown in Figure 3.13, fiducial markers were etched into the Pt layer to enable 
consistent positional accuracy as the stage repeatedly rotates between slice removal and data 
collection positions in the EBSD/EDX data collection technique (Figure 3.12).  Fiducial markers 
were not necessary for the image collection technique.  Fiducial markers took the form of two 
rings of different diameter placed next to each other, and are shown in Figure 7.25 during the 
discussion of the in-situ lift-out procedure. 
 
In-Situ Lift-Out for Three-Dimensional Data Collection 
 
For regions of a specific location (rather than anywhere on the prepared edge), an in-situ lift-out 
procedure, similar to the TEM sample preparation discussed in Section 3.4.2.3, was developed, 
and is discussed fully in Section 7.4.3. 
 
Data Collection 
 
EDX and EBSD data were collected simultaneously, where the rate of acquisition was limited by 
the EDX data collection rate to ensure chemical maps of high statistical accuracy.  EDX data 
collection was achieved using an EDAX Silicon Drift Detector Apollo XL (SDD) at an input 
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Adjacent 
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25 µm 
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count rate of 325k counts per second and a processing time of 0.5 µs.  These settings were 
optimised for the highest possible net peak intensity for Cr collection which was used to 
distinguish γ' and γ phases, present in Alloy 720Li: the material used for this analysis.  Table 4.2 
shows the expected elemental compositions of γ' and γ in Alloy 720Li, as discussed in Section 
4.2.1.  EBSD data were collected at a rate of 30 frames per second at 4x4 binning over an area 
measuring 50 x 50 µm with a step size of 0.2 µm, using an EDAX Hikari EBSD camera with a 
20 kV electron beam.  Phases were indexed to a Ni structure file. 
 
For γ' reconstruction, the primary data source used was Cr EDX maps.  In addition to the use of 
Cr EDX maps, maps from EBSD data were also generated.   Once extracted from the data, the 
consecutive slices of Cr elemental distribution maps were aligned, by a least contrast method. 
 
The method used to distinguish between γ' and γ in EDX maps was histogram thresholding 
between two predefined pixel grey values.  Section 7.3 describes the use of an electron 
simulation tool to determine the threshold pixel value.  Segmentation was performed using 
Avizo version 6.0.0 [118].  In cases of reconstruction with EBSD data maps, segmentation was 
performed by a manual selection of individual grains for each slice, rather than the automated 
volume selection possible by thresholding grey values with EDX data.  EBSD data maps (such 
as inverse pole figures) often provide unambiguous grain boundary location information, but 
these alone do not allow distinction of γ' from γ, due to the very similar crystallography of the 
two phases.  Where EBSD maps were used for phase reconstruction, EDX maps were used as a 
reference for the location of γ' and γ phases. Grain boundaries were defined in this research as an 
orientation difference greater than two degrees between adjacent data points. 
 
3.4.3 Transmission Electron Microscopy 
 
Background 
TEM is a technique routinely used to distinguish features on an atomic scale.  It works on the 
principle of analysing electron transparent samples, allowing electrons to pass through to a 
detecting screen, which displays an image that can be captured onto film or recorded by a digital 
camera.  In essence, a TEM is similar to an optical microscope in how images are produced.  
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With TEMs however, the use of electrons means glass lenses are replaced by electromagnetic 
lenses to avoid the beam being impeded [119].  It has two main imaging modes: bright field and 
dark field.  The bright field mode was used in this study, which creates an image where bright 
portions represent areas of little electron diffraction from the original beam axis.  Darker portions 
represent areas that diffract more strongly.  TEM can also be used to record diffraction patterns 
of selected areas of samples.  This mode produces a spot pattern which is interpreted to find 
which zone axes are present in the sample.  From diffraction pattern analysis, conclusions can be 
made regarding the different phases present.  
 
Where available, a scanning transmission electron microscopy (STEM) mode was used to obtain 
Z contrast images.  STEM mode uses a convergent beam, focused to a fine spot which rasters 
across the area of interest.  STEM mode can utilise bright field, dark field and high angle annular 
dark field (HAADF) detectors, the latter of which produces Z contrast by collecting non-Bragg 
satisfying electrons.   
 
This research used two TEMs: the Jeol JEM-2000FX and the FEI F20 Tecnai, which will be 
discussed. 
 
Equipment 
 
The Jeol JEM-2000FX used a W filament, thermionic electron source, operating at 200 kV for 
the work in this study.  Samples could be inserted into the TEM chamber in a single- or double-
tilt holder.  The extra tilt axis of the double-tilt holder was useful during diffraction pattern 
collection, which will be discussed in Section 3.4.3.2.  The 2000FX had a possible voltage range 
of 80-200 kV, but was used only at 200 kV in this study, for imaging and chemical analysis.  For 
image and diffraction pattern collection, the 2000FX system has an Erlanshen ES500W (Gatan) 
charged couple device (CCD) camera installed.  The 2000FX had the capacity for EDX analysis, 
which will be discussed in Section 3.4.3.1. 
 
The FEI Tecnai F20 system had a higher spatial resolution (theoretically 0.3 nm) compared to 
the Jeol 200FX, also operating at 200 kV.  The Tecnai F20 is a hybrid system capable of TEM 
and STEM.  With each use, a single-tilt holder was used to insert samples, as, although capable, 
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the Tecnai F20 was not used for diffraction pattern collection in this study.  STEM in HAADF 
mode was used regularly as a means of high resolution, Z contrast imaging.  Contrast was 
optimised in HAADF mode by adjusting the camera length between 100 mm and 490 mm.  The 
Tecnai F20 also had EDX capability, again discussed in Section 3.4.3.1. 
 
3.4.3.1 Energy Dispersive X-Ray Analysis 
 
Background 
EDX in TEM has a major advantage over EDX in SEM, based on the sample thickness of the 
analysed material.  TEM samples are typically less than 200 nm in thickness, whereas in SEM 
the sample thickness can usually be considered infinite.  The reason this is an advantage 
becomes apparent when considering the interaction volume of the electron beam with SEM and 
TEM samples, as shown in Figure 3.14.  In Figure 3.14(a), the SEM situation shows a large 
volume being analysed so that data could potentially be collected from microns into the sample, 
which is especially problematic with sub-micron features.  TEM analysis, on the other hand, has 
a much smaller analysed volume, contained within the sample thickness, for higher resolution 
analysis.  Another key difference between SEM and TEM EDX is the operating voltage.  In 
SEM the operating voltage for EDX is typically 20 kV, but for TEM the voltage is 200 kV. 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
 
Figure 3.14  An approximation of the interaction volume in an alloy to compare the analysed volume of a (a) SEM 
and a (b) TEM sample. 
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Equipment 
The Jeol JEM-2000FX had an Oxford Instruments Inca ISIS system for EDX, a SiLi detector 
system, with data processing through an integrated Inca Version 4.05 software package.  The 
system was used for numerous spot analyses of FIB/FEGSEM-prepared and carbon replica 
samples, operating at 200 kV and spot size 4 or 5. 
 
The FEI F20 Tecnai hybrid TEM/STEM system also used an Oxford Instruments Inca system in 
STEM mode for qualitative and reliable quantitative analysis.  Inca’s 350 EDX system was used 
with an 80 mm X-Max Si-drift detector, which incorporates the ability to record map scanning 
by virtue of the F20 Tecnai’s STEM capability.  In this study, the system was used mainly for 
the collection of elemental distribution maps in the sub-surface of ex-service samples and 
laboratory-aged samples.  In addition, spot analyses were also performed on these samples and 
many carbon extraction replicas.  Line scans were also performed across sub-surface grain 
boundaries for information on elemental segregation. 
 
3.4.3.2 Diffraction Pattern Interpretation 
 
Diffraction patterns are produced similarly to TEM images in terms of mechanism.  An example 
of a diffraction pattern is shown in Figure 3.15.  The spatial distribution of the spots in a 
diffraction pattern can be used to calculate d-spacings which characterise the material.  d-spacing 
calculations can be derived from measurement of ‘r’, which is the distance of the diffracted beam 
from the normal as shown in Figure 3.15 (as r1, r2 and r3) and Figure 3.16.  Figure 3.16 shows the 
electron beam being diffracted by an angle of 2θ, projected to a normal length of ‘L’ (camera 
length), onto a phosphor screen to create the spot pattern. 
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Figure 3.15  TEM diffraction spot pattern showing three measurements of ‘r’. 
 
 
Figure 3.16  Schematic diagram of beam diffraction in TEM to produce spot patterns on a phosphor screen. 
 
In the case of Figure 3.16, Equation 3.2 can be derived: 
 
L
rtan2θ =
           
Equation 3.2 
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For small angles of θ, tan 2θ ≈ 2θ, so: 
 
L
r2θ =            
 
For the beam to constructively interfere at the bright spots the Bragg angle criterion must also 
have been met.  This is specified in Equation 3.4: 
 
2dsinθnλ =            
 
where λ is electron wavelength, d is interplanar spacing of the sample crystal structure and θ is 
the angle at which the diffracting beam deviates from the normal.  n is the integral number of 
wavelengths, and is usually considered to be 1.  If sin θ ≈ θ at small angles of θ, combining 
Equation 3.3 and Equation 3.4 gives the relationship in Equation 3.5: 
 
constant  cameraLλrd ==          
 
With a known camera constant (Lλ) the sample d-spacings could then be calculated by inputting 
the measured ‘r’ distances between spots.  When a number of d-spacings were known for a 
sample they can be compared with literature values for a suspected phase to see if they matched.  
Looking more specifically, spacings and angles between spots were characteristic of different 
zone axes.  By matching these to documented [120] crystal spot patterns the structure present 
could be identified. 
 
3.5 Supplementary Techniques 
3.5.1 White Light Interferometry 
 
White-Light Interferometry (WLI) is a non-contact, three-dimensional profilometry technique, 
able to achieve sub-nanometre vertical resolution, ranging up to thousands of microns, 
quantifying surface roughness, step heights and angles, and other critical dimensions. WLI was 
Equation 3.5 
Equation 3.4 
Equation 3.3 
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used in this study to obtain measurements of surface roughness of shot peened samples, 
including complex-geometry firtrees. 
 
The operation of WLI is reliant on the superposition of light to produce interference fringes.  
This section describes the use of vertical scanning WLI, which has become more widely used as 
the processing power of computers has increased, in order to deal with the enormity of data 
necessary to produce sufficient dimensional resolution.  WLI has the advantage over laser light 
scanning of using a range of wavelengths which enable a greater dynamic range.  A schematic 
diagram of a vertical scanning white light interferometer is shown in Figure 3.17. 
 
 
Figure 3.17  A schematic diagram of a vertical scanning white-light interferometer with a piezoelectric actuator 
stage to translate the sample vertically in the direction of the optical axis [121]. 
 
The principles of operation of the interferometer in Figure 3.17 are described more adequately by 
Wyant [122] and de Groot and Deck [121].  The white light source is split by a beamsplitter to 
send one path of light to the sample through an interferometric objective lens system, and 
another towards the CCD camera detector.  With an equal path length, these two beam paths 
constructively interfere to give bright fringe patterns, detected by the CCD.  Anything to alter the 
beam path length, i.e. a sample placed on a piezoelectric actuator stage, will cause a change in 
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Beamsplitter 
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the interference patterns.  The interference patterns are analysed by a number of methods, 
including Fourier transforms and sub-Nyquist sampling [121], to calculate a relative z dimension 
for a measured point on a surface.  The data can subsequently be presented as a three-
dimensionally reconstructed model, or used for extraction of data to calculate parameters such as 
Ra and Rs for one-dimensional profiles, or Sa and Ss for two-dimensional surfaces. 
 
Equipment 
 
The device used in this study was a Zygo Newview 5000.  The Newview 5000 has a vertical 
scan range of up to 5 mm, with a scan rate of 10 µms-1.  A theoretical vertical resolution of 0.1 
nm can be achieved, although this is dependent on the interferometric objective used and require 
absolutely optimal conditions.  In the x and y axes, a lateral resolution of 0.45-11.8 µm can be 
achieved, with a field of view ranging from 0.04 mm to 17.5 mm in each dimension.  In this 
study, a standard set of conditions were used for consistency, which were a 10x objective 
aperture and a scan area of 500 x 700 µm.  Data was collected from both flat and cylindrical 
samples, and for each a standard set of data processing parameters were chosen in order to 
remove unmeasurable data points and sample form, especially in the cylindrical samples [123].  
 
3.5.2 Oxide Characterisation 
 
Oxide thickness and roughness were measured using simple image analysis tools.  ImagePro 
Plus version 5.0 was used to analyse images collected from the FEGSEM and FIB/FEGSEM.  
The software allowed measurement of an average distance between two lines drawn manually on 
the image being analysed.  To measure oxide thickness, a trace was made along the upper and 
lower surfaces of the oxide, and ImagePro Plus calculated the average distance between the two 
lines.  Roughness measurements were taken at two surfaces: the metal-oxide interface and the 
outer oxide surface.  Roughness measures were taken from the length of the line drawn across 
the image minus the width of the image.  If completely flat, the surface line would measure the 
same as the image width, and so the roughness measure is zero.  Distances measured greater than 
the image width indicated an increasing roughness with increasing value.  Methods for thickness 
and roughness measurements are demonstrated in Figure 3.18. 
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Figure 3.18  Schematic illustration of the measurements taken from the Image-Pro Plus software from which to 
derive oxide thickness and roughness measurements from for firtree cross-sections. 
 
3.5.3 Electron Path Simulation 
 
Electron interaction volumes can significantly affect the spatial resolution of EDX data from 
samples.  Especially appropriate for consideration is the collection of three-dimensional EDX 
data.  In some cases, electrons producing x-ray signals for chemical data can penetrate several 
microns into sample surfaces.  Large interaction volumes mean that the elemental presence of 
subsurface features is recorded, whilst also artificially broadening phases to greater areas than in 
reality.  To assess the effects of the electron interaction volumes experienced during collection of 
three-dimensional EDX data, the computer simulation package ‘CASINO’ (monte CArlo 
SImulation of electroN trajectory in sOlids) [124] was used to replicate the experimental 
conditions as accurately as possible.  CASINO (downloadable from 
http://www.gel.usherbrooke.ca/casino/index.html) is most adequately described by it’s full title: 
it is a Monte Carlo simulation of electron trajectories in any user-defined material.  CASINO can 
predict many thousands of electron interactions within a solid that take place when a material is 
subject to an electron beam.   
 
In this study, CASINO Version 2.42 was used, which not only included the capability to produce 
electron trajectories, but also predicted backscattered electron and x-ray signals from simple 
monolithic or multi-layered materials alike.  With the additional ability to be able to scan across 
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a boundary between two phases, this allowed, for example, the prediction of the appearance of a 
γ' phase within a γ matrix in a Ni-based superalloy, based on the x-ray output of an element that 
would distinguish the two, e.g. Cr.  In fact, CASINO was used in this study to assess the 
resolution and positional accuracy of Cr EDX data where a distinction between γ' and γ was 
required. 
 
CASINO required the specification of different parameters to best represent the conditions 
operating in the electron microscope with the sample studied, to achieve the most accurate 
simulation possible.  There were four ingredients needed in order to run a simulation: 
• A physical model 
• Microscope and simulation set-up 
• Multi-region construction specification 
• Chemical layer compositions 
 
The physical models used comprised of a number of aspects, shown in the on-screen menu in 
Figure 3.19.  The specific models used in all of the simulations performed in this chapter are 
selected in Figure 3.19.  The microscope and simulation properties menu is shown in Figure 
3.20, which invited the specification of the electron beam voltage used, the number of electrons 
to simulate, the specimen tilt and the beam radius.  The ‘Scan the beam to create an image’ 
option allowed a simulation of a scan across a feature, with additional options to set the scan 
range and step size. 
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Figure 3.19  Selection of physical model inputs via the on-screen menu of the electron simulation package, 
CASINO. 
 
Figure 3.20  Selection of microscope and simulation property inputs via the on-screen menu of the electron 
simulation package, CASINO. 
 
Multi-region construction was managed by the interface shown in Figure 3.21.  Regions of 
different chemistry or density could be constructed either as layers (horizontal region 
boundaries) or as grain boundaries (vertical region boundaries).  The thickness of each region 
was set to a specific value or to ‘Substrate’, meaning the measurement is indefinite tending to 
infinity, an example being shown in Figure 3.21.  Finally, the chemical compositions of the 
regions were specified via the menu shown in Figure 3.22.  The menu accepted any elemental 
combination with their relative proportions specified either by weight or atomic fraction.  It was 
also possible to modify material density. 
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Figure 3.21  Specification of layer or grain boundary construction via the on-screen menu of the electron simulation 
package, CASINO. 
 
Figure 3.22  Specification of region chemistry via the on-screen menu of the electron simulation package, CASINO. 
 
Once the parameters were specified, the simulation was able to produce information including 
electron trajectory distributions and simulated EDX scans across a phase boundary.  An example 
94 
of the prediction of electron trajectories is shown in Figure 3.23(a). A simulated Cr EDX trace 
across a γ'/γ boundary is presented in Figure 3.23(b). 
 
 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 
 
(b) 
Figure 3.23  CASINO output of (a) electron trajectories and (b) a Cr EDX trace across a γ'/γ boundary in a Ni-based 
superalloy. 
 
3.5.4 Image Contrast and Brightness Gradient Removal 
 
Secondary electron image collection from the serial slice-and-view technique can be subject to 
variations in contrast and brightness across the image due to shadowing effects.  Adobe 
Photoshop was used to batch process a series of operations to each image to remove contrast and 
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brightness gradient effects.  One dataset – a series of secondary electron images to distinguish a 
fissure path – in Chapter 7 required gradient adjustment.  The level of adjustment varied 
according to the shadowing characteristics of the dataset, but in this study the operations applied 
to each image were: 
 
1. Brightness increase of +30 on a horizontal gradient (with the left side affected by 0% and 
the right side affected by 100%) 
2. Brightness increase of +15 on a vertical gradient (with the top affected by 0% and the 
bottom affected by 100%) 
3. Brightness and contrast increase both of +50 over the entire image 
4. Despeckle 
 
Operations 1 and 2 removed the gradients across the images, and operations 3 and 4 were 
included to aid the three-dimensional reconstruction process by providing greater contrast 
between the feature of interest and the bulk alloy, whilst reducing noise.  Examples of a collected 
and subsequently adjusted image are shown in Figure 3.24. 
 
 
(a) (b) 
Figure 3.24  Secondary electron beam images one slice from a three-dimensional reconstruction dataset, (a) before 
and (b) after a set of image processing operations designed to improve the consistency of brightness and contrast 
across the images. 
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3.5.5 Thermodynamic Calculations 
 
By using established thermodynamic data, increasing processing power can be used to predict 
the amount and chemical composition of phases occurring at equilibrium within multi-
component systems [125].  The basis for calculation is the minimisation of the Gibbs free energy 
within the specified system.  Equilibrium is achieved when the free energy of the components is 
at a minimum.  With ten or so elements in the system and 5 or 6 phases possible, there are 
commonly 50-60 variables to consider.  Computation of equilibrium produces the stable phases 
present under the conditions (of temperature, pressure etc.) specified.  Elemental compositions of 
each phase are also determined. 
 
MTDATA [125] was the software package used for the calculation of phase equilibria in this 
study to provide an overview of phases present in the alloys studied for comparison with EDX 
observations, and also for the determination of grain boundary phases.  Additionally, the 
‘ISOPLETH’ application  was utilised.  ISOPLETH allowed the prediction of phases between a 
beginning and end composition, specified by the user.  In this study, ISOPLETH was used to 
determine the evolution of phases as an alloy became depleted in particular elements.  For the 
elements present in the alloy systems studied, the databases ‘Ni-data4b1’ and ‘Ni-data4b2’ [126] 
were used with MTDATA, which included the elements Ni, Al, Co, Cr, Mo, Ti, W, Zr, B and C.  
The phases allowed included Liquid, α, γ', γ, η, σ, M23C6, M6C, M3B2, M2B, M7C, Cr5B3 and 
Laves’ phase. 
 
3.6 Summary 
 
This chapter has detailed a range of experimental methods covering sample preparation and 
subsequent analytical techniques including SEM, EBSD, EDX, TEM and 3D profilometry which 
have been used to characterise and investigate a number of microstructural features in Ni-based 
superalloys Alloy 720Li and RR1000, presented in subsequent chapters.  Computer-based 
modelling techniques, including electron path simulation and phase equilibria calculation, have 
also been discussed, and their use in conjunction with advanced microscopy has been explained 
to provide an additional theoretical outlook. 
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4 Bulk Alloy Initial Condition and Typical Characteristics 
Resulting from  Service Exposure of Ni-Based Superalloys used 
in Jet Engine Turbine Discs 
4.1 Introduction 
 
The evaluation of the initial condition of the materials being studied is of crucial importance.  By 
benchmarking the characteristics of the virgin materials, a comparison can be made to samples 
analysed after service or laboratory exposure.  The effects of the corrosive and stress 
environments on the material can therefore be established.  In this chapter, various aspects of the 
materials Alloy 720Li and RR1000 will be assessed, including alloy chemistry, grain and phase 
characteristics, and grain boundary characteristics.  The second portion of the chapter will assess 
the chemical composition of blade and disc debris that collects on the components during 
service.  Investigating the debris builds a picture of the environment within which new 
components are exposed.  This will enable an understanding of the attack mechanism acting 
during service to be developed in subsequent chapters. 
 
4.2 Alloy 720Li 
 
Sample Overview 
 
A720Li-0 is detailed in Table 3.2, and is an example of an unexposed firtree set.  A720Li-0 has 
therefore experienced zero hours of environmental exposure and service stress.  For firtree 
production, billeted Alloy 720Li has been subjected to wrought processing (as described in 
Section 2.3.3.1) and subsequent shot peened by Metal Improvement Company (MIC) to impart 
surface strain into the alloy.  The shot peening treatment applied to A720Li firtrees is specified 
by the following conditions: 
• 6-8 A intensity 
• 110H steel shot 
• 200% surface coverage 
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where A is Almen intensity and H relates to the shot size, e.g. 110H = Ø 0.011 inches (0.28 mm). 
 
The heat treatment applied to Alloy 720Li follows the regime [27]: 
• Solution heat-treatment at 1095°C for 4 hours, followed by an oil quench 
• Stabilise at 640°C for 24 hours, followed by air cooling 
• Age at 760°C for 16 hours, followed by air cooling 
 
The heat treatment applied optimises the microstructure to yield the appropriate proportions and 
grain sizes of γ' and γ. 
 
4.2.1 Alloy Microstructural Characteristics of Alloy 720Li 
4.2.1.1 Predicted Chemistry for Alloy 720Li 
 
The MTDATA package by the National Physical Laboratory [127] was used to predict phase 
evolution in Alloy 720Li.  The databases ‘Ni-data4b1’ and ‘Ni-data4b2’ [126] were used with 
the nominal composition of Alloy 720Li provided in Table 2.1.  The phases and phase fractions 
predicted (matrix and grain boundary) are shown in Figure 4.1. 
 
  
                                     (a)                                                              (b) 
Figure 4.1  MTDATA predictions of phases for Alloy 720Li in the temperature range 250-1500°C, on (a) full scale 
(0-100 wt.%) and (b) reduced scale (0-0.4 wt.%). 
0
20
40
60
80
100
250 500 750 1000 1250 1500
W
t.%
 
T / °C 
0.0
0.1
0.2
0.3
0.4
250 500 750 1000 1250 1500
T / °C 
99 
Figure 4.1(a) shows the precipitation of matrix γ phase from cooling at 1340°C, with subsequent 
evolution of γ' phase at 1180°C.  Figure 4.1(b) gives greater detail on the minor phase 
precipitation of M23C6 and M3B2.  M3B2 precipitates at 1250°C and M23C6 forms at 1120°C.  
M3B2 and M23C6 are predominantly grain boundary phases and will be discussed in more detail 
in Section 4.2.3.  Figure 4.2 shows the mass fraction of each element for γ' and γ phases.  Table 
4.1 shows the predicted compositions of γ' and γ phases from the solution treatment temperature 
of 1095°C.  The predicted compositions of γ' and γ phases in Table 4.1 are derived from the 
MTDATA predictions illustrated in Figure 4.2. 
 
  
                                           (a)                                                                 (b) 
Figure 4.2  MTDATA prediction of mole fraction of (a) γ' phase and (b) γ phase, for Alloy 720Li in the temperature 
range 250-1500°C. 
 
Phase Ni Cr Co Mo Ti Al W B C Zr 
γ' 70.1 3.00 10.0 0.4 11.4 4.5 0.436 - - 0.029 
γ 54.0 19.7 16.1 3.6 3.2 1.92 1.48 0.001 0.009 0.030 
 
Table 4.1  Weight percentage of constituent elements for γ' and γ phases at 1095°C, derived from MTDATA 
predictions, shown in Figure 4.1. 
 
Figure 4.2 and Table 4.1 suggest the key elemental features of the γ' and γ phases.  Compared to 
γ, γ' is richer is Ni, Ti and Al, but less rich in Cr, Co, Mo, W, Zr, B and C.  The large disparity 
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between Cr content in γ' and γ will provide the basis for three-dimension phases reconstruction 
via EDX in Section 7.4.3. 
 
4.2.1.2 Observed Chemistry for Alloy 720Li 
 
EDX spot analysis on the two major alloy phases: gamma and gamma prime, was performed at 
ten different locations using the FIB/FEGSEM.  The average compositions (in wt.%) of each 
phase are shown in Table 4.2.  Note that the minor elements, specified in Table 4.1, could not be 
detected, and are therefore not included.  Minor grain boundary phases are discussed in Section 
4.2.3. 
 
Phase Ni Cr Co Mo Ti Al 
γ' 69.9 ± 0.29 5.07 ± 0.29 9.55 ± 0.13 1.05 ± 0.11 10.1 ± 0.19 4.43 ± 0.06 
γ 56.0 ± 0.14 18.2 ± 0.18 16.1 ± 0.06 3.94 ± 0.02 3.59 ± 0.07 2.14 ± 0.04 
Table 4.2  Average chemical compositions of gamma prime (γ') and gamma (γ) phases, measured by EDX spot 
analysis at ten different locations (rounding to 3 s.f. means values do not total 100 wt.%) in Alloy 720Li. 
 
Table 4.2 shows that γ' phase is richer in Ni, Ti and Al compared to γ but depleted in Cr, Co and 
Mo.  The elemental compositions in Table 4.2 match very well with those predicted in Table 4.1, 
with the small differences occurring likely due to inhomogeneous elemental distribution in the 
measured alloy. 
 
4.2.1.3 Grain Size Distribution for Alloy 720Li 
 
The grain size distribution was measured from EBSD data using computer-based software with 
the standard grain definitions described in Chapter 3.  Five areas measuring 200 x 200 µm were 
scanned, from sample A720Li-0, from which an average distribution was calculated.  The 
average grain diameter is plotted against the number fraction of total grains for Alloy 720Li in 
Figure 4.3, in addition to a map showing grain size (excluding edge grains), overlaid onto a map 
of image quality, of region 1. 
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It has been calculated that the average grain size for Alloy 720Li is 4.33 ± 3.97 µm, compared to 
the literature value of 6 µm quoted in Table 2.2.  The difference between the measured average 
grain size and the literature average grain size is probably due to process differences.  From 
Figure 4.3, it is also possible to see that the majority of grains lie in the range 2-7 µm, after 
which a linear decrease in number fraction occurs from grain diameter 7 µm upwards. 
 
 
(a) (b) 
Region Average Grain Size 
1 4.14 ± 3.42 
2 4.53 ± 4.33 
3 4.63 ± 4.11 
4 3.97 ± 3.61 
5 4.38 ± 4.38 
Average 4.33 ± 3.97 
(c) 
Figure 4.3  Grain-size distribution of five regions in sample A720Li-0, (a) displayed as a map of grain size (0 to 
100%) based on colour over a map of IQ, (b) displayed as a graph of grain diameter vs. number fraction, determined 
using an EBSD computer processing technique, and (c) calculated average grain size for each region, and overall 
average. 
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4.2.2 Two-Dimensional Banding Observations in Alloy 720Li 
 
The ‘banding’ phenomenon is a localised grain size effect that can occur in Alloy 720Li.  
Banding is seen as clusters of fine grains, often aligned along ‘bands’, and surrounded by grain 
sizes of the normal design specification.   In Alloy 720Li, banding  is thought to be caused by the 
size variation in γ' phase distribution across the alloy.  γ' pins grain growth so that in γ' lean 
areas, grains are allowed to coarsen to the required size.  In γ' rich areas, grain growth is 
restricted, and a finer grain size results.  The observation of banding is best shown by EBSD of 
an alloy cross-section.  Figure 4.4 shows an image quality EBSD map which best highlights the 
grain boundaries to give an indication of the difference in grain sizes between the banded and 
non-banded regions [128].  The average grain size in the banded regions were measured to be 
2.12 ± 1.44 µm, compared to 4.33 ± 3.97 µm for the non-banded regions calculated in Figure 
4.3. 
 
Decreases in grain size due to banding can result in high tensile, but also banding may change 
the local alloy composition due to the alteration of the γ' volume fraction, which will be 
discussed in Section 7.4.2 [128].  Although local compositional changes due to a change in γ' 
volume fraction is likely, it was found that the chemistry of the individual phases in each region 
(including grain boundary carbide composition) were unaffected. 
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Figure 4.4  An image quality map of an Alloy 720Li cross-section showing banded and non-banded regions (as 
labelled), collected by EBSD. 
 
4.2.3 Grain Boundary Characteristics of Alloy 720Li 
 
The grain boundary characteristics can be of critical importance when considering that corrosive 
attack of alloys is often promoted along these sites.  By establishing the initial condition of Alloy 
720Li grain boundaries, their role in the degradation process during service can be identified 
when looking at ex-service alloy microstructures. 
 
MTDATA can be used to extract compositional information on the phases in the alloy.  Figure 
4.5 shows the expected equilibrium composition during evolution of M3B2 and M23C6, which are 
known to be grain boundary phases, as a function of temperature. 
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                                     (a)                                                                (b) 
Figure 4.5  MTDATA phase mass fraction predictions in Alloy 720Li for the grain boundary phases (a) M23C6 and 
(b) M3B2. 
 
Together, Figure 4.5 and Figure 4.1 show that MTDATA predicts the formation of phases known 
to be grain boundary phases rich in Cr and Mo, specifically (Cr, Mo)23C6 and (Mo, Cr)6B2.  The 
presence of Cr-rich phases on grain boundaries was helpful in deducing a mechanism of 
corrosive attack, because Cr is an important element in the prevention of corrosion. 
 
4.2.3.1 Observed Chemistry by Carbon Replication 
 
To discover whether the occurrence of grain boundary species in Section 4.2.1.1 was accurate, 
and to visually observe their morphology, carbon replicas were extracted from the A720Li-0 
sample, using the technique described in Section 3.3.2.  TEM images of the extracted species are 
shown in Figure 4.6. 
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Figure 4.6  TEM images of carbon replicas of grain boundary species (labelled) from sample A720Li-0. 
 
Figure 4.6 shows the grain boundary species as dark particles against a bright background.  EDX 
analysis was performed on a selection of these particles, and it was determined that their 
chemical identity was either (Cr,Mo)23C6 or (Mo,Cr)6B2.  Sixteen different particles were 
analysed, with their chemical compositions quantified and averaged for each element.  Figure 4.7 
shows the average chemical composition for each element, compared to the predicted 
compositions of M23C6 and M6B2 by MTDATA.  It should be noted that light elements C and B 
could not be quantified adequately with the EDX system used, and so are not considered in the 
EDX analysis. 
 
 
Figure 4.7  Comparison of the chemical analysis of sixteen grain boundary particles (replicated by carbon extraction 
from sample A720Li-0) to the predicted compositions of M23C6 and M6B2 by MTDATA. 
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Figure 4.7 gives a strong indication that the grain boundary particles observed in Alloy 720Li are 
the Cr and Mo-rich M23C6 species predicted by MTDATA.  Diffraction pattern data confirmed 
M23C6 identification, as shown in Figure 4.8, which matches the indexing from TEM to 
diffraction files for M23C6. 
 
 
Figure 4.8  Diffraction patterns (with indexing) obtained from TEM from grain boundary particles in a carbon 
extraction from sample A720Li-0, confirming matching with M23C6 diffraction files. 
 
Comparison to Grain Boundaries in Banded Regions 
 
In addition, TEM analysis was undertaken on a carbon replica from a banded region of sample 
A720Li-2448d, included in Table 3.2.  A TEM image of the extracted region is shown in Figure 
4.9, which also includes a comparison of recorded chemistry from banded and non-banded grain 
boundary carbides.  It was observed that there is no significant chemical difference between 
carbide composition in non-banded and banded regions. 
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(a) (b) 
Figure 4.9  (a) Bright-field TEM image (divided into non-banded and banded regions), and (b) average chemical 
compositions collected from 10 non-banded and six banded region grain boundary particles, with error bars of ±0.5σ, extracted from a cross-section of sample A720-2448d. 
 
4.3 RR1000 
 
Sample Overview 
 
RR1000-A is detailed in Table 3.3, and is an example of an unexposed fatigue specimen.  
RR1000-A has therefore experienced zero hours of environmental exposure and service stress.  
RR1000 is produced by a powder metallurgy method as detailed in Section 2.3.3.2.  The shot 
peening treatment applied to RR1000 is specified by the following conditions: 
• 6-8 A intensity 
• 110H steel shot 
• 200% surface coverage 
 
where A is Almen intensity and H relates to the shot size, where 110H equals a steel shot 
diameter of 0.011 inches (approximately 0.28 mm). 
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The heat treatment applied to RR1000 follows the regime [129]: 
 
• Solution heat-treatment at 1120°C for 4 hours, followed by air cooling 
• Stabilise at 650°C for 24 hours, followed by air cooling 
• Age at 760°C for 16 hours, followed by air cooling 
 
The heat treatment applied optimises the microstructure to yield the appropriate proportions and 
grain sizes of γ' and γ. 
 
4.3.1 Alloy Microstructural Characteristics of RR1000 
4.3.1.1 Predicted Chemistry of RR1000 
 
The MTDATA package was used to predict phase evolution in RR1000.  The databases ‘Ni-
data4b1’ and ‘Ni-data4b2’ [126] were used with the nominal composition of RR1000 provided 
in Table 2.3.  The phases and phase fractions predicted in the temperature range 300-1500°C are 
shown in Figure 4.10. 
 
  
                                     (a)                                                              (b) 
Figure 4.10  MTDATA predictions of phases for RR1000 in the temperature range 250-1500°C, on (a) full scale (0-
100 wt.%) and (b) reduced scale (0-1 wt.%). 
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Figure 4.10(a) shows the precipitation of matrix γ phase from cooling at 1340°C, with 
subsequent evolution of γ' phase at 1160°C.  Figure 4.10(b) shows the precipitation of the minor 
phases M3B2 and M23C6.   M3B2 precipitates at 1210°C and M23C6 forms at 1200°C.  Compared 
to Alloy 720Li in Figure 4.1, RR1000 has more than double the M23C6 content, but a similar 
M3B2 content.  Figure 4.11 shows the mass fraction of each element for γ' and γ phases.  Table 
7.1 shows the predicted compositions of γ' and γ phases from the solution treatment temperature 
of 1120°C.  The predicted compositions of γ' and γ phases in Table 7.1 are derived from the 
MTDATA predictions illustrated in Figure 4.11. 
 
   
                                    (a)                                                                (b) 
Figure 4.11  MTDATA prediction of mass fraction of (a) γ' phase and (b) γ phase, for RR1000 in the temperature 
range 250-1500°C. 
 
Phase Ni Cr Co Mo Ti Al Ta Hf B C Zr 
γ' 63.9 2.68 12.6 0.789 8.28 5.09 5.26 1.30 - - 0.046 
γ 50.2 17.3 19.8 5.65 2.68 2.60 1.36 0.341 0.001 0.009 0.063 
 
Table 4.3  Weight percentage of constituent elements for γ' and γ phases in RR1000 at 1120°C, derived from 
MTDATA predictions, shown in Figure 4.11. 
 
Figure 4.11 and Table 4.3 suggest the key elemental features of the γ' and γ phases.  Compared to 
γ, γ' is richer is Ni, Ti, Al, Ta and Hf, but less rich in Cr, Co, Mo, B, C and Zr. 
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4.3.1.2 Observed Chemistry of RR1000 
 
EDX spot analysis on the two major alloy phases: gamma and gamma prime, was performed at 
ten different locations using the FIB/FEGSEM.  The average compositions (in wt.%) of each 
phase are shown in Table 4.4. 
 
Phase Ni Cr Co Mo Ti Al Ta Hf 
γ' 60.6 ± 1.93 4.4 ±1.16 11.8 ± 1.08 1.7 ± 0.32 7.0 ± 0.31 5.0 ± 0.09 6.4 ± 0.32 3.2 ± 0.09 
γ 49.5 ± 0.06 16.0 ± 0.51 19.8 ± 0.23 5.8 ± 0.33 2.9 ± 0.14 2.6 ± 0.04 2.4 ±0.15 0.9 ±0.52 
Table 4.4  Average chemical compositions (in wt.%) of gamma prime (γ') and gamma (γ) phases, measured by EDX 
spot analysis at four different locations (rounding to 3 s.f. means values do not total 100 wt.%), in RR1000. 
 
Table 4.4 shows that the γ' phase is richer in Ti, Al, Ta and Hf compared to γ but less-rich in Ni, 
Cr, Co and Mo.  There appears to be some discrepancy between the observed phase chemistry 
compared to the predicted chemistry in Table 4.3, with experimental data showing lower Ni, Co, 
and Ti, and higher Cr, Mo, Ta and Hf in γ', with only Al seemingly comparable to the literature 
values.  B, C and Zr were unable to be detected due to their small concentrations. 
 
4.3.1.3 Grain Size Distribution of RR1000 
 
Grain size distribution was measured from EBSD data using computer-based software with the 
standard grain definitions described in the Experimental Chapter.  Five areas measuring 200 x 
200 µm were scanned, from sample RR1000-A, from which an average distribution is calculated.  
The average grain diameter is plotted against the number fraction of total grains for RR1000 in 
Figure 4.12, in addition to a map showing grain size (excluding edge grains), overlaid onto a 
map of image quality, of region 1. 
 
It was calculated that the average grain size for RR1000 is 3.91 ± 2.64 µm, compared to the 
literature value of 7 µm quoted in Table 2.2.  The difference between the measured average grain 
size and the literature average grain size is likely to be due to process differences, and in this 
case, could also be due to the compositional differences (to the specification) observed in Table 
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4.4.  The RR1000 studied therefore has a smaller average grain size than Alloy 720Li.  From 
Figure 4.12, it is also possible to see that the distribution of grains is broader than in that 
observed for A720Li in Figure 4.3, with a lower number fraction of grains at the average grain 
size but a greater fraction spread between the average and approximately 10 µm. 
 
 
(a) (b) 
Region Arithmetic Average Grain 
Size / μm 
1 4.07 
2 4.16 
3 3.86 
4 3.79 
5 3.68 
Average 3.91 
(c) 
Figure 4.12  Grain-size distribution of five regions in sample RR1000-A, (a) displayed as a map of grain size (0 to 
100%) based on colour over a map of IQ, (b) displayed as a graph of grain diameter vs. number fraction, determined 
using an EBSD computer processing technique, and (c) calculated arithmetic average grain size for each region, and 
overall average. 
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4.4 Debris Occurrence by Visual Inspection 
 
Sample Overview 
 
Blade and disc debris are found on uncleaned blade roots and discs that have collected during 
service.  The disc studied was a A720Li ex-service component designated the label ‘A720Li-
2138d’ in Table 3.2, which shows details for the sample discs used.  The blade component 
studied was manufactured from CMSX-4 alloy.  The nominal composition of CMSX-4 is shown 
in Table 4.5.  
Ni Cr Co Mo Ti Al W 
Bal. 18 9.5 0.6 1.0 5.6 6.0 
 
Table 4.5  Composition (in wt.%) of CMSX-4 blade alloy. 
 
The debris has the general appearance of a brown to pink fine powder that adheres well to the 
component surfaces, but can be dislodged using reasonable force with a toothpick or some 
similar tool. An image of debris on a disc firtree is shown in Figure 4.13, alongside an SEM 
image of one flake used for EDX analysis. 
 
 
     
(a) (b) 
Figure 4.13  Disc firtree debris from sample Alloy 720Li-2138d, shown (a) in-situ and (b) in flake form under an 
SEM. 
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4.4.1 Comparison of Disc and Blade Debris 
 
Initially, a comparison of debris chemistry was made by taking samples from both the blade and 
disc firtree areas.  Figure 4.14 presents average compositions of the blade and disc debris over an 
area covering many hundreds of individual particles. Averages were taken from five different 
areas from which compositions were quantified using the EDX system on the FIB/FEGSEM. 
 
 
Figure 4.14  Comparison of chemistry from averages of five areas of debris material collected from both blade 
(CMSX-4) and disc (Alloy 720Li) samples, quantified using EDX on the FIB/FEGSEM. The difference between the 
elemental blade and disc debris compositions is represented by the green bar labelled B-D). 
 
Study of the blade and disc debris shows some basic characteristics of the material.  Figure 4.14 
shows that the disc and blade debris compositions are fairly similar, only differing significantly 
in terms of elements such as Al and Ti, which are lower in the disc debris.  This can be explained 
by the alloy composition from which the debris was collected.  Figure 4.15 shows a comparison 
of the differences in Al and Ti in the debris and also the differences in the nominal composition 
of Al and Ti of the alloy from which the debris was collected. 
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                                     (a)                                                            (b) 
Figure 4.15  Graphs of wt.% composition of Al and Ti for (a) debris and (b) alloys, for the blade and disc materials, 
with the measure of the difference shown with the green bar representing the blade composition minus the disc 
composition (B-D). 
 
Figure 4.15 shows a similar pattern occurring for both debris and alloy compositions. The disc 
has a lower Al content in its alloy and corresponding debris sample.  Similarly, the disc has a 
higher Ti content in both its alloy and debris.  This would suggest that the major differences in 
chemistry between the debris sample of disc and blade result from the underlying alloy 
composition influencing the face of the debris it is adhered to. 
 
4.4.2 Individual Constituent Identification 
 
A FIB/FEGSEM prepared TEM sample was analysed to extract chemical compositions from 
various areas of a debris flake from a disc firtree.  Images of the TEM sample are shown in 
Figure 4.16.  Table 4.6 shows chemical constituents identified from discrete individual areas in 
the sample using TEM EDX techniques. 
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Figure 4.16  TEM images of a FIB/FEGSEM-prepared TEM cross-section sample taken from a flake of disc debris 
from sample A720Li-2138d, shown in Figure 4.13, where in each case the higher magnification image is a capture 
of the selected box area to which it is connected. 
 
Identified EDX phases 
Alumina 
Calcium oxide 
Calcium sulphate 
Silica 
Table 4.6  TEM EDX phase identification of disc debris from A720Li-2138d. 
 
Analysis from TEM EDX picks out alumina, calcium oxide, calcium sulphate and silica as some 
of the phases present.  The presence of silica might be expected due to sand ingestion into the 
engine.  Calcium sulphate is more unusual.  It is not indicative of Type I hot corrosion, but 
instead is found more commonly in industrial turbines in desert conditions under platforms 
[130].  Phases within the debris such as alumina and Ni oxide may have been removed from the 
alloy’s oxide surface. 
2 µm 300 nm 
800 nm 
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The images from Figure 4.16 show an interesting debris microstructure.  TEM investigation 
suggests that there are areas which are both crystalline and amorphous in nature.  The amorphous 
material seemingly acts as ‘glue’ holding the crystalline regions together.  This was apparent 
when attempting to collect diffraction patterns, with many regions giving ring patterns indicative 
of an amorphous nature, rather than spot patterns associated with crystalline areas. 
 
4.5 Summary 
 
This chapter has provided an overview of the pre-exposure condition of Alloy 720Li and 
RR1000.  In addition, species attacking Alloy 720Li during service have been characterised in 
order to give an understanding of the environment within which the materials studied are 
exposed. 
 
The observed γ'/γ phase chemistry of Alloy 720Li matched closely to the compositions predicted 
by thermodynamic calculation.  However, the average grain size of the material studied was 
lower than the size quoted by material specification, most probably due to processing 
differences.  Processing also appears to have induced banding in the material, seen as regions 
exhibiting grains of approximately 50% of the diameter of grains in non-banded regions.  M23C6 
was predicted in Alloy 720Li and observed along grain boundaries. 
 
The observed γ'/γ phase chemistry of RR1000 was less similar to predicted compositions than in 
the case of Alloy 720Li, with significant differences in all elements apart from Ti.  The average 
grain size of the RR1000 alloy studied was also lower than the specification, again, probably due 
to processing differences. 
 
The study of debris from ex-service components identified alumina, calcium oxide, calcium 
sulphate and silica as some of the phases present, with elemental differences observed between 
the blade and disc debris attributed to their respective parent alloy compositions. 
 
The next chapter will study the microstructures of exposed samples of the alloy, using the pre-
exposure samples in this chapter as a comparator. 
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5 Exposed Condition of Alloy 720Li used in Jet Engine Turbine 
Discs 
5.1 Introduction 
 
The virgin characteristics of the alloy were established in Chapter 4, and therefore samples have 
been analysed in this chapter to determine the effects of service.  Analysis initially investigated 
the characteristics of the surface oxide layer formed.  An investigation into “edge-of-bedding” 
(EOB) channel formation and fissure occurrence in an ex-service alloy firtree component with 
it’s interaction with the strain hardened depth (SHD) induced by shot peening is also discussed.  
The implications of alloy fissuring are major.  Fissuring can lead to detachment of firtree lobes 
which can potentially lead to blade release and engine shutdown.  By understanding the 
processes occurring around such features, a mechanistic understanding can be developed.  
Understanding is also developed by specifying the conditions under which the components are 
subjected.  Having already identified the chemical constituents of the attacking debris in Chapter 
4, this chapter discusses the determination of the loading levels of corrosive species and stress 
levels through the observation of the oxide characteristics of laboratory-tested EOB channel 
reproductions. 
 
5.2 Oxide Observations in Alloy 720Li 
 
The oxide layer was characterised to observe whether there were any structural and/or chemical 
differences at the various faces of the lobe.  Data were collected in terms of thickness, roughness 
and chemistry around the lobe of study. The lobe studied in this case was lobe 1 of a cross-
sectional slice of the A720Li-2448d sample disc. 
 
Sample Overview 
 
The sample A720Li-2448d is an ex-service disc, detailed in Table 3.2.  The disc was taken from 
a Trent 500 operated by Emirates.  In its lifetime it had experienced 2448 cycles over 19737 
hours of service.  The ‘d’ in the code name denotes the disc was received in a dirty condition (i.e. 
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it had not been cleaned), with its oxide layer remaining from service.  The disc had no evidence 
of fissuring into the bulk alloy beneath the oxide layer. 
 
The second sample analysed in this chapter is A720Li-2138d, taken from a Trent 500 also 
operated by Emirates.  Samples A720Li-2448d and A720Li-2138d are expected to have 
experienced similar service conditions.  Sample A720Li-2138d is also detailed in Table 3.2. 
 
To provide an example of a typical Type II hot corrosion morphology, sample W-2638 was also 
included in this study.  Sample W-2638 was manufactured from Waspaloy by Haynes 
International Inc. [131].  Waspaloy possesses a much larger grain size than Alloy 720Li (by an 
order of magnitude), but with a similar chemistry, as shown in Table 5.1.  The alloy has been 
generally succeeded by newly developed materials such as Alloy 720Li and RR1000, with the 
need for improved machineabilty being a contributing factor.  The Waspaloy component studied 
is a high pressure compressor disc section, for which oxide observations are included merely for 
a representation of Type II hot corrosion oxide morphology. 
 
Ni Cr Co Mo Ti Al Fe Mn Si Cu B C Zr 
Bal. 19 13.5 4.3 3 1.5 2* 0.1* 0.15 0.1* 0.006 0.08 0.05 
Table 5.1  Composition of Waspaloy in wt.% (*maximum) [131]. 
 
5.2.1 Oxide Characteristics of an Ex-Service Alloy 720Li Firtree Lobe 
 
Oxide characteristics were observed around six different areas of the sample, as specified in 
Section 3.3.1 (TSF, TF, EOL, B, EOB, N).  Oxide thickness and roughness measurements were 
performed using ImagePro Plus (as specified in Section 3.5.2.).  Figure 5.1 shows a comparison 
of studied images from the top face and bedding face, from which the measurements are 
calculated. 
  
119 
  
(a) (b) 
Figure 5.1  FEGSEM images analysed in Image-Pro Plus to measure oxide thickness and roughness at the (a) top 
face and (b) bedding face of sample A720Li-2448d, lobe 1. 
 
5.2.1.1 Oxide Thickness 
 
Figure 5.2 shows maximum, minimum and average thicknesses of the oxide at the six different 
regions defined in Section 3.3.1.  The average measurement is based on an average of at least 
three images of 30 µm width, taken at separated intervals of 250 µm within the regions specified. 
 
4 µm 4 µm 
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Figure 5.2  Graph showing maximum, minimum and average oxide thicknesses at each face on lobe 1 of a A720Li-
2448d cross-section. 
 
Figure 5.2 shows the notable differences in oxide thickness apparent in each of the lobe regions.  
The highest value of thickness is measured at the end of lobe location, where it is probable that 
more corrosive medium collects.  The next thickest oxide is located at the bedding region.  This 
is the face where contact is made between the disc lobe and blade lobe fittings, however, it still 
has an open end from which the corrosive medium can attack, as shown in Figure 5.3.  The 
bedding region also has a crushing stress imposed on it from this contact, which may be expected 
to compress this layer to smaller thicknesses along this face.  The next thickest areas occur on 
the top faces of lobe 1, and these are also readily exposed to corrosion medium present around 
the firtree. The lowest two thicknesses are observed at the edge-of-bedding region and in the 
notch region. These are two regions that do not receive as much corrosion medium because the 
bedding region acts as a barrier to prevent attack. 
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Figure 5.3  Illustration of the contact zone between blade and disc firtree lobes, and the relative position of the 
edge-of-bedding region. 
 
The firtree can be studied more extensively by investigating whether a difference in oxide 
thickness is seen based on the slicing position.  Figure 5.2 was concerned with data from one 
sliced plane, but Figure 5.4 shows the definition of slices 1-5, used to study the firtree post in the 
slicing direction.  Separate slice preparation involved cutting consecutively through a firtree 
post, approximately 2 mm with each slice.  This produced a collection of samples looking further 
and further back into the firtree.  The observations of oxide thickness through the post in the 
slicing direction are shown in Figure 5.5.  It would appear there is a general trend of decreasing 
oxide thickness moving further back from the front firtree face.  It would be expected that the 
oxide thickness would decrease moving further backwards if the ‘damage parameter’ profile of 
the firtree post is considered.  The damage parameter assigns a value representing the amount of 
damage a particular region of the lobe is expected to exhibit based on the relative temperature 
and lobe stress conditions present, based on a number of numerical models.  A damage 
parameter plot for a Trent 500 firtree in this study is shown in Figure 5.6.  Figure 5.6 shows a 
decreasing probability of damage moving further back into the section.  This plot does not 
account for local contact forces and assumes a Type II hot corrosion mechanism occurring, and 
so does not accurately model the differences along each particular lobe face.  Nevertheless, 
Figure 5.6 shows that a decreasing oxide thickness would be expected as conditions become less 
extreme moving further back through the firtree post. 
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(a) (b) 
Figure 5.4  Schematic representation of the slice method used to prepare samples from firtree posts of T500 turbine 
discs in (a) three-dimensional view and (b) plan view of the same firtree. Each slice is approximately 2 mm in 
thickness. 
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Figure 5.5  Oxide thickness measurements of three different lobe regions for a set of five slices from the same 
A720-0-2448d firtree post. 
 
Front  
obtuse corner 
Front acute 
corner 
Rear obtuse 
corner 
Rear acute 
corner 
Slice 1 
Slice 2 
Slice 3 
Slice 4 
Slice 5 
Viewpoint of (b) 
123 
 
Figure 5.6  Damage parameter plot of a Trent 500 firtree pair [132]. 
 
Figure 5.7 shows a more detailed picture of oxide thickness along the bedding face and notch 
position, by splitting the bedding face into three regions (B1, B2 and B3) indicated in the figure.  
A gradual decrease in oxide thickness is observed between EOB(a) and EOB(b).  However, 
oxide thickness at the edge-of-bedding regions peaks noticeably, showing an interesting pattern 
overall.  Corrosive species would be expected to be most abundant along the top faces, N and 
EOL. The top faces and N, however, have relatively thin oxide layers compared to EOL.  The 
face experiencing the least exposure to corrosion would be the bedding region.  The bedding face 
could still be exposed during the period of unloading, where centrifugal forces relent and the 
bedding face comes out of contact with the blade shank.  Overall however, this face sees the least 
amount of corrosive species during service. Correspondingly, its oxide thickness is less than the 
adjacent EOL location, but interestingly, higher than the top faces.  This would suggest that the 
development of oxide is a synergistic result of stress and corrosive medium.  Towards the edges 
of the bedding region, where corrosive medium is allowed more access, the layer becomes 
thicker. 
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Figure 5.7  A stitched image of notch to edge-of-bedding on lobe 1 from sample A720Li-2448d (top), with a graph of average oxide thickness for all five slices (as specified in 
Figure 5.4) in each of the lobe regions (bottom). 
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5.2.1.2 Oxide Roughness 
 
Figure 5.8 shows the roughness measure of the metal-oxide interface and the surface, using the 
method described in Section 3.5.2, at each of the different regions on the lobe. 
 
Figure 5.8  Graph showing metal-oxide and surface roughness measurements (Section 3.5.2) at each face on lobe 1 
of a A720Li-2448d cross-section. 
 
The oxide roughness results in Figure 5.8 show data for two interfaces.  The blue bars show the 
roughness of the interface between oxide and alloy.  Metal-oxide interface roughness is high at 
the EOL location, but overall the TF region displays the roughest interface of all locations, with 
penetrating oxide ‘fingers’ common.  The red bars in Figure 5.8 show the surface roughness for 
the oxide.  Oxide surface roughness results show a similar feature, displaying a maximum at the 
EOL position.  Oxide surface roughness is inevitably a result of contact forces and relative 
corrosion levels around the lobe.  Oxide surface roughness is lowest at the B and EOB faces 
where contact with the turbine blade firtree root is experienced, shown in Figure 5.3.  Oxide 
surface roughness is also low in the N location, which is likely to be related to the lack of oxide 
development in this region, indicated by the corresponding oxide thickness result in Figure 5.2. 
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5.2.1.3 Oxide Chemistry 
 
Prior to a more detailed assessment of oxide chemistry, a general comparative observation of 
oxide chemistry was carried out to observe the average differences at each of the lobe faces.  
EDX analyses were performed over a region encompassing both top and bottom of the oxide 
layer at each of the lobe faces.  An average composition for each face was calculated in weight 
percent from the eight points.  A plot of the weight fractions of each element present at each face 
is shown in Figure 5.9. 
 
 
Figure 5.9  Graph of weight percent content of elements within the oxide layer on different face positions of lobe 1 
of disc A720Li-2448d. 
 
It can be seen from Figure 5.9 that Mo, Al, Ti and to a lesser extent Co stay approximately 
constant regardless of lobe location.  O, Ni and Cr are present in higher quantities, varying to a 
greater degree.  Ni levels are noticeably lower at the EOL and EOB locations.  Ni levels seem to 
be polarised against Cr and O values which display higher levels at these two locations.  The 
differences in composition are probably most interesting between these two points and the 
bedding area.  These three positions all sit in close proximity on the lobe, but experience very 
different conditions.  Figure 5.3 shows how the disc and blade fit together, to define the bedding 
area, in the firtree design.  Along the bedding face, high frictional stresses would be expected 
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from vibration during operation, as the turbine blade lobe contacts the disc firtree.  Frictional 
contact at the face may result in higher temperatures which could increase oxidation rates, and 
affect how the oxide forms.  The local contact stress differences are not seen in the damage 
parameter prediction shown in Figure 5.6.  The nature of the contact force will result in a lower 
flux of oxygen available to attack the surface.  Oxygen levels in the oxide layer are 
correspondingly lower.  Ni oxide also seems to be preferentially formed at this position, rather 
than the Cr-rich oxide more abundant in non-stressed areas such as the top faces and EOL. 
 
Dual Oxide Layer 
 
Further observation of the oxide layer position reveals a two layered structure in the EOL and 
EOB faces.  Figure 5.10 shows EDX maps for different elements, taken from the EOL location. 
 
 
SEM 
    
Al Co Cr Ni 
    
O Si S Ti 
Figure 5.10  SE image and elemental maps of an oxide area at the EOL location on a cross-section of A720Li-
2448d disc sample, lobe 1. 
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The distribution of elements is more definitively displayed in Figure 5.11, which shows the SEM 
image displayed in Figure 5.10 with an overlay showing relevant regions. 
 
  
Figure 5.11  Area identification of an EOL oxide layer based on EDX scans from Figure 5.10 of a A720Li-2448d 
disc sample, lobe 1. 
 
Figure 5.11 helps to identify the presence of a Ni oxide on the outermost surface of the sample, 
beneath which is an oxide layer rich in Ti, Cr and Al.  Figure 5.11 also shows areas of γ', and the 
location of small sub-surface particles (in yellow), which will be discussed in Section 6.2.  Such 
features are characteristic of the transition-type morphology identified by Viswanathan [1], 
although internal sulphide particles are present beneath the depleted zone identified, indicating a 
tendency towards non-layer-type (Type I) corrosion in the sub-surface. 
 
Referring back to literature discussed in Section 2.4.1, it would also appear that Figure 2.17 
presents a case similar to the observed case here.   Alloying additions are of similar reactivity to 
that of the base metal, and so depending on the concentrations of the alloying additions the 
situation in either Figure 2.17(a) or (b) will occur.  Figure 5.12 shows a quantification of the two 
layers, showing the main difference between top and bottom layer to be the percentage of Ni and 
Cr.  The bottom layer has a much higher Cr and lower Ni content.  Table 2.1 shows the 
composition of A720Li to contain 16 wt.% Cr and 14.8 wt.% Co.  As can be seen from the 
bottom layer of the oxide, Cr seems to have been selectively oxidised from the alloy with some 
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Ni included also.  It is difficult to determine whether the outer NiO layer is formed in the first 
instance, in the so called “transient stage”, before a continuous layer of Cr-rich oxide is able to 
form, or whether NiO has begun to form because the alloy has exhausted supplies of Cr to 
oxidise.  Figure 5.11 also shows an area of depletion in the oxide forming elements such as Cr, 
Ti and Co just below the oxide layer, however, Ni levels remain rich in contrast.  It may be the 
case that Ni is oxidised as the more preferential oxide-forming elements become less abundant.  
It was discussed from the literature that the rate at which this sequence of events happens 
depends on a few factors, including temperature.  Therefore, if it is known that higher 
temperatures are occurring at the bedding face of contact then it could be that the process is 
accelerated.  This would mean that NiO would be formed sooner, hence the reason why Ni is 
seen in higher quantities in Figure 5.9 at the bedding position compared to EOB and EOL. 
 
Figure 5.12  Weight fraction of elements in the top and bottom layers of oxide from the bedding region of lobe 1 of 
disc A720Li-2448d. 
 
To further study the characteristics of the oxide layer, a series of EDX maps were collected to 
determine the chemistry in areas experiencing different service conditions, based on their relative 
positions around the firtree lobe.  The three faces looked at in detail were the EOB, bedding and 
TF.  On this occasion, the results are taken from disc sample A720Li-2138d, as specified in 
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Table 3.2.  In service, the EOB is an area that experiences exposure to the corrosive medium and 
also some component of stress imparted by the adjacent contact area along the bedding face, as 
shown in Figure 5.3, and centrifugal stresses from turbine rotation.  The bedding face will 
experience limited exposure to corrosive media but high contact force.  The TF has no contact 
force acting, but is exposed to the corrosive environment.  EDX maps for the EOB area are 
shown in  Figure 5.13.  The bedding area is shown in Figure 5.14, and the TF is displayed in 
Figure 5.15.  A comparison of results was made between EOB, bedding, TF and the EOL 
analysis (shown in Figure 5.10), alongside an example of layer-type (Type II) hot corrosive 
attack in a Waspaloy high pressure compressor disc and is shown in Figure 5.16.  Waspaloy is an 
alloy of subtly different chemistry compared to A720Li, with a larger average grain size.  
However, in this instance, observations from the Waspaloy disc serve merely as a benchmark 
example of Type II hot corrosion. 
 
    
SEM Al Co Cr 
    
Ni O S Ti 
Figure 5.13  SE image and elemental maps of an oxide area at the EOB location on a cross-section of A720Li-
2138d disc sample, lobe 2, slice 2. 
 
 
 
10 µm 
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SEM Al Co Cr 
    
Ni O S Ti 
Figure 5.14  SE image and elemental maps of an oxide area at the bedding location on a cross-section of A720Li-
2138d disc sample, lobe 1, slice 3.  
 
    
SEM Al Co Cr 
    
Ni O S Ti 
Figure 5.15  SE image and elemental maps of an oxide area at the TF location on a cross-section of A720Li-2138d 
disc sample, lobe 1, slice 3. 
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(a) (b) (c) 
Figure 5.16  Images (SEM) and a selection of elemental maps (Ni, S and Cr and Co) comparing a (a) TF from a 
A720Li turbine disc, (b) bedding and EOL faces from a A720Li turbine disc, and a (c) typical layer-type (Type II) 
hot corroded region from a Waspaloy high-pressure compressor disc. 
 
Study of the oxide along different faces of the lobe highlights some interesting observations.  
The dual-layered oxide, first observed in Figure 5.10 in the EOL location,  is also observed in the 
EOB and bedding regions in Figure 5.13 and Figure 5.14.  The dual-layered oxide constitutes a 
Ni oxide top-layer with an underlying Cr, Ti, Al -rich oxide layer.  Figure 5.13 and Figure 5.14 
also show the same region beneath the oxide, depleted in Cr, Ti and Al.  Elemental depletion of 
Cr, Ti, and Al is a result of the transport of these elements contributing to oxide layer formation 
directly above, and is characteristic of a transition-type morphology, described in Section 
2.4.2.4.  The TF does not exhibit signs of a dual-layered oxide as seen in Figure 5.14, showing 
the absence of the outer Ni oxide layer, with an oxide of Cr, Al and mainly Ti being present.  
This is more similar to a non layer-type (Type I) corrosion morphology, described in Section 
2.4.2.3 [1], although the absence of S-rich particles suggests this could be just oxidation.  The 
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service conditions of the TF, shown in Figure 5.15, differ most significantly from any other lobe 
face as it experiences minimal contact force compared to, for example, the bedding region which 
is subjected to cyclic contact forces throughout the service life of the disc. 
 
Figure 5.16 shows a direct comparison between the features of the oxide structures seen in 
turbine discs and also an example of a high-pressure compressor disc section exhibiting layer-
type (Type II) hot corrosion.  The difference in oxide thickness between the three examples 
varies greatly.  The difference between EOL and TF oxide thickness has already been 
demonstrated in Figure 5.2, however, the Type II hot corrosion example sample shows a much 
thicker oxide than any face examined on the lobes (although the oxide has developed under 
different conditions and in a different grain size distribution material and so comparisons of 
oxide thickness are made with caution), with an inner layer rich in Cr, Ti and S, as described in 
Section 2.4.2.3.  Sulphur found in the ex-service firtree samples appears to be seen in discrete 
particles internally, i.e. not in the oxide layer.  These small internal particles are discussed in 
further detail in Section 6.2.  The Type II example also exhibits an additional outer region rich in 
Co not observed in the ex-service firtree samples (but shown in Figure 2.19).  The Type II 
sample also lacks a notable depletion layer feeding the production of the underlying oxide. 
 
Some features are similar, such as the very nature of the dual-layered oxide structure containing 
Ni oxide top layer, and Cr, Ti-rich underlying layer.  However, overall it would appear that there 
is evidence to suggest that the dual-layered structure observed in ex-service firtree regions differs 
from the expected morphology of a Type II hot corrosion situation.  As stated, it seems that the 
observed attack in turbine discs in A720Li is representative of a transition-type and even a layer-
type (Type I) behaviour.  Such a morphology could be permissible with a low salt flux, which 
would restrict the supply of salt and transport of sulphur into the alloy, restricting the formation 
of an extensive S-rich layer within the oxide. 
 
Figure 5.17 shows an Alloy 720Li sample exposed to corrosion and fatigue conditions within a 
laboratory test rig at Cranfield University, with low salt loading.  Comparing Figure 5.15 and 
Figure 5.17 shows very little difference in terms of both oxide thickness (~1-2 µm) and oxide 
chemistry, with both showing a single layer oxide structure rich in Cr, Al and Ti, lacking the 
presence of a NiO outer layer.  Also present in Figure 5.17 are small sub-surface particles, rich in 
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S (and Ti).  Although not present in the TF lobe example in Figure 5.15, similar particles are 
observed in the TF region in many other disc samples which will be discussed in Section 6.2.  
Due to their similarity, it appears that the laboratory sample is very representative of the service 
condition at the TF.  The service condition at the TF is therefore characterised by minimal 
contact force and a low salt flux of approximately 0.23 µg/cm2. 
 
    
SEM Al Co Cr 
    
Ni O S Ti 
Figure 5.17  SE image and elemental maps of an oxide area for a A720Li laboratory corrosion/fatigue-exposed 
sample (salt level of 0.23 µg/cm2). 
 
5.2.2 Oxide Fissuring in Contact Areas 
 
In samples already studied in this section, it has been observed that so called ‘oxide fissures’ 
penetrate through the oxide layer.  Oxide fissures should be distinguished from alloy fissures that 
propagate through the alloy, which are discussed in Section 5.4. Figure 5.18 shows a comparison 
of two areas (bedding and EOB) displaying oxide fissures. 
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135 
  
(a) (b) 
Figure 5.18  FEGSEM images of (a) EOB and (b) bedding regions, demonstrating oxide fissuring (labelled) in 
sample A720Li-2448d. 
 
Figure 5.18 demonstrates the different types of oxide fissuring which were observed to occur.  In 
Figure 5.18(a), the EOB displays lateral fissuring occurring, approximately between the two 
layers of the dual layered oxide identified in Section 5.2.1.3.  In Figure 5.18(b), the bedding 
region displays vertical (as seen in the image) fissures, extending no further than the oxide layer.  
The differences in oxide fissure morphology highlight a distinction in the stress situations acting 
in each of the regions, which will be discussed further in the reproduction of service conditions 
in Section 5.5. 
 
Ideally, the severity of fissuring would be able to be quantified by measuring oxide fissure depth, 
without the lengthy preparation (and good fortune) involved in sectioning samples.  Therefore, 
the ability to measure depths of fissures by looking at the sample surface is highly desirable.  
Three-dimensional SEM, detailed in Section 3.4.2.4, can be utilised by taking images at different 
stage tilts.  Subsequently, profile measurement of oxide regions is possible to determine the 
relative heights and depths of features, such as fissures. 
 
A bedding region was therefore analysed to observe oxide fissures in sample A720Li-2448d.  
Figure 5.19 shows a variety of images including a two-dimensional top-down view of an oxide 
surface, a reconstructed three-dimensional model (and also with pseudo-colour to show height 
differences), and finally a stereoscopic image which can be viewed with red-blue glasses to give 
a three-dimensional representation.  Figure 5.20 shows a cross-sectional measurement across two 
fissures in the oxide surface, labelled ‘Fissure A’ and ‘Fissure B’.  Fissures A and B were 
measured to be 1.03 µm and 1.20 µm respectively.  The depths of the fissures were verified by 
the images and subsequent measurements in Figure 5.21, which shows the same fissure cross-
Oxide fissuring 
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sections exposed using the ion beam milling technique (as described in Section 3.4.2.3).  A 
comparison of the fissure depths measured by MeX and by ion beam cross-sectioning and 
measurement is made in Table 5.2. 
 
Table 5.2 shows that measurement by MeX is reliable based on the results presented.  It would 
be desirable to obtain further results to fully validate this method, but initial results show that 
MeX can be used to measure the depth of numerous oxide fissures (although not sub-surface 
lateral fissures), without the need for lengthy cross-sectioning procedures.  Measurement of 
fissure depth and spacing was necessary for input into an oxide stress model, conducted by 
Cranfield University. 
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(a) (b) 
 
(c) 
 
 
 
 
 
 
 
 
(d) 
Figure 5.19  Images and reconstructions of the bedding region of sample A70Li-2448d showing: (a) two-
dimensional top down view of the sample surface, (b) three-dimensional reconstruction of surface, (c) three-
dimensional reconstruction with pseudo-colour overlay (purple=deepest, yellow=highest), and (d) stereoscopic 
three-dimensional reconstruction viewable with red-blue glasses for three-dimensional effect. 
4 µm 
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(a) 
 
(b) 
Figure 5.20  Profile height measurement of surface fissures in sample A720Li-2448d showing: (a) source image 
with red line showing extent of profile in (b), and (b) surface profile including red and green reference cross hairs 
also shown in (a). 
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Figure 5.21  SE image of an ion beam milled cross-sectional surface of the line profile identified by the red line in 
Figure 5.20(a) exposing two oxide fissures, annotated with depth measurements. 
 
Measurement method 
Oxide fissure depth / µm 
A B 
MeX 1.03 1.20 
Ion beam cross-sectioning and 
measurement 
1.03 1.16 
 
Table 5.2  Depth measurement, comparing MeX and ion beam cross-sectioning and measurement methods, of oxide 
fissures A and B in the bedding region of sample A720Li-2448d, also shown in Figure 5.20 and Figure 5.21. 
 
5.3 Early Stages of Edge-of-Bedding Attack in Alloy 720Li 
 
The next stage was to look at an ex-service disc lobe that has experienced more developed 
attack, having already identified the common features around the firtree lobe resulting from 
service.  The EOB location has been identified as a high stress location with contact forces acting 
and exposure to corrosive species.  The EOB therefore represents the most extreme case of 
conditions that the lobe can experience.  Not surprisingly, it is the EOB location that is seen to be 
more susceptible to attack than other lobe locations.  This sub-section analyses a sample 
displaying signs of the early stages of the more developed attack, prior to the ingress of fissures 
into the alloy which is discussed in Section 5.4. 
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Sample Overview 
 
The disc used to observe the early stages of EOB attack was A720Li-2532d, formerly operated 
by Lufthansa.  A720Li-2532d experienced 2532 cycles and was not process cleaned, hence the 
oxide layer remains (denoted by ‘d’). 
  
5.3.1 Morphological Observations 
 
The EOB area in lobe 1 of the sample A720Li-2532d was observed by secondary electron 
imaging  in Figure 5.22.  Figure 5.22 shows a number of features suggesting the development of 
more extensive attack, penetrating into the alloy in a more aggressive pit-like manner, compared 
to, for example, the EOB area in Figure 5.13.  The dual layer of outer NiO and Cr, Ti, Al-rich 
inner oxide is present towards the right side of Figure 5.22 in a Type II-like morphology, which 
is closest to the bedding region, but ends towards the centre of the image.  The presence of the 
dual-layered oxide was identified using EDX maps, which will be discussed in Section 5.3.2.  
Also apparent from Figure 5.22 is not only the presence of sulphur-rich particles seen previously 
at the EOB, but also more extensive grain boundary attack towards the left side of the image, and 
penetration of the oxide further into the alloy.  The whole feature extends approximately 12 µm 
into the alloy. 
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Figure 5.22  FEGSEM image of the EOB region in lobe 1 of the ex-service disc A720Li-2532d, showing a number 
of features indicative of the early stages of lobe attack. 
 
5.3.2 Oxide Chemistry 
 
The chemistry of the EOB area of an ex-service disc discussed in Section 5.3.1 was investigated 
using EDX mapping technique used many times previously.  The area shown in Figure 5.22 is 
shown again in EDX map form in Figure 5.23. 
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Figure 5.23  SE image and elemental maps of an oxide area at the EOB location on a cross-section of A720Li-
2532d disc sample, lobe 1, slice 2. 
 
The EDX maps in Figure 5.23 show some similarities to the bedding and EOB examples shown 
in Figure 5.13 and Figure 5.14, with an outer layer of Ni-rich oxide and inner layer of Cr, Ti, Al-
rich oxide heading towards the bedding region to the right of the maps.  The γ'/γ structure of the 
bulk alloy is also shown, especially by the Cr and Ti maps, where γ' is comparatively low in Cr 
but high in Ti.  The dual-layered oxide appears to cease, or at least becomes dominated by the 
Cr, Ti, Al-rich inner layer, in the EOB region in the left half of the maps in Figure 5.23.  The 
presence of S is significant along the bottom of the oxide layer, much like the Type II 
morphology propose by Viswanathan [1]. However, S is most prominent in the internal particles 
present in the alloy, directly beneath the oxide.  The presence of internal S-rich particles 
corroborates with similar findings in the general observations around the lobe from Section 5.2, 
which suggests a tendency towards a low salt flux which cannot provide a sufficient feed of 
reacting species to form a continuous S-rich layer within the oxide. 
 
5.3.3 Grain Orientation Spread 
 
The procedure of assessing the effect of shot peening on alloy structures based on Grain 
Orientation Spread (GOS) is described in Section 3.4.2.2.  A map of GOS was obtained from 
sample A720Li-2532d in the EOB area analysed throughout this section, displayed in Figure 
10 µm 
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5.24.  However, for the EBSD analysis, the sample had to be broken out of it’s original mount 
and repolished, therefore the cross-section in Figure 5.24 is approximately 5-10 µm through the 
sample compared to the cross-section shown in Sections 5.3.1 and 5.3.2. 
 
 
 
 
 
 
 
 
 
 
Figure 5.24  GOS map, with image quality underlay, of the cross-section of an EOB region in the sample A720-
2532d, showing the strain hardened zone beneath the oxide layer (labelled) towards the surface, in the range 1-10°, 
as indicated by the coloured key. 
 
Figure 5.24 shows the extent of the oxide attack at the EOB channel in sample A720Li-2532d in 
relation to the strain hardened region induced by shot peening.  The important observation in 
Figure 5.24 is that the attack has not yet progressed through the strain hardened depth (SHD), 
indicated by red through to green (rather than blue) grains.  This is of crucial importance if the 
purpose of induced strain hardening from shot peening is understood.  Strain hardening impedes 
the growth of fissures in fatigue that may initiate from corrosion.  Therefore, with attack well-
contained by the strain hardened zone, fissures are at this point less likely to penetrate into the 
alloy to cause more major damage to the disc firtree.  The early stages of an attack situation will 
be compared to a sample with developed alloy fissuring (in Section 5.4) to similarly observe this 
feature in relation to the strain hardened zone. 
 
5.4 Identification of Extensive Attack in Alloy 720Li 
 
A number of samples were supplied by Rolls-Royce plc with features described as ‘edge-of-
bedding channels’, which represent a more developed form of attack extending deeper into the 
Oxide 
20 µm 
144 
alloy compared to the feature observed in the previous section.  The term EOB channel describes 
a pit-like, v-shaped ingress into the alloy at the EOB location.  In effect, the sample in Section 
5.3 could be classed as an EOB channel based on its morphology and location, albeit in the 
channel’s early stages.  On occasion, EOB channel tips are the site for alloy fissure propagation.  
Such a feature was earmarked as the precursor to lobe failure (by detachment) and consequent 
blade release.  A clarification of the mechanism was therefore required.  Study of the feature 
chemistry by FIB/FEGSEM lift-out and subsequent TEM analysis also indicated whether any 
elemental depletion had occurred around the advancing fissure front. 
 
Sample Overview 
 
A720Li-1930f is an ex-service disc from a South African airline operator that has been exposed 
to 1930 cycles. Information was not available as to how long this equates to in hours, but this can 
be estimated to be around 16,000 hours based on the cycles-to-hours ratio of other samples. The 
operating environment for a South African-based disc is expected to be more severe than others, 
due to the higher likelihood of sand and sea salts being ingested into the engine, based on its 
expected flight paths. The sample had been process cleaned, and so no oxide layer remains from 
service.  However, this sample was selected for study because it includes an example of a fissure 
extending from an EOB channel, into the alloy. 
 
5.4.1 Morphological Observations 
 
Images from the FIB/FEGSEM show the vicinity and morphology of the EOB channel feature as 
well as providing an idea of the depth of fissure propagation into sample A720Li-1930f.  The 
location of the EOB channel feature with the protruding fissure into the alloy is shown at various 
magnifications in Figure 5.25.  The EOB channel was located on lobe 1 of sample A720Li-1930f 
and extended approximately 110 µm into the alloy.  The alloy fissure that began at the base of 
the EOB channel extended a further 35 µm into the alloy at the surface of the prepared sample.  
It is possible that the fissure would extend much further than 35 µm if a different cross-section in 
the same sample had been cut.  It is interesting to note that the interior of the EOB channel 
seemed to be defined by grain protrusions, i.e. it appears that the channel has been formed by the 
successive removal of grains in an intergranular fashion.  If the removal of grains occur during 
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the progress of attack, then it would be likely that this was due to activity at the grain boundaries 
that makes detachment of grains possible.  This is discussed in Chapter 6. 
 
 
(a) (b) 
 
 
(c) (d) 
Figure 5.25  FIB/FEGSEM images taken of the EOB channel and fissure feature on sample A720Li-1930f using the 
electron beam in secondary electron mode at increasing magnification (a to c) and backscatter electron mode (d). 
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5.4.2 Chemical Analysis 
 
To investigate the elemental distribution around the alloy fissure area, EDX analysis using the 
FIB/FEGSEM was initially performed on sample A720Li-1930f.  Elemental distribution maps 
are shown in Figure 5.26. 
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Figure 5.26  SE image and elemental maps of a fissure region at the EOB location on a cross-section of A720Li-
1930f disc sample, lobe 1. 
 
Figure 5.26 shows little evidence of elemental differences around the alloy fissure region.  
Immediately apparent is the γ'/γ structure, distinguished by γ' phases less rich in Cr and Co, but 
rich in Ti.  The fissure region is seen in the elemental maps with low intensity.  The key feature 
of note in Figure 5.26 is contained in the Cr map.  It is possible to identify grain boundaries that 
are depleted in Cr (as indicated).  The observation of Cr depleted boundaries in the vicinity of 
the fissure is potentially influential in determining a failure mechanism if confirmed by higher 
resolution techniques (e.g. TEM) as discussed in Chapter 7. 
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5.4.3 Local Orientation Spread 
 
Sample A720Li-1930f was used to observe the depth of the EOB channel and fissure compared 
to the strain hardened zone induced by shot peening.  A GOS map of the EOB region in lobe 1 of 
A720Li-1930f is shown in Figure 5.27.  Although the sample shows little presence of an alloy 
fissure protruding from the EOB channel tip, the channel penetrates approximately 130 µm from 
the surface, which is far beyond the strain hardened-affected depth, measured as 75 µm in the 
notch and 40 µm in the bedding,  from shot peening.  It is very likely then that the EOB channel 
with alloy fissuring in the first instance is also far beyond the strain hardened-affected depth in 
this region.   
 
A second repolish of the sample, once more reveals the presence of fissures extending into the 
alloy, shown in Figure 5.28.  The presence of the alloy fissures is shown in Figure 5.28(b) and 
(c).  Figure 5.28(c) and (d) show GOS maps of the region much like Figure 5.27, with both 
showing the EOB channel penetrating through the strain hardened depth.  However, with the 
inclusion of alloy fissures in Figure 5.28, an additional feature appears.  GOS spread appears to 
be higher at the two points where fissuring initiates.  Whereas the increase in GOS towards the 
edge of the cross-section is due to strain hardening from shot impact, it is most likely that an 
increase in GOS surrounding the alloy fissures is due to deformation of surrounding grains as 
stress concentrations imparting tensile forces at these fissure tips act.  Therefore, despite the 
misorientation in these areas being comparable to those at the sample edge from shot-peening, 
these grains are thought to be in tension rather than compression, which could potentially 
promote conditions to assist further crack growth. 
 
The observation that the sample A720Li-1930f has shown alloy fissuring only at depths greater 
than the strain hardened layer from shot peening is important.  This would suggest that if the 
strain hardened layer is penetrated, which is most likely to occur through corrosion to form thick 
oxides or deep EOB channels, then alloy fissuring (and subsequent component failure) becomes 
more likely.  This is supported by Guechichi and Castex’s findings that suggest strain hardening 
is the dominant influence in fatigue life prediction [100]. 
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Figure 5.27  Grain orientation spread map, with image quality underlay, of the cross-section of an EOB region in 
the sample A720-1930f, showing the penetration of the edge-of-bedding channel through the strain hardened zone 
(indicated with a red, dashed line), in the range 1-10°, as indicated by the coloured key. 
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(d) (e) 
Figure 5.28  EOB region in the sample A720-1930f, showing the penetration of the edge-of-bedding channel and 
alloy fissure,  through the strain hardened zone, showing (a) secondary electron (SE) image of the region, (b) SE 
image of a selected region of image (a), (c) SE image of a selected region of image (b), (d) grain orientation spread 
(GOS) map of the edge-of-bedding region shown in (a), (e) GOS map of a selected region containing alloy fissuring, 
shown in image (c), where GOS maps displayed GOS in the range 1-10°, as indicated by the coloured key. 
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5.5 Replication of Ex-Service Oxide Features in Alloy 720Li 
 
Having determined the oxide characteristics in the preceding sections, it was beneficial to 
identify the service conditions causing such a series of events.  Accelerated laboratory testing is 
necessary in order to generate sufficient amounts of data for mechanism prediction ahead of 
service inspections, and in order to design to mitigate against these conditions.   In addition to 
oxide characteristics, it is crucial to also replicate sub-surface features in the alloy, which is 
discussed in more detail in Chapter 6.  The reproduction of the oxide characteristics of ex-service 
components observed in Sections 5.2 and 5.3 was achieved through an iteration of exposure of 
virgin Alloy 720Li to a set of conditions followed by characterisation.  In turn, microstructural 
reproduction identifies the conditions experienced in service.  Cranfield University were 
responsible for running corrosion rig tests, whilst Loughborough University advised on the 
suitability of exposure parameters such as salt loading, air/SOx mix and temperature, by 
comparing specimens to the ex-service examples already studied.  To this point, the dual-layered 
oxide observed around the lobe was achieved by specifying a low salt-loading level of 0.12-0.15 
µgcm-2 and an air/SOx mix of 300 vpm (volumes per million), exposed at a temperature of 
700°C.  These conditions were therefore established as good approximations of the conditions 
the components experience in service.  However, in the EOB region, microstructural stresses are 
acting from contact points and centrifugal loads, which contributes to the formation of an EOB 
channel.  Therefore to replicate EOB channels, samples were exposed at the established 
conditions at different load applications using a notch test.   
 
Sample Overview 
 
The samples are defined by their applied load (in kN), and are subjected to the additional 
conditions specified in Table 5.3.  Schematic diagrams of the notch test specimens are shown in 
Figure 5.29, which show four regions of interest, each experiencing different stresses: A720Li-
13kN notch (peak stress of 1470MPa), A720Li-13kN gauge length (660 MPa), A720Li-9.6kN 
notch (peak stress of 1100 MPa) and A720Li-9.6kN gauge length (495 MPa).  The lowest point 
of the notch represents the position of the peak stresses.  Intermediate stresses exist between the 
gauge length and lowest notch point on the curvature of the notch.  
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Test Applied load / kN 
Equivalent 
notch stress 
/ MPa 
Nominal 
stress / 
MPa 
Cycle 
regime 
Failure life 
/ Cycles 
Initial 
salt load 
/ mg 
Environment T /°C 
13kN  13 ~1470 ~660  1-1-1-1 53,000 0.12 300 vpm 
air/SOx 
700 
9.6kN  9.6 ~1100 ~495 1-1-1-1 111,750 0.15 300 vpm 
air/SOx  
700 
Table 5.3  Summary of test conditions for two laboratory fatigue specimens subjected to two differing load 
applications. 
 
 
(a)  (b) 
Figure 5.29  Schematic diagrams of the two notch specimens (showing the original form of the sample) described 
fully in Table 3.3, (a) A720Li-13kN and (b) A720Li-9.6kN, each with a Kt value of 2.26 contributing to the 
concentration of higher stresses at the notch. 
 
5.5.1 A720Li-13kN Gauge Length 
 
With analysis using the FIB/FEGSEM with EDX, the sample A720Li-13kN, along the gauge 
length experiencing approximately 650 MPa of stress, displayed an oxide similar in structure to 
the dual-layer oxide seen in ex-service specimens.  The oxide observed along the gauge length is 
shown in Figure 5.30. 
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Figure 5.30  EDX maps of the oxide layer present along the gauge length (~660 MPa) of sample A720Li-13kN. 
 
The oxide chemistry in Figure 5.30 is very similar to the dual-layered oxide seen in Figure 5.10, 
with a (Ni, Co)-rich outer oxide and a Cr, Ti, Al-rich inner oxide layer.  A notable difference, 
which places the reproduction more in line with the Type II hot corrosion example seen in Figure 
5.16, is the strong presence of S at the bottom of the inner oxide layer.  This Type II attack is not 
typical of the situation occurring in the non-contact areas of the ex-service lobes, which tend 
towards a transition-type morphology with low flux.  Due to the open access of applied salt to 
the test piece surface (in comparison to the restricted access experienced in the bedding region of 
a firtree), it may be the case the local salt deposits are able to feed Type II mechanisms fully, 
where this is not possible with the seemingly low salt fluxes in a firtree geometry. 
 
5.5.2 A720Li-13kN Notch Region 
 
Similar analysis using the FIB/FEGSEM with EDX, on the sample A720Li-13kN, in the notch 
region experiencing up to 1470 MPa of stress (at the tip), produced a number of channel features 
as seen in ex-service specimens as EOB channels.  The features observed are shown in Figure 
5.31, which also includes EDX mapping of one of these features.  
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Figure 5.31  (a) Secondary electron (SE) image of the right hand notch region (~1470 MPa), (b) SE image of the 
region speicifed in (a) showing numerous channel features, and (c) EDX maps of one channel feature present, in 
sample A720Li-13kN. 
 
The channel features identified in Figure 5.31 are similar to the ex-service example observed in 
Section 5.3, with a Type II mechanism taking place, although the S-rich layer is more 
pronounced than in ex-service examples.  The stress conditions present appear adequate for the 
creation of pit-like corrosion morphologies. 
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5.5.3 A720Li-9.6kN Notch Region 
 
Before discussion of the notch region for the lower stressed sample, it is worth noting that the 
gauge length of A720Li-9.6kN, experiencing  approximately 495 MPa, showed no signs of 
significant corrosion.  The notch region, experiencing up to 1100 MPa, was analysed using the 
FIB/FEGSEM with EDX.  SE images and EDX maps of a channel feature are shown in Figure 
5.32. 
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Figure 5.32  (a) Secondary electron (SE) image of the left hand notch region (~1470 MPa), (b) SE image of the 
region specified in (a) showing the channel feature, and (c) EDX maps of the channel feature present, in sample 
A720Li-9.6kN. 
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The channel feature identified in Figure 5.32 is very similar to the ex-service example observed 
in Section 5.3.  For instance, both Figure 5.23 and Figure 5.32 show fingers of outer Ni-rich 
oxide reaching down into the inner oxide rich in Cr, Ti and some Al.  The S region towards the 
bottom of the inner oxide is also less pronounced in Figure 5.32 as per Figure 5.23.  
Morphologically, the channel shape in Figure 5.32 compared to Figure 5.31 is also more ‘v-
shaped’ similar to the ex-service example, which could lead to a stress concentration factor 
promoting initiation of alloy fissures, as observed in Figure 5.28. 
 
In conclusion, the two samples demonstrate an important principle.  EOB channels do not appear 
to form without a sufficiently high stress component acting.  Sample A720Li-13kN shows that 
even with a 660 MPa stress present, EOB channels do not form.  More extensive fissuring along 
grain boundaries appears in the higher stressed sample.  With the ex-service firtrees displaying 
alloy fissuring in some instances at the EOB, it is therefore likely that these firtrees are 
experiencing similar stresses. 
 
Sample A720Li-13kN will be analysed again when considering the sub-surface alloy 
characteristics in Chapter 6. 
 
5.6 Summary 
 
This chapter has provided an overview of the post-exposure condition of Alloy 720Li, including 
a characterisation of the oxide present, fissuring occurring through the oxide and study of ex-
service examples of EOB regions at various stages of attack.  The chapter also included analysis 
of samples aiming to replicate service conditions in terms of corrosion and stress levels. 
 
The oxide occurring around ex-service firtree lobes was found to be thickest at the EOL location 
and thinnest at the EOB positions closest to the notch.  In general, oxide thickness was found to 
decrease from the front of the firtree post to the rear.  As an additional effect of the firtree 
contact forces, oxide roughness was lowest along the bedding face and highest in the areas 
without contact (EOL, TSF and TF).  The chemistry of the oxide layer consisted of an outer layer 
of Ni-rich oxide with a Cr, Ti, Al-rich inner oxide, with elemental quantities varying slightly 
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between lobe faces.  The oxide chemistry was similar, but not identical, to an example of 
transition-type hot corrosion morphology proposed by Viswanathan [1], with a dual-layered 
oxide structure, especially in the EOB location.  The EOB also showed signs of sulphur presence 
within the oxide layer, which wasn’t observed along other faces. Instead, sulphur was found to 
be present in discrete, internal particles in the alloy, perhaps due to the low salt flux present in 
regions away from the EOB where salt is allowed more access. 
 
Oxide fissuring was seen to occur in regions determined to be in contact with the turbine blade 
root and regions thought to experience high internal stresses.  Whereas in the EOB region, lateral 
oxide fissuring occurred, in the adjacent bedding position vertical oxide fissuring occurred, 
which was attributed to the varying stress situations between the two. 
 
The study of examples of ex-service firtrees showed the development of attack into the alloy, 
predominantly along grain boundaries, which will be discussed in the next chapter.  As attack 
continued, the importance of the strain hardened depth (SHD) induced by shot peening became 
apparent in the development of alloy fissures.  It appeared that significant alloy fissuring could 
only propagate once the attack front had progressed through the surface SHD, which extends to 
approximately 40 µm in the bedding region in the sample studied.  A more detailed analysis of 
SHD is discussed in Chapter 8. 
 
Finally, attempts to reproduce the EOB channels observed in ex-service samples showed that 
stresses above 660 MPa were required for Alloy 720Li.  Successful EOB reproductions showed 
similar morphological shape and dual-layered oxide characteristics to ex-service samples, with 
higher stresses (up to 1470 MPa) also showing evidence of alloy fissuring. 
 
Whilst this chapter has focussed on an analysis of the oxide layer around the firtree lobes, the 
next chapter will study in more detail the effect of the service condition on the sub-surface of 
specimens, i.e. below the oxide layer, looking in particular at grain boundary characteristics. 
157 
6 Sub-Surface Attack of Exposed Alloy 720Li 
6.1 Introduction 
 
This chapter further investigates the alloy by assessing attack of the grain and grain boundary 
structure beneath the oxide, including the presence of small internal particles, having established 
an understanding of the oxide characteristics and conditions necessary for edge-of-bedding 
(EOB) channel reproduction in the last chapter.  TEM was used in conjunction with EBSD to 
identify the small internal particles seen beneath the oxide showing both the early stages and 
more advanced attack.  Identification of the small internal particles progressed to a consideration 
of grain boundary characteristics in the same region, and whether this could lead to the 
intergranular fissuring observed.  The analysis observed the formation of fine grains directly 
beneath the oxide layer and it’s associated chemistry, by FIB/FEGSEM and TEM.  A holistic 
view is then taken to determine to what depth this attack occurs in preparation for analysis of the 
shot peened strain hardened zone studied in Chapter 8. 
 
6.2 Typical Sub-Surface Particle Occurrence in Alloy 720Li 
 
The nature of the sub-surface particles, occurring immediately beneath the oxide layer in ex-
service samples, has previously been identified as being predominantly rich in sulphur in Section 
5.2.1.  Sulphur-rich particle occurrence is a symptom of a sulphidation process that contributes to 
the corrosion of high temperature components exposed to SO2 environments.  As significant as 
chemical identification is in determining chemical attack mechanisms, of similar importance is 
the location and number of these particles around ex-service firtrees, to differentiate conditions 
in the lobe regions.  Particle abundance and identification are considered in this sub-section. 
 
Sample Overview 
 
A post from the disc A720Li-2448d was prepared to isolate a cross-section of a firtree.  The disc 
had experienced 2448 cycles and was in the ‘dirty’ state, that is, with it’s oxide layer still 
remaining from service.   
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6.2.1 Sub-Surface Particle Location and Abundance 
 
Sample A720Li-2448d was analysed using the FEGSEM to take images of the outer layer of the 
lobe at equally spaced points to assess the location and abundance of particles.  The distance 
between consecutive images was 125 µm with each image measuring 25 µm across.  Figure 6.1 
shows the location of image positions along the lobe surface referred to in later figures. 
 
 
 
Figure 6.1  Numbers referring to image positions around lobe 1 of the A720Li-2448d cross-section. 
 
Images taken around the lobe were grouped by their location.  There were six faces of the lobe 
studied, each listed below (with acronyms) with the image numbers included for each face 
[shown in square brackets]: 
• Top face (TF) [1-16] 
• Top sloping face (TSF) [17-30] 
• End of lobe (EOL) [31-36] 
• Bedding (B) [37-45] 
• Edge-of-bedding (EOB) [46] 
• Notch (N) [47-53] 
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The study proceeded by categorising the sulphides into four following size ranges, where x is the 
sulphide’s longest axis measurement: 
• x < 100 nm 
• 100 nm ≤ x < 300 nm 
• 300 nm ≤ x < 500 nm 
• x > 500 nm 
 
These sizes were chosen to particularly distinguish areas with notably larger sulphides that were 
generally above 500 nm in their longest axis measurement.  Each image was analysed by 
counting the number of each category of sulphide present, with particles individually measured 
across their longest axis.  Example images are shown in Figure 6.2.  This includes one image 
from each section of the lobe. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
Figure 6.2  FEGSEM images of lobe locations (and image number) around lobe 1 of sample A720Li-2448d in the 
locations: (a) top face (15), (b) top sloping  face (23), (c) end of lobe (34), (d) bedding (41), (e) edge-of-bedding 
(46), (f) notch (51).  Image numbers can be referred to in Figure 6.1. 
 
An estimate of total sulphide area was also made with the assumption that each sulphide is 
circular and based on the mid-point of each size range.  The results for location and abundance 
of the small internal particles of lobe 1 are shown in Figure 6.3. 
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161 
 
 
Figure 6.3  Graph to show total sulphide area and number of sulphides at different locations referred to in Figure 
4.17 around lobe 1 of a A720Li-2448d cross-section. 
 
The study was repeated for the second lobe which encompassed image frames 54 to 101 shown 
in Figure 6.4.  Results for this lobe are shown in Figure 6.5. 
 
Figure 6.4  Numbers referring to image positions around lobe 2 of the A720Li-2448d cross section. 
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Figure 6.5  Graph to show number of sulphides and total sulphide area at different locations around lobe 2 of a 
A720Li-2448d cross-section. 
 
It is initially apparent from Figure 6.2 how different each area appears in terms of oxide 
morphology (discussed in Section 5.2.1) and the subject of this sub-section, sulphide presence.   
A first glance at the total sulphide area plot in Figure 6.3 shows its largest peak at position 46.  
An image of this position is also shown in Figure 6.2(e), which exhibits the highest proportion of 
larger sulphides (x > 500 nm) around the lobe, corresponding to the EOB location (with 
reference to Figure 6.1).  Many smaller sulphides are also recorded along the EOL face of the 
lobe.  Both EOB and EOL locations have been determined at the locations experiencing the most 
extreme conditions around the lobe based on oxide characteristics (Section 5.2).  The increased 
presence of sulphides suggests that these areas are closest to the Type II hot corrosion situation 
that would be present if a sufficiently high salt flux was available in these regions.  The fact that 
similar conditions have now been identified at the EOB and EOL, yet EOB channel formation 
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and alloy fissuring occur only at the EOB, provides further evidence that the attack mechanism 
causing potential lobe detachment is reliant on an additional sufficient stress component, as 
demonstrated in Section 5.5. 
 
Observing lobe 2 of A720Li-2448d in Figure 6.5 shows a difference compared to lobe 1.  The 
major patterns are similar in that the peaks in sulphide area occur in the EOL and EOB positions 
(despite EOL being more significant this time).  However, the average level of sulphides is much 
lower, and there are no particles greater than 500 nm across their longest axis.  Although not 
shown in the results section, the remaining lobes (3 to 5) were also studied and showed no 
sulphides present at any of the lobe regions.  Sulphide formation is therefore most prevalent at 
the top lobe (lobe 1) and becomes less so progressing down the firtree.  This observation can be 
related to parameter plots for the Trent 500 firtree design, shown back in Figure 5.6.  Figure 5.6 
shows a damage parameter plot which takes into account a number of factors such as 
temperature, and time at temperature, to give an indication of the corrodibility of areas of the 
firtree.  It also assumes Type II hot corrosion mechanisms are taking place.  It shows the area 
most susceptible to corrosion as being the clip on the front face.  However, this is without 
consideration of the specific lobe stresses at each lobe face, including the effect of contact forces 
from the turbine blade root.  Eliminating incorrect assumptions regarding the corrosion 
mechanism, and stresses,  Figure 6.6 plots a firtree temperature profile at the end of take-off (the 
hottest point of an engine cycle).  The firtree temperature profile essentially suggests that the 
general trend going from lobe 1 to 5 is a decrease in the severity of conditions,  in corroboration 
with the sulphides observations here. 
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Figure 6.6  Temperature profile plot of a Trent 500 firtree pair based on numerical model calculations  [133]. 
 
6.2.2 Sub-Surface Particle Identification 
 
The presence of particles rich in S was observed in the sample prior to this study using EDX on 
the FEGSEM.  This was performed using a point analysis of a darkened area as shown in Figure 
6.7 which shows a large sulphur peak.  The small particle was therefore tentatively identified as 
a sulphide, which appeared rich in Ti and possibly Cr.  
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7  Example SE image from the sulphide vicinity study at image 46 (as specified by Figure 6.1) of lobe 1 of 
sample A720-2448d with an EDX trace indicating a sulphide by display of a large S (K) peak. 
 
1 µm 
4 µm 
S K-peak 
165 
More detailed inspection of the small particles, preliminarily identified as being sulphur-based, 
was carried out to more accurately analyse their chemistry.  The TEM in-situ lift out procedure, 
described in Section 3.4.2.3, was performed to extract a cross-section from disc A720Li-1930f.  
This was from an area close to the sample surface at the EOB of lobe 1, showing evidence of the 
darker small particles previously observed.  The cross section and its area of extraction are 
shown in Figure 6.8. 
 
 
(a) (b) 
Figure 6.8  Sample A720Li-1930f, lobe 1, showing FEGSEM micrographs of the (a) area of TEM sample extraction 
and (b) the resulting TEM sample cross-section, with the presence of sulphides indicated. 
 
Figure 6.8(b) shows five larger sulphur-rich particles (indicated by the figure labels) bordering a 
matrix grain.  EDX analysis was taken using TEM from three of the particles.  An average 
composition of the three particles (in atomic percent) is shown in Table 6.1. 
Element Average at.% Standard deviation 
O 4.0 3.3 
S 51.0 6.2 
Ti 31.2 7.5 
Cr 8.9 6.0 
Co 1.3 1.2 
Ni 3.5 3.7 
 
Table 6.1  Average chemical composition of three particles from disc A720Li-1930f, lobe 1, using TEM EDX. 
 
Sulphides 
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To more specifically identify the particles, using Table 6.1 as a precursor, TEM diffraction 
patterns were taken from the same particles.  An example of a selected area diffraction pattern 
collected from the area shown in the extracted TEM cross-section is displayed in Figure 6.9. 
 
                                                                                     
Figure 6.9  Selected area electron diffraction pattern taken from the sulphur-rich particle shown in a TEM cross-
section extracted from disc A720Li-1930f, lobe 1. 
 
Measurement of distances between spots and adjacent spot angles gave possible crystallographic 
solutions, identified by attempting to match to a number of Ti and Cr sulphide stoichiometries, 
shown in Table 6.2.  The solutions listed in Table 6.2 were the only compositions that gave a 
matching crystallography (although some can be eliminated based on collected chemistry).  
 
Stoichiometry Zone axis 
Cr2S3 [ -2, -1, 0 ] or [ 1, -1, 0 ] 
Cr5S6 [ -2, -1, 0 ] or [ 1, -1, 0 ] 
Ti2S3 [ -1, -1, 0 ] 
Ti3S4 [ -1, -1, 0 ] or [ -1, 0, 0 ] 
TiS [ -1, -1, 0 ] 
 
Table 6.2  Crystallographic solutions for the small particles observed in a TEM cross-section taken from disc 
A720Li-1930c, lobe 1. 
 
Sulphides 
300 nm 
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EBSD data were also collected to identify sulphide chemistry using Kikuchi patterns in the 
FIB/FEGSEM.  A Kikuchi pattern for a sulphide on a cross-section from a different post of disc 
A720Li-1930f is shown in Figure 6.10.  As discussed in Section 3.4.2.2, Kikuchi patterns act as 
a fingerprint for crystal structures, and in this case the patterns collected identified the sulphides 
as matching the crystal structure type 0.9Cr:1S, from the Cr-based sulphides, most closely. 
 
 
Figure 6.10  Kikuchi pattern collected from small particles present at the sub-surface on a disc firtree cross-section 
of sample A720-C35-1930, lobe 1, with a crystal structure type consistent with 0.9Cr:1S. 
 
EDX analysis of three particles taken from the cross section in Figure 6.8, showed a particle high 
in S, Ti and Cr (as shown in Table 6.1).  This would suggest Ti sulphides are predominant.  
Looking purely stoichiometrically, if Ti and S combine in a 1:1 ratio as TiS then there is still 
around 20 at.% S to form with Cr and other elements. 
 
Results from the TEM diffraction patterns in Table 6.2 show that possible solutions exist for 
both Ti and Cr-rich sulphides in different structures.  The EBSD Kikuchi patterns match most 
closely to the crystal structure type of 0.9Cr:1S.  However, it should be realised that this solution 
can also be interpreted as a crystal structure type of 0.9Ti:1S due to the substitutional similarity 
between Cr and Ti.  This would therefore give an identification of a chemistry of approximately 
one to one Ti:S.  This matches with the TiS solution found from the TEM spot patterns in Table 
4.2.  It is therefore likely that the particles are TiS with some Cr substitution. 
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The absence of significant Ni-based sulphides adds to the evidence against a layer-type (Type II) 
hot corrosion mechanism being operational.  NiS particles would be expected in the extensive 
attack of Type II hot corrosion, after the smaller quantities of Ti and Cr are diminished.  
However, with a low sulphur flux only the strongest sulphide formers (Ti and Cr) can form. 
 
6.3 Investigation into the Early Stages of Attack in A720Li-2532d 
 
As described in Section 5.3, sample A720Li-2532d represents the early stages of attack to 
produce an EOB channel feature in its infancy.  This section will build on Section 5.3 by 
providing a detailed observation of the sub-surface of the EOB channel region in sample 
A720Li-2532d, using ion beam-induced secondary electron imaging, EBSD and TEM analysis. 
 
6.3.1 Grain Recrystallisation observed by Ion Beam-Induced Secondary Electron 
Imaging 
 
Ion beam-induced secondary electron imaging was used to reveal the structure of the oxide and 
alloy grains in the EOB region of sample A720Li-2532d, shown in Figure 6.11. 
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(a) 
 
(b) 
Figure 6.11  Ion beam induced secondary electron images of the EOB region of lobe 1 in sample A720Li-2532d, 
showing the region after (a) a 30 pA image after two passes of 3 nA current and (b) a 30 pA image after a 
subsequent two passes of 3 nA current on a smaller area indicated in (a). 
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Figure 6.11 very effectively shows a complex microstructure beneath the oxide layer in the EOB 
channel region in sample A720Li-2532d.  Both Figure 6.11(a) and (b) show the presence of a 
fine-grained region directly beneath the oxide layer, perhaps more prominently as the grain 
structure is more extensively revealed, in Figure 6.11(b), as imaging changes from displaying 
conductivity to channelling contrast (as more ion beam rasters pass).  Different greyscale shades 
in the grain structure reveal orientation information through channelling contrast, which has been 
revealed more as additional 3 nA beam passes have been made to produce the image in Figure 
6.11(b).  The fine grains are generally below 1 µm in longest diameter, compared to the 
measured average γ' grain size of 4.33 µm.  The black particles, most clearly seen in Figure 
6.11(a) are sulphides, which are present in the fine-grained region and also further into the alloy 
along grain boundaries.  It appears that attack continues further into the alloy along grain 
boundaries, which can be seen by the light intensity along some grain boundaries.  Further work 
will follow on the grain boundaries in Section 6.4. 
 
The observation of fine grains directly beneath the oxide layer in sample A720Li-2532d appears 
to suggest that grain recrystallisation has occurred.  The grain recrystallisation process requires a 
large driving force, potentially provided in this instance by the shot peening process applied to 
the surface of the components.  Shot peening induces both strain hardening (inelastic) and 
residual compressive stress (elastic) some depth into the surface of the component in order to 
prevent crack propagation.  If strain stored in the alloy surface is sufficiently high, it could 
provide the driving force for grain recrystallisation.  Figure 6.11(a) shows that the oxide layer is 
deepest in the centre of the image, but beneath which shows little evidence of grain 
recrystallisation.  In the area to the left of centre in Figure 6.11(a), where the oxide layer is yet to 
penetrate such a depth, a 10 µm depth of recrystallised grains is present. 
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6.3.2 Oxide-Alloy Interface observed by TEM, EDX and EBSD Analysis 
 
A TEM sample, also used for EBSD analysis, was prepared across a region of sample A720Li-
2532d to include the oxide, the fine-grained region and an as yet unaffected region of the sample.  
The location of the TEM sample extraction is shown in Figure 6.12. 
 
  
(a) (b) 
Figure 6.12  Ion beam-induced secondary electron images of the region extracted and prepared from sample 
A720Li-2532d for TEM and EBSD analysis, showing (a) a plan view of a region of the EOB and (b) a 52° tilted 
view of the TEM extraction cross-section indicated in (a) after trench excavation. 
 
Analysis of the sample prepared in Figure 6.12 using the Tecnai F20 in HAADF mode is shown 
with EDX mapping, in Figure 6.13(a) and (c).  Accompanying EBSD analysis for the extracted 
sample from A720Li-2532d was carried out using the FIB/FEGSEM and is shown in Figure 
6.13(b). 
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Figure 6.13 TEM analysis of a sample lifted from sample A720Li-2532d using (a) HAADF mode (b) EBSD on a 
FIB/FEGSEM system to show grain orientation spread, and (c) EDX mode showing elemental distribution maps, 
showing the oxide-alloy interface at the EOB location. 
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Figure 6.13(a) shows the oxide-alloy transition in sample A720Li-2532d.  The oxide appears 
from the top of the image on the left hand side and discontinuously on the right hand side, with 
some fine grains in between two oxide regions.  Looking at the more complete oxide on the left 
in Figure 6.13(c), the dual layer chemistry observed previously is present, with a Ni-rich outer 
oxide (just visible in the top left corner of the Ni map) and a mainly Cr, Ti-rich inner oxide, 
outlined by Al presence.  The elemental distribution map for Cr identifies γ' and γ, where 
sulphides are also apparent as before, rich in Cr and Ti, in addition to S (notice the lack of peak 
overlap between S and Mo, due to the greater energy range of the TEM EDX which is able to 
detect the Mo K peak at 17.4 keV). 
 
The fine grain distribution directly beneath the oxide is observed most clearly in Figure 6.13(a) 
and (b), similar to those seen in Figure 6.11.  The Grain Orientation Spread (GOS) EBSD-
derived map in Figure 6.13(b) shows that the fine grains formed during attack have a very low 
GOS (indicated by the blue colour – see key) to a depth of approximately 6-8 µm, compared to 
the surrounding larger grains which have had GOS imparted by the shot peening process.  The 
observation that the fine grains have low GOS adds further evidence to the probability that these 
grains are recrystallised.  The EDX maps in Figure 6.13(c) shows that the corresponding region 
is depleted in Cr and Ti – two sulphide-forming elements.  The EDX maps also show depletion 
of Cr and Ti along grain boundaries (γ'/γ and γ/γ type boundaries), as these elements are drawn 
from the alloy to feed oxide and sulphide formation.  It follows that the regions depleted in Cr 
and Ti – both crucial to corrosion resistance – will be highly vulnerable to corrosive attack.  
Therefore, the oxide can more readily grow thicker into the alloy in a cyclical manner, using 
grain boundaries as a route for elemental transport.  All the time, there is a constant production 
and consumption of new fine grains beneath the oxide layer without the strain hardened 
characteristics desired to limit fissure growth.  Therefore, alloy fissuring could well be 
encouraged within the first 6-8 µm (in this instance) of the alloy.  The sample A720Li-1930f 
displays such fissuring, as observed in Figure 5.28(b) in particular.  Shallow fissuring in this 
manner could speed up the transport of elements along grain boundaries to the oxide layer, 
further worsening the situation.  Once the strain hardened zone has been penetrated, the alloy is 
exposed to the possibility of more extensive alloy fissuring. 
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6.4 Grain Boundary Characteristics Around an Edge-of-Bedding Channel 
Tip 
 
A more developed example of an EOB channel is studied in this sub-section, having observed 
the early stages of attack in Section 6.3, with a sample containing an EOB channel without alloy 
fissuring. 
 
Sample Overview 
 
Sample A720Li-2452ch was studied, included in Table 3.2, which contained an EOB channel 
approximately 70 µm in depth.  Sample A720Li-2452ch had been processed cleaned, and hence 
no oxide layer is present in the figures shown.  Upon receipt of the prepared sample which had 
been cold mounted and gold-coated, only sample stub mounting (step 7 in Figure 3.1) was 
required. 
 
To investigate grain boundary depletion around the EOB channel tip in sample A720Li-2452ch, 
a TEM sample was prepared, firstly by extracting the cross-section indicated in Figure 6.14, 
followed by the TEM sample preparation method discussed in Section 3.4.2.3. 
 
  
 
Figure 6.14  Secondary electron images of sample A720Li-2452ch, showing (a) the EOB channel location on lobe 
1, and (b) the EOB channel indicating the TEM sample extraction site for analysis. 
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6.4.1 Microstructure and Grain Boundary Elemental Distribution Observed by TEM and 
EDX Analysis 
 
TEM analyses using HAADF and EDX were performed on the extracted sample (specified in 
Figure 6.14), to assess grain boundary elemental distribution, and are shown in Figure 6.15. 
 
    
HAADF TEM Al Co Cr 
    
Ni O S Ti 
(a) 
    
HAADF TEM Al Co Cr 
    
Ni O S Ti 
(b) 
Figure 6.15  HAADF TEM images and EDX maps from a TEM sample extraction taken at the EOB channel tip 
from sample A720Li-2452ch, showing elemental segregation. 
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Figure 6.15(a) shows the presence of two boundary chemistries.  The Cr EDX map shows 
boundaries of high Cr (bottom left and right) but also a Cr-depleted boundary (top left).  The Cr-
rich boundaries are found similar to EDX results from the zero hours condition A720Li 
discussed in Section 4.2.3.  Section 4.2.3 identifies such boundaries as rich in Cr and Mo-based 
carbides, which are a microstructural feature evolved due to the composition of the alloy.  At the 
EOB channel tip therefore, some original A720Li microstructure remains.  However, Figure 
6.15(a) and the selected area in (b) show a marked depletion of Cr and Ti as observed with the 
early stages of attack, discussed in Section 6.3.  Figure 6.15(b) in particular also shows the 
presence of small sulphides, again rich in Cr and Ti.  Similar mechanisms to those discussed in 
Section 6.3 are therefore in operation. 
 
6.5 Grain Boundary Characteristics Along an EOB Channel Tip Fissure 
 
The final region to analyse was around an EOB channel with significant alloy fissuring. 
 
Sample Overview 
 
The sample studied was A720Li-1930f, already discussed in Section 5.4, which should be 
referred to for sample background.  Figure 6.16 shows the excavated EOB channel site, which 
was analysed pre-excavation in Section 5.4 and is shown in Figure 5.25.  Two TEM samples 
were extracted from around the EOB channel region to include alloy fissuring, from the regions 
referred to in Figure 6.16 as ‘Region A’ and ‘Region B’. 
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Figure 6.16  Tilted SE image of the EOB location on lobe 1of sample A720Li-1930f, showing two regions, A and 
B, from which TEM samples were extracted. 
 
6.5.1 Microstructure and Grain Boundary Elemental Distribution Observed by TEM and 
EDX Analysis 
 
TEM analyses using HAADF and EDX were performed on the extracted samples (specified in 
Figure 6.16), to assess grain boundary elemental distribution.  Analysis of ‘Region A’ from 
Figure 6.16 is shown in Figure 6.17, and analysis of ‘Region B’ is shown in Figure 6.18. 
 
‘Region A’ in Figure 6.17 shows the propagation of a fissure along grain boundaries, through the 
alloy.  The fissure can be seen in Figure 6.17(a) and (b) as the dark regions, although Figure 
6.17(b) shows some isolated dark areas to be rich in S, Ti and Cr, pertaining to the observation of 
(Ti, Cr)-rich sulphides.  There is marked elemental difference between the two phases present, 
but most importantly in this Figure, there is the observation of Cr and Ti grain boundary 
depletion, as seen in previous samples.  Cr and Ti grain boundary depletion along grain 
boundaries is also observed in ‘Region B’, as demonstrated by Figure 6.18.  These observations 
show that the mechanisms of attack have continued from the early stages of attack in Section 6.3, 
through more extensive attack in Section 6.4, finally to alloy fissuring in this section. 
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(a) (b) 
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Ni S Ti 
(c) 
Figure 6.17  TEM analysis of a sample lifted from ‘Region A’ (as described in Figure 6.16) from sample A720Li-
2532d using (a) HAADF mode (b) on the area shown in (a), and (c) EDX mode showing elemental distribution 
maps, showing grain boundary segregation in the identified region. 
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(a) (b) 
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(c) 
Figure 6.18  TEM analysis of a sample lifted from ‘Region B’ (as described in Figure 6.16) from sample A720Li-
2532d using (a) HAADF mode (b) on the area shown in (a), and (c) EDX mode showing elemental distribution 
maps, showing grain boundary segregation. 
 
6.6 Use of MTDATA to Assess Evolution of Grain Boundary Phases in 
Chemically Affected Regions 
 
It was observed in Figure 5.11, Figure 6.11 and Figure 6.13 that exposure to service conditions 
has the tendency to drive the formation of recrystallised grains with differing chemistry 
compared to the original γ or γ' phases.  The observation of recrystallised grains in the sub-
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surface of ex-service samples provides an interesting consideration of phase equilibria in regions 
of grains with newly altered chemistry.  A different chemistry will result in different 
microstructural phases (compared to those expected in the pre-exposed condition in Section 4.2) 
being stable.  Therefore, the chemistries of the original and post-exposure condition were 
attained and compared, to find whether the differences have an appreciable effect on the phases 
in equilibrium. 
 
6.6.1 Ex-Service Alloy Compositional Changes 
 
EDX spot analyses (on the Jeol TEM) of ten recrystallised grains (with altered chemistry) from 
sample A720Li-2532d were collected, quantified and averaged to give an average elemental 
composition of recrystallised grains, shown in Table 6.3 (compared to the nominal composition 
of Alloy 720Li).  EDX analyses quantified Ni, Co, Cr, Al, Ti and Mo, but were unable to 
quantify the other elements present in the alloy (W, Zr, B and C), due to their low contribution.  
The elemental composition was used for input into MTDATA to predict phase evolution.  Those 
element not quantified by EDX were included by assuming their quantities remained the same as 
before exposure to service. 
 
Element Ni Co Cr Al Ti Mo W Zr B C 
Nominal 57.4 14.8 16 2.5 5 3 1.25 0.03 0.015 0.015 
Recrystallised 67.4 15.8 5.5 3 3 4 (1.25) (0.03) (0.015) (0.015) 
 
Table 6.3  Table showing the nominal composition (in wt.%) compared to the average composition of ten 
recrystallised grains directly beneath the oxide layer at the EOB location of sample A720Li-2532d, as determined by 
EDX spot analysis, for input into MTDATA.  The red numbers indicate the lower quantities between the two 
compositions.  Bracketed numbers indicate that data could not be collected, therefore a nominal composition is 
assumed (other compositions are adjusted accordingly). 
 
From Table 6.3, it is observed that the major compositional differences are seen in Ni and Cr, 
where a depletion of approximately 10 wt.% Cr is compensated by a 10 wt.% increase in Ni 
content. 
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6.6.2 MTDATA Phase Prediction 
 
An isopleth calculation was performed to observe the evolution of phase stability as the alloy 
was affected from its original condition to its modified post-service condition.  Figure 6.19 
shows stable phases at temperature (in K), progressing from the nominal composition on the left 
of the x-axis to the recrystallised post-service composition (essentially, Cr depletion) on the right 
of the x-axis. 
 
 
Figure 6.19  MTDATA isopleth prediction of stable phases for Alloy 720Li in the temperature range 573 to 1773K, 
for an increasing ratio of the nominal composition to a composition simulating chemically modified recrystallised 
grains found directly beneath the oxide at the EOB region of sample A720Li-2532d, as specified in Table 6.3.  
 
The temperature range of study for service conditions can be taken as approximately 700°C, 
based on reproduction of service conditions, as discussed in Section 6.7.  At 700°C (973K – 
indicated in Figure 6.19), Figure 6.19 demonstrates the change in stability of phases from 
nominal to post-service composition.  Stability progresses from γ'/γ/M23C6/M3B2/σ at the 
nominal composition, losing σ then M23C6 and evolving M6C to be stable with γ'/γ/M3B2/M6C at 
the Cr depleted recrystallised grain composition.  Prediction of phases of the nominal and the 
post-service recrystallised grain is displayed for each composition in Figure 6.20. 
973K 
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(a)  (b) 
Figure 6.20  MTDATA predictions of phases for Alloy 720Li in the temperature range 250-1500°C, for (a) a 
nominal composition and (b) a composition simulating chemically modified recrystallised grains found directly 
beneath the oxide at the EOB region of sample A720Li-2532d, as specified in Table 6.3.  
 
The propensity towards M6C formation during depletion only acts to drive denudation of grain 
boundaries further.  At 700°C, M6C is approximately 70 wt.% Mo, 20 wt.% Cr and 10 wt.% B.  
Therefore, as Cr (contained in M23C6) is drawn from grain boundaries it not only denudes the 
grain boundary of its corrosion resistant element, it also encourages loss of Cr by making M23C6 
less thermodynamically stable. 
 
6.7 Reproduction of Ex-Service Sub-Surface Features in Alloy 720Li 
 
With the higher-stressed regions being identified as producing the most accurate reproduction of 
ex-service features in Section 5.5, sample A720Li-13kN was analysed in the sub-surface of the 
notch region (experiencing up to 1470 MPa) to ensure the grain boundary features were also 
similar to ex-service examples. 
 
The EOB channel sub-surface analysed in this section was situated close to the previous example 
from this sample (shown in Figure 5.31), and is shown in Figure 6.21. 
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Figure 6.21  An EOB channel reproduction from sample A720Li-13kN in the notch region showing (a) secondary 
electron image of the EOB channel reproduction, (b) the selected area indicated in (a), and (c) EDX maps of the 
region shown in (b). Note that the Mo K peak overlaps with the S L peak. 
 
Figure 6.21 shows that the EOB channel reproductions from highly stressed notch regions are 
showing similar, but perhaps more extensive signs of grain boundary attack, characterised by 
(Ti, Cr)-rich sulphide formation fed by grain boundary denudation of Ti and Cr.  Sulphides are 
typically around 250 nm in diameter and heavily populate grain boundaries.  Less severe attack 
is observed in sample A720Li-9.6kN, suggesting, as was concluded in Section 5.5, that the 
slightly lower stress exposure of this sample more accurately recreated the service conditions. 
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A TEM sample extraction from the area shown in Figure 5.21 was also performed and analysed 
on the Tecnai F50 instrument.  The location of extraction, a HAADF image and EDX maps of 
the region are shown in Figure 6.22.  Figure 6.22 shows a number of features similar to those 
observed around ex-service firtree EOB channels.  Numerous Cr, Ti-rich sulphides are present 
along grain boundaries depleted in these elements.  This gives further evidence that the corroded, 
stressed regions of the notch more accurately replicate the service conditions at the EOB 
location. 
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Figure 6.22  Study of a cross-section from an EOB channel reproduction from sample A720Li-13kN in the notch 
region showing (a) the extracted region, (b) the selected area indicated in (a) in HAADF TEM imaging mode, and 
(c) EDX maps of the region shown in (b). 
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6.8 Corrosion Attack Mechanism Summary 
 
It is beneficial to summarise the sequence of corrosion attack mechanisms occurring during 
service of firtree components, as discussed in both this chapter, with regards to grain boundary 
attack, and the previous chapter, which observed development of the oxide layer.  This will be 
useful in the discussion of the influence of shot peening conditions on corrosion in Chapter 8.  
Beyond that, and beyond the scope of this thesis, these laboratory conditions can then be used for 
future design improvement testing. 
 
The oxide development studied in Chapter 5 is characterised by an outer layer of Ni-rich oxide 
with an underlying layer of Cr, Ti, Al-rich oxide, comparable to the transition-type morphology 
described by Viswanathan [1].  Initially, oxide development occurs in part due to the presence of 
sulphate-containing salts, ingested during flight, residing on the alloy surface.  Salt exposure is 
thought to be highest at the EOB face, where a Cr, Ti-rich sulphide layer within the oxide was 
observed.  Other regions, such as the bedding face, are exposed to salts only when centrifugal 
forces from blade and disc rotation relent and mating turbine root faces lose contact.  Hence in 
these areas, a modified morphology was observed where internal Cr, Ti-rich sulphides 
dominated and there was no sulphide layer present.  Therefore, such characteristics are identified 
as developing in a low salt flux.  Ingress of the dual-layered oxide was fuelled by the outward 
diffusion of alloy elements reacting with oxygen from the environment at elevated temperature 
and stress.  The elements with the highest oxide-forming potential were those providing the most 
corrosive protection: Cr, Al and Ni.  These elements also have the highest sulphide-forming 
potential, when exposed to SOX (present as a result of the combustion process).  Cr and Al 
appear to be initially drawn from the alloy through grain boundaries as SOX diffuses inward to 
react and form sulphides.  Grain boundaries are also a partial source of Cr, residing in Cr23C6 
carbides, which appear to be consumed as grain boundaries are denuded in Cr and Al.  As attack 
progresses, it appears that the depletion in Cr and Ti, contributed to recrystallisation to form a 
fine grain distribution, again depleted in Cr and Ti. 
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6.9 Summary 
 
This chapter has provided an overview of the post-exposure condition of Alloy 720Li, and in 
particular, the sub-surface characteristics, including the formation of sulphide particles and 
elemental depletion of grain boundaries directly beneath the oxide layer discussed in Chapter 5.  
The chapter also included analysis of samples aiming to replicate service conditions in terms of 
corrosion and stress levels. 
 
An analysis of the location and abundance of sulphur-rich particles, first identified in Section 
5.2.1.3, showed that although many of these particles are present along the EOL face on lobe 1, 
larger sulphides were more prominent at the EOB location.  Lobe 2 had far fewer sulphides 
present compared to lobe 1, but these were again more abundant in the EOL and EOB locations.  
Lobes appeared to show attack similar to a transition-type hot corrosion situation, as discussed in 
Section 2.4.2, although the general presence of internal sulphides rather than a continuous 
sulphur-rich layer suggested a low salt flux in areas away from the EOB.  The EOB location was 
especially susceptible to attack due to the more likely collection of salts and other corrosive 
species on the alloy surface in this location.  Lobe to lobe variation was attributed to the 
temperature profile of the firtree. 
 
The sulphide particles were found to be rich in Ti and Cr, and through EBSD and diffraction 
pattern analysis were identified as TiS sulphides with Cr substitution, which was confirmed by 
subsequent observations of other examples of ex-service firtree cross-sections. 
 
The study of examples of ex-service firtrees showed the development of attack into the alloy, 
predominantly along grain boundaries, which were most obviously depleted in Cr and Ti.  Cr and 
Ti diffusion along grain boundaries is likely to feed oxide production of the inner oxide, 
observed in more detail in Chapter 5.  Depletion of these elements was shown to have a 
secondary effect that the depleted compositions observed are predicted to decrease the stability 
of grain boundary species such as M23C6. 
 
Finally, attempts to reproduce the EOB channel observed in ex-service samples showed that an 
area experiencing corrosion and stress up to 1470 MPa displayed many of the characteristics 
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expected at the EOB, although more similar to layer-type (Type II) behaviour, perhaps due to a 
higher salt flux.  Cr, Ti-rich sulphides were prominent with grain boundary depletion of these 
elements, suggesting that such reproductions are accurately replicating service conditions in 
these regions, to give confidence to future test programmes. 
 
Whilst this chapter has focussed on an analysis of the sub-surface beneath the oxide layer around 
the firtree lobes, the next chapter will analyse pre- and post-service samples in three-dimensions, 
to add further depth to the observations and improve on previous data collection techniques. 
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7 Three-Dimensional Microstructural Reconstruction of Alloy 
720Li using a Serial Milling Technique 
7.1 Introduction 
 
The development of three-dimensional reconstructions in metallurgy has been discussed in the 
Literature Review (Section 2.3.3).  The purpose of this chapter is to extend this development 
further by analysing a number of features in Alloy 720Li using a serial milling technique to 
collect data from consecutive slices of the region of interest.  Data collection over a number of 
successive slices can yield electron back scatter diffraction (EBSD), electron dispersive x-ray 
(EDX) and secondary electron (SE) data useable for three-dimensional phase reconstruction, 
using a computer-based tomography package.  EDX maps are the primary data used to 
reconstruct γ' phase, because the chemistry differs between γ' phase  and the γ matrix.  Usually, 
EBSD data can be used in the same way by segmentation (the selection of desired phases) based 
on different crystal structures.  However, in this instance, γ' and γ phases have almost identical 
crystal structures meaning differentiation between the two is impossible with current systems.   γ  
phase is a Ni-based solid solution and displays a face-centred cubic structure, whilst γ' phase is 
an intermetallic phase displaying a L12 structure (in the form Ni3Al), with below 1% mismatch 
between the two, resulting in the difficulty in phase differentiation.  Combination of EDX and 
EBSD data allows the discernment of phases from EDX with increased grain shape accuracy 
provided by EBSD, whilst also allowing distinction between coherent phases with EDX that 
would not be identified solely using EBSD.  The study has also identified a region of grain 
banding within the alloy, which provides the basis for a three-dimensional comparison and 
discussion of γ' phase size between coarse and fine grain regions. 
 
Initially, pre-data collection optimisation was performed to specify which elemental distribution 
maps should be used for data reconstructed and the optimised count rate of the EDX detector.  
Based on the elemental selection, electron path simulation has been used to assess the spatial 
accuracy of data provided by EDX data collection.  Through three-dimensional reconstruction, 
three different samples are analysed to provide information on alloy fissure behaviour in ex-
service firtrees, banded microstructures and finally fatigue crack behaviour of Alloy 720Li.  By 
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virtue of the three-dimensional nature of the data, aspects previously unseen by two-dimensional 
analysis are revealed. 
 
7.2 Elemental Selection and EDX Optimisation for EDX-Based 
Reconstruction 
 
The first consideration when optimising the three-dimensional data collection technique was the 
selection of the appropriate element to best distinguish γ' from γ.  It is not possible to consider 
EBSD data for reconstruction of γ' due to the similarity in crystallographic characteristics, as 
discussed in Section 2.2.2.  γ' is chemically different from γ, as observed from thermodynamic 
predictions and experimental data collection in Section 4.2.1.  In order to select the most 
effective element to distinguish between phases both the number of counts and the relative 
difference in counts between the phases from EDX must be considered.  EDX maps of Alloy 
720Li, from several elements, are shown in Figure 7.1.  Figure 7.1 visually demonstrates the 
varying effectiveness of different elements as a source of reconstruction data.  For example, Cr 
would appear to provide much greater contrast between phases compared to Mo, as a result of 
the relative chemical differences in Cr between γ' and γ, but also the difference in the number of 
counts, with 86 counts (in the brightest areas) for Cr compared to 39 counts for Mo.  A 
comparison of all the elements, in terms of γ' counts to γ counts is shown in Figure 7.2.  Figure 
7.2 shows that Cr is the most effective element in terms of differentiation between phases (even 
though Ni has the highest number of counts overall), and is selected as the element for γ' 
segmentation. 
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(a) (b) (c) 
 
(d) (e) (f) 
Figure 7.1  A selection of EDX elemental distribution maps of Alloy 720Li, showing the distinction of γ' and γ to 
varying degrees, based on elements (a) Al, (b) Co, (c) Cr, (d) Mo, (e) Ni, (f) Ti. 
 
 
Figure 7.2  A graph to show the relative number of counts of γ' and γ and the ratio of the highest to the lowest for 
selected elements, for EDX maps of Alloy 720Li. 
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Important to initially consider in optimising data collection for a long duration run is the beam 
aperture and beam spot size.  A large aperture is required for a high depth of field to keep the 
face of interest within acceptable focus, for which an aperture of 50 µm was selected.  A large 
spot size was also desirable to limit the effect of beam drift throughout the duration of the run, 
for which a 6.6 nA current was selected.  Also important in optimising EDX data collection 
conditions is the proximity of the EDX detector to the sample.  It is desirable to achieve the 
highest net peak intensity possible for the element selected.  Net peak intensity refers to the 
number of peak counts in the trace minus the number of average background counts.  Figure 7.3 
is a graph quantifying the net peak intensity for each element recorded from a region including γ' 
and γ phases in Alloy 720Li.  Figure 7.3 shows that there is an optimum input count rate to 
obtain the maximum net peak intensity for some elements (Cr, Co, Ni) in the 30-35k count rate 
range, whereas others (Al, Ti) steadily increase with count rate.  When the input count rate is 
increased, noise becomes significant, which is most marked in heavy elements.  Hence Cr, Co 
and Ni experience a decrease in net peak intensity at higher count rates.  Count rate is increased 
by moving the EDX detector closer to the region of interest.  Therefore, a compromise must be 
met to achieve the highest net peak intensity without the EDX detector being at risk of hitting the 
sample during rotation (see Figure 3.12) by being too close to the sample.  For the selected 
element (Cr), the optimum count rate, also considering detector proximity, was found to be 
approximately 310k counts per second, which is shown in Figure 7.3 
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Figure 7.3  A graph showing net peak intensity, of selected elements, recorded from a region of Alloy 720Li 
containing γ' and γ, at varying count rate (cps), for 50 seconds. 
 
7.3 Segmentation Criteria Assessment by CASINO 
 
The electron simulation package, CASINO, has been described in Section 3.5.3.  CASINO was 
used in this section to determine how data should be processed in the reconstruction stages.  
More specifically, CASINO was used to determine the greyscale pixel value that was used as a 
threshold to segment γ' and γ.  The parameters governing the simulations in this section are 
provided.  It was logical to then consider the selection of the greyscale threshold level, which 
provides the basis for the reconstruction accuracy.  Here, each dimension of the data set was 
considered individually.  First, the y-axis is studied, because this axis presented the biggest 
reconstruction problems when considering the electron interaction volume at the sample surface, 
tilted 70° to the normal. The x- and z-axes follow. 
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7.3.1 CASINO Parameter Input 
 
Many of the parameters CASINO requires to run remain at their default setting, as shown in the 
figures of Section 3.5.3.  The specific parameters inputted into CASINO for simulation, via the 
menus shown in 3.5.3, which are not set by default, are shown below: 
 
Beam voltage: 20 kV 
Tilt of specimen: 70° 
Beam radius: 10 nm 
Scan step-size: 200 nm 
γ' composition (all wt.%): 69.9Ni, 10.1Ti, 9.5Co, 5.1Cr, 4.4Al, 1.0Mo 
γ composition (all wt.%): 56.0Ni, 18.2Cr, 16.1Co, 4.0Mo, 3.6Ti, 2.1Al 
 
Compositions derive from the measured γ'/γ compositions from Section 4.2.1.2.  Other 
parameters that are not set by default include the layer or grain boundary constructions.  In this 
section, the boundary constructions vary according to the particular aspect to be investigated.  
The boundary construction conditions will be specified in each case. 
 
7.3.2 Consideration of the Y-Axis 
 
Figure 3.14(a) shows an approximation of the electron interaction volume in an alloy.  Section 
3.4.2.5 describes the combined EBSD/EDX three-dimensional technique, including the need for 
a sample tilt of 70° to the normal for EBSD and EDX data collection.  The 70° angle tilt causes 
the most problems in the y-axis of the analysed region, as demonstrated by Figure 7.4.  Because 
of the electron beam incidence with the sample, the electron interaction volume collects data 
from a volume ahead of the point of first incidence on the sample surface (labelled ‘i’ in Figure 
7.4(b)). 
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(a) (b) 
Figure 7.4  Schematic diagrams of (a) axis notation and (b) YZ electron interaction volume. The point labelled ‘i’ is 
the point of first incidence of the electron beam with the sample. 
 
The electron beam performs a raster down the sample much like an inkjet printer. The beam 
scans one row along the x-axis, then moves down a row on the y-axis and repeats until the 
specified scan area for one slice is complete.  After slice removal the same process proceeds for 
the next slice. 
 
The reconstruction distinguishes between γ' and γ, and as such it was necessary to simulate the 
electron interaction across a region of γ' chemistry within a γ matrix, using CASINO.  Figure 7.5 
shows how CASINO was used with a 70° beam incidence with the sample to investigate the y-
axis.  Included in Figure 7.5 is a note on the beam direction.  As a row in the x-axis is complete 
and a new row in the y-axis begins, the beam position moves in the direction specified in Figure 
7.5(a) according to the step-size used in set-up.  The step-size can be inputted into CASINO, 
which can consequently run a series of simulations at each step along the axis.  As the beam (and 
interaction volume) passes a γ'/γ boundary (also indicated in Figure 7.5), the simulation of x-ray 
production shows an associated change in chemistry (i.e. an increase in the Cr signal).  Figure 
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7.6 shows the simulation of the scanning of an electron beam across a γ' particle 2000 nm in 
diameter.  A large majority of γ' particles are expected to be larger than 2000 nm, as determined 
by Section 4.2.1.3. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5  Illustration of an electron beam interaction across a γ'/γ boundary with a 70° angle of incidence, 
representing the y-axis electron beam incidence, with the sample shown as (a) a schematic and (b) as a CASINO 
simulation with contours to identify what percentage of the beam extends beyond a given contour. 
 
 
Figure 7.6  A graph to show a simulated Cr signal produced by a 20 kV electron beam at 70° incidence, across a 
2000 nm diameter Alloy 720Li γ' particle (blue shaded area) within a matrix of Alloy 720Li γ.  Overlaid are the 
reconstruction threshold value used and the subsequent position (red shaded area) at which this places the 
reconstructed particle. 
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Figure 7.6 shows the change in Cr signal as the simulated electron beam passes the γ' particle.  
The Cr signal is shown to go through a period of gradual change over approximately 800 µm as 
it passes through the γ' phase, rather than the ideal scenario of a sharp, vertical drop.  The 
reconstruction intensity threshold labelled in Figure 7.6 was specified so that it’s subsequent 
intersection with the Cr signal trace reconstructed a γ' particle of equal diameter to the ‘real’ 
particle (shaded in blue in Figure 7.6).  In terms of greyscale pixel value, the reconstruction 
intensity threshold equated to 114 (on a scale of 0 to 255).  Reconstruction of accurate particle 
size is of crucial importance for quantitative data collection. 
 
The reconstructed particle from the threshold (shaded in red in Figure 7.6) was offset by 200 nm 
in the y-axis.  A 200 nm offset does not affect a reconstruction of γ', because all data are shifted 
by the same amount, and so in free space this has no significance.  An offset does become 
significant if the γ' reconstruction is made in relation to a feature reconstructed from EBSD data.  
EBSD data were used in this chapter to reconstruct a fatigue crack through a γ'/γ microstructure, 
and so whilst this EBSD data experiences no appreciable offset, the EDX reconstruction does.  
This was easily rectified by shifting the EDX data by the required distance, in this case, 200 nm 
downwards. 
 
7.3.3 Consideration of the X-Axis 
 
Compared to the y-axis, the x-axis reconstruction was relatively straightforward.  As the electron 
beam scans across in the x-axis, the interaction volume shape is symmetrical and penetrates less 
perpendicular depth into the material, due to the 70° sample tilt.  Figure 7.7 shows a schematic 
diagram of the beam scanning and interaction volume situation in the x-axis.  Figure 7.8 shows 
how the interaction volume generated by CASINO appears in an alloy cross-section. 
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 (a) (b) 
Figure 7.7  Schematic diagrams of (a) axis notation and (b) XY electron interaction volume. 
 
 
Figure 7.8  Illustration of an electron beam interaction across a γ'/γ boundary with a 0° angle of incidence, 
representing the x-axis electron beam incidence, with the sample shown as (a) a schematic and (b) as a CASINO 
simulation with contours to identify what percentage of the beam extends beyond a given contour. 
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The symmetry of the incident electron beam provided an advantage when reconstructing γ' 
particles with EDX data.  CASINO was used again to simulate the passing of a γ' particle 2000 
nm in diameter.  Figure 7.9 shows the simulation of the electron beam passing a γ' particle in the 
x-axis.  Figure 7.9 demonstrates that the reconstruction threshold used (this is the same as that 
determined from the y-axis simulation), was again accurate in reconstructing the correct particle 
size.  In the x-axis however, there was no overall shift in position as there was with the y-axis.  
Therefore, no position correction is needed in the x-axis. 
 
 
 
Figure 7.9  A graph to show a simulated Cr signal produced by a 20 kV electron beam at 0° incidence, across a 
2000 nm diameter Alloy 720Li γ' particle within a matrix of Alloy 720Li γ.  Overlaid are the reconstruction 
threshold value used and the subsequent position (red shaded area) at which this places the reconstructed particle. 
 
 
Particle Size Error 
 
At this point, it is suitable to consider the effect of particle size on the accuracy of the 
reconstructed particle size.  It was stated that a particle size of 2000 nm represents a 
comparatively small particle in Alloy 720Li, with an average particle size of 4.33 µm, as 
determined in Section 4.2.1.3.  It has been observed in Figure 7.6 and Figure 7.9 that a 2000 nm 
2000 nm Cr signal
430
340
260
170
85
0-2.0 -1.6 -1.2 -0.8 -0.4 0 0.4 0.8 1.2 1.6 2.0
Position (µm)
X
-r
ay
 in
te
ns
ity
Reconstruction 
contrast threshold
2000 nm
γ'γ γ
tr ction 
intensity thr  
199 
diameter particle is reconstructed very accurately, and this would be expected to continue at 
diameters greater than 2000 nm.  Below 2000 nm diameter, the reconstructed particle size 
accuracy decreases, as demonstrated in Figure 7.10.  For example, in Figure 7.10, a particle of 
500 nm diameter (red lines) is reconstructed as approximately 350 nm using the reconstruction 
intensity threshold, representing a 30% diameter loss.  Figure 7.11 quantifies the diameter 
percentage losses occurring from reconstruction compared to the real particle size. 
 
 
 
Figure 7.10  A graph to show the simulation of various γ' particle sizes, surrounded by γ phase, reconstructed by Cr 
EDX signal based on the reconstruction intensity threshold used.  The vertical, coloured lines represent the 
reconstructed particle sizes for the corresponding particles indicated by the legend. 
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Figure 7.11  A graph to show γ' diameter loss as a percentage of actual particle size through a intensity threshold 
method of  three-dimensional reconstruction, as calculated using CASINO electron path simulation.  The red dashed 
line extends the calculated value to 100% diameter loss which is defined as the minimum detectable particle size. 
 
Figure 7.11 shows that diameter percentage losses remained below 10% down to an actual 
particle diameter of 1000 nm.  It was only below a 900 nm particle diameter that losses began to 
more significantly increase until the whole diameter was lost, i.e. the particle was not detectable 
anymore, at a 330 nm particle diameter.  Clearly, the diameter losses should be considered whilst 
using the three-dimensional reconstructions, but in general  90% of particle sizes are above 1 µm 
diameter (as observed in Section 4.2.1.3), and so diameter loss should usually be limited to 
below 10%. 
 
7.3.4 Consideration of the Z-Axis 
 
The z-axis is otherwise known as the ‘slicing direction’ in the context of a three-dimensional 
reconstruction.  Each milled slice in the data collection process represents an incremental 
progression through the z-axis.  It was essential that the data recorded for each slice are 
representative of the contents of the actual slice.  Interaction volume effects are therefore 
important to consider, because if data are collected from a depth beyond the slice thickness in 
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use (a distinct possibility with the effect), then the data are not a true reflection of the slice 
contents.  CASINO was employed to validate the reconstruction intensity threshold used and 
determine the depth to which data used for reconstruction were collected. 
 
Figure 7.4 shows a schematic diagram of the electron interaction volume with respect to the y- 
and z-axes.  It is observed from Figure 7.4 that the 70° specimen tilt was advantageous in the z-
axis because the depth to which the electron interaction volume extends was reduced.  CASINO 
was used to determine the depth at which γ' could be detected with the reconstruction intensity 
threshold defined in Section 7.3.2, achieved by switching the direction of the γ'/γ boundary and 
incrementally decreases the distance between the surface and the γ'.  Figure 7.12  shows a 
schematic snapshot of the process of determining the minimum depth to which γ' is detected.  
The depth, ‘d’, indicated in Figure 7.12, was decreased from 1000 nm to 0 nm, initially in steps 
of 100 nm and then in smaller steps to determine the precise depth at which γ' is first detected.  
The depth at which γ' is first detected with the conditions used was 60 nm (to the nearest 10 nm).  
Because γ' was only detected as close as 60 nm to the surface, it was confirmed that the 
reconstructed data was representative of the top 60 nm of each slice.  This 60 nm depth is well 
within the slice thickness of 200-250 nm, i.e. γ' will not be detected in the next slice down before 
it is exposed by milling. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.12  Illustration of an electron beam interaction with a 70° angle of incidence, with the sample shown as (a) 
a schematic and (b) as a CASINO simulation with contours to identify what percentage of the beam extends beyond 
a given contour.  The blue dashed line represents one position (d=360 nm) of the γ'/γ boundary at a depth ‘d’. 
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7.3.5 Segmentation Criteria Conclusions 
 
From CASINO analysis in the x-, y- and z-axes a suitable segmentation criterion has been 
selected for γ' reconstruction from Cr EDX data.  A greyscale pixel value threshold of 114 (on a 
scale of 0 to 255) is used to segment γ' from γ.  The threshold provided good accuracy of particle 
size above 2000 nm diameter and the diameter percentage error remained below 10% down to 
900 nm.  Section 4.2.1.3 showed that approximately 90% of γ' was larger than 900 nm in 
diameter.  The threshold selected also ensured that the reconstructed data were representative of 
the particular slice from which they were collected.  In terms of positional accuracy, the 70° 
incidence of the electron beam and the subsequent interaction volume caused a negative 
(upwards) shift in the y-axis by 200 nm.  The 200 nm y-axis shift can be corrected in the 
software used for reconstruction. 
 
7.4 Three-Dimensional Reconstruction Visualisation and Analysis 
 
With the conditions selected, optimised and verified, the reconstruction process could proceed to 
visualise three-dimensional models of the data collected, which were used to analyse various 
microstructural characteristics of Alloy 720Li.  Three reconstructions are presented in this sub-
section, including a visualisation of an ex-service alloy fissure located at the EOB region, a 
region of banded γ' and a laboratory fatigue crack through γ'.  Each reconstruction provided 
additional information of the characteristics and the behaviour in failure of Alloy 720Li, which is 
discussed throughout. 
 
7.4.1 Ex-Service Edge-of-Bedding Alloy Fissure Reconstruction 
 
The first three-dimensional reconstruction represented a basic approach to the technique.  The 
reconstruction of an ex-service EOB alloy fissure was achieved using a slice-and-view technique 
(as described in Section 3.4.2.5) to collect a series of electron beam images, in order to 
distinguish the fissure from the bulk microstructure.  Observation of a reconstructed fissure 
feature provides information on the propagation behaviour of the fissure from the EOB region.  
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Fissure propagation characteristics add to the investigation of grain boundary behaviour in Alloy 
720Li, as discussed in Chapter 6.   
 
The sample analysed was A720Li-1930f, as specified in Table 3.2, and specifically, the EOB 
channel region, previously analysed in Section 5.4.  Only SEM images were consecutively 
collected from the region of interest, and so the slice and view technique, described in Section 
3.4.2.5, without EBSD or EDX data collection, was used.  The imaged area of each slice 
measured 40 x 30 µm, with 196 slices processed, each representing 200 nm thickness, giving a 
total analysed volume of 46,800 µm3.  Each slice image displayed an intensity gradient towards 
the bottom right corner due to shadowing (the blocking of electron beam signal due to 
geometrical constraints).  Adobe Photoshop was used to remove the symptoms of shadowing to 
produce evenly intensified images, a selection of which are shown in Figure 7.13. 
 
 
(a) (b) (c) 
 
(d) (e) (f) 
Figure 7.13  A selection of secondary electron images collected via a slice-and-view technique showing an alloy 
fissure in the EOB channel region of sample A720Li-1930f, including slice number (a) 1 (z = 0 µm), (b) 38 (z = 7.4 
µm), (c) 72 (z = 14.2 µm), (d) 106 (z = 21.2 µm), (e) 140 (z = 28 µm) and (f) 174 (z = 34.8 µm), out of 196 slices. 
 
A reconstruction of the fissure through the alloy microstructure was performed by a intensity 
threshold method to distinguish the dark crack from the lighter greyscale microstructure.  The 
reconstruction of the alloy fissure in sample A720Li-1930f is shown in Figure 7.14.  An 
10 µm 
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animated movie (Movie 1) of the reconstruction is also available on the CD included in the thesis 
submission.  Figure 7.14 demonstrates the complex nature of the crack path, showing its 
widening from the crack tip at Z = 0 µm towards the EOB channel mouth at Z = 40 µm, 
indicated in Figure 7.14(a).  The reconstruction also shows a portion of ‘lost’ volume (as 
indicated in Figure 7.14(b)), due to material redeposition.  In this case, redeposition of the alloy 
over the fissured grain boundaries (an example is shown in Figure 7.13(f)) has led to a thickness 
of a few microns showing very little crack path where significant fissuring would be expected. 
 
Figure 7.14(c) in particular shows the evidence for intergranular fissure propagation, seen in the 
form of near-spherical pockets, as labelled.  Further reconstruction work was perfomed to 
segment individual grains in the region.  Figure 7.15 shows the progression of the alloy fissure 
around a particular grain, which was subsequently used for the reconstruction of the grain 
indicated in relation to the three-dimensional fissure path shown in Figure 7.16.  Figure 7.16 
includes three other examples of grains similarly negotiated by the fissure path, and therefore 
provides a strong indication that intergranular fissuring was occuring. 
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(a) (b) 
 
(c) 
Figure 7.14  Images of the three-dimensional reconstruction of an alloy fissure from the EOB region of sample 
A720Li-1930f using 196 consecutive secondary electron images, using Avizo version 6.0.0, including (a) x,z view, 
(b) y,z view and (c) x, y, z view, where x = 40 µm, y = 30 µm and z = 39 µm. 
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(a) (b) (c) 
   
(d) (e) (f) 
Figure 7.15  SE images of a selected area of the alloy fissure region studied in sample A720Li-1930f, showing the 
progression of the fissure path around a particular grain (indicated), with slices (a) to (f) each separated by a 450 nm 
thickness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.16 Image of the three-dimensional reconstruction of an alloy fissure (blue) and individually selected grains 
(black) from the EOB region of sample A720Li-1930f, showing the intergranular nature of the fissure propagation, 
including a blow-up of selected grains at a slightly modified camera angle, , where x = 40 µm, y = 30 µm and z = 39 
µm, and grains labelled 1 to 4. 
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Small Particle Presence 
 
Another observation from the dataset was the observation of small particles in the vicinity of the 
fissure path.  Figure 7.17 shows SE images of cropped regions from two slices displaying small 
particles around the fissure.   
 
          
(a) (b) 
Figure 7.17  Secondary electron images of slice number (a) 57 (z = 11.2 µm) and (b) 94 (z = 18.6 µm), showing the 
presence of small particles in the vicinity of the fissure path. 
 
The small particles observed in Figure 7.17, in addition to other slices not shown, appear very 
similar to those seen directly beneath oxide layers (e.g. in Figure 5.22), which were identified as 
(Ti, Cr)-rich sulphides in Section 6.2.  With the data collected, it was not possible to identify the 
particles around the fissure as sulphides due to the absence of EDX mapping data.  Even if EDX 
data had been collected, the particles measuring less than 200 nm in diameter, would be difficult 
to analyse.  However, despite the absence of chemical confirmation, these particles are very 
similar in appearance to those previously observed both in ex-service samples and samples 
replicating an EOB channel region. 
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7.4.2 γ' Phase Reconstruction of a Banded Region 
 
A three-dimensional reconstruction of a banded region of the γ' phase in Alloy 720Li was carried 
out using the technique described in Section 3.4.2.5.  The banded region was contained within 
the sample of study: A720Li-0, as specified in Table 3.3.  The reconstruction utilised Cr-derived 
EDX maps collected via the detector installed on the FIB/FEGSEM.  The reconstruction was 
made from 120 individual slices of 250 nm slice thickness.  After cropping, each slice covered 
an area measuring 42.8 x 35.7 µm, giving a total volume of 45,838 µm3. 
 
Samples of the maps collected from data acquisition, from one slice (slice 40/120) of the data set 
are shown in Figure 7.18.  The maps in Figure 7.18 include an inverse pole figure map (Figure 
7.18(a)), image quality map (Figure 7.18(b)) and an EDX-derived map of Cr (Figure 7.18(c)). 
 
 
(a) (b) (c) 
Figure 7.18  Extracted data maps from the combined EBSD/EDX serial milling technique showing maps for: (a) 
inverse pole figure, (b) image quality, (c) EDX-derived distribution map of Cr (light = high counts, dark = low 
counts), in slice 40 out of 120 (z = 10 µm). 
 
Figure 7.19 shows EBSD and EDX-derived distribution maps from one slice (slice 80/120) of 
the banded region, with the finer grain distribution towards the lower left corner.  An image of 
the γ' phase reconstructed from Cr-derived EDX maps (shown in Figure 7.19(c)) is shown in 
Figure 7.20 for the whole volume analysed.  An animated movie (Movie 2) of the reconstruction 
is also available on the CD included in the thesis submission.  Figure 7.21 shows two reduced 
volumes (of identical dimensions), both extracted from the larger volume in Figure 7.20, 
isolating a coarse grained and a fine grained region. 
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(a) (b) (c) 
Figure 7.19  Extracted data maps from the combined EBSD/EDX serial milling technique showing maps for: (a) 
inverse pole figure, (b) image quality, (c) EDX-derived distribution mapof Cr (light = high counts, dark = low 
counts), in slice 80 out of 120 (z = 20 µm). 
 
 
          
Figure 7.20  Three-dimensional reconstruction of γ' in γ, from sample A720Li-0, using 120 consecutive Cr-derived 
EDX maps, showing grain banding in the lower near corner. 
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(a) (b) 
Figure 7.21  Three-dimensional reconstruction of γ' phase segmented from Cr-derived EDX maps, from a section 
sample A720Li-0, showing (a) a coarse grain region and (b) a fine grain region. 
 
γ' Phase Distribution 
 
Quantitative measures of γ' volume within the two specific volumes, reconstructed in Figure 
7.21, were again recorded using Avizo 6.0.0.  The volume fraction of γ' in γ, for coarse and fine 
grain regions, is shown in Table 7.1. 
 
Phase Volume / % 
Coarse γ' 17.3 
Fine γ' 13.7 
 
Table 7.1  Relative volume percentages of γ'  phase, derived from Cr EDX maps, in coarse and fine regions of a 
reconstructed volume of Alloy 720Li. 
  
The volume fractions of γ' in Alloy 720Li from Table 7.1 show that more γ' was contained in the 
coarse grained region compared to the fine grained region.  Table 4.2 would suggest that a lower 
volume fraction of γ' would increase Cr, Co and Mo levels whilst reducing Ti, Al and Ni levels, 
on the assumption that composition of γ' and γ phases were not inherently affected, as 
ascertained in Section 4.2.2. 
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Phase Connectivity 
 
Inspection of the reconstruction in Figure 7.20 identified many areas of apparent γ' phase 
connectivity.  An isolated region displaying γ' phase connectivity from Cr-derived EDX maps is 
shown in Figure 7.22.  In order to verify phase connectivity, inverse pole figure (IPF) maps were 
used in preference to unique grain colour maps (for example) because the maps were comparable 
from one slice to the next.  The orientation of a grain should remain fairly consistent throughout 
the slices in which it is present; whereas a unique grain colour would have no comparability, as 
grain colour would change randomly for each slice.  The orientation consistency of grains over 
numerous slices allowed the same grains to be identified for each slice.  Figure 7.23 shows a 
series of IPF maps from the portion of reconstructed volume in Figure 7.22.  For clarity, the 
grains of interest, identified as γ' from the EDX maps, are shown in colour against the de-
saturated γ grains. 
 
 
Figure 7.22  A three-dimensional reconstruction of γ' phase, within a section from sample A720Li-0, derived from 
Cr EDX maps.  Feature i shows an interconnected portion. 
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(a) (b) (c) (d) 
Figure 7.23  A series of inverse pole figure maps from a combined EDX/EBSD serial milling technique data 
collection from sample A720Li-0, showing: (a) slice 83, (b) slice 85, (c) slice 86, (d) slice 87, out of 120 slices.  
Grains of interest are identified as γ' from EDX maps, and are labelled in (d) from 1 to 6, remaining in colour in 
contrast to the desaturated γ grains. 
 
Figure 7.23 demonstrates the apparent connectivity of γ' through an analysed volume.  There are 
issues to consider when identifying connectivity of phases on the basis of EDX data maps.  It is 
known that SEM EDX contends with the limitations present with the interaction volume of the 
electron beam during data collection.  A large interaction volume can often mean that areas 
producing counts can appear larger than in reality, which could in turn lead to areas appearing 
adjoined when in fact they are separated by a distance unresolvable by EDX.  The comparison 
with EBSD data was critical in determining whether phases are connected in three-dimensions.  
Observing Figure 7.22 shows a region labelled ‘i’ where connectivity was observed, appearing to 
be an artefact of signal spread due to interaction volume effects.  The resolution in the XY plane 
was determined by the spatial resolution of the EDX data collected.  CASINO simulations 
revealed that γ phase between two regions of γ' can be detected down to 250 nm (just above the 
200 nm step size).  In the YZ plane, the limiting resolution factor was the slice thickness used 
(200 nm in this study), rather than interaction volume effects.  Resolved phase connectivity to 
200 nm in the YZ plane is usually adequately detailed to confirm connectivity in this slicing 
plane.  An assessment of the shape showed the cross-section of such areas to be fairly consistent 
through the slicing direction, only ceasing at the particle ends.  It could therefore be concluded 
that such features are in fact one elongated grain through the volume.  Figure 7.23 attempts to 
dismiss this argument by observing the progression of individual grains through the slicing 
direction, recorded by EBSD.  Using the grain identities labelled in Figure 7.23(d), connectivity 
in both the XY and the YZ and XZ planes can be observed.  Firstly, connectivity in the XY plane 
1 2 3 
4 
5 6 
10 µm 
213 
can be proven by the contact between grains 3, 4 and 5 through Figure 7.23(b) to (d).  In Figure 
7.23(b) the grains are distinctly separate, a fact confirmed by EDX.  In Figure 7.23(c) grains 4 
and 5 connect, and in Figure 7.23(d) all three grains are connected.  In the Z plane, grain 1 
provides a suitable example.  In Figure 7.23(a) grain 1 is separated from any other γ' grain.  
However, through Figure 7.23(b) to (d) the connectivity with grain 2 is increasingly observed, 
which consequently joins with grain 3.  Therefore it can be concluded that the γ' grains were 
indeed interconnected in three dimensions. 
 
Phase Coherency 
 
Another aspect to consider was the occurrence of coherent phase boundaries between γ' and γ.  
All reconstructions on more specific areas made so far have been in regions where γ' phase has 
consisted of the whole grain.  Other areas, especially the fine grain regions, showed a strong 
presence of coherent boundaries separating γ' and γ that are not identified by EBSD, but are 
shown by EDX maps due to the elemental differences between the phases.  Figure 7.24 shows an 
example of γ' phase bounded coherently within a grain with γ.   
 
 
(a) (b) (c) 
Figure 7.24  Data maps from the combined EBSD/EDX serial milling technique showing an identical scan area 
within a section from sample A720Li-0, demonstrating the presence of coherent γ', with maps: (a) colour Cr EDX; 
(b) inverse pole figure + image quality with grain boundary identification; (c) colour Cr EDX + image quality with 
grain boundary identification, where ‘ii’ identifies a coherent boundary. 
 
The identification of the presence of coherent boundaries within the structure of Alloy 720Li 
provides justification for a combined EDX/EBSD data run, as absence of either of these datasets 
2-180° angle boundaries 
ii 
Twin boundaries 
5 µm 
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would have resulted in coherent boundaries being unidentified.  In Figure 7.24(a), a number of γ' 
phases can be identified as an absence of Cr (in blue to blue green).  Figure 7.24(b) shows the 
EBSD data from the same area, which outlines incoherent grain boundaries in black (and twin 
boundaries in yellow).  Combining the two data types in Figure 7.24(c) shows a feature labelled 
‘ii’ as γ' phase within a larger grain consisting mainly of γ phase.  EBSD recorded no boundary 
between the two regions and so it is deemed coherent.  A number of examples of coherent 
boundaries between γ and γ' were present throughout the dataset, especially in fine grain regions. 
 
7.4.3 Three-Dimensional Reconstruction of a Fatigue Crack in γ' 
 
A fatigue crack area was contained within the sample A720Li-Fat^, as specified in Table 3.3.  
The purpose of this reconstruction was to the ongoing improvement of the three-dimensional 
reconstruction technique, with the ability to analyse site-specific samples, with a reduced slice 
thickness and improved XY plane slice alignment.  The final results of this reconstruction also 
provide a detailed illustration of the interaction of a fatigue crack path with the γ' microstructure. 
 
Due to the site-specific nature of the region desired for this three-dimensional reconstruction, the 
sample preparation method discussed in Section 3.4.2.5 was further developed.  The concept 
behind the developed sample preparation methodology was to extract the volume from the 
sample and transfer it to a separate TEM sample grid.  An extraction methodology also reduced 
redeposition to improve data collection.  The methodology is described in the following sub-
section, followed by analysis of the sample. 
 
Sample Preparation 
 
The sample was initially prepared using the grinding and polishing techniques described in 
Section 3.3, to identify an area containing a fatigue crack.  A sequence of images is shown in 
Figure 7.25 for the extraction of a volume of Alloy 720Li containing a fatigue crack in a specific 
location, which will be analysed.  The device used for the in-situ lift-out procedure for three-
dimensional data collection was the FIB/FEGSEM. 
^Sample provided by Southampton University as part of a collaborative project with Philippa Reed and 
Christian Schoettle. 
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(a) (b) (c) 
 
 
(d) (e) (f) 
 
 
(g) (h) (i) 
 
Figure 7.25  In-situ lift-out preparation for three dimensional slice-and-view analysis procedure, detailing key steps: 
(a) feature location (e.g. crack), (b) Pt deposition and surrounding trench excavation, (c) tilted and zoomed view of 
(b), (d) volume extraction by attachment to a needle by Pt welding, (e) volume attachment to a TEM sample holder 
by Pt deposition (crack orientation indicated), (f) removal of extraction needle, (g) attachment of TEM sample 
holder to pre-tilted three-dimensional sample holder, (h) fiducial marker placement (crack orientation indicated), (i) 
volume edge clean-up. 
 
Figure 7.25(a) shows the feature location, which in this instance was a fatigue crack through a 
Ni-based alloy sample.  The sample had been pre-prepared to a finish of 1 µm using grinding and 
polishing procedures.  Figure 7.25(b) and Figure 7.25(c) show the excavation of material from 
around the analysis region of the crack, which was performed using the ion beam with a 20 nA 
25 µm 75 µm 30 µm 
300 µm 30 µm 50 µm 
5 mm 15 µm 10 µm 
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current.  Excavation included the removal of material from beneath the volume of interest, using 
various stage tilts, in order for it to be released from the bulk alloy.  A small ligament of alloy 
material remained at this stage to maintain connection between the sample volume of the bulk 
alloy, to ensure the volume does not fall into the newly-created trench.  The Omniprobe 
micromanipulator was attached to one side of the volume using Pt deposition (as with TEM 
sample preparation), and the ligament of material was subsequently removed using the ion beam 
at a moderate current of 3 nA.  Figure 7.25(d) shows the extraction of the volume from the 
excavated area, whilst attached to the micromanipulator.  The volume was attached to a Cu TEM 
sample holder, using Pt deposition to both the top and underside of the joint to ensure weld 
strength is sufficient, as shown in Figure 7.25(e).  The micromanipulator was removed using a 
0.3 nA ion beam current to leave the volume attached to the sample holder.  Figure 7.25(f) shows 
the volume attached onto the front of the grid (rather than the side, generally used in TEM 
sample preparation), to avoid shadowing from the sample holder during data collection, whilst 
reducing redeposition and enabling efficient fiducial marker placement.  At this stage, the TEM 
sample volume with the attached volume was removed from the FIB/FEGSEM chamber and 
glued to a pre-tilted sample holder using silver conductive paste, as shown in Figure 7.25(g), to 
produce correct tilt orientations as per Figure 3.12.  After the sample was placed back into the 
FIB/FEGSEM chamber, fiducial markers were etched into the TEM sample grid, which are 
shown as two differently sized rings in Figure 7.25(h).  A final clean-up of the volume was 
achieved with a moderate ion beam current to ensure sharp volume edges, as shown in Figure 
7.25(i). 
 
Sample Analysis 
 
The reconstruction relied even more significantly on the ability to perform combined 
EBSD/EDX data collection.  The γ' structure was reconstructed in the same way as in the 
previous section (using Cr-derived EDX maps), but the addition of the crack path required EBSD 
data for detection.  The reconstruction was made from 150 individual slices of 200 nm slice 
thickness, therefore producing higher resolution in the z-axis (the slicing direction) compared to 
the reconstruction in Section 7.4.2.  Each slice covered an area measuring 43.9 x 35.8 µm, giving 
a total volume of 47,200 µm3. 
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Samples of the maps collected from data acquisition, from one slice (slice 50/150) of the data set 
are shown in Figure 7.26.  The maps in Figure 7.26 include an inverse pole figure map (Figure 
7.26(a)), an image quality map (Figure 7.26(b)) and an EDX-derived map of Cr (Figure 7.26(c)).  
It is clear why EBSD data were needed in order to be able to construct the fatigue crack using an 
intensity-based segmentation technique, because in the Cr EDX maps the crack was barely 
visible. 
 
 
(a) (b) (c) 
Figure 7.26  Data maps from the combined EBSD/EDX serial milling technique showing maps for: (a) inverse pole 
figure, (b) image quality and (c) EDX-derived distribution map of Cr, (light = high counts, dark = low counts), in 
slice 50 out of 150 (z = 10 µm), from sample A720Li-Fat. 
 
The fatigue crack, seen most clearly running through one slice in Figure 7.26(b), was 
reconstructed using EBSD IQ maps.  IQ is based on the intensity of the Hough peaks produced 
by Kikuchi patterns, and so very low values of IQ are displayed for the crack because it does not 
produce Kikuchi patterns (much like other areas of poor regular crystallinity such as grain 
boundaries).  γ' was reconstructed using the series of Cr EDX maps (as seen in Figure 7.26(c)).  
Separate reconstructions of the crack and γ', along with a combined reconstruction, are shown in 
Figure 7.27.  An animated movie (Movie 3) of the reconstruction is also available on the CD 
included in the thesis submission. 
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(a) (b) 
 
(c) 
Figure 7.27  Three-dimensional reconstructions from a laboratory fatigue crack running through the γ'/γ structure of 
sample A720Li-Fat., including (a) the fatigue crack reconstructed from EBSD image quality maps, (b) γ' 
reconstructed from Cr EDX maps and (c) the combination of (a) and (b), where x = 43.9 µm, y = 35.8 µm, z = 30 
µm. 
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Figure 7.27(a) shows the crack path running through the sample volume.  The crack path appears 
to have stopped, on the whole, by the end of the volume in the z axis is reached.  As the crack 
path reaches its end, the crack becomes more dispersed.  The crack path demonstrates regions 
which are very smooth, and upon observation with EBSD maps are transgranular, as annotated in 
Figure 7.27(a).  Much of the remaining volume exhibits intergranular crack propagation, also 
annotated in Figure 7.27(a).  The trans- or inter-granular behaviour is observed more clearly with 
the addition of the γ' structure (as shown alone in Figure 7.27(b)) in Figure 7.27(c).  In Figure 
7.27(c) it is possible to see individual grains sitting in recesses in the crack path reconstruction.  
The intergranular behaviour observed in this reconstruction is an expected feature of Alloy 
720Li, as seen in Section 7.4.1.  Observation of the site of transgranular propagation shows the 
presence of a large γ grain containing twinning, annotated in Figure 7.28(b).  Figure 7.28(a) and 
Figure 7.28(b) show the IPF and IQ maps, respectively, from slice 10 of the dataset, whilst 
Figure 7.28(c) shows the EDX data from the same slice. 
 
 
(a) (b) (c) 
Figure 7.28  Data maps from the combined EBSD/EDX serial milling technique showing maps for: (a) inverse pole 
figure, (b) image quality and (c) EDX-derived distribution map of Cr, (light = high counts, dark = low counts), in 
slice 10 out of 150 (z = 2 µm), from sample A720Li-Fat. 
 
 
An additional aspect was investigated with the dataset collected in this instance.  The 
deformation around a crack can be observed with a parameter known as Grain Reference 
Orientation Deviation (GROD).  The GROD parameter assigns each kernel (data point) a value 
of GROD based on its deviation from the average orientation of the grain.  Therefore, regions of 
the grain which are deformed most by the crack path will display higher values of GROD.  
10 µm 
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Figure 7.29 shows examples of GROD maps for three different slices in the dataset, moving 
from the front of the volume to the rear. 
 
 
(a) (b) (c) 
Figure 7.29  Grain reference orientation deviation (GROD) maps (with image quality underlay) derived from EBSD 
data taken at slices (a) 1, (b) 50 and (c) 140, showing higher GROD around the crack path (labelled in (a)) according 
to the key shown in (c), from sample A720Li-Fat. 
 
A reconstruction of the regions with the highest values of GROD in relation to the crack path and 
γ' structure is shown in Figure 7.30.  An animated movie (Movie 4) of the reconstruction is also 
available on the CD included in the thesis submission.  The threshold that determines the 
magnitude of GROD included in the reconstructed volume was set at an arbitrary value of 
anything above a 5° value of GROD. 
 
Figure 7.30 shows that higher values of GROD appear to occur more frequently towards the rear 
of the volume, where the crack disperses at its end.  In terms of the crack path behaviour, it 
appears that the transgranular crack region previously discussed can be associated with lower 
levels of GROD.  The upper face of the crack in the transgranular region shows especially low 
GROD in-line with the general values observed well away from the crack.  The lower GROD 
values on the upper face of the crack are also apparent in Figure 7.29(a), confirming that 
transgranular behaviour in this region is closely associated with atomic stacking planes of least 
resistance. 
10 µm 
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(a) (b) 
 
(c) 
Figure 7.30  Three-dimensional reconstructions from a laboratory fatigue crack running through the γ'/γ structure of 
sample A720Li-Fat.with a representation of grain reference orientation deviation, including the fatigue crack 
reconstructed from EBSD image quality maps (black) and grain reference orientation deviation (red) in the (a) x, y 
and z planes, (b) y, z planes and (c) with γ' (blue) in x, y and z planes where x = 43.9 µm, y = 35.8 µm, z = 30 µm. 
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7.5 Conclusions 
 
This chapter has explored the three-dimensional analysis of Alloy 720Li, including 
developments of the serial milling and data processing techniques and validation of 
reconstructed data in comparison to theoretical microstructural features.  The analysis procedures 
developed were subsequently utilised for the observation of an EOB alloy fissure, the 
characterisation of the banding phenomenon and the analysis of a laboratory-induced fatigue 
crack and its interaction with the microstructure of Alloy 720Li. 
 
Technique development from previous literature examples of the serial milling method for three-
dimensional reconstruction included a pre-run optimisation of EDX collection conditions.  With 
the data collected, realistic reconstruction threshold values were determined using electron path 
simulation modelling.  With the conditions used, it was found that high accuracy is attainable 
using the correct threshold, with a minimum detectable particle size of 330 nm. 
 
The three-dimensional reconstruction of an alloy fissure using imaging techniques in an ex-
service sample of Alloy 720Li demonstrated the complex, intergranular nature of the fissure path 
through the alloy.  Collected data slices also revealed the presence of sulphide-like particles 
around the fissure path. 
 
The second sample analysed allowed the observation of a banded portion of Alloy 720Li in 
three-dimensions.  Quantification revealed the relative phase distribution difference between the 
banded and non-banded region, revealing that the non-banded region contained a higher volume 
per cent of γ' phase.  The presence of γ' phase connectivity was also identified in all three 
dimensions, in addition to the occurrence of coherent γ'/γ interfaces, with both observations 
possible only through the use of combined EBSD/EDX data collection. 
 
The third sample provided a reconstruction of a laboratory-induced fatigue crack running 
through a γ' phase microstructure.  The combination of EBSD and EDX was again fully utilised 
in constructing both the crack path and γ' phase, in addition to a microstructural deformation 
measure known as grain reference orientation deviation, which highlighted particular low-
resistance regions for crack propagation. 
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Whilst this chapter has focussed on a three-dimensional analysis of Alloy 720Li and it’s 
microstructural features, the next chapter will characterise the pre-service treatment process of 
shot peening and its effect on the extent of corrosion. 
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8 Characterisation of the Pre-Service Shot Peening Process for Ni-
Based Turbine Discs 
8.1 Introduction 
 
Shot peening is employed as a pre-service treatment in order to improve the near-surface fatigue 
resistance of components subjected to cyclic loading.  The application of the pre-service 
treatment imparts an elastic residual compressive stress component in addition to an inelastic 
work hardening component, both of which are provided by shot peening.  Literature reveals that 
it is the work or strain hardening component which contributes most in the defence against 
fatigue crack initiation and potential propagation [100].  Chapter 5 has demonstrated that strain 
hardening is of higher importance in crack resistance than residual compressive stress by 
showing the propagation of alloy fissures directly beneath the surface depth affected by shot 
peening, but within the depth affected by residual stress.  It is clearly beneficial therefore to 
optimise the shot peening process to further improve the effectiveness of the strain hardened 
layer at the surface of components.  This chapter aims to firstly characterise the current levels of 
shot peening exposure around disc root firtrees in an attempt to identify any variation in strain 
hardened depth.  Strain hardened depth (SHD) is determined by the development of a tool using 
grain orientation spread (GOS), as discussed in Section 8.2.   Characteristics of two shot peening 
process parameters on model samples are also analysed to investigate SHD and surface 
roughness.  Finally, the relative effects of the shot peening parameter on corrosion morphology 
have been studied in order to make an informed conclusion regarding the optimum process 
parameters recommended for future peening of service components. 
 
8.2 Strain Hardening Depth Measurement Tool 
 
EBSD maps can be used to determine the extent of the deformation effects of shot peening on 
sample cross-sections.  Strain hardening is observed in EBSD by the GOS within each grain.  A 
higher difference in orientation within a grain indicates a greater extent of deformation.  Where a 
sample surface has been shot peened, the grain orientation spread of the surface grains are 
notably higher than in the bulk of the alloy.  A tool has been developed in this study to 
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standardise measurement of the depth at which the alloy makes the transition from being 
unaffected to significantly deformed. 
 
Sample cross-sections were analysed from the shot peened edge, to a depth of at least 200 µm 
from the treated edge.  Samples studied included ex-service firtrees (see Table 3.2) and 
laboratory prepared samples to assess shot peening influences (see Table 3.3).  In all cases, the 
sample cross-sections were prepared to a finish suitable for EBSD analysis (step 6 in Figure 3.1). 
 
EBSD data were collected using the camera situated within the FIB/FEGSEM.  Data collection 
proceeded at a rate of 258 frames per second, typically over a scan area of 200 x 250 µm from 
the shot peened sample edge.  For the Alloy 720Li samples, a step size of 0.4 µm was used 
during scans, resulting in the acquisition of 312,500 data points across the area of interest, and an 
approximate scan time of 20 minutes.  RR1000 is also analysed with the technique and 
parameters. 
 
The EBSD data were analysed using computer software, where grains were defined by a grain 
angle of 1 degree and a size of 10 data points.  Thus, if two points have an orientation difference 
of 1 degree or more they are identified as two separate grains, but only if they are in a group of 
10 or more similar points (separated by less than 1 degree).  A grain dilation cleaning operation 
was applied to the scans to remove unindexed points by dilating the surrounding, successfully-
indexed data points.  Data were then exported into an ASCII-type format for use in a spreadsheet 
program.  The data extracted were on a grain-by-grain basis, specifying the grain orientation 
spread for each grain in the scan, with its x and y co-ordinates.  The x and y co-ordinates for a 
grain were taken as the centre of mass for the grain shape.  A spreadsheet was used first to sort 
the data based on the y co-ordinate beginning with the grain furthest from the shot peened edge, 
then to calculate an average of GOS of the preceding 150 grains (starting with the 151st grain), 
which was determined to be a suitable number of grains to overcome data scattering effects.  The 
average and standard deviation of the baseline GOS in the alloy was taken from the first 200 µm 
of grains.  The sum of these two values provided the threshold above which the GOS would be 
deemed to be significant, and indicative of shot peening influence.  The point at which the 
average of the preceding 150 grains was greater than the sum of average and standard deviation 
of GOS defined the beginning of the ‘strain hardened depth’ (SHD).  The SHD was calculated by 
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subtracting the y co-ordinate of the first grain to be deemed as within the SHD from the 
maximum y co-ordinate of the scan area.  The (0,0) co-ordinate is situated at the bottom-left 
corner of GOS maps throughout.  The graph shown in Figure 8.1 is a schematic view of a typical 
line of best fit from the ASCII data plotted as GOS against y co-ordinate. Figure 8.1 shows the 
definition of the deformation zone as calculated by deviation from the baseline GOS. 
 
 
 
 
 
 
 
 
 
 
Figure 8.1  Schematic plot of grain orientation spread versus y co-ordinate for a number of hypothetical grains, 
enabling definition of the strain hardened depth in a surface-affected alloy. 
 
Data were also displayed more visually using Orientation Imaging Microscopy (OIM) software 
to show maps of the scanned area, colour-coded based on the GOS assigned to each grain.  These 
were used as a more intuitive method to visually compare the various shot peening intensities, in 
addition to the statistical analysis detailed above.  The EBSD data also allows use of the image 
quality (IQ) parameter to highlight grain boundaries, which can be incorporated into the maps as 
a greyscale underlay.  Both IQ and GOS maps are used throughout the discussion of results in 
this chapter to convey the underlying statistical analysis performed using the tool. 
 
8.3 Characterisation of Unexposed and Exposed Samples in Component and 
Flat Surface Form 
 
The EBSD tool described in Section 8.2 was used to analyse a variety of samples to investigate 
the variation of the SHD in different component locations and different materials.  Alloy 720Li 
will firstly be discussed with respect to two unexposed firtree samples and then laboratory 
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fatigue specimens to investigate peening variation.  In addition, RR1000 fine and coarse grain 
variants have been studied in the form of a simple shot peened block, but also around pre-
exposure RR1000 components. 
 
8.3.1 Alloy 720Li 
8.3.1.1 Strain Hardened Depth by Grain Orientation Spread Around a Firtree Lobe 
 
Figure 8.3 shows GOS maps of five locations around the first firtree lobe of the unexposed 
sample A720Li-0a, as specified in Table 3.2, with SHD, calculated using the technique described 
in Section 8.2, marked with a red dashed line, and specified in Table 8.1. 
 
The location of EOB is not included because this refers to a specific position along the straight 
bedding face and is often difficult to clearly define until the component has experienced service 
conditions.  In shot peening, the EOB will experience the same exposure as the bedding face, 
hence by considering the bedding face as a whole, an appreciation of the situation at the EOB 
will be obtained. 
 
A similar analysis performed on sample A720Li-0a was also carried out on sample A720Li-0b – 
a second example of an unexposed firtree.  The SHD measurements for sample A720Li-0b are 
included in Table 8.1 alongside the first sample, with these results displayed in the graph in 
Figure 8.3. 
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(a) (b) (c) 
  
(d) (e)  
Figure 8.2  EBSD-derived GOS maps of lobe 1 of sample A720Li-0a for faces, (a) notch, (b) bedding, (c) end of 
lobe, (d) top sloping face, (e) top face. The key shows the colour gradient from 0 (blue) to 10 (red).  The strain 
hardened depth as calculated by the tool described in Section 8.2 is marked by a red dashed line. 
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Lobe face 
Strain hardened depth / µm 
A720Li-0a A720Li-0b Average 
Notch 55 46 50.4 ± 3.1 
Bedding 43 25 34.2 ± 6.5 
End of lobe 53 55 53.9 ± 0.8 
Top sloping face 51 49 50.0 ± 0.7 
Top face 39 59 48.9 ± 7.1 
Average 48.3 46.8 47.5 ± 0.5 
Table 8.1  Quantified strain hardened depths in each location of lobe 1 of sample A720Li-0a and sample A720Li-0b 
(as specified in Table 3.2), with calculated average ± standard deviation, determined by the tool described in Section 
8.2. 
 
Figure 8.2, Table 8.1 and Figure 8.3 show the variation in SHD around a single lobe in pre-
service firtree roots.  It is clear from the initial observation of two pre-service firtree lobes that 
the SHDs generally extend to approximately 50 µm.  However, it is clear that the bedding face, 
on average, shows the lowest strain hardening depth at 34 µm.  This was possibly due to 
shadowing effects during shot peening from the complex component geometry.  The lack of 
peening exposure on the bedding face also appears to affect the most outer layer of the alloy.  On 
other faces (with the possible exception of the TF) there is a region at the surface where no 
EBSD data could be collected due to the extent of grain deformation resulting from shot peening.  
With a reduced exposure, this level of deformation does not occur at the bedding surface.  With 
the methods used, it is difficult for shot to access the bedding face compared to, for example the 
EOL.  The EOL would also receive a direct, perpendicular exposure of shot, whereas the 
bedding face would experience an angled exposure, which inevitably reduces relative shot 
intensity. 
 
A lower SHD at the bedding face is significant.  In previous chapters, it has been observed that 
the EOB location experiences the most severe conditions.  Corrosive species loading levels may 
be similar around the whole lobe, but the EOB location also experiences additional stress 
conditions which lead to the production of EOB channels.  It has also been shown that once an 
EOB channel extends deeper than the strain hardened layer there is a greater risk of alloy fissure 
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initiation and propagation.  Therefore, with a lower SHD along the bedding face (which includes 
the EOB location) it follows that it would take less time for attack to extend beyond the SHD in 
the EOB location than other lobe faces, even if attack rates are similar (which they are not due to 
the additional stress component at the EOB which encourages channel growth). 
 
 
Figure 8.3  A graph showing the strain hardened depths on lobe 1 of two different pre-service samples (A720Li-0a 
and A720Li-0b) at five different faces, as determined by the method described in Section 8.2. 
 
Although the variation between the average of all faces is very small (48.3 vs. 46.8 µm), 
variation exists when comparing individual lobe faces between samples.  Although not a location 
that typically experiences significant corrosive attack, the TF on each sample demonstrates the 
potential variation between separate peening events.  As two different discs, samples A720Li-0a 
and A720Li-0b would have been peened separately, perhaps by different operators and with 
different shot characteristics (shot degrades over time), which could affect the extent of shot 
peening.  Variation is also observed to be significant along the bedding face, which is perhaps 
more significant as this face can develop EOB channels. 
 
 
 
0
10
20
30
40
50
60
70
N B EOL TSF TF Average
St
ra
in
 h
ar
de
ne
d 
dp
et
h 
/ µ
m
 
Lobe Face 
A720Li-0a
A720Li-0b
Average
231 
8.3.1.2 Residual Stress and Strain Hardened Depth by Hardness Profiles Around a Firtree Lobe 
 
As an established method of estimating residual stress levels, microhardness measurements can 
be made on a cross-section of a firtree from edge to centre at each face, to compare to the SHD 
values determined in Section 8.3.1.1.  Figure 8.4 shows a hardness profile plot for each shot 
peening intensity beginning close to the shot peened edge and ending between 400 and 500 µm 
away from the edge.  The results displayed show an average of two hardness profiles for each 
lobe face.  Table 8.5 shows the measured depths to which hardness was deemed to be affected by 
shot peening based on twice the depth to which it takes the hardness to drop by 50% of its 
decrease from peak to baseline values.  The data shown in Table 8.5 are plotted in Figure 8.5 
compared to the measured SHD from EBSD data. 
 
The derived data in Table 8.2 and Figure 8.5, from the hardness profiles shown in Figure 8.4, 
show that the SHD measured using EBSD data extends to approximately half (0.45) the depth of 
the hardness affected zone (representative of an estimation of residual stress).  This corresponds 
well to examples from other studies [86, 134, 135], which also suggest that strain hardening 
extends to approximately half the depth of residual stresses.  Overall, the hardness profiles also 
show the same pattern of being lowest at the bedding face and highest at the EOL face. 
 
Figure 8.4  Graph showing Vickers hardness versus distance from sample edge for four faces on lobe 1 of two 
different pre-service samples (A720Li-0a and A720Li-0b), with each line representing an average of two measured 
profiles. 
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Lobe face Hardness affected zone / µm 
N 111 
B 87 
EOL 127 
TF 89 
 
Table 8.2  Average hardness affected zones at four different lobe faces for Alloy 720Li firtree samples A720Li-0a 
and A720Li-0b, determined by doubling the depth at which a 50% decrease in hardness from the shot peened edge is 
reached. 
 
 
Figure 8.5  A graph showing average strain hardened depth and hardness affected depth (determined by doubling 
the depth at which a 50% decrease in hardness from the shot peened edge is reached) on lobe 1 of two different pre-
service samples (A720Li-0a and A720Li-0b) at four different faces.  
 
8.3.1.3 Surface Roughness by White Light Interferometry Around a Firtree Lobe 
 
Surface roughness measurements were taken of the surfaces at all shot peening intensities, to 
assess whether this parameter relates to observations recorded with EBSD.  Table 8.6 provides 
quantification of surface roughness using Sa values, which are visualised in graphical form in 
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Figure 8.6, in comparison to the EBSD-derived average SHDs determined in Section 8.3.1.1.  
Note that data could not be collected from the N face due to geometrical limitations. 
Lobe face Average surface roughness (Sa) / µm 
TF 1.9 ± 0.1 
TSF 1.6 ± 0.04 
EOL 1.7 ± 0.09 
B 1.0 ± 0.06 
Table 8.3  Average surface roughness quantification of four lobe face areas (500 x 700 µm in area) using a white 
light interferometry technique, for sample A720Li-0b. 
 
Figure 8.6  Graphical representation of the average surface roughness quantification of four lobe face areas (500 x 
700 µm in area) using a white light interferometry technique, compared to the SHDs at each face for sample 
A720Li-0b. 
 
The comparison drawn in Figure 8.6 from the data in Table 8.1 and Table 8.6, show the strong 
correlation between the SHD and surface roughness.  Even from only a four point correlation, an 
R2 value of 0.81 results.  Such a correlation is to be expected if it is considered that areas of 
higher shot peening exposure will display the highest values of SHD, which in turn should also 
have higher surface roughness as a result of more substantial impacts and increased surface 
coverage. 
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8.3.1.4 Grain Orientation Spread Variation Around Fatigue Bars 
 
With the observation in the last section that a high degree of variation in SHD occurs around 
firtree components, it was decided to more fully investigate the shot peening of a sample fatigue 
bar.  Fatigue bars of 4.5 mm diameter are used in fatigue and corrosion-fatigue tests to make 
lifing predictions.  Therefore, Alloy 720Li fatigue bars must exhibit SHDs similar to those in the 
service components (or vice-versa) for the laboratory testing to give representative results.  
Fatigue bars were shot peened in an annular arrangement.  Therefore, shadowing effects may 
also be present.  To study the variation in SHD, two fatigue samples were analysed in cross-
section, with 12 regions studied arranged in the form of a clock face. 
 
Figure 8.7 shows EBSD-derived GOS maps from the 1 to 12 o’clock positions around the 
circular cross-section of sample A720Li-30125.  Figure 8.7 shows numerous features occurring 
around the fatigue bar.  As the bar was exposed to corrosive conditions, an oxide layer is seen in 
some areas, most notably in Figure 8.7(c).  In other locations, oxide thickness is minimal (of the 
order of 2-3 µm), and was considered in the SHD calculation by measuring from the top of the 
oxide.  Directly beneath the oxide layer is also an area of small, low GOS grains, as observed in 
the ex-service sample in Figure 6.13.   Observable in Figure 8.7(d) is a region of banded grains 
(as discussed in Section 4.2.2), which the GOS maps consider to be one larger grain of high GOS 
(the cluster of grains in orange to the right of the figure).  Again, this banded region was 
considered in the depth calculation.  Finally, the presence of a blocky TiN particle was observed 
in Figure 8.7(i), which is seen as a blue square amongst the green strain hardened region.  
 
Quantified SHDs are shown in Figure 8.8, which shows again the variation in SHD around the 
bar.  The average SHD was 55.7 µm, with a standard deviation of 8.4 µm.  SHD is shallowest on 
almost opposing sides in the 1 to 3 o’clock and 6 to 8 o’clock.  The other opposing sides of 4 to 5 
o’clock and 10 to 11 o’clock show a higher SHD.  The exception to the near-oval shape of the 
profile is the 9 o’clock position which has a much higher SHD than would be expected from the 
pattern of the other results. The TiN particle present may be contributing to the comparatively 
high SHD in this position, although other examples of TiN occurring here do not consistently 
increase the SHD.  Interestingly, the lowest SHD occurs in the adjacent 8 o’clock position, 
where shadowing or user inconsistency may be reducing shot peening exposure in this location. 
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(a) (b) (c) (d) 
    
(e) (f) (g) (h) 
    
(i) (j) (k) (l) 
Figure 8.7  EBSD-derived GOS maps around the laboratory fatigue sample A720Li-30125, showing positions 
around a hypothetical clock face at hour mark intervals: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5, (f) 6, (g) 7, (h) 8, (i) 9, (j) 10, 
(k) 11, and (l) 12 o’clock, with red dashed lines indicating the strain hardened depth measured using the method 
described in Section 8.2. 
30 µm 
TiN 
particle 
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Figure 8.8  ‘Clock’ profile of strain hardened depths around a laboratory circular cross-section fatigue sample, 
A720Li-30125, determined using the method described in Section 8.2. 
 
A second fatigue bar, from sample A720Li-12125 (described in Table 3.3) was analysed in the 
same way as the first.  The resulting GOS maps are shown in Figure 8.9 and the ‘clock’ profile 
of SHDs is displayed in Figure 8.10.  For the cross-sections studied in Figure 8.7 and Figure 8.9, 
there was no reference point available by which to orientate the clock positions.  In each case, 
the point of highest strain hardening depth was specified as the 9 o’clock position, with all other 
positions rotated accordingly.  Hence, there is no significance in the highest depth being at 9 
o’clock in each case, however it is interesting to note that each of the clock profiles shows this 
one location of marked, deeper strain hardening , although in this case the region of lowest SHD 
is not in the 8 o’clock position.  The average SHD of sample A720Li-12125 was 55.2 µm 
(versus 55.6 µm for A720Li-30125), therefore showing high consistency in average SHD 
between the two samples. However, Figure 8.10 shows the second sample to show much more 
consistency, with a standard deviation of results of 5.0 µm (versus 8.4 µm for sample A720Li-
30125). 
 
 
 
12
1
2
3
4
5
6
7
8
9
10
11
40 
80 
St
ra
in
 h
ar
de
ne
d 
de
pt
h 
/ µ
m
 
Position / o’clock 
Strain 
hardened 
depth / µm 
Average Strain 
hardened depth 
/ µm 
237 
    
(a)   (b) (c) (d) 
    
(e) (f) (g) (h) 
    
(i) (j) (k) (l) 
Figure 8.9  EBSD-derived GOS maps around the laboratory fatigue sample A720Li-12125, showing positions 
around a hypothetical clock face at hour mark intervals: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5, (f) 6, (g) 7, (h) 8, (i) 9, (j) 10, 
(k) 11, and (l) 12 o’clock, with red dashed lines indicating the strain hardened depth measured using the method 
described in Section 8.2.  
30 µm 
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Figure 8.10  ‘Clock’ profile of strain hardened depths around a laboratory circular cross-section fatigue sample, 
A720Li-12125, determined using the method described in Section 8.2. 
 
The SHD values are considered in relation to the firtree values in Figure 8.11.  Figure 8.11 
shows that the average SHD measurement of the fatigue bars is higher than any of the firtree 
locations.  Considering the data spread, it is possible that the TF location may be elevated to the 
same values as the fatigue bars with repeated tests.  This demonstrates the shortfalls of using the 
fatigue bars in trying to replicate service conditions.  Although the environmental conditions are 
a good match (as determined in Section 6.7), the strain hardening from shot peening is 
inadequately replicated.  This means that lifing predictions made on the cycles to failure of 
fatigue test samples may be longer than the reality of the firtree components, which in fact have 
a lower SHD which fatigue processes will therefore take less time to overcome. 
 
In Section 8.4, an investigation into different shot peening parameters assesses whether a change 
in shot intensity or shot size can increase the SHD to improve the depth at the bedding face in 
particular.  However, it holds that by using the same shot peening parameters for components 
and cylindrical test pieces a difference will remain which could potentially lead to an inaccurate 
reproduction of components for testing. 
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Figure 8.11  A graph showing the average strain hardened depths on lobe 1 of two different pre-service samples 
(A720Li-0a and A720Li-0b) at five different faces, alongside an average of 20 scans on two different A720Li 
fatigue test bars (A720Li-30125 and A720Li-12125), as determined by the method described in Section 8.2, with ± 
0.5σ lines in black to indicate data spread. 
 
8.3.1.5 Influence of Banding in Shot Peened Regions of Ex-Service Alloy 720Li 
 
Banding is a phenomenon occurring in Alloy 720Li, characterised in two dimensions in Section 
4.2.2 and in three dimensions in Section 7.4.2.  The term banding describes a localised reduction 
in grain size, thought to occur as a result of processing.  Although banding does not seem to 
significantly impact the bulk microstructural properties of the alloy, there is the possibility that it 
would have a much greater impact if banding occurred at firtree edges to be shot peened.   
 
Figure 8.12 shows two regions along the top face of the firtree in sample A720Li-1930f.  Figure 
8.12(a) and (c) show GOS maps indicating the reduction in the SHD where the banded regions 
are situated at the shot peened face.  The distribution of grain sizes is shown in each case by 
Figure 8.12(b) and (c), which indicates areas of small grain size (down to 1.3 µm) on the right 
hand side of each scanned area.  An additional banded region was found along the top face and 
scanned in the same way.  The SHD for each of the three regions was measured in the non-
banded and banded halves, shown in Table 8.4. 
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(a) (b) 
  
(c) (d) 
Figure 8.12  Two different regions along the top face of sample A720Li-1930f showing EBSD-derived maps of (a) 
and (c) GOS and (b) and (d) grain size, with the divide between non-banded and banded edge regions indicated, and 
with red dashed lines indicating the strain hardened depth measured using the method described in Section 8.2. 
 
Region  Non-banded SHD / µm  
Banded SHD / 
µm  
Absolute reduction/ 
µm  % reduction  
1  43.4  28.5  14.9  34.4  
2  35.0  13.7  21.3  61.0  
3  27.2  18.9  8.3  30.6  
Table 8.4  Strain hardened depths of non-banded and banded regions in three difference regions along the top face 
of sample A720Li-1930f, with absolute and percentage reduction due to banding at the shot peened edge. 
40 µm 
Banded Non-banded 
Banded Non-banded 
Banded Non-banded 
Banded Non-banded 
40 µm 
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Table 8.4 demonstrates the significant impact that banding has on the SHD, which is reduced by 
between 30 and 60%.  Therefore, if banding were to occur in sample A720Li-0b at the bedding 
face (measured to have a SHD of 25.3 µm), then theoretically the SHD could be reduced to as 
low as approximately 15 µm, which could be quickly penetrated by oxide formation and growth, 
leaving the underlying alloy susceptible to fissure propagation with little protection. 
 
8.3.2 RR1000 
 
At the time of writing, RR1000 has not yet entered into service and so trials on the material to 
assess shot peening were performed on fabricated test pieces, or unexposed components.  The 
unexposed components manufactured from RR1000 are not from a disc firtree, but two 
contacting parts located elsewhere in the disc fitting.  Initially however, GOS in shot peened 
fine-grained RR1000 in the form of a 5 mm diameter tested fatigue bar, and coarse grain 
RR1000 taken from a tensile test piece were assessed. 
 
8.3.2.1 Fine Grain Variant 
 
Figure 8.13 shows GOS maps of three regions of an RR1000 fatigue bar, RR1000-30125, as 
specified in Table 3.3.  The SHDs, indicated by the red dashed lines, were calculated to be 50 
µm, 60 µm and 44 µm respectively, giving an average depth of 51.4 µm.  The average SHD in 
the RR1000 fatigue specimen samples is therefore comparable to the average depth recorded in 
Alloy 720Li.  On the one hand, similar depths may be expected due to the identical shot peening 
conditions, but conversely, a difference may be expected because of the difference in material. 
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(a) (b) (c) 
Figure 8.13  EBSD-derived GOS maps showing the shot peened edge (at the top) of three regions of sample 
RR1000-30125, with red dashed lines indicating the strain hardened depth measured using the method described in 
Section 8.2, showing depths of (a) 50 µm, (b) 60 µm, and (c) 44 µm. 
 
8.3.2.2 Coarse Grain Variant 
 
A coarse grain RR1000 sample, RR1000-coarse (detailed in Table 3.3), was studied along a 
length of the shot peened face.  Figure 8.14 shows a comparison of selected areas of fine and 
coarse grain RR1000, using the same scale and GOS map parameters.  Figure 8.14 shows the 
expected difference in grain size.  The grain size is so large in the coarse grain RR1000 that the 
strain hardening from shot peening extends only 2-3 grains into the surface, causing problems 
when using the SHD measurement tool.  The GOS map in Figure 8.14(b) yields a SHD (using 
the method described in Section 8.2) of 164 µm, (indicated on the map), which extends too far 
into the alloy to be a reasonable assessment.  Figure 8.14(c) therefore uses the same data, but on 
a kernel-by-kernel basis to give a more accurate representation of the SHD, with kernel average 
misorientation (KAM).  KAM also reveals the greatest orientation spread occurring towards 
grain boundaries.  Over the whole analysis area, measuring 3 mm along the shot peened face, the 
SHD of coarse grain RR1000 is calculated to be 110 µm, as indicated in Figure 8.14(d).  
Therefore the SHD in the coarse grain variant is observed to be greater than the fine grain 
variant, however the number of grain layers must be considered.  In the fine grain sample, 
potential fissures have many grain boundaries to negotiate, whereas in the coarse grain this 
number can be reduced to even just one grain boundary. 
50 µm 
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(a) (b) (c) 
  
(d) 
Figure 8.14  EBSD-derived maps comparing the strain hardened depth in (a) a GOS map of fine grain from sample 
RR1000-30125, (b) a GOS map coarse grain RR1000 from sample RR1000-coarse, and (c) a KAM map of the same 
region as (b), and (d) a KAM map of the whole region studied in sample RR1000-coarse, with red dashed lines 
indicating the strain hardened depth measured using the method described in Section 8.2. 
 
8.3.2.3 Disc Components 
 
RR1000 has been trialled in disc diaphragm components, which undergo the same shot peening 
treatment as Alloy 720Li.  As in Section 8.3.1.1 (with an Alloy 720Li firtree), to investigate the 
potential effects of shadowing during shot peening, several locations around two contacting parts 
were analysed using the SHD tool.  Figure 8.15 shows the first part, RR1000-A, which is a part 
of the disc diaphragm including sealing fins, with each location indicated on the schematic 
diagram of the part.  Figure 8.16 shows the second part, RR1000-B, which includes the lockplate 
groove, with two locations, identified on the accompanying schematic, analysed.  Quantitative 
results for the samples shown in Figure 8.15 and Figure 8.16, obtained using the SHD tool, are 
included in Table 8.5. 
50 µm 
300 µm 
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(a) (b) (c) 
   
(d) (e) (f) 
Figure 8.15  EBSD-derived data collection from RR1000 disc component, RR1000-A, shown in (a) as a schematic, 
with GOS maps from location (b) 1, (c) 2, (d) 3 (e) 4, (f) 5, as indicated in (a), with red dashed lines indicating the 
strain hardened depth measured using the method described in Section 8.2. 
 
   
(a) (b) (c) 
Figure 8.16  EBSD-derived data collection from RR1000 disc component, RR1000-B, shown in (a) as a schematic, 
with GOS maps from location (b) 6, (c) 7, as indicated in (a), with red dashed lines indicating the strain hardened 
depth measured using the method described in Section 8.2. 
Location 6 
Location 7 
Location 1 
Location 2 
Location 3 
Location 4 
Location 5 
50 µm 
50 µm 
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Sample Location Strain hardened depth / 
µm 
RR1000-A 1 33 
RR1000-A 2 26 
RR1000-A 3 15 
RR1000-A 4 61 
RR1000-A 5 37 
RR1000-B 6 40 
RR1000-B 7 60 
 
Table 8.5  Quantified strain hardened depths in each location of samples RR1000-A and RR1000-B (as specified in 
Table 3.3) determined by the tool described in Section 8.2. 
 
Figure 8.15 and Table 8.5 show the variation in SHD around sample RR1000-A.  It would 
appear that location 3 is the least exposed to shot peening, possibly due to shadowing from the 
overhanging fin at the top of the cross section shown in Figure 8.15(a).  The SHD at location 3 is 
just 15 µm compared to the highest depth at location 4 of 60 µm (the same depth measured at the 
highest SHD of a fatigue bar in Figure 8.13(b)), where the protrusion of the cross section in this 
location would be expected to be highly exposed to peening.  It is only location 4, and perhaps 5, 
that have comparable SHDs to the fatigue bar SHDs observed in sample RR1000-30125.  
Therefore, shadowing of faces again appears to have reduced shot peening exposure.  This was 
also observed also in sample RR1000-B which shows a lower SHD in location 6 compared to 
location 7 due to its relative accessibility. 
 
8.4 Characterisation of Shot Peening Parameters in Alloy 720Li Flat 
Samples 
 
Sample Overview 
 
In order to investigate the relative effects of different shot peening parameter on SHD and to 
eliminate the influences of shadowing, a series of flat samples of Alloy 720Li were produced, as 
detailed in Table 3.4. 
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Five samples were shot peened with 110H steel shot, at 200% coverage, at five different 
intensities, as shown in Figure 8.17(a).  For the flat samples studied in this sub-section, the shot 
intensities ranged from 4 to 10 Almen, as defined by the curvature of an Almen test strip 
exposed to the same shot as the samples.  When the Almen strip deforms to a predefined 
curvature depth relating to a specific exposure, it was known that the shot peening was complete 
to the correct degree.  Specifically, the intensities used were: 4-6 A, 5-7 A, 6-8 A, 7-9 A, 8-10 A.  
After shot peening, the samples were cross-sectioned using the Struers Accutom-5 saw at low 
feed, in order not to impart any edge deformation, and to enable analysis of the surface peening 
effects, as shown in Figure 8.17(b).  The sample cross-sections were prepared to a finish suitable 
for use of EBSD analysis.  As previously mentioned, the scan area for each sample was 200 x 
250 µm, as shown in Figure 8.17(c). 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.17  Preparation of flat samples for EBSD analysis at a shot peened sample edge showing: (a) original 
sample dimensions, shot peened on the top face; (b) sectioned sample exposing the cross-section subsequently 
prepared for EBSD; (c) location of EBSD scan area relative to shot peened sample edge. 
 
8.4.1 Strain Hardened Depth by Ion Beam-Induced Secondary Electron Imaging and 
Grain Orientation Spread Mapping 
 
Figure 8.18 shows ion beam induced secondary electron images of a shot peened sample cross 
section, taken using an FEI Nova 600 Nanolab Dual-Beam FEGSEM/FIB system using a 30 pA 
aperture.  The samples pictured in Figure 8.18 are exposed to the lowest and highest shot 
(a) 
(b) 
(c) 
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Cross-sectional cut 
Shot peened surface 
Prepared face 
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250 µm 
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peening intensities of 4-6 A and 8-10 A respectively, which were protected during ion beam 
clean-up with a deposited Pt layer. 
 
 
  
(a) (b) 
Figure 8.18  Ion beam induced secondary electron images of Alloy 720Li cross-sections with a shot peened surface 
exposed to (a) 4-6 A; (b) 8-10 A intensity, with 110H steel shot at 200% coverage. 
 
Observation of the shot peened cross sections in Figure 8.18 shows the extent of strain hardening 
at the sample surfaces.  The sample shown in Figure 8.18(a) is of the lowest intensity of 4-6 A, 
but still displays the effects of strain hardening with high dislocation densities present near the 
shot peened surface.  Figure 8.18(b) shows a higher magnification image of the 8-10 A shot 
peened intensity sample, extending deeper into the alloy.  Figure 8.18(b) also shows a near 
surface region with a very fine grain structure.  Ortiz et al. [136] and Villegas et al. [87] observed 
a similar effect in a single phase face-centred cubic Ni-based alloy, using TEM analysis to 
determine that this region consists of very fine grains of the order of 10-20 nm in size, containing 
few dislocations and twins and hence very low lattice strains.  The studies also discuss how fine 
grains induced by surface preparation technique can lead to grain recrystallisation, which has 
been observed in the fatigue bar studies in Section 8.3.1.4. 
 
EBSD data from each of the samples (designated by the shot peen intensity to which they were 
exposed) produced data for GOS maps, with a greyscale IQ map underlay.  One set of maps for 
Surface 
Protective Pt layer 
20 µm 10 µm 
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all five samples is shown in Figure 8.19.  Using the method described in Section 8.2, the SHD 
was calculated for each shot peen intensity.  The value was an average of data from two different 
scan areas at each intensity, and is shown in Table 8.6, and displayed in Figure 8.20. 
 
   
(a) (b) (c) 
  
 
(d) (e)  
Figure 8.19  EBSD-derived GOS maps for five shot peen intensities: (a) 4-6 A; (b) 5-7 A; (c) 6-8 A; (d) 7-9 A; (e) 
8-10 A, with red dashed lines indicating the strain hardened depth measured using the method described in Section 
8.2. 
 
Figure 8.19 shows the GOS maps produced using the EBSD misorientation tool at the different 
shot peening intensities.  It is immediately observable that the strain hardened region extends 
progressively deeper into the alloy with increasing shot peening intensity.  When this depth is 
quantified, as shown in Table 8.6 and Figure 8.20, it can be seen that the strain hardened region 
does indeed extend deeper into the alloy with increasing intensity.  However, at intensities above 
50 µm 
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7-9 A, there is a slight decrease accounted for standard deviation, therefore suggesting a 
levelling of the affected depth. 
 
Shot peening intensity / Almen Average strain hardened depth / µm 
4-6 47 
5-7 54 
6-8 71 
7-9 106 
8-10 103 
Table 8.6  Average strain hardened depth, from two scans, at five different shot peen intensities, from the Alloy 
720Li samples specified in Table 3.4, measured using the method described in Section 8.2. 
 
 
Figure 8.20  Graph showing the strain hardened depth, derived using the method described in Section 8.2,  for five 
samples of various shot peen intensities applied to Alloy 720Li.  Each point represents an average of two 
measurements taken from each shot peening intensity, with ± 0.5σ indicated by the error bars. 
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8.4.2 Evaluation of Shot Peening Influence by Alternative Techniques 
  
A number of methods can be used in addition to EBSD data to assess the affect of shot peening.  
EBSD provides SHD measurement, but other techniques, such as hardness testing and XRD can 
also provide an interesting comparison, and also to depth profile predictions generated by 
computer modelling. 
 
8.4.2.1 Residual Stress by Computer Modelling 
 
PeenstressSM is a residual stress modelling program utilised by Metal Improvement Company, 
which is discussed by Diepart [92].  Diepart’s reviews numerous papers that have contributed to 
the development of the PeenstressSM model, including the physical basis of the algorithms within 
the model. Diepart states that each shot impact is determined to impart an elastic tensile stress 
field, likened to a Hertzian stress field (i.e. a stress field created when two frictionless bodies 
contact in the same directional plane). Hertz’s theory provides a model linking shot hertzian 
pressure and dimple radius (after impact) to the elastic stress field occurring on shot impact. 
Figure 8.21 shows a schematic representation of the distribution of the Hertz pressure during a 
single shot impact. 
 
 
Figure 8.21  Distribution of the Hertz pressure during the shot impact, where V is shot velocity, p0 is Hertz pressure, 
a is dimple radius [134]. 
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The hertzian pressure and dimple size attributes can be calculated with known values of shot 
velocity, shot diameter and density, efficiency coefficients of impact, and Young’s modulus and 
Poisson’s Ratio of both shot and subject material. The Hertz pressure, po, can be calculated using 
Equation 8.1. 
 
𝑝𝑜 =  𝐸𝐻𝜋 . 2𝑎𝐷  
 
where EH is the equivalent modulus given by Equation 8.2, and D is the shot diameter. 
 1
𝐸𝐻
=  1 − 𝑣12
𝐸1
+ 1 − 𝑣22
𝐸2
 
 
where E1, v1, E2 and v2 are Young’s moduli and Poisson’s ratios of the shot and subject material. 
 
Once this elastic stress field has been calculated, a method proposed by Zarka [134] allows the 
conversion to a residual stress field, which takes into account the subject material’s response to 
cyclic loading which typically stabilises after 100 cycles. Further development by Fathallah et al. 
[91] added the effect of friction, the angle of shot impingement and the hardness ratio to the 
model now packaged as PeenstressSM. 
 
The software enables a profile of residual compressive stress in the alloy to be predicted for each 
of the shot peen intensities, based on the model inputs such as material and shot characteristics, 
but also including other aspects such as part geometry. The model relies on a number of 
assumptions [92]: 
• Shot impingement is perpendicular to the surface; 
• The shot media is spherical and equal to the specified diameter; 
• The impact velocity of the media is constant; 
• The hardness of the media is at least equal to that of the material. 
 
The predicted values of residual stress are shown in Table 8.7, with these data shown graphically 
in Figure 8.22, where the stress curve prediction for each intensity has a varying plateau of peak 
compressive stress which declines to zero stress some way into the alloy. 
Equation 8.1 
Equation 8.2 
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Shot peen intensity / 
Almen 
Predicted depth of peak 
stress / µm 
Predicted depth to zero 
stress / µm 
4-6 43 140 
5-7 52 160 
6-8 62 180 
7-9 71 210 
8-10 81 240 
 
Table 8.7  Predicted residual stress profiles by PeenstressSM, at five different shot peen intensities for Alloy 720Li. 
 
 
 
 
 
 
 
  
 
 
Figure 8.22  Graph plotting predicted depths from the surface corresponding to the peak and zero stresses versus 
shot peen intensity for Alloy 720Li.  Predictions are modelled based on Alloy 720Li composition and heat 
treatment, using 110H steel shot at 200% coverage, with the PeenstressSM model [92]. 
 
The predictions of residual stress induced by shot peening predicted by PeenstressSM shown in 
Table 8.7 and Figure 8.22, suggest an almost linear increase in affected depth as shot peening 
intensity increases. Note that predictions of compressive residual stress are different from SHD 
measured by the EBSD-derived tool.   
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8.4.2.2 Residual Stress by Microhardness Profiles 
 
Microhardness measurements were taken from the edges of each of the shot peened samples as a 
method of validating the PeenstressSM model predictions of residual compressive stress.  Figure 
8.23 shows a hardness profile plot for each shot peening intensity beginning close to the shot 
peened edge and ending between 400 and 500 µm away from the edge.  The results displayed 
show an average of two hardness profiles for each shot peen intensity.  Table 8.8 shows the 
measured depths to which hardness is deemed to be affected by shot peening based on twice the 
depth to which it takes the hardness to drop by 50% of its decrease from peak to baseline values, 
assuming that the drop in hardness is approximately symmetrical about the point of inflexion 
(which would be expected based on results from other authors [82]).  The data shown in Table 
8.8 are plotted in Figure 8.24. 
 
Figure 8.23  Graph showing Vickers hardness versus distance from sample edge for five samples of various shot 
peen intensities applied to Alloy 720Li.  Each line represents an average of two profiles taken from each shot 
peening intensity. 
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Shot peen intensity / Almen Hardness affected zone / µm 
4-6 96 
5-7 110 
6-8 140 
7-9 206 
8-10 247 
 
Table 8.8  Measured hardness affected zone at five different shot peen intensities for Alloy 720Li, determined by 
doubling the depth at which a 50% decrease in hardness from the shot peened edge is reached. 
 
 
Figure 8.24  Graph showing the measured hardness affected zone, determined by doubling the depth at which a 
50% decrease in hardness from the shot peened edge is reached, at five different shot peen intensities for Alloy 
720Li, measured using a threshold method. 
 
Figure 8.23 shows hardness plotted on an absolute scale for each shot peening intensity, showing 
a general pattern of decrease in surface hardness, but more specifically sets apart the two highest 
intensities (7-9A and 8-10 A) as maintaining high hardness levels further into the alloy.  Figure 
8.24 shows more clearly the hardness affected zones for each shot peening intensity.  If hardness 
results are compared with PeenstressSM simulations in Figure 8.25, it is observed that there is 
excellent agreement at higher shot intensities.  At 6-8 A and below there is slightly less 
agreement.  The results would therefore suggest that hardness measurements are indicative of the 
strain hardening at the surface with some effects from residual stresses present in the samples.  
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The EBSD misorientation tool can be used to allow only strain hardening effects to be 
determined. 
 
Another observation from hardness testing is the near-surface absolute hardness, observed in 
Figure 8.23.  Near-surface hardness is observed to be highest at the highest shot peening 
intensities, excluding perhaps an anomalous 5-7 A intensity.  Increased surface hardness 
provides clear evidence of the greater extent of work hardening in the more intensely shot 
peened samples. 
 
 
 
 
 
 
 
  
 
 
 
 
Figure 8.25  Comparison of predicted values of shot peening affected zone from computer simulation, as 
determined by PeenstressSM)  hardness from depth profiles and results from the EBSD misorientation tool, in Ni-
based alloy 720Li subjected to shot peening at various intensities. 
 
It is also possible to consider the contribution of strain hardening as a proportion of the total 
surface effects induced by shot peening, as was observed in Section 8.3.1.2.  Figure 8.25 
compares the model predictions with the hardness results and the EBSD misorientation tool.  
Figure 8.25  shows the relative contributions of residual stress, as measured by hardness values, 
and strain hardening in the alloy, as measured by the EBSD tool, studied at different shot 
peeening intensities.  It can be determined that strain hardening contributes an average of 
approximately half (0.48) of the affected depth measured by hardness testing, as observed around 
the firtree lobe in Section 8.3.1.2. 
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8.4.2.3 Surface Roughness by White Light Interferometry 
 
Surface roughness measurements were taken of the surfaces at all shot peening intensities, to 
assess whether this parameter relates to observations recorded with EBSD.  Surface roughness 
will also become significant later in the discussion as reduced surface roughness could improve 
corrosion resistance by reducing pockets for corrosive media to collect whilst also diminishing 
the probability of fissure initiation, which tend to occur at surface imperfections.  Figure 8.26 
shows three-dimensional surface reconstructions of a selected area, for each shot peening 
intensity.   
 
  
(a) (b) 
  
(c) (d) 
 
 
(e)  
Figure 8.26  Three-dimensional reconstructions by white light interferometry on five different shot peen intensities, 
specified in Table 3.4 as samples (a) 4-6 A, (b) 5-7 A, (c) 6-8 A, (d) 7-9 A, and (e) 8-10 A. 
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Table 8.9 provides quantification of average surface roughness, from five scans for each sample, 
using Sa values, which are visualised in graphical form in Figure 8.27. 
 
Shot peen intensity / Almen Average surface roughness 
(Sa) / µm 
4-6 0.77 
5-7 1.27 
6-8 1.51 
7-9 1.81 
8-10 1.85 
 
Table 8.9  Average surface roughness quantification of five surfaces (500 x 700 µm in area) subject to various shot 
peening intensity applied to Alloy 720Li, using a white light interferometry technique. 
 
 
 
Figure 8.27  Graphical representation of the average surface roughness quantification, showing ±0.5σ for each 
average data point, of five surfaces (500 x 700 µm in area) subject to various shot peening intensity applied to Alloy 
720Li, using a white light interferometry technique. 
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Use of white light interferometry to assess surface roughness provides another comparison for 
the predicted residual stress and measured SHD as a result of shot peening.  Figure 8.26 shows 
the visual differences between the different shot peening intensities, which are quantified in 
Table 8.9 and Figure 8.27.  Figure 8.27 highlights the levelling of the shot peening influence at 
the highest intensities.   Whereas the model predictions show a largely linear relationship, it 
appears that the surface profilometry technique shows a decreasing plateau effect at higher 
intensities, although this could be explained by the data spread of the 7-9 A intensity shown in 
Figure 8.27.  This decreasing gradient at higher intensities is also a feature of the hardness results 
in Figure 8.24, although less pronounced, and certainly the SHD determined by EBSD, as shown 
in Figure 8.20.  A comparison of the SHD determined by EBSD and the surface roughness is 
shown in Figure 8.28.  A possible explanation for the levelling effect at higher intensities is that 
the microstructure has reached a saturation point, whereby any additional shot impacts fail to 
impart any further SHD into the alloy, but instead merely attempts to deform an increasingly 
work hardened surface.  It was noted that Zinn and Scholtes [23] have previously suggested that 
there are limitations in defining residual stress depth by Almen intensity.  They argued that data 
scatter are high when assuming linear increases in residual stress zones with shot peening 
intensity based on Almen measures. 
 
Figure 8.28  Comparison of the strain hardened depth measured by the EBSD tool with surface roughness 
measurements from a white light interferometer (both fitted with logarithmic lines of best fit), for the same surfaces 
at different shot intensities induced by shot peening on Alloy 720Li. 
0.3
0.7
1.1
1.5
1.9
0
20
40
60
80
100
120
4-6 5-7 6-8 7-9 8-10
Surface R
oughness / µm
 S
tr
ai
n 
H
ar
de
ne
d 
D
ep
th
 / 
µm
 
Shot Intensity / Almen 
EBSD
Misorientation
Tool
White Light
Interferometry
Log. (EBSD
Misorientation
Tool)
GOS from EBSD-
derived tool 
Sa from w ite light 
interfero etry 
259 
High surface roughness is thought to influence corrosion rates by encouraging the entrapment of 
corrosive species on the surface and providing more nucleation sites for corrosion and fissure 
initiation compared to smoother surfaces.  Section 8.5 will investigate further the influence of 
not only shot intensity but also shot size on the SHD and surface roughness to determine the 
optimum conditions to defend against corrosion whilst providing the maximum SHD possible. 
 
8.4.2.4 Residual Stress and Strain Hardening Depth by X-Ray Diffraction through Literature 
Comparison 
 
A previous study by Evans et al. [82] has observed the effects of residual stress relaxation in 
Alloy 720Li under high temperature isothermal fatigue.  Included in their analysis is a study of 
residual stresses in a 6-8 A sample (with identical shot size and coverage) using x-ray diffraction 
(XRD) techniques without relaxation.  The results from the Evans et al. study are included in 
Figure 8.29 to compare the model predictions, microhardness data and depths determined by the 
EBSD misorientation tool. 
 
Figure 8.29  Comparison of measured values of residual stress from XRD in [82], predicted values of the shot 
peening affected zone from the PeenstressSM model [92] (see Residual stress axis for both), results from hardness 
testing (see Hardness axis), and a profile plot of grain orientation spread from the EBSD tool (see Grain Orientation 
Spread axis), specified in Section 8.2, in a Ni-based alloy subjected to shot peening at a 6-8 Almen intensity with 
110H steel shot at 200% coverage. 
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Figure 8.29 shows good agreement between the residual stress results from Evans et al. and the 
model predictions, in terms of the affected depth, but with some discrepancy over the magnitude 
of peak residual stress.  The EBSD-derived SHD tool developed in this paper represents strain 
hardening effects, which are shown to extend approximately 50% of the depth of the residual 
stresses. The microhardness results show values in between the elastic residual stress depth, and 
plastic SHD, although they are closer to the SHDs determined using the EBSD tool.  It is well 
known that hardness values are highly dependent on the level of strain hardening in a material 
[135], but are also affected, to some extent, by the presence of residual stresses [106].  Therefore, 
it is unsurprising that the microhardness values lie somewhere between the EBSD misorientation 
tool representing strain hardening, and the XRD values representing residual stress. 
 
Strain hardening is also determined by peak width values to identify plastic deformation, also 
obtained from XRD.  The results collected by Evans et al. for peak width values are plotted in 
comparison to the SHD as determined by EBSD data in Figure 8.30, on two different axes in 
order to compare the depth profiles.  The two profiles show excellent correlation, confirming the 
use of the tool for measurement of strain hardening effects in a quicker and more accessible 
manner than conventional XRD approaches. 
 
 
Figure 8.30 Graph showing a comparison between strain hardening depth profiles from peak width values from 
XRD [82] and from the EBSD-derived tool described in Section 8.2. 
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8.5 Characterisation of Shot Peening Parameters in Alloy 720Li Cylindrical 
Specimens 
 
Having proven the EBSD tool for SHD measurement can yield useful results on shot peened 
samples, the study was taken further to firstly observe any differences in SHD for a cylindrical 
sample geometry using results from a sample exposed to varying shot peening intensity.  
Subsequently, a variation in shot size was investigated in terms of SHD.  The effect of a 
variation in shot intensity and shot size were also considered using surface roughness 
measurement.  Finally, these samples were analysed to determine the relative characteristics 
during corrosion to determine the effects of the SHD on this crucial aspect of materials 
performance. 
 
Sample Overview 
 
A similar study to that performed in Section 8.4 was carried out on the samples specified in 
Table 3.4.  On this occasion, the shot peened samples were cylindrical rather than flat (as shown 
in Figure 8.31(a)), and in addition to varying shot intensity, shot size was also varied (coverage 
remained at 200%). 
 
After shot peening, the samples were cross-sectioned using the Struers Accutom-5 saw at low 
feed, and to enable analysis of the surface peening effects, as shown in Figure 8.31(b), the 
sample cross-sections were prepared to a finish suitable for use of EBSD analysis.  The scan area 
for each sample was again 200 x 250 µm, as shown in Figure 8.31(c). 
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Figure 8.31  Preparation of cylindrical samples for EBSD analysis at a shot peened sample edge showing: (a) 
original sample dimensions, shot peened on the circumferential face; (b) sectioned sample exposing the cross-
section subsequently prepared for EBSD; (c) location of EBSD scan area relative to shot peened sample edge. 
 
 
8.5.1 Shot Peening Intensity 
 
In this sub-section, samples R1-3, R3-5, R6-8 and R8-10 from Table 3.4 were analysed to 
investigate different shot peening intensity effects on cylindrical samples.  Shot peening media 
size was fixed at 0.011 inches diameter and coverage was a constant 200%. 
 
8.5.1.1 Strain Hardened Depth by Grain Orientation Spread Mapping 
 
Average SHD values, calculated using the standard method described in Section 8.2, from two 
data scans per cylindrical sample with varied shot peening intensity are shown in Figure 8.32, 
alongside results obtained from the flat samples in Section 8.4.  Figure 8.33 shows a comparison 
of the SHD from flat and cylindrical samples based on the average shot peening intensity of the 
range specified, e.g. a specified intensity of 6-8 A is plotted as an average intensity of 7 A. 
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Figure 8.32  A graph showing the average strain hardened depth, as determined by the method described in Section 
8.2, of shot peened cylindrical samples alongside shot peened flat samples at different shot peening intensity values. 
 
 
         
Figure 8.33  A comparison of strain hardened depth between flat and cylindrical shot peened sample geometry for 
samples shown in Table 3.4. 
 
It is immediately apparent from Figure 8.32 that a similar pattern to that observed previously 
occurs, with SHD increasing as shot peening intensity increases, and perhaps again with a 
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levelling at the higher intensities, seen also in the more direct comparison between flat and 
cylindrical samples, provided in Figure 8.33.  In addition, Figure 8.33 shows a general trend of 
cylindrical samples displaying higher SHDs compared to flat samples exposed to the same shot 
peening intensity.  The rebound of impacting shot from the two different sample geometries 
could contribute to this situation.  Figure 8.34 shows a schematic diagram of the two sample 
geometries and the predicted rebound of shot which could contribute to the lower relative strain 
hardened depths for the flat samples.  The diameter (and by inference the curvature) of the 
sample surface (10 mm) compared to the diameter of the shot (0.011 inches or 0.28 mm) is 
relatively large but not so large that the cylindrical sample curvature can be considered zero.  
Figure 8.34(a) shows shot rebounding directly back into shot being fired at a flat sample, which 
has the potential to interfere with fired shot and reduce the net intensity impacting the surface.  
With cylindrical samples, the geometry enables shot to rebound at a slight outwards angle 
(exaggerated in Figure 8.34(b)), which would result in a higher net intensity.  If sample curvature 
were a significant effect, it would be expected that the fatigue bars (studied in Section 8.3.1.4 
with a diameter of 4.5 mm), with even higher curvature than the cylindrical samples studied here 
would show higher SHD.  Therefore, it seems that other factors, such as part shadowing, 
operator variability or process variability are more significant  problems which are likely to be 
contributing in this case.  Operator and process variability should be seriously considered, for 
example, when comparing the values of the cylindrical sample at 6-8 A (SHD = 91 µm) to the 
average SHD from the fatigue specimens of around 55 µm, as discussed in Section 8.3.1.4. 
 
 
  
(a) (b) 
Figure 8.34  Schematic diagrams of a (a) flat and (b) cylindrical sample for shot peening, showing impacting shot 
(black lines) and rebounding shot (red lines) for each geometry.  A shot size of 0.011 inches is shown, scaled in 
relation to a 10 mm cylindrical sample in (b). 
Flat Cylindrical
Shot size - scaled in 
comparison to the 100 mm 
sample diameter in (b) 
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8.5.1.2 Surface Roughness by White Light Interferometry 
 
Average surface roughness values of five data scans per cylindrical sample with varied shot 
peening intensity are shown in Figure 8.35, alongside results obtained from the flat samples in 
Section 8.4.   
 
Figure 8.35  A graph showing the average surface roughness of shot peened cylindrical samples alongside shot 
peened flat samples at different shot peening intensity values. 
 
 
Figure 8.36  A comparison of surface roughness between flat and cylindrical shot peened sample geometry for 
samples shown in Table 3.4, with estimated lines of best fit. 
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It is again apparent from Figure 8.35 that a similar pattern to that observed previously occurs, 
with surface roughness increasing as shot peening intensity increases, with a levelling at the 
higher intensities, seen also in the more direct comparison between flat and cylindrical samples, 
provided in Figure 8.36.  Figure 8.36 shows the same discrepancy in surface roughness as 
between SHD in flat and cylindrical samples observed in Figure 8.33, with the cylindrical 
samples generally having higher surface roughness than flat samples of the same shot peening 
intensity. 
 
8.5.2 Shot Size Variation 
 
In this sub-section, samples R70, R110, R170, R230 and R330 from Table 3.4 were analysed to 
investigate different shot peening media size effects on cylindrical samples. Shot peening 
intensity was fixed at 6-8 A and coverage was a constant 200%. 
 
8.5.2.1 Strain Hardened Depth by Grain Orientation Spread Mapping 
 
Average SHD values, calculated using the standard method described in Section 8.2, from two 
data scans per cylindrical sample with varied shot peening intensity are shown in Figure 8.37, 
alongside the two results from the shot peening intensity variation trials (Section 8.5.1.1) and the 
flat samples (Section 8.4.1) which were at the firtree specification conditions of 6-8 A intensity, 
0.011 inches shot diameter and 200% coverage.   
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Figure 8.37  A graph showing the average strain hardened depths as determined by the method described in Section 
8.2., of shot peened cylindrical samples alongside shot peened flat samples at different shot peening intensity values. 
 
In comparison to the strong positive relationship between SHD and shot peening intensity, 
Figure 8.37 shows that surface roughness is not as strongly correlated for shot size.  There is 
perhaps a slight increase in SHD as shot size increases, with the exception of sample R110.  
Samples R110 and R6-8 are both cylindrical samples experiencing 6-8 A shot intensity with 
0.011 inches shot size (and 200% coverage), yet there is some 14 μm difference (more than a 
15% variation) between the two averages (each an average of two scans themselves).  The large 
difference in SHD for two equivalent samples of similar geometry may suggest that sample to 
sample variation is high. 
 
8.5.2.2 Surface Roughness by White Light Interferometry 
 
Five scans were performed using white light interferometry for each sample of different shot 
size.  Three-dimensional reconstructions of one surface from each shot size are shown in Figure 
8.38.  Average surface roughness values of five data scans per cylindrical sample with varied 
shot peening media size are shown in Figure 8.40, alongside the two results from the shot 
peening intensity variation trials (Section 8.5.1.1) and the flat samples (Section 8.4.1) which 
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were at the firtree specification conditions of 6-8 A intensity, 0.011 inches shot diameter and 
200% coverage. 
 
As with SHD in Section 8.5.1.1, surface roughness does not show the same strong correlation 
with shot size as it did with shot peening intensity.  Figure 8.38 shows an apparent initial 
increase in surface roughness from R70 to R110 (the firtree specification shot size), with a 
reduction thereafter.  If the shot size interaction with the surface is considered, the observation of 
a slight decrease in surface roughness with increasing shot size should not be surprising.  If it is 
assumed, with a constant peening intensity (in this case 6-8 A) that the shot deforms the Alloy 
720Li surface to a roughly similar amount each time (evidenced by the lack of strong correlation 
between shot size and SHD), and a similar impact spacing (from a constant coverage), the 
schematic in Figure 8.39 shows how smoother surfaces could be produced with larger shot sizes, 
which is confirmed by the quantitative values of Sa plotted in Figure 8.40.  Therefore, larger shot 
sizes would appear to give equal (or possibly slightly increased) SHD with reduced surface 
roughness.  Plotting surface roughness against SHD in Figure 8.41 shows the strong relationship 
between the two measurements for the cylindrical samples and highlights the sample R330 as 
tending most towards the desirable near-surface and surface characteristics of an alloy towards 
the bottom right corner of the graph. 
 
Individual Shot Impact 
 
An observation from sample R70 highlighted the presence of a localised variation in SHD 
relating to the occurrence of a surface indent from shot impact.  A GOS map of sample R70 is 
shown in Figure 8.42.  The cross-section of the shot indent shows an approximate maximum 
depth of 5 µm (although this cross-section may  not pass through the maximum for the indent in 
question), which is comparable to indent depths seen in the surface profilometry measurements 
in Figure 8.38(a).  SHD is correspondingly locally increased by approximately 5 µm in this 
region. 
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(a) (b) 
  
(c) (d) 
 
 
(e)  
Figure 8.38  Three-dimensional reconstructions by white light interferometry for five different shot peen diameters, 
specified in Table 3.4 as samples (a) R70, (b) R110, (c) R170, (d) R230, and (e) R330. 
 
 
 
 
 
 
 
 
Figure 8.39  A schematic diagram showing demonstrating the production of smoother surfaces with a larger shot 
size, assuming equal peening intensity and impact spacing. 
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Figure 8.40  A graph showing the average strain hardened depths as determined by the method described in Section 
8.2., of shot peened cylindrical samples alongside shot peened flat samples at different shot peening intensity values. 
 
  
Figure 8.41  A graph of surface roughness against strain hardened depth for cylindrical samples with prefix ‘R’ 
included in Table 3.4, showing, with the red arrow, the bias of low surface roughness and high strain hardened depth 
desired for firtree samples.  Circled in red is sample R330, which tends most towards the desired characteristics. 
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Figure 8.42  EBSD-derived GOS map of sample R70, showing the local variation in SHD in the region of an 
individual shot indent. 
 
8.5.3 Corrosion Characterisation by EDX 
 
It has been shown that the highest shot peening intensities produce a higher SHD, which is 
desirable in terms of providing the greatest depth to limit fissure propagation.  However, it has 
been discussed in the literature and Chapter 6 that the strain hardening induced by shot peening 
is thought to increase corrosive attack of an alloy, by lowering diffusion coefficients and driving 
recrystallisation processes.  The higher intensities providing high SHD have also been shown to 
result in the highest surface roughness. Increased surface roughness is also thought to have an 
adverse effect on corrosion resistance due to the encouragement of corrosive media collection 
and an increase in fissure initiation sites.  Therefore, a compromise of SHD is needed between 
fissure propagation resistance and corrosion resistance.  In this section, a characterisation of the 
corrosive attack for selected shot peening conditions was performed. 
 
Sample Overview 
 
Cylindrical samples identical to those used previously, for shot peened specimens without 
exposure to corrosion, were used to study the effect of shot peening for five different sets of 
30 µm 
Shot peened surface 
Strain hardened depth 
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parameters, specified in Table 3.5.  Sample preparation followed the same procedure shown in 
Figure 8.31, but with smaller areas analysed with EDX compared to the EBSD scan areas in 
previous sections. 
 
The particular peening conditions selected for microscopic investigation were chosen on the 
basis of Figure 8.57 and prior metrology trials by Rolls-Royce plc on a larger number of 
samples.  Metrology trials showed that the unpeened sample, C0, experiences the lowest mass 
loss of all the samples during corrosion tests, with sample C6-8/230 showing the lowest mass 
loss for a shot peened sample, and also being well positioned towards the lower right corner of 
Figure 8.57.  The two worst performing (showing highest mass loss) were included to contrast 
against the best performing sample, which were samples C3-5/110 and C8-10/110 and are also 
included alongside the firtree specification condition in sample C6-8/110, which showed 
intermediate mass loss. 
 
Each sample described in Table 3.5 will be taken in turn to discuss the pertinent features of each 
from imaging and chemical map observations, followed by a comparison between the samples. 
 
8.5.3.1 Sample C0 
 
Sample C0 was not exposed to any shot peening, and showed the lowest mass loss in metrology 
trials (measuring mass loss).  Figure 8.43 shows SE image ion beam-induced SE images, with 
EDX maps within the region indicated. 
 
Figure 8.43 shows the microstructure of sample C0 to include the dual-layered oxide observed in 
ex-service firtree samples, characteristic of the transition-type morphology described by 
Viswanathan, although there is some sulphide presence beneath the region depleted in Cr, Ti and 
Al [1].  It should be noted that S and Mo appear very similar due to peak overlap.  In all 
instances of S and Mo peak overlap, for this and subsequent samples, spot analyses confirmed 
that the high intensity regions highlighted in both maps are indicative of S presence.  The oxide 
consists of an outer (Ni, Co)-rich layer and a Cr, Ti, Al-rich inner oxide.  Cr and Ti-rich 
sulphides decorate the sub-surface grain boundaries, where grain boundaries are also depleted in 
Cr, Ti and possibly Al, again, observed in ex-service firtree microstructures in Section 6.2.  The 
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presence of sulphides and grain boundary depletion extend approximately 12 µm into the alloy.  
Oxide thickness was also measured across 10 adjacent images of a combined length of 750 µm.  
The oxide thickness for sample C0 was measured to be 4.3 ± 1.5 µm, which is comparable to the 
EOL location of an ex-service firtree, as shown in Figure 5.2.  An EBSD-derived GOS map is 
shown in Figure 8.44, which confirms the absence of  a SHD.  Results from all of the samples in 
this section are summarised in Table 8.10. 
 
  
(a) (b) 
    
Al Co Cr Mo 
    
Ni O S Ti 
(c) 
Figure 8.43  (a) Secondary electron image, (b) ion beam-induced secondary electron image and (c) EDX maps of 
the region indicated in (a) of a typical oxide region and sub-surface in sample C0, as specified in Table 3.5. 
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8 µm 
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(a) (b) 
Figure 8.44  (a) Secondary electron image and (b) EBSD-derived GOS map of a selected region (top = edge) of 
sample C0, as specified in Table 3.5. 
 
8.5.3.2 Sample C6-8/230 
 
Sample C6-8/230 was exposed to shot peening with conditions 6-8 A and 0.023 inches shot size, 
and showed the lowest mass loss of shot peened samples in metrology trials.  The sample was 
characterised by two main types of microstructure.  Figure 8.45 shows both types of 
microstructure, designated ‘Region A’ and ‘Region B’, with EDX maps for each region. 
 
Region A in Figure 8.45(a) and (c), shows a less distinct, but still present, dual-layered oxide as 
before, but with a much-reduced presence of the Ni-rich outer oxide, instead with high presence 
of Cr in both the outer and inner oxide.  The inner oxide shows presence of Cr, Al and possibly 
Ti.  The immediate sub-surface shows Cr, Al and Ti depletion with Ni enrichment, as 
characterised by areas of grain recrystallisation, observed in ex-service firtrees in Figure 5.10.  
Within the recrystallised region is a number of large Cr, Ti-rich sulphides.  According to 
Viswanathan, this morphology is indicated of non-layer-type (Type I) corrosion, in a slightly 
higher temperature regime. 
Strain hardened depth = 0 µm 
 
40 µm 
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Region B in Figure 8.45 shows a slightly different scenario compared to Region A.  Region B is 
similar to the microstructure observed in sample C0 in terms of its more distinct dual-layered 
oxide and non-recrystallised sub-surface.  The sub-surface contains far smaller sulphides 
compared to Region A.  The morphology observed is more indicative of a transition-type hot 
corrosion process, as described by Viswanathan [1], but with reduced salt flux.  Region B 
therefore appears to have experienced slightly lower exposure temperatures than Region A, 
which is perhaps surprising for a sample of only 10 mm diameter that would be expected to be at 
consistent temperature.  An EBSD-derived GOS map of an area similar to Region B is shown in 
Figure 8.46, showing an approximate SHD of 70 µm, although this is barely comparable to other 
SHDs as it is difficult to know what proportion of the SHD the corrosion process has consumed. 
 
Oxide thickness remains consistent across both regions, and was measured to be 9.4 ± 4.9 µm, 
over a 750 µm length.  The depth of attack in each case was also approximately 12 µm in each 
region.  Results from all of the samples in this section are summarised in Table 8.10. 
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(a) (b) 
    
Al Co Cr Mo 
    
Ni O S Ti 
(c) 
    
Al Co Cr Mo 
    
Ni O S Ti 
(d) 
Figure 8.45  Secondary electron image of (a) ‘Region A’ and (b) ‘Region B’, EDX maps of (c) ‘region A’ and (d) 
‘Region B’, of typical oxide regions and sub-surfaces in sample C6-8/230, as specified in Table 3.5. 
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(a) (b) 
Figure 8.46  (a) Secondary electron image and (b) EBSD-derived GOS map of a selected region of sample C6-
8/230, as specified in Table 3.5. 
 
8.5.3.3 Sample C6-8/110 
 
Sample C6-8/110 was exposed to shot peening with conditions 6-8 A and 0.011 inches shot size, 
representing the firtree peening parameter and displaying an intermediate mass loss of all shot 
peened samples in metrology trials.  A SE image and an ion beam-induced SE image are shown, 
with EDX maps of the indicated region, in Figure 8.47. 
 
Figure 8.47 shows a dual-layered oxide structure as with samples C0 and Region B of sample 
C6-8/230 in the previous two sections, with (Ni, Co)-rich outer and Cr, Ti, Al-rich inner layers.  
However, in sample 6-8/110 shown in Figure 8.47, the total oxide layer is thicker at a measured 
12.1 ± 4.1 µm, in line with metrology trials.  Small (< 250 nm) Cr, Ti-rich sulphides reside on 
grain boundaries, almost continuously in some regions.  Attack extends to approximately 15 µm 
into the surface from beneath the oxide, and is characteristic of a transition-type morphology, as 
described by Viswanathan [1].  Figure 8.48 shows an EBSD-derived GOS map for a typical 
Oxide 
Strain hardened 
depth beneath oxide 
~ 60 µm 
 
40 µm 
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region in sample C6-8/110, with an approximate SHD of 60 µm beneath the oxide layer.  Results 
from all of the samples in this section are summarised in Table 8.10. 
 
  
(a) (b) 
    
Al Co Cr Mo 
    
Ni O S Ti 
(c) 
Figure 8.47  (a) Secondary electron image, (b) ion beam-induced secondary electron image and (c) EDX maps, of a 
typical oxide region and sub-surface in sample C6-8/110, as specified in Table 3.5. 
 
 
 
 
 
8 µm 
Oxide 
Alloy 
15 µm 
279 
   
(a) (b) 
Figure 8.48  (a) Secondary electron image and (b) EBSD-derived GOS map of a selected region of sample C6-
8/110, as specified in Table 3.5. 
 
8.5.3.4 Sample C8-10/110 
 
Sample C8-10/110 was exposed to shot peening with conditions 8-10 A and 0.011 inches shot 
size, and showed the second-highest mass loss of shot peened samples in metrology trials.  A SE 
image and an ion beam-induced SE image are shown, with EDX maps of the indicated region, in 
Figure 8.49. 
 
Figure 8.49 shows again the dual-layered oxide present in sample C8-10/110 with (Ni, Co)-rich 
outer and Cr, Ti, Al-rich inner layers.  Oxide layer thickness is 20.0 ± 4.2 µm.  Figure 8.49(c) 
shows the presence of, again, almost continuous sulphides, along grain boundaries with Cr and 
some Ti depletion extending approximately 20 µm from beneath the oxide layer into the sub-
surface.  The morphology is similar to the transition-type morphology described by Viswanathan 
[1].  The EBSD-derived GOS map in Figure 8.50 shows a SHD of approximately 70 µm 
remaining beneath the oxide layer.  Results from all of the samples in this section are 
summarised in Table 8.10. 
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(a) (b) 
    
Al Co Cr Mo 
    
Ni O S Ti 
(c) 
Figure 8.49  (a) Secondary electron image, (b) ion beam-induced secondary electron image and (c) EDX maps, of a 
typical oxide region and sub-surface in sample C8-10/110, as specified in Table 3.5. 
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(a) (b) 
Figure 8.50  (a) Secondary electron image and (b) EBSD-derived GOS map of a selected region of sample C8-
10/110, as specified in Table 3.5. 
 
8.5.3.5 Sample C3-5/110 
 
Sample C3-5/110 was exposed to shot peening with conditions 3-5 A and 0.011 inches shot size, 
and showed the highest mass loss of shot peened samples in metrology trials.  A SE image and 
an ion beam-induced SE image are shown, with EDX maps of the indicated region, in Figure 
8.51.  Figure 8.51 shows again the dual-layered oxide present in sample C3-5/110 with (Ni, Co)-
rich outer and Cr, Ti, Al-rich inner layers.  Oxide thickness was 15.6 ± 6.3 µm.  Figure 8.51(c) 
shows the presence of, again, almost continuous sulphides, along grain boundaries with Cr and 
some Ti depletion extending approximately 15 µm from beneath the oxide layer into the sub-
surface.  The morphology is similar to the transition-type morphology described by Viswanathan 
[1].  The EBSD-derived GOS map in Figure 8.52 shows a SHD of approximately 70 µm 
remaining beneath the oxide layer.  Results from all of the samples in this section are 
summarised in Table 8.10. 
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(a) (b) 
    
Al Co Cr Mo 
    
Ni O S Ti 
(c) 
Figure 8.51  (a) Secondary electron image, (b) ion beam-induced secondary electron image and (c) EDX maps, of a 
typical oxide region and sub-surface in sample C6-8/230, as specified in Table 3.5. 
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(a) (b) 
Figure 8.52  (a) Secondary electron image and (b) EBSD-derived GOS map of a selected region of sample C3-
5/110, as specified in Table 3.5. 
 
8.5.3.6 Comparison of Corrosion Characteristics Between Samples 
 
Table 8.10 compares the oxide thickness, depth of attack beneath oxide and the SHD beneath 
oxide for each of the five samples studied in this sub-section.  On the whole, the observations by 
imaging and EDX follow the expected pattern predicted by the metrology trials, with the 
exception of sample C8-10/110 showing higher severity than C3-5/110.  Such errors can occur as 
a result of the cross-section studied, which may have been a particularly badly corroded cross-
section.  However, generally the expected pattern is observed.  The analysis in this sub-section 
provides additional detail (that the metrology fails to provide) and discusses the oxide structures 
and sulphide and grain boundary characteristics.  More severe corrosion appears to tend towards 
more continuous sulphides along grain boundaries and a greater depth of grain boundary 
depletion.  Areas of grain recrystallisation occur sporadically, perhaps in the most severally shot 
peened regions. 
Oxide 
Strain hardened 
depth beneath oxide 
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40 µm 
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Sample Condition Oxide thickness / µm 
Depth of attack 
beneath oxide /µm 
Strain hardened depth 
beneath oxide / µm 
C0 Not peened 4.3 12 0 
C6-8/230 6-8A, 230H 9.4 12 60 
C6-8/110 6-8A, 110H  12.1 15 60 
C8-10/110 8-10A, 110H 20.0 20 70 
C3-5/110 3-5A, 110H 15.6 15 55 
Firtree 
typical 
6-8A, 110H 5-15 5-15 40-60 
 
Table 8.10  Summary of microstructural observations from the samples studied in Section 8.5.3, with green 
indicating the sample with lowest mass loss and red indicating samples with highest mass loss in metrology trials. 
 
Figure 8.53 shows a comparison of three intensities (3-5, 6-8, 8-10 A) studied with the 0.011 
inches shot size.  The position along the x-axis is the average intensity of the given intensity 
range in each case.  Oxide thickness, total depth of attack and SHDs from Section 8.5.1.1 are 
plotted.  Figure 8.53 shows the dip at the 6-8 A intensity in total attack depth (oxide thickness + 
depth of attack beneath oxide), accompanied by a relatively high SHD.  Taking the proportion of 
total attack depth from the SHD, results in the 3-5 A intensity at 0.60, the 6-8 A intensity at 0.30 
and the 8-10 A intensity at 0.39.  Therefore, the 6-8 A intensity loses the lowest proportion of its 
strain hardened depth through corrosive consumption.  This contravenes the possible thought that 
increasing shot peening intensity increases corrosion severity due to an increased driving force 
for grain recrystallisation, because higher severity (based on mass loss trials) is experienced at 
the lower 3-5 A intensity.  It is clear however, that shot peening does provide a driving force for 
corrosion, because the best performing sample by far is sample C0, experiencing no shot 
peening.  This was discussed in the Literature Review in Section 2.5.2.  Multiple studies [85-88] 
have shown that shot peening increases corrosion susceptibility.  Zhong et al. [88] described the 
increase in diffusivity in an Fe plate using a shot peening process, finding that diffusivity of Al 
was increased by four times by the presence of fine surface grains induced by shot peening.  It is 
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likely then that a similar effect is observed in this study, whereby diffusivities of elements such 
as Cr, Ti and Al are increased by the surface effects of shot peening, to feed corrosion processes 
more ably.  Although it is desirable to limit corrosion as much as possible, shot peening is 
nevertheless desirable for its previously mentioned fatigue crack propagation resistance benefits, 
which outweigh the increase in corrosion, giving an overall improvement in fatigue life.  Further 
work is therefore suggested to determine the relative dependence of fatigue life on SHD and 
corrosion rates. 
 
By comparing samples C6-8/110 and C6-8/230, the shot size can also be considered.  Whilst 
only consisting of two data points, Figure 8.54, shows the relationship between shot size and 
corrosion severity by comparing shot size 0.011 inches and 0.023 inches at the same 6-8 A 
intensity.  Figure 8.54 shows that the larger shot size provides improved performance in terms of 
a lower oxide thickness and total attack depth, and whilst the SHD is slightly reduced, the 
proportion of total attack depth from the SHD is 0.28 for the 0.023 inches shot size compared to 
the 0.30 for the 0.011 inches shot size.  Figure 8.40 showed that increased shot size resulted in 
reduced surface roughness.  Therefore, Figure 8.54 could suggest that increased surface 
roughness (at smaller shot sizes) encourages the collection of corrosive media leading to 
increased corrosion severity, as suggested by Harada et al. [83]. 
 
In summary, it has been found that shot peening intensity is well specified at 6-8 A for firtree 
components, although a greater SHD could be achieved by increasing the intensity with little 
impact on the corrosion severity.  In addition, some improvement may be achieved by increasing 
shot size to reduce surface roughness, which in turn appears to reduce corrosion severity (in 
addition to its potential reduction of fatigue crack initiation sites). 
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Figure 8.53  Comparison of oxide thickness, total depth of attack (oxide thickness + depth of attack beneath oxide) 
and strain hardened depths measured in Section 8.5.1.1 (where the depth for 6-8 A is an average of samples R6-8 
and R110), for three intensities plotted as an average intensity in the ranges 3-5, 6-8 and 8-10 A. 
 
 
Figure 8.54  Comparison of oxide thickness, total depth of attack (oxide thickness + depth of attack beneath oxide) 
and strain hardened depths measured in Section 8.5.1.1 (where the depth for 0.011 inches  is an average of samples 
R6-8 and R110), for two shot sizes of diameter 0.011 inches and 0.023 inches. 
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8.5.4 Duplex Peening 
 
Asquith et al. have shown that a two-stage peening process can reduce corrosion rates [85].  The 
duplex peening process can potentially create data points even further in the desired direction in 
Figure 8.41, by providing high SHD with an initial peening operation, and a smoother surface 
with a subsequent peening stage to reduce potential build up of corrosive species and the 
likelihood of fatigue crack initiation.  In order to investigate this further, a duplex peen 
specification was carried out as follows: 
 
• First peen: 8-10 A, 230H, 200% 
• Second peen: 3-5 A, 110H, 200% 
 
Compared to the firtree specifications of 6-8 A and 0.011 inches shot size, the first stage alone 
should provide an increased SHD with a smoother surface.  The additional second stage should 
decrease surface roughness even further, whilst possibly adding to the SHD.  The duplex-peened 
sample is included in Table 3.4 as sample ‘RDUPLEX’.  The resulting GOS data from two scans 
enables a SHD to be calculated as before, and the surface roughness can be measured with white 
light interferometry. 
 
8.5.4.1 Strain Hardened Depth from  Grain Orientation Spread Mapping 
 
Figure 8.55 shows a GOS map for the sample RDUPLEX, indicating the measured SHD with the 
red, dashed line.  A quantification of the SHD is provided in Table 8.11. 
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Figure 8.55  EBSD-derived GOS map for the duplex peened sample RDUPLEX, with a red dashed line indicating 
the strain hardened depth measured using the method described in Section 8.2, and a light-blue dotted line showing 
the undulations of the SHD. 
 
Shot peening conditions 
Average SHD / µm Stage Intensity / Almen Diameter /  inches 
1 8-10 0.023 
106 
2 3-5 0.011 
Table 8.11  Average strain hardened depth from two areas of sample RDUPLEX, measured using the method 
described in Section 8.2. 
 
It is immediately interesting to notice from Figure 8.55 that the duplex-peened sample analysed 
does not have as much loss in IQ at the shot peened edge, compared to the single-peened 
samples at high shot peening intensity such as F8-10 (shown in Figure 8.19(e)).  The SHD 
displayed by the duplex-peened sample is 106 µm, which is very similar to the SHD measured in 
sample R8-10 (103 µm).  Therefore the desired SHD depth has been achieved by the first 
peening operation.  The second peening operation seems to have not significantly affected the 
measured SHD.  The primary reason for the second operation was to reduce surface roughness, 
which will be discussed in Section 8.5.4.2.  Also apparent from Figure 8.55 is the wavy profile 
of the SHD.  This variation in SHD across the area seems to be as a result of individual shot 
40 µm 
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impacts, as previously discussed with regards to Figure 8.42.  The width of the map in Figure 
8.55 is 470 µm, which is approximately equivalent to the width of a 0.019 inches steel shot.  
Therefore, it is not geometrically unreasonable to suggest that each trough in SHD is from an 
individual shot impact from the first peening stage.  Evidence for the shot impact appears to have 
been eliminated at the surface by the subsequent peening stage. 
 
8.5.4.2 Surface Roughness by White Light Interferometry 
 
Figure 8.56 shows a three-dimensional reconstruction of a selected region of the sample 
RDUPLEX as obtained by white light interferometry.  The average surface roughness of five 
regions is included in Table 8.12.  The surface roughness data has a standard deviation of 0.19 
µm. 
 
 
Figure 8.56  Three-dimensional reconstruction by white light interferometry on a selected region of the duplex-
peened Alloy 720Li sample RDUPLEX. 
 
Shot peening conditions Average surface 
roughness / µm Stage Intensity / Almen Diameter /  inches 
1 8-10 0.023 
1.52 
2 3-5 0.011 
Table 8.12  Average surface roughness from five areas of sample RDUPLEX, measured by white light 
interferometry. 
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Figure 8.56 and Table 8.12 show the duplex-peened sample to have a similar surface roughness 
to between the comparable cylindrical samples R3-5 and R6-8.  The 1.52 µm roughness value 
therefore lies somewhere between roughness expected for the first peening operation and second 
peening operation.  Note that the first peening operation of 8-10 A and 0.023 inches shot size has 
not been performed alone, and so the previous statement assumes the larger shot size in this case 
will reduce the surface roughness slightly (as expected from Section 8.5.2.2). 
 
A high SHD with low surface roughness has therefore been achieved.  The duplex sample is 
plotted with the other cylindrical samples on a graph of SHD against surface roughness (as seen 
previously in Figure 8.41), in Figure 8.57.  Figure 8.57 shows that the previously best shot 
peening condition of R330 (6-8 A, 0.033 inches) has been surpassed by the duplex-peened 
sample, in terms of tending towards the desired characteristics of high SHD and low surface 
roughness.  The disadvantage with duplex peening is the need for two peening stages, which not 
only doubles the process time but also the cost.  Otherwise, duplex peening appears to be 
beneficial to the surface characteristics of Alloy 720Li compared to a single peening stage 
process, although the corrosion characteristics require further investigation. 
 
Figure 8.57  A graph of surface roughness against strain hardened depth for cylindrical samples with prefix ‘R’, and 
duplex-peened sample RDUPLEX, included in Table 3.4, showing, with the red arrow, the bias of low surface 
roughness and high strain hardened depth desired for firtree samples.  Circled in red is sample RDUPLEX, which 
tends most towards the desired characteristics. 
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8.6 Summary 
 
This chapter has discussed the characterisation of the shot peening treatment applied to Ni-based 
alloy firtree components, including the development of a suitable tool to analyse strain hardened 
depth (SHD), the study of Alloy 720Li and RR1000 engine and test components to assess SHD 
and surface roughness, and the characterisation of corrosive attack applied to samples shot 
peened using a variety of different conditions. 
 
The development of a tool to measure SHD formed the basis of the majority of subsequent study 
in this chapter.  Using EBSD data, the depth from the shot-peened surface at which grain 
orientation spread (GOS) was no longer significant was quantified and compared for different 
samples. 
 
The first group of samples analysed with the tool were around engine components.  The study of 
Alloy 720Li firtrees showed that shot peening exposure is lower at the critical EOB location, 
likely to be as a result of poor accessibility.  Grain banding in Alloy 720Li was also observed to 
contribute a 30 to 60% reduction in SHD, potentially lowering the EOB SHD to as low as 15 
µm.  RR1000 component sections showed similar shadowing problems, although an 
improvement in SHD is achieved by using a coarse grain variant of the alloy. 
 
An investigation into the relative effects of shot peening intensity and shot size revealed high 
variation between similar samples.  Shot peening intensity was observed to increase SHD, which 
corroborated with other tools measuring strain hardening in existing literature, in addition to 
increasing surface roughness   Shot size was found to have little to no effect on SHD but did 
appear to reduce surface roughness, desirable for the limitation of attacking species collection 
and fatigue crack initiation sites.  A duplex peening process achieved a comparatively high SHD 
with low surface roughness. 
 
Study of differently shot peened and corroded samples showed an increase in corrosion levels 
compared to a non-peened sample, due to the increase in elemental diffusivity induced by the 
surface treatment.  Transition-type corrosion characteristics were observed in most cases 
although there was one instance of a non-layer (Type I) morphology.  A comparison of samples 
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showed that the 6-8A intensity appeared suitable to sacrifice the least proportion of SHD due to 
corrosion, based on current results.  By comparing shot size, a small improvement, in terms of 
corroded proportion of SHD, was observed by increasing shot size from 0.011 inches to 0.023 
inches. 
 
This chapter has focussed on the characterisation of the effects of shot peening on Alloy 720Li 
and RR1000 and concludes the experimental results and discussion chapters of this thesis. 
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9 Conclusions and Further Work 
9.1 Conclusions 
 
The main aim of this work was to gain an understanding into the corrosion and fatigue 
mechanisms acting in aircraft jet engine turbine discs experiencing typical flight service 
conditions.  This was achieved by investigating two Ni-based superalloys currently implemented 
in Rolls-Royce’s Trent engines, Alloy 720Li and RR1000.  After a discussion of existing 
literature and description of experimental methods, initial results focussed on the pre-service 
condition of alloys (Chapter 4), followed by a systematic study of the post-exposure 
characteristics for Alloy 720Li (Chapter 5).  A more extensive investigation was carried out on 
the sub-surface features of post-service Alloy 720Li (Chapter 6), alongside development of a 
three-dimensional data collection technique used to observe a number of alloy features, including 
those resulting from service (Chapter 7).  Finally, a thorough analysis of the influence of shot 
peening on the alloy components was performed, culminating in an understanding of how the 
pre-service process affects subsequent service performance in terms of corrosion and fatigue 
resistance (Chapter 8). 
 
A baseline condition of the two alloys studied was established in Chapter 4, to provide a 
comparator for later work on the post-exposure condition of components.  It was found that the 
Alloy 720Li chemistry matched closely to values stated in literature, although the grain size was 
lower than previous measurements, probably due to a slightly different heat treatment regime.  
Banding was also present, which reduced grain size by approximately 50%.  Grain boundaries 
were seen to exhibit the presence of M23C6 as predicted by thermodynamic modelling 
calculations.  RR1000 varied in terms of both phase chemistry and grain size distribution.  
Chapter 4 also investigated the chemistry of the debris collected on ex-service components, in 
order to appreciate which attacking species were likely to be present.  It was found that alumina, 
calcium oxide, calcium sulphate and silica were present, suggesting the necessary constituents 
for hot corrosive attack were available. 
 
Chapters 5 and 6 investigated the mechanisms by which corrosive attack occurred during service 
in Alloy 720Li.  Oxide development was characterised by an outer layer of Ni-rich oxide with an 
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underlying layer of Cr, Ti, Al-rich oxide, comparable to the transition-type morphology 
described by Viswanathan [1].  Initially oxide development occurs in part due to the presence of 
sulphate-containing salts, ingested during flight, residing on the alloy surface.  Salt exposure was 
thought to be highest at the EOB face, where a Cr, Ti-rich sulphide layer within the oxide was 
observed.  However, other regions, such as the bedding face, are exposed to salts only when 
centrifugal forces from blade and disc rotation are not acting and mating turbine root faces lose 
contact.  Hence in these areas, a modified morphology was observed where internal Cr, Ti-rich 
sulphides dominated and there was no sulphide layer present.  Therefore, such characteristics 
were identified as developing in a low salt flux.  Ingress of the dual-layered oxide was fuelled by 
the outward diffusion of alloy elements reacting with oxygen from the environment at elevated 
temperature and stress.  The elements with the highest oxide-forming potential were those 
providing the most corrosion protection: Cr, Al and Ni.  These elements also have the highest 
sulphide-forming  potential, when exposed to SOX (present as a result of the combustion 
process).  Cr and Al appear to be initially drawn from the alloy through grain boundaries as SOX 
diffuses inward to react and form sulphides.  Grain boundaries are also a partial source of Cr, 
residing in M23C6 carbides, which appear to be consumed as grain boundaries are denuded in Cr 
and Al.  As attack progressed, it appeared that the depletion in Cr and Ti (in addition to the strain 
hardened region), contributed to recrystallisation to form a fine grain distribution, again depleted 
in Cr and Ti. 
 
The corrosion mechanisms described above are of most concern in the EOB region, where higher 
operational stresses are experienced.  As such, the EOB displayed more extensive signs of attack, 
leading to some examples of fissuring from the EOB channel (a pit-like feature at the EOB) into 
the alloy.  Suitable environmental and stress conditions for future laboratory trials were 
determined by harmonising test and ex-service specimens microstructural characteristics. 
Propagating alloy fissures were found to occur only beneath the strain hardened depth (SHD) 
(determined using an EBSD-based technique) induced by shot peening, providing evidence for 
the assertion made by Guechichi and Castex [100] that strain hardening and not residual stress 
provides fatigue crack resistance in Ni-based alloys.  Alloy fissuring was observed in three-
dimensions to be intergranular and complex in nature.  A further three-dimensional 
reconstruction showed a laboratory-induced fatigue crack to have no bias towards γ' or γ phase, 
but did show transgranular cracking through a particularly large γ phase grain. 
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The study of shot peening in Alloy 720Li firtrees, using the EBSD-based tool, showed that shot 
peening exposure is lower at the critical EOB location, likely to be as a result of poor 
accessibility of the shot.  The local reduction of grain size as a result of processing, known as 
‘banding’, proved to have a significant impact on SHD.  Between a 30 and 60% reduction in 
SHD was observed as a result of banding, potentially lowering the SHD in the critical EOB 
region to as low as 15 µm (compared to the desired depth of approximately 55 µm).  SHD is 
significant when considering the conclusions drawn from alloy fissuring observations.  With a 
lower SHD, the attack front takes less time to consume the fatigue propagation-resistant layer 
and fissure propagation can ensue earlier during the lifetime of the disc. RR1000 component 
sections showed similar shadowing problems causing reduced SHD, although an improvement is 
achieved by using a coarse grain variant of the alloy. 
 
Specified shot peening parameters are used on all components intended for service, although it 
was shown that this did not always result in a consistent SHD.  An investigation into the relative 
effects of shot peening intensity and shot size revealed high variation between similar samples.  
Shot peening intensity was observed to increase the SHD, which corroborated with other tools, 
such as XRD and microhardness, measuring strain hardening in existing literature, in addition to 
increasing surface roughness.  Shot size was found to have little to no effect on SHD but did 
appear to reduce surface roughness with increasing shot size, desirable for the limitation of 
attacking species collection and fatigue crack initiation sites.  A duplex peening process achieved 
a comparatively high SHD with low surface roughness. 
 
Study of differently shot peened and corroded samples showed an increase in corrosion levels 
compared to a non-peened sample, thought to be due to the increase in elemental diffusivity 
induced by the surface treatment.  Transition-type corrosion characteristics were observed in 
most cases although there was one instance of a non-layer (Type I) morphology.  A comparison 
of samples showed that the 6-8A intensity appears suitable to sacrifice the least proportion of 
SHD due to corrosion, based on current results, although further work is recommended in this 
area.  By comparing shot size, a small improvement, in terms of corroded proportion of SHD, 
was observed by increasing shot size from 0.011 inches to 0.023 inches.  Further work would 
determine how the duplex-peened sample performs in a corrosive environment. 
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9.2 Further Work 
 
A number of aspects of the study lend themselves to additional work to further develop the 
understanding in the areas discussed. 
 
Although the study of available samples has been thorough, the life-cycle exposure of ex-service 
discs can vary greatly.  It may be beneficial to perform similar analyses on ex-service Alloy 
720Li discs that have experienced varying levels of desert and marine environment, and from 
operators that run engines in different manners.  Study of a wider range of discs with different 
histories could identify whether corrosion issues are widespread or limited to a selection of discs 
experiencing similar conditions. 
 
In the future, it would also be beneficial to study laboratory-tested (in the short-term) and ex-
service (longer-term) samples of RR1000.  It is currently difficult to ascertain the exposure 
regime of RR1000 in the Trent 1000 engine, as the Boeing 787 which will operate the engine is 
yet to fully enter service.  However, with the first Boeing 787 delivered to All Nippon Airways 
in September 2012 (due to enter service in November 2012) [137], the prospect of obtaining ex-
service samples of RR1000 is approaching. 
 
Shot peening was studied extensively in this thesis, and as such, numerous areas requiring 
further work have developed. 
 
Initially, a further development of the EBSD-based tool for strain hardened depth (SHD) 
measurement would be advantageous. If possible, the tool would be able to not only measure the 
depth, but also the relative magnitude of strain hardening, using EBSD data.  Using this, a 
comparison of strain hardened magnitude could be made at different shot peening intensities and 
shot sizes. 
 
An appreciation of strain hardening magnitude could also add depth to a proposed assessment of 
the influence of SHD and surface roughness.  Although some results have been presented in this 
thesis, the relative roles of SHD and surface roughness in terms of the extent of corrosion are not 
fully understood.  A more extensive study of the extent of corrosion in samples with similar 
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SHDs but varying surface roughness would be advantageous.  A study of corrosion levels in 
duplex peened samples (discussed in Section 8.5.4) would further add to current understanding. 
 
In terms of accurately reproducing service conditions for laboratory testing, it would be 
advantageous to induce a shot peening treatment on the samples to observe how the SHD affects 
artificial EOB channel formation.  Different treatments could also be studied to determine which 
shot peening parameters develop a SHD that resists channel formation most adequately. 
 
It would also be interesting to gauge the influence of different operators running the shot peening 
process.  Although specifications are currently in place to minimise user variability, some 
disparity in SHDs continues to exist.  A study of different users would identify if the differences 
in SHD is caused by the operator. 
 
It may be beneficial also to explore different surface treatments as an alternative to shot peening, 
in order to improve resistance to EOB channel formation and alloy fissure propagation.  Harada 
et al. [83] have previously discussed the benefits of ‘microshot’ peening on steels, with a shot 
diameter of between 0.03-0.15 mm (compared to the smallest shot size of 0.07 inches or 0.18 
mm analysed in this study).  Samples demonstrated a higher surface stress with a smoother 
surface, which led to an improvement in fatigue characteristics.  The same study showed further 
improvement attainable by shot peening at elevated temperature.  Harada et al. suggest that the 
use of cemented carbides as opposed to steel shot further improves performance due to reduced 
surface contamination with carbides compared to using steel shot.  The benefits of using shot 
material other than steel are also discussed by Asquith et al. [85], who also suggest Plasma 
Electrolytic Oxidation (PEO) to improve corrosion resistance in an Al alloy.  Peyre et al. [138] 
also discuss the benefits of laser shot peening to improve corrosion resistance. Although laser 
shot peening is accompanied by a reduction in surface strain hardening, the corrosion resistance 
improvements may result in less of the fatigue resistant layer being consumed. 
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