Abstract. We show the compatibility of the differential geometric and the topological construction of equivariant characteristic classes for compact Lie groups. Our analysis motivates a differential geometric construction for equivariant characteristic classes in the non-compact case.
Introduction
The study of characteristic classes of vector bundles over manifolds has a long history. It is well-known that there are essentially two different ways to construct characteristic classes. One is differential geometric, using the curvature tensor of some chosen connection, the other one is topological, relying on a computation of the cohomology of the appropriate classifying space. It is also well-known that both approaches are equivalent, one giving slightly more information because the outcome is actually a differential form, the other giving slightly more information because the outcome is actually an integral cohomology class rather than a class in de Rham cohomology. A combination of both approaches leads to characteristic classes taking values in differential cohomology.
In this note, we will present a self-contained description of the two approaches in an equivariant setting and show the equivalence of the two approaches in case of equivariance with respect to the action of a compact group -in complete analogy to the non-equivariant situation. The results that we are able to prove must be well-known to experts in the field, nevertheless only partial results have been published. Bott and Tu [5] cover the case of equivariance with respect to the action of a connected Lie group. We do not claim any originality for the results presented in this paper -the purpose of writing it is to provide a self-contained exposition of the constructions and complete proofs of the results. However, as a by-product our proofs are different from the original approaches and good for generalizations also to the non-compact setting -see the remarks below. Moreover, we will make use of various explicit formulas that we obtain in order to study equivariant differential cohomology, see [20] . In fact, providing a sound basis for the development of equivariant differential cohomology was one of our main motivations to review the theory of equivariant characteristic classes.
Let G and K be Lie groups and let M be a manifold. A G-equivariant (smooth) principal K-bundle is a (smooth) principal K-bundle π : E → M , where G acts from the left on E and M , such that (1) π is G-equivariant, i.e. π(gx) = gπ(x) for any g ∈ G and x ∈ E, and (2) the left action of G and the right action of K commute, i.e. (gx)k = g (xk) for any g ∈ G, k ∈ K and x ∈ E.
A G-equivariant characteristic class c for G-equivariant principal K-bundles associates to every isomorphism class of topological G-equivariant principal Kbundles π : E → M a cohomology class c(E) ∈ H Nicole Berline and Michèle Vergne [3] generalized this definition to the equivariant setting by replacing the curvature by the sum of the curvature and the moment map (see Definition 5.5) , where now the equivariant characteristic form is an element in the Cartan model (see Section 2.4) . This is also discussed in [2, pp.204] and [21] .
Thus, starting from a invariant symmetric polynomial, one obtains an equivariant characteristic class in two ways: 1) Take the characteristic class associated to the polynomial by the Chern-Weil construction and apply it to the Borel construction or 2) use the definition of Berline and Vergne. We will show that both ways lead to the same class in equivariant cohomology. This is generally assumed the hold, see, e.g., [18, p. 311 ], however without giving or citing a proof.
For compact connected Lie groups acting on the bundle, there is a proof of this compatibility given in [5] . We will use different methods and give a proof that works for general compact Lie groups. Since the Cartan model does only compute equivariant cohomology for compact groups, this is the complete answer. For noncompact groups, nevertheless, there is an injection of the Cartan model to a model of equivariant cohomology defined by Ezra Getzler in [14] , and, in this sense, we also have compatibility for non-compact Lie groups.
Our proof will be based on simplicial manifolds and is a refinement of a construction of [10] . One can read parts of it as a proof of [14, Theorem 3.1.1], which Getzler claims to be proven in [11] , where only a weaker statement is shown. For the relation between the de Rham cohomology on simplicial manifolds and the Cartan model, we will use arguments of [14] .
This work arose from the first author's PhD-thesis [19] .
Equivariant cohomology
2.1. Borel equivariant cohomology. Let M be a smooth manifold acted on from the left by a Lie group G. To define equivariant cohomology one uses two properties which one expects from such a theory: it should be homotopy invariant and for free actions, the equivariant cohomology should be the cohomology of the quotient.
Recall that the total space of the classifying bundle, EG, is a contractible topological space with free G-action. Hence EG × M has the homotopy type of M and the diagonal action is free. Hence one defines 
Definition 2.1 (see, e.g., [10, p.89] ) A simplicial manifold is contra-variant functor from the simplex category ∆ to the category of smooth manifolds.
Explicitly this is an N-indexed family of manifolds with smooth face and degeneracy maps satisfying the simplicial relations, i.e. 
where G p stands for the p-fold Cartesian product of G. The face maps
and the degeneracy maps for i = 0, . . . , p by
These maps satisfy the simplicial relations. In particular, for p = 1 the map ∂ 1 equals the group action, while ∂ 0 is the projection onto the second factor, i.e. onto M .
To turn a simplicial manifold into a topological space, recall that the standard n-simplex is defined as
Definition 2.3 (see, e.g., [10, p.75 ]) The (fat) geometric realization of a simplicial manifold M • , is the topological space Thus on the bigraded collection of vector spaces
given by the exterior differential and vertical differential
given by the alternating sum of pullbacks along the face maps Recall, that the cohomology of a double complex is defined to be the cohomology of its total complex, i.e., the cochain complex
In particular, for the simplicial manifold 
between the cohomology of the de Rham double complex of simplicial differential forms and the cohomology of the geometric realization.
Proof. The detailed proof can be found in [10] . We will give a sketch for completeness: Introduce the simplicial singular double complex S p,q (M • ). Therefore, let, for some manifold M , S q (M ) denote the set of all smooth singular q-simplices in M , i.e. smooth maps from the standard q-simplex ∆ q to M . The maps from the set S q (M ) to C form a vector space, denoted by S q (M ), and the alternating sum over the restrictions to the faces of ∆ q yields a coboundary map δ on
with horizontal boundary map δ. Since the face maps of the simplicial manifold are smooth, they turn a smooth singular simplex in M p into a smooth singular simplex in M p−1 . Thus yield, by linear extension, a homomorphism 
This implies that H
On the other hand, integration of the pullback form over the simplex, induces a map
, which is, as easily checked, a map of double complexes. Moreover, as in the non-simplicial situation, it induces an isomorphism in cohomology.
2.4. The Cartan model. A well-known de Rham-like model for equivariant cohomology goes back to Henri Cartan ([8] ). Our Exposition follows [21] . Let G be a compact Lie group acting smoothly on the smooth manifold M and denote the Lie algebra of G by g = T e G. Let S * (g ∨ ) be the symmetric tensor algebra of the (complex) dual of the Lie algebra g ∨ . The group G acts on this algebra by the coadjoint action and on Ω * (M ) by pulling back forms along the action map. 
On this algebra a differential is defined by
for ω ∈ Ω * G (M ) and X ∈ g, i.e., by the sum of the exterior differential on the manifold and the contraction with the fundamental vector field: For any X ∈ g and
To make this differential raise the degree by one, the grading on Ω * G (M ) is given by twice the polynomial degree + the differential form degree.
Proof. First, observe that d C increases the total degree by one, since d increases the differential form degree, and the contraction ι, while decreasing the form degree by one, increases the polynomial degree by one. Next, one has to check, that the differential really maps invariant forms to invariant forms and that it squares to zero.
Let ω ∈ Ω * G (M )) and X ∈ g.
by the (Élie) Cartan formula and
Thus d C squares to zero, i.e., it is a boundary operator.
In the special case of M = pt, i.e., of a single point, the Cartan algebra reduces to the algebra of invariant symmetric polynomials
Getzlers resolution.
In order to investigate cohomology of actions of noncompact groups, Ezra Getzler [14, Section 2] defines a bar-type resolution of the Cartan complex. We will apply his ideas slightly different: The complex defined by Getzler will allow us to compare the de Rham model on the simplicial manifold G • × M with the Cartan model. Let, as before, a Lie group G act on a smooth manifold M from the left. Define
to the space of polynomial maps from g to differential forms on M . These groups come with three gradings: The differential form degree on M , the polynomial degree and the number p of copies of G, which we call simplicial degree of this complex.
The Cartan boundary operator d + ι now induces a map (−1)
is the Lie derivative, by the Cartan formula. The 'simplicial' degree p is increased by the 'simplicial' boundary map
Note, in particular, that the kernel of
is exactly Ω * G (M ). Moreover, in case of a discrete Group G, g = 0 and thus one checks, that
andd is equal to ∂.
In the case of a compact Lie group, the mapd admits a contraction (compare, e.g., [16, p. 322 
]):
Lemma 2.8 Integration over the group, with respect to a right invariant probability measure, defines a map
Proof. This is proven by a direct calculation, which makes use of the left invariance of the measure.
Thus, for compact groups, the vertical cohomology of this bi-graded collection of groups is the Cartan complex.
One can turn the triple-graded collection
) of groups into a double complex. Therefore Getzler defines another map,
given by the formula
where
Lemma 2.9 (Lemma 2.1.1. of [14] ) The mapῑ has the following properties:
Proof. This is shown in [14] by recollection of the sums in the definition ofῑ and d.
Moreover one obtains:
Proof. d G increases the total index by one, asd increases the first index, d increases the third index, ι decreases the third, while it is increasing the second index andῑ decreases the first index, while it is increasing the second one.
As d and ι are equivariant under the G-action, they commute withd. And as d and ι only act on the manifold M and not on the group part, the same is true forῑ. Thus
The proof implies that
is a double complex.
Remark 2.11
The reader, who compares this with the original paper of Getzler will note that we changed some signs. It just seems more natural to us in this way. Furthermore Getzler uses some reduced subcomplex, which is, by standard arguments on simplicial modules (compare Proposition 1.6.5 in [22] ), quasi-isomorphic to the full complex, which we have taken. 
Thus we have an explicit identifications of chains in the one complex with chains in the other complex. This will be of particular interest to us in the discussion of equivariant characteristic forms (Section 5.1).
Definition 2.12 (Def. 2.2.1. of [14] ) The map
is defined by the formula
Here S(k, p − k) is the set of shuffles, i.e., permutations π of {1, . . . , p}, satisfying
, where m is the least integers less than k, such that π(j) < π(m), ι j means, that the Lie algebra element should be a tangent vector at the j-th copy of G, and i π :
Observe that the image of ω under J does only depend on the zero form part and, in direction of any copy of G, on the one form part at the identity e ∈ G.
The next Lemma -which is mainly a citation of [14, Lemma 2.2.2.], but with signs corrected -shows, that the map J can be interpreted as a map of double complexes.
Lemma 2.13
The map J respects the boundaries with the correct sign, i.e.,
where p is the simplicial degree before and p the simplicial degree after application of the map J , Proof. The following four types of terms contribute to J • ∂:
(1) those terms where ∂ acts by the group multiplication G × G → G and J take a one form component on one of these groups: these parts cancel by symmetry; (2) those parts where ∂ acts by the group multiplication or the action on M and J takes the zero form component on this part: these contribute tō d • J ; (3) those terms where ∂ corresponds to the action of G on M and J takes the one form on this corresponding G at e yield ι • J . The sign comes from the fact that ∂ p has this sign in ∂. This proves the first equation. For the second decompose the exterior derivative 
, whose degree on each copy of G is either zero or one. Let π ∈ S(l, p − l) be a shuffle and ω ∈ Ω q (G p × M ) be a form, such that the differential form degree on the π(k)-th copy of G is zero if k ≤ l and one if k ≥ l + 1. Then for any X ∈ g we can calculate
where L k should denote the Lie derivative on the k-th G,
The sign in the first term comes from the fact that the d and ι anti-commute, since they act on different G's. Moreover the other terms vanish, as each of them contains a factor of the form
as the shuffle, which is obtained from π by transpose k and l and resorting the two groups.
The sign of π and π k differ by a (−1) l−k for transposing π(k) into the second group and a sign change for every transposition which is necessary to reorder the second group. These reordering sign also occur a second time, when reordering the contractions. Thus they cancel out each other.
Note for the last step, that J vanishes on forms, whose degree on any copy of G is larger than one.
Further, the map J induces an isomorphism in the cohomology of the associated total complexes. Theorem 2.14 (Theorem 2.2.3. of [14] ) J is a quasi-isomorphism.
Equivariant characteristic classes
In the introduction, we described, how characteristic classes induce equivariant characteristic classes in the Borel model. We
Lemma 3.1 The association procedure c → c G is an one to one correspondence between characteristic classes and equivariant characteristic classes.
Proof. Any principal K-bundle π : E → X can be understood as a G-equivariant principal K-bundle with trivial G-action. This holds for morphisms, too. Moreover, any section f :
Thus an equivariant characteristic class naturally yields a characteristic class. We are now going to prove that this is an inverse to c → c G . Let c be a characteristic class and E be a principal K-bundle. Then c
On the other hand, let c be G-equivariant characteristic class. We have to show that for any
is an inclusion as above. Both squares in the commutative diagram 
commutes up to homotopy, since EG is contractible. 
where the hat indicates that this element is left out, and degeneracy maps
The K-action on N K, given by
is compatible with the face and degeneracy maps and hence a simplicial action. Moreover, there is a simplicial map
The following lemma is is a special case of a standard argument in the theory of simplicial sets (see [22, Prop. 1.6.7] ), which applies in the case that there is an additional degeneracy.
Lemma 4.2 N K is contractible.

Proof. By definition
Hence the homotopy h is a contraction of N K to a point. 
Thus we have a model of EK
where E = {E p } and M = {M p } are simplicial manifolds, π is a simplicial map and the right action of K on E, R k : E → E, is simplicial, i.e., commutes with all face and degeneracy maps.
A G-equivariant principal K-bundle π : E → M leads to the simplicial K-bundle
where the action of K is given by trivial extension along G. We want to construct a classifying map of the bundle E, which will be the geometric realization of a map of simplicial manifolds. Therefore we are going to define an intermediate bundle, mapping to the classifying space and to
This intermediate bundle is motivated by bisimplicial manifolds.
Bisimplicial manifolds.
Our construction of the classifying map for simplicial bundles is motivated from the construction of the classifying map for non-simplicial bundles of [10] , which uses simplicial spaces. In the end it will turn out that we don't have to care about bisimplicial manifold, as they are reducible to their diagonal, which as simplicial manifold. 
Definition 4.6
A bisimplicial manifold is a collection of manifolds {X p,q |p, q = 0, 1, . . . }, which forms a bisimplicial set and all face and degeneracy maps are smooth.
We will construct a bisimplicial manifold from a simplicial manifold with a suitable cover. Definition 4.7 (see [6, 16] ) A simplicial cover for the simplicial manifold M • is a family
} is an open cover of M p , for each p, and (2) the family of index sets forms a simplicial set Proof. Clearly, we have a bi-graded collection of manifolds. The third property of the simplicial cover ensure that the face and degeneracy maps of M • restrict to the disjoint unions of intersections of covering sets and thus induce vertical face and degeneracy maps for the bisimplicial manifold. That these vertical maps compute with the horizontal 'Čech' maps follows, because it is the same, if one first restricts the neighborhood of a point, and then map the point, or doing it the other way around.
There are evidently two ways to geometrically realize a bisimplicial space: 1) first realize vertically and afterwards realize the received simplicial space in horizontal direction or 2) do it the other way around. Moreover, there is also a third one: realize the diagonal! Definition 4.10 (see [15, p. 197 
This lemma motivates to reduce the bisimplicial manifold N 2 M U to its diagonal.
Definition 4.12
Let M • be a simplicial manifold with simplicial cover U
• . The simplicial manifold N M U is defined to be the diagonal of N 2 M U .
Lemma 4.13 The inclusions U
which induces an functorial isomorphism in (complex) cohomology
Proof. By Proposition 2.6, both sides are functorially isomorphic to the cohomology of the corresponding de Rham double complexes. We will prove the isomorphism in this model. Notice that differential forms do not only form a vector space, but a sheaf on each manifold, hence one can define a Čech resolution with respect to the cover Define the simplicial index set A (p) = A p+1 with face and degeneracy maps given by removing respective doubling of the i-th element. Then define the simplicial cover π
The following lemma gives an alternative description of this construction.
Lemma 4.14
Proof. We will prove this by induction. For p = 0 there is nothing to show. Let p > 0:
For any i = 0, . . . , p we can apply the induction hypothesis to ∂ i (g 1 , . .
This is almost the right-hand side of the condition to be proven, just the i-th term is missing. As i runs from 0 to p, we get for the intersection exactly
By the construction of Definition 4.12, we obtain a simplicial bundle
and the commutative diagram
induced by the inclusions of the covering sets is a pullback, since the cover we take on G
• × E is induced by π and U • . Suppose the cover U = {U α } α∈A of M trivializes E with trivialization
which is given on the intersection of p + 1 covering sets of
where, on the right-hand side, the maps ϕ α are understood to be composed with the projection to K. Next, we want to define ψ : N (G • ×M ) U → N K, such that ψ covers ψ. Therefore we need some additional transition functions of the bundle. Define
for any x ∈ π −1 (m). This definition is independent of the chosen fiber element, as any other element in the fiber equals xk for some k ∈ K and
As there exist local smooth sections, G acts smoothly and the trivialization maps are smooth, h αβ is smooth, too.
The definitions of ψ, ψ and γ yield a commutative diagram
of simplicial manifolds. Later on we will need the following statement.
Lemma 4.15 The geometric realization of this diagram is a pullback.
Proof. This follows, as the bundle map is K-equivariant, compare, e.g., Proposition 8.6 of [9, Ch. I].
The main results
Dupont's simplicial forms, connections and transgression.
Let M • be a simplicial manifold. Dupont has given another definition for simplicial differential forms than the de Rham complex Ω •, * .
The space of simplicial n-forms will be denoted by A n (M • ).
We can compare this complex of differential forms to the simplicial de Rham complex.
Lemma 5.2 (Theorem 6.4 of [10]) The map
given by integration over the simplices, induces a quasi-isomorphism of chain complexes.
Recall that a connection on a principal K-bundle E is 1-form ϑ ∈ Ω 1 (E, k) with values in the Lie algebra, which is K-equivariant and a section of the differential of the K-action E × k → T E.
1 (E, k) such that the restriction to any ∆ p ×E p is a connection on the bundle
The curvature of the connection is defined as
The Chern-Weil construction turns over to the simplicial setting (compare [10] ):
, it is an element of π * A 2q (M ) or in words a pullback from the base space M . The form
then there is a path of connections from the first to the second, i.e., a connectionθ on
is independent of the path chosen and satisfies as well
as for any third connection
class (defined via the Chern-Weil-Construction). It is independent of the connection and does only depend on the isomorphism class of the bundle.
Proof. These statements are more or less standard, but we give proofs for convenience of the reader.
First, the simplicial form is basic, if this is true on any simplicial level, where it is a standard fact that the curvature is horizontal and equivariant (see e.g. [10, Prop 3.12 b)]) and as P is invariant, P ((Ω (p) ) q ) is basic. To the second assertion: the question about sums and scalars follows clearly from the definition. Let Q ∈ I l (K), then
Thus P → ω P (ϑ) is a homomorphism of algebras.
To show closedness, it is, since π ϑ] , ϑ] = 0 by the Jacobi identity).
On the other hand, P is K-invariant. Let X, Y 1 , . . . , Y q ∈ k and differentiating the equation
by t at t = 0 yields
Thus dP (Ω q ) = 0 by equation (8) . To prove statement four about the transgression, define the connectionθ t = (1 − t) pr * E ϑ 0 + t pr * E ϑ 1 on R × E, which is obviously a path of connections from ϑ 0 to ϑ 1 . Thus (6) follows from Stokes theorem (applied to any simplicial level). Let A 2 = {x 0 + x 1 + x 2 = 1} ⊂ R 3 be the hyperplane, whose intersection with the positive octant is ∆ 2 . Define byθ
from which (7) follows. To show the independence from the chosen path, take ϑ 2 = ϑ 1 and define another connectionθ on A 2 × E • → A 2 × M • in the following way:θ restricts to ϑ i on the i-th vertex of the simplex (which is the intersection of the hyperplane with the non-negative octant), it is constantly pr * E ϑ 1 on the edge (1, 2) (from vertex 1 to vertex 2), the convex combination on (0, 1), an arbitrary path on the last edge and an interpolation in the interior (say the convex combination on lines parallel to (1, 2) ). Then (9) implies the independence of the path, becausẽ ω P (ϑ 2 , ϑ 1 ) is zero as an integral over a pullback form.
The 5th statement, about pullbacks, follows from the two facts that, firstly, the curvature of the pullback connection (f , f ) * ϑ is (f , f ) * Ω, i.e. the pullback of the curvature and, secondly, pullbacks are an algebra homomorphism on differential forms. For the last assertion: the difference of the characteristic forms for two connections is an exact form by 4., thus the class is independence of the connection. That the class only depends on the isomorphism class follows from 5. applied to an isomorphism of the bundles, which covers the identity map on the base space.
Equivariant characteristic forms.
Let G and K be Lie groups and E a smooth G-equivariant principal K-bundle over a smooth manifold M with G-
Definition 5.5 (see [4, p.543 ]) The moment map of ϑ is defined as
Lemma 5.6 The moment map is G-and K-equivariant.
Proof. The K-equivariance of µ follows from the K-equivariance of ϑ. Now let
where the t i are the barycentric coordinates on the simplex. These forms satisfy
and hence Θ is a simplicial Dupont one form.
We are now going to calculate the characteristic form of the simplicial connection Θ. We will see that this actually leads to the equivariant characteristic form of ϑ as defined by Berline and Vergne, i.e., one replaces the curvature by the sum of the curvature and the moment map. This is a more detailed reformulation of [14, Section 3.3.] .
Theorem 5.7 Let P ∈ I * (K) be an invariant symmetric polynomial.
Here J is the map defined in 2.12 and pr 0 is the projection from the Getzler complex to its zeroth simplicial level. As ϑ is G-invariant, the equation actually holds in
Proof.
Let
denote the curvature of Θ. We should refine the grading of the simplicial Dupont forms (compare [10, p.91] 
Thus we can grade the form by the differential form degree on the simplex ∆ p part and on the form degree on the manifold part G p × M , thus the degree defined before is the sum of both. By construction, the form degree of Θ in direction of the simplex is zero. Thus the form degree of Ω in simplex direction can be at most one. Therefore
Here
is exactly the curvature of ϑ. While
To investigate this further, let X = X G + X E be a vector field on G × E, decomposed in the directions of G and E, then
where X G denotes the fundamental vector field of X G . Restricting this to e ∈ G, what is the same as applying the map pr 0 J , one obtains the definition of the moment map µ ϑ = ι(X )ϑ. The statement of the theorem now follows from the next lemma.
Lemma 5.8 The composition of maps
is a homomorphism of algebras.
Proof. The map is clearly a homomorphism of vector spaces. Hence we only have to show that
Using the refined grading defined above, we can, by additivity of the map, restrict ourselves to ω i being a p i -form in the direction of the simplex and a q i -form in the direction of G p × M . Without loss of generality ω
Let X ∈ g. We calculate:
Lemma 5. 10 We have
where the right-hand side is the transgression form of Theorem 5.4.
Proof. As the composition of maps pr 0 •J • ∆ is linear and all integral are taken over compact sets, it commutes with I and thus the simplicial transgression form is mapped to the one in the Cartan model.
Universal Chern-Weil construction.
There is a 'canonical' connection on the classifying bundle (compare [10, p.94]). As seen above EK → BK is the geometric realization of the simplicial bundle γ :
where (t 0 , . . . , t p ) are barycentric coordinates on the simplex.θ| (1) There is a homomorphism
which is, for compact groups, inverse to pr 0 •J • ∆ . (2) Let G be another Lie group, P ∈ I * (K) and let E be a smooth G-invariant principal-K-bundle over the smooth manifold M , then Proof. The homomorphism property is just a special case of Theorem 5.4 and the statement about the inverse follows from Theorem 5.7, as the curvature of ϑ is equal to zero and the moment map equals the identity.
For the second assertion let U be a trivializing cover of π : E → M . From (5) and (3) we obtain a commutative diagram
As N (G • × E) is contractible, the right side of the diagram induces homotopy equivalences in the geometric realization.
A bisimplicial version of this construction is applied in [13, Theorem 1.2]: Marcello Felisatti and Frank Neumann work on the bisimplicial manifolds itself to construct a classifying map and prove a similar statement to Theorem 5.11.
6. Vector bundles alias principal Gl n (C)-bundles As (complex) vector bundles are of specific interest, we want to translate the statements, about equivariant characteristic forms in the last sections, from principal Gl n (C)-bundles to their associated vector bundles. One can also replace Gl n (C) by subgroups, e.g., U (n) to obtain analogues statements. Definition 6.1 Let E be a principal Gl n (C)-bundle. The associated vector bundle E = E × Gln C n is the quotient of E × C n by the diagonal action of Gl n , where the action on C n is given by matrix multiplication from the left.
Lemma 6.2 There is an isomorphism
Proof. This map is well known, but we give a proof for completeness.
Hence, it suffices to construct the isomorphism
Therefore, let f ∈ C ∞ (E, gl n ) Gln and s be a local section of E → M . Then, Hence the image of f is independent of the local section and defines an element in C ∞ (M, End E).
On the other hand given f ∈ C ∞ (M, E × Gln gl n ), then for x ∈ E, f (π(x)) = (xg, A f (x)) = (x, gA f (x)g −1 ) for some A f (x) ∈ gl n . The map x → gA f (x)g −1 is equivariant by definition and smooth as π, f, and the action are smooth. We only have to check that both map are inverse to each other.
Start with f : E → gl n . Let x ∈ E and s be a local section of E around π(x), then, for some g ∈ Gl n , x → (s(π(x)), f (s(π(x)))) = (xg, f (xg)) = (x, gg −1 (f (x))gg −1 ) = (x, f (x)) → f (x). (12) Now let f ∈ C ∞ (M, E × Gln gl n ) and s again be a local section of E. The composition is m → (s(m), A f (s(m))) = f (m), by the definition of A f .
A left G-action on E which commutes with the action of Gl n clearly induces a left G-action on E.
There is a one to one correspondence between connections on the principal-Gl nbundle and those one the associated vector bundle (see e.g. [1, Ex. 3.4] ). Definition 6.3 (Def. 2.23. of [7] ) Let ∇ be a connection on the G-vector bundle E. The moment map µ ∇ ∈ Hom(g, ω 0 (M, End(E))) G is defined by
Here L E X denotes the derivative
exp(tX) * ϕ.
Remark 6.4
Observe that for a function f ∈ C ∞ (M, C),
Therefore, we altered the sign in the definition of [7] . 
