We consider a model of diffusion with jumps intended to illustrate the adaptation of a population to the variation of its environment. Assuming that our deterministic environment is changing regularly towards a constant direction, we obtain the existence and uniqueness of the quasi-stationary distribution, the associated survival capacity and the Q-process. Our approach provides moreover several results of exponential convergence (in total variation for the measures). From these summary information, we can characterize the efficiency at which adaptation occurs, and see if this adaptation is rather internal (renewal of the population from the invasions of mutants) or external (survival would be too low otherwise).
Introduction

Eco-evolutionary motivations
The model in view quite naturally extends the one first introduced by [16] and then more formally described in [21] . Likewise, we assume that the population is described by some traitx ∈ R d . In a view for a simple theoretical model, spatial dispersion as well as phenotypic heterogeneity (at least for the traits of interest) are neglected. So we assume that the population is monomorphic at all times andx shall then represent the phenotype of the individuals in the population. Nonetheless, we allow variations of this traitx due to stochastic events, namely when a subpopulation issued from a mutant with traitx + w manages to subsist and invade the "resident" population. In the model, such events are assumed to occur instantaneously.
The main novelty of our approach is that we couple this "adaptative" process with a Feller diffusion Z. This diffusion shall describe the dynamics of the population size ("the size" to put it simply) in a limit where it is large. We mean here that individual events of birth and death have negligible impact, but that the accumulation of these events has a visible and stochastic effect. Introducing the "size" in the model enables us notably to easily translate the notion of mal-adaptation, in the form of a poor growth rate.
For the long-time dynamics, we are mainly interested in considering the surviving populations, that is those for which the size has not come down to 0. The implication of considering the size is then twofold. On the one hand, the extinction occurs way more rapidly when adaptation is poor. Indeed, the size is then very rapidly declining. One may thus observe an effect of natural selection at the level of the population. On the other hand, the better the adaptation is, the larger the size is able to reach and the more frequently the birth of new mutants occurs in the population. In our simple model in mind, a trait that is better suited for the survival of the whole population shall also be better in term of its ability to invade a resident population. Compared to the case of a fixed size like in [21] , this second implication means a stabilizing effect for the phenotype when the size is sufficiently large ; but also a destabilizing effect when the size declines. This opposes to the natural selection at the level of the individuals among the population (which is the main effect detailed in [16] ). Indeed, when the adaptation is already quite optimal, very few among the mutants arising among the population can manage to maintain themselves and finally invade the resident trait.
Let us assume here that the mutations can allow the individuals to survive in these new environments. In this context, how resilient is the population while facing environmental changes ? Is there a clear threshold to the rate of change such population can manage ? How could we describe the interplay between the properties mentioned above ?
To begin at answering these issues, and like [16] , we assume for simplicity that the environmental change is given by a translation at constant speed v of the profile of fitness. In practice, it means that the growth rate is expressed as a function of x :=x − v t, for individuals with traitx at time t. Naturally, the phenotypic lag x becomes the main quantity of interest for varying t. Likewise, we can express as a function of x and w the probability that an individual mutant, with mutation w, manage to invade a resident population with traitx at time t. This quantity should indeed be related to the difference between the growth rate at x and at x + w, although wee won't need here the actual relationship for our proofs. Moreover, we assume that the distribution of the additive effect for the new mutations is constant in time and independent of the current traitx of the population (thus of x).
The probabilistic model
The system that describes the combined evolution of the population size and of its phenotypic lag is then given by :
w ϕ Z (X s − , Z s , w, u f , u g ) M (ds, dw, du f , du g )
where Z t describes the size of the population and X t the phenotypic lag of this population. Here, v > 0, B t is a standard F t Brownian motion and M is a Poisson Point Process (PPP) over R + × R d × R + , independent from B, with intensity : π(ds, dw, du f , du g ) = ds ν(dw) du f du g , where ν(dw) is a measure describing the distribution of new mutations, and :
ϕ Z (x, z, w, u f , u g ) = 1 {uf ≤f Z (z)} × 1 {ug≤g(x,w)} .
From a biological perspective, X has no reason to explode. Yet, we won't focus on conditions ensuring non-explosion for X (except under [H11] since it is quite immediate). Indeed, it would mean (by the following assumption [H8] ) that the growth rate becomes extremely negative, so it appears very natural to consider that it would lead to the extinction of the population. So, we define the extinction time as :
τ ∂ := inf{t ≥ 0, Z t = 0} ∧ sup {n≥1} T n X , where T n X := inf{t ≥ 0, X t ≥ n}.
Because it simplifies many of our calculations, we will consider Y t := 2 σ √ Z t rather than Z t (that's why we used the exponent "Z", knowing that we won't use the associated functions afterwards).
Then, the coupled process (X, Y ) satisfies the following SDE :
w ϕ (X s − , Y s , w, u f , u g ) M (ds, dw, du f , du g )
where we define : ψ(x, y) = − 1 2 y + r(x) y 2 − γ y 3 , with γ := γ Z σ 2 8 ϕ(x, y, w, u f , u g ) := ϕ Z x, σ 2 y 2 /4, w, u f , u g , Thus with f (y) :
ϕ(x, y, w, u f , u g ) = 1 {uf ≤f (y)} × 1 {ug≤g(x,w)} .
The mathematical perspective on quasi-stationarity
The aim of the following theorems is to describe the law of the marginal at long time conditionally that the extinction has not occurred. Considering the conditioning at the time of the marginal leads to considering properties of quasi-stationarity ; while a conditioning at a much more future time leads to a Markov process usually mentioned as the Q-process, in some sense the process conditioned on never going extinct. The two aspects are clearly complementary and our approach will treat both in the same framework, in the spirit initiated by [9] . The subject of quasi-stationarity is now quite vast and an extensive literature is dedicated to it, as suggested by the bibliography collected by Pollett [25] . Hopefully, some overview on the subject can be found in general surveys like in [12] , in [14] or more specifically for population dynamics in [20] . Yet, it seems that, even recently, very little is known for strong Markov processes both on a continuous space and in a continuous time, without some property of reversibility. This is all the more true when the process is discontinuous (because of the jumps in X) and multidimensional, since the property of reversibility becomes all the more stringent and new difficulties arise.
Thus, ensuring the existence and uniqueness of the quasi-stationary distribution -QSD in the following-is already some breakthrough, and we are even able to ensure an exponential rate of convergence in total variation for the QSD and similar results on the Q-process. In this view, this model is also a very interesting illustration of the recent techniques we exploit.
Our approach relies on the general result presented in [27] , which, in the sequel of [26] , has been originally obtained while considering this problem. It extends and sheds some light on the generalization of Harris recurrence property at the core of the result of [9] . After this seminal article, these two authors have obtained quite a large range of extensions, for instance with diffusions in several dimensions [5] , processes inhomogeneous in time [6] , or different examples of processes in denumerable space notably with the use of Lyapunov functions, cf. [7] or [8] . This last paper is also notably interesting, since we do not know of any other -except of course [26] , [27] -possibly ensuring the following properties of exponential quasi-ergodicity for such a discontinuous process as the one of this article, keeping some dependency on the initial condition. This dependency is biologically expected, although its crucial importance shall arise when the population is already very likely to disappear. For a broader comparison of this approach with the general literature, we refer to the introductions of [8] , [26] and, more specifically for discontinuous processes, of [27] .
Elementary notations
In the following, the notation k ≥ 1 has generally to be understood as k ∈ N while t ≥ 0 -resp. c > 0-should be understood as t ∈ R + := [0, ∞) -resp. c ∈ R * + := (0, ∞). In this context (with m ≤ n), we denote classical sets of integers by :
.., n − 1, n}, where the notation := makes explicit that we define some notation by this equality. For maxima and minima, we usually denote : s ∨ t := max{s, t}, s ∧ t := min{s, t}. Accordingly, for a function ϕ, ϕ ∧ -resp. ϕ ∨ -will usually be used for a lower-bound -resp. for an upper-bound-of ϕ. Except for notations very conventional, numerical indices are rather indicated in superscript, while specifying notations are often in subscript.
3 Exponential convergence to the QSD
Hypothesis
We will consider two different sets of assumptions, including or rejecting the possibility for deleterious mutations to invade the population. We gather all of them in this subsection :
[H1] f Z is Lipschitz-continuous on any compact set of R + .
(thus f is also Lipschitz-continuous on any compact set of R + )
[H2] r is Lipschitz-continuous on any compact set of R d .
[H3] g is bounded on any K × R d , where K is a compact set of R d .
(1 is the natural bound with the biological interpretation, yet an extension may be needed when g is not exactly the fixation probability, cf. Corollary 3.2.1)
and g is Lipschitz-continuous in the first coordinate for every compact set, i.e. :
, on any finite time-interval, only a finite number of mutations can occur.
[H6]
∀ y > 0, f (y) > 0 It is quite natural to assume that f (0) = 0 and f (y) → ∞ as y → ∞, but we will not need those assumptions.
where B(R), for R > 0, denotes the ball of radius R centered at the origin.
[H8]
[H9] g is positive, ie : ∀ x, w ∈ R d , g(x, w) > 0 This means that even deleterious mutations can invade the population, in which case we need a bound on the size of jumps :
[H11] We assume here that deleterious mutations cannot invade the population, but that advantageous ones always have some chance to do so :
[H12] ν(dw) << dw and its density -denoted ν(w)-w.r.t. Lebesgue's measure satisfies :
This last hypothesis will only be needed in the case d ≥ 2. 
Statement of the main Theorem
Moreover, it is classical -cf e.g. Theorem 2.2 in [12] -that, as a QSD, α is associated to some extinction rate λ 0 through :
(ii) Exponential convergence to the survival capacity : Let : η t (x, y) := e λ 0 t P x,y (t < τ ∂ ). The survival capacity is well-defined as η(x) := lim
and with the same ζ as in (2) :
η is positive, bounded on R d × R * + and vanishes on ∂. It also belongs to the domain of the infinitesimal generator L, associated with the semi-group
Existence of the Q-process and associated transition kernel : There exists a family (Q x,y ) (x,y)∈R d ×R * + of probability measures on Ω defined by
) is a homogeneous strong Markov process. Its transition kernel is given by :
q(x, y; t; dx , dy ) = e λ 0 t η(x , y ) η(x, y) p(x, y; t; dx , dy ),
where p(x, y; t; dx , dy ) is the transition kernel of the Markov process (X, Y ) under (P x,y ).
(iv) Exponential ergodicity of the Q-process : : There is a unique invariant distribution of X under Q, defined by : β(dx) := η(x) α(dx). Moreover, with the same constant ζ > 0 and C(µ) as in (2) , and the notations :
Moreover, for any function f measurable and bounded, µ ∈ M 1 R × R * + and > 0 :
Remarks :
• To understand (6), it is worth noticing that, considering some general initial condition in the left-hand side of (4), we obtain for the Q-process a biased initial condition, i.e. :
• For the total variation norm, considering (X, Y ) or (X, Z) is equivalent.
• For d = 1, we can allow more jumps to occur (dense infinitesimal jumps), while assuming that the probability of invasion evolves linearly with |w| :
[H14] ∀ x ∈ R, g(x, 0) = 0 g is bounded and the Lipschitz constant of g(., w) increases at most linearly in w around w = 0, i.e. : Proof (X, Y ) is solution to (S) iff it is solution of :
where M is a PPP of intensity ds ν(
which means g(x, w) := g(x, w)/( w ∧ 1). 
Eco-evolutionary implications of these results
The essential purpose of the analysis that we propose here is to make a distinction, as rigorous as possible, between an environmental change that the population can spontaneously adapt to and one that imposes too much a pressure. We recall that in [21] , the authors obtain a clear and explicit threshold on the speed of this environmental change. Namely, above this speed, the Markov process that they consider is transient, whereas it is recurrent below this critical speed. Thus, it might seem a bit frustrating that such a distinction cannot be observed in the previous theorems (which seem not to care about this speed). Besides, it is on the other hand quite reassuring to see that including or not deleterious mutations (for which the invasion probability is expected to exist but be very small) is not crucial to the proof. At least, these results prove that the distinction is not based on the existence nor the uniqueness of the QSD, and even not on the exponential convergence in itself. In fact, this threshold is so distinct in [21] because their model relies on the underlying assumption that the poorer is the current adaptation, the more probable a mutation that compensate the environmental change is able to persist. In our case, a population too poorly adapted is doomed to extinction, so that the survival is rather triggered by populations that can maintain adapted. And in our stochastic model, there are always surviving populations, although their "history" might differ greatly from what we would typically expect forward in time.
Quite a natural criterion can however be designed to precise this distinction : the population is considered internally no more able to persist as soon as the extinction rate λ 0 of the QSD exceeds the exponential rate of convergence ζ towards it. It takes into account the intrinsic sustainability of the mechanisms involved in the adaptation to the current environmental change, but does not involve the specific initial state of adaptation. The relevance of such a criterion is however not guaranteed for any type of feedback for the growth rate. We shall exclude notably the case where there are several basins of attraction separated by deadly areas. Indeed, in such a case, the adaptation might be well-observed for each of the occupied basin, while the convergence rate ζ is very low because of the transitions between the basins. And possibly even lower than λ 0 itself. Nonetheless, when there is a unique basin, our simulations tend to indicate that the criteria is relevant.
The project of detailing these simulation results is in progress, but let us mention a few other hints from the aspect of the QSD and the survival capacity. For simplicity, suppose that the environment is sufficiently beneficial for a well-adapted population to sustain quite a large carrying capacity, so that the risk of extinction is almost negligible as long as the adaptation does not become too poor. Notably, confronted to a moderate speed, the law of the population size given by the QSD is still quite large with a high probability, meaning a very small extinction rate (by (3) λ 0 is also the "instantaneous" death rate of the QSD). The phenotypic lag appears in some sense pushed all the more than v increases. Actually, neglecting the extinction, the emergence of successful mutations shall compensate the effect of the drift v on average over the QSD, i.e. (from α Lh ≈ 0 with h(x, y) = x) :
This can only be done by increasing the mean value of g(x, w), i.e. the probability of fixation, especially for large jumps w. Yet, larger probability of fixation can only be obtained when the growth rate of the resident is already quite lower than the one of the mutant, and a fortiori than the optimal growth rate. Values of x for which g(x, w) is large are therefore associated to a decline of the population size, implying an overall reduction of the arrival of mutations (the term f (y)). At some point, the increased probability that large mutations invade is in fact completely compensated by the associated reduction of f (y) (on average given x). Then, the role of the extinction becomes quite suddenly essential. For large v, we thus observe that the population size is with some large probability very close to zero, which illustrates this large extinction rate. This effect can be interpreted from the survival capacity, in its relation with the Q-process. When we condition on the survival in the long run, it shall have nearly no effect on the randomness observed in an already well-adapted population able to sustain the future change. It means that η(x + w, y)/η(x, y) shall be close to 1 for (x, y) typical to the QSD, and w around the range of x or lower. Likewise, η shall not vary much in the y direction (as long as y is not too small). Indeed, we observe for low v a domain containing most of the QSD where η is very flat. On the other hand, since the fixation of mutations is needed to compensate the environmental change, while the population size is expected to be quite low, these events of fixation must be largely amplified in the Q-process as compared to the original process. It means that for typical values of (x, y) and at least some effect sizes, we have η(x + w, y)/η(x, y) much larger than 1. And it can be seen in the simulations that the derivative of η along the x axis becomes quite large for large values of v. Of course, this increasing behavior goes on from the left border of the QSD to more than the optimal trait. Since the trajectories of X get drifted towards the left, the further is the initial condition to the right, the longer the population can maintain adapted.
4 Main properties leading to the proof of Theorem 3.1
Existence and uniqueness
A priori estimates : If we have a solution (X t , Y t ) t≤T to (S) until some (stopping) time T (with Y always positive and X a.s. bounded), we know from [H2], [H8] that the growth rate of the population remains necessarily upper-bounded by some r + > 0. Thus, we deduce a stochastic upper-bound (Y + t ) t≥0 of Y (until T ), which only depends on (B t ) t≥0 , is thus independent of M (i.e. on any possible jump of X). Since this process is simply associated to a classical Feller diffusion, we know that Y cannot explode before T . In particular, under [H10], with T n X defined as in (1), the jump rate of X is uniformly bounded until t f ∧ T ∧ T n X (for t f > 0) by :
Under [H11], the jump rate is uniformly bounded in fact until t f ∧ T by :
where this bound, clear a priori on the first jump, can be extended inductively to the next ones since X is necessarily decreasing at each jump. By the way, this last property also ensures that under [H11], T n X → ∞. In any case, this means that the behavior of X until t f ∧ T ∧ T n X is determined by the value of M on a (random) domain associated to an a.s. finite intensity. Thus, we need a priori to consider only a finite number of "potential" jump, that we can order (
Uniqueness : From the a priori estimates (with n > x ), we know that :
Consider the solutionŶ of :
It is not difficult to adjust the proof of [29] to this time-inhomogeneous setting, with [H1-5], so as to prove the existence and uniqueness of such solution until any stopping time T ≤τ ∂ . Besides,Ŷ is F B -measurable, i.e. that it only depends on the Brownian Motion B and is thus independent of M . In particular, Y must coincide withŶ until the T 1 f > 0 defined just above.
Doing the same inductively for the following time-intervals [T
pj ], we identify the solution (X, Y ) until t f ∧T n X ∧T . Letting t f and n tend to infinity (X a.s. bounded before T by assumption), we have identified the solution (X, Y ) until T . In particular, any two solutions defined up to resp. T and T must coincide until T ∧ T .
Existence : We see that the identification obtained for the uniqueness clearly defines the solution (X, Y ) until some T = T (t f , n) such that either T = t f or Y T = 0 or X T = n. By the uniqueness property and the a priori estimates, this solution coincide with the ones for larger values of t f and n. Thus, it indeed produces a solution up to some τ ∂ .
Exponential quasi-ergodicity
The proof of Theorem 3.1 relies on the criteria presented in the article [26] , namely the set of assumptions (AF ). Let :
Three main assumptions of (AF ) are to be ensured, as stated in each of the following Theorems 4.1-6. In Subsection 4.2, we first detail how they imply (AF ), before we verify these three assumptions.
Remark : With the notations of [26] , the multiplicative constant C(µ) in Theorem 3.1 can be chosen uniformly over the sets :
Including or not deleterious mutations will change our proof. Since the arguments are close but not exactly identical, we decide to bring together the propositions related to the same assumption in [26] . It allows also for fruitful comparison. The expression "with deleterious mutation" will be used a bit abusively to discuss the model under [H9-10]. On the other hand, the expression "with only advantageous mutation" will refer to the case where [H11] holds.
Mixing property
In the following propositions, (A2) is stated for possibly a very diffuse α c . It is not essential at all for the proof of (A2) itself, but will be convenient for the proof of (A3 F ) which is partly related. The particular choice of α c will only change the values of the constants involved (of course better for a rather localized α c ).
With deleterious mutations, the whole space becomes accessible. It is in fact also the case with only advantageous mutations, provided d ≥ 2 : -10] . Then, (A2) holds, where α c can be chosen as the uniform distribution over any
Remark : Theorem 4.1 implies in particular that the density w.r.t. Lebesgue's measure of α -generally of any QSD-is uniformly lower-bounded on any D n .
When only advantageous mutations are allowed and d = 1, as soon as the size of jumps get bounded, the process can't access some portion of space -limit in the X direction. We could prove that the limit is related to the quantity :
The accessible domains with maximal extension would then be rather of the form :
But for simplicity, we will rather consider domains of the form :
Sets of this form will be gathered under the notation ∆ • c to deal generically (A4) and (A3 F ). In fact, the limit acc will not appear in the next statements. We just wanted to point out this potential constraint on the visited domain. 
Escape from the Transitory domain
∀ ρ > 0, ∃ n c ≥ 1, with D c := D nc , τ Dc := inf {t ≥ 0 ; (X, Y ) t ∈ D c } sup (x,y)∈R d ×R * + E (x, y) (exp [ρ τ Dc ∧ τ ∂ ]) < ∞.∀ ρ > 0, ∃ D c ∈ ∆ • c , sup (x,y)∈R×R * + E (x, y) (exp [ρ τ Dc ∧ τ ∂ ]) < ∞.
Absorption with failures
From the theorems of the previous subsection, we decide to choose some α c with support in some set with non-empty interior ∆ α . Thus, we may state (A3 F ) while replacing the initial condition α c by any initial condition included in ∆ α . A bit arbitrarily, we define :
Following [26] , this assumption requires the definition of a family of stopping times with the following requirement : • T 1 f := T f describes the time of the first "failed attempt".
• U Ab is a stopping time that describes the time of the "absorption success" . It is infinite if extinction happens first and U Ab = U AF on T 1 f = ∞ .
• J ∈ Z + is a F U AF -measurable r.v. that describes the number of needed absorption steps. J = 0 corresponds to no failure, that is T 1 f = ∞. We assume that J < ∞, yet it can be seen as a consequence of following assumptions, ie the Markov property and the uniform bound on
• there exists a double sequence of stopping times :
• T j f , for 1 ≤ j ≤ J, shall be the time at which the j-th failure is stated and τ j Dc is the first hitting time of
• Compatibility with the Markov property :
Dc ) with initial condition x has the same law as (
. Note that once we have defined T f and U AF under the condition U AF < T f for any initial condition, then the definition of the path to absorption follows immediately (under the condition that it is well-defined). The law of such path is unique.
Including deleterious mutations or with d ≥ 2, we will consider any D c ∈ D • . The corresponding value for n c shall be determined according to (A4). 
in such a way that these definitions extend to a path to absorption, while, uniformly over (x α , y α ) ∈ ∆ α , for some stopping time U α :
Forbidding deleterious mutations with d = 1, we recall (12) , where the parameters shall be determined according to (A4). 4.5 Proof of Theorem 3.1 with Theorems 3.1-3.6
• First, it is clear that the sets D n are closed and satisfy assumption (A0) in [27] :
In the case d = 1 with [H1-10] :
• From [H10], any jump -along X-is bounded by w ∨ ≤ n (in absolute value) while the Y component is continuous. Thus, for any n ≥ 1 and any x ∈ D n , with T Dn := inf {t ≥ 0 ; X t / ∈ D n }, P x a.s. either τ ∂ ≤ T Dn or else : X(T Dn ) ∈ D n+n . Thus, assumption (A1) holds (a fortiori (A1 G )).
• From Theorem 4.1, we deduce assumption (A2) where α c is the uniform distribution over ∆ α -cf (13).
• Let ρ > 0. From Theorem 4.3, we deduce that we can define D c = D nc s.t. (A4) holds.
• Finally, from Theorem 4.5, we deduce (A3 F ).
This concludes the proof that (AF ) holds, and, with Theorem 2.5 in [26] , the proof of Theorem 3.1 in this case.
In the case d = 1 with [H1-8] and [H11]:
• Under [H11], jumps cannot make |X| increase. Thus, the process will never exit any D n by a jump and its right-limit after the exit will be at the border of D n . Thus, (A1) also holds in this case.
• We deduce (A2) from Theorem 4.2 (with the same α c ).
• Let ρ > 0. From Theorem 4.4, we deduce that we can define D c ∈ ∆ • c s.t. (A4) holds.
• Finally, from Theorem 4.5, we deduce (A3 F ) for this choice of D c .
Again, applying Theorem 2.5 in [26] concludes the proof of Theorem 3.1 in this case. 
Structure of the proof
Before we prove all these Propositions, we need to exploit a version of the Girsanov transform that will help us to disentangle the coupling between X and Y . Under suitable conditions, we will relate the probabilities related to our process to those of a process where Y behaves as a simple Brownian Motion. This is done in the following Section 5. In the aftermath, we prove the theorems of this Subsection 4 in the order of appearance, with a section dedicated to each Assumption.
Girsanov theorem
The idea of this section is to prove that we can think of Y as a Brownian Motion up to some stopping time which will bound U AF . If we get a lower bound for the probability of events in this simpler setup, this will prove that we also get a lower bound in the general setup.
Construction of the change of probability with [H5]:
5.1.1 The limits of our control :
Our aim is to simplify the law of (
, and at most N J jumps have occurred. Thus, let :
The N J -th jump of X will then necessarily occur before :
We will stop the transform of Y at the stopping time :
The change of probability
In the context of Girsanov's theorem, we are searching for some (L t ) t≥0 such that ∀t ≥ T G , L t = L T G and such that Y has the law of a Brownian motion up to time T G under :
is the exponential martingale associated with (L t ).
You may keep in mind that we will consider initial condition such that x ∈ B(0, x ∨ G ), y ∈ (y ∧ G , y ∨ G ). Otherwise T G = 0 and there will be no modification of P (x, y) .
Note that ψ is bounded on
We also have to bound the number of jumps of X, and we use U N J since we will need to control jumps for (A2) and (A3 F ).
We already know that if Q is well-defined, we define a (F, Q)-local martingale by :
Since its quadratic variations are the same as that of B, and its trajectories are continuous, β must be a Brownian motion under Q. The easiest way to relate this to Y is to impose that ∀t ≤ T G , Y t = y + B t − < B, L > t , which leads us to define :
This is a (F, P)-local-martingale with continuous trajectories, such that L 0 = 0 a.s. It is a classical result that (D t ) is then a positive super-martingale, and we know that :
We know that D t is a uniformly integrable martingale whenever Novikov's criterion holds : E (exp [< L > T G /2]) < ∞, which is an immediate consequence of :
Thus, Q := D T G · P is well-defined and Y has the law of a Brownian Motion under Q up to time T G . The equivalence between the original coupled process and the partially decoupled one is achieved thanks to the following : 
This means that we can have bounds of the probability for events involving Y as in our model by considering Y as a simple Brownian Motion. Meanwhile, the independence between its variations as a Brownian and the Poisson Process still hold.
The proof of Theorem 5.1 is postponed in Appendix A.
Proof of Proposition 5.1.1: We prove that even conditionally on M , β has still the law of a Brownian Motion.
To do this, we introduce a new filtration to include the knowledge of M :
Note that any variable adapted to F t is also adapted to G t . In particular, H t := −1 {t<T G } ψ (X t , Y t ) is adapted to G t and we still have :
Thanks again to Novikov's criterion, Girsanov theorem holds in fact for the filtration G t , which means that (β t ) is in fact a G t -martingale under Q. Since quadratic variation does not depend on the filtration, (β t ) is a G t -Brownian Motion. Thus it must be independent from G 0 , that is from M .
Remark about this proposition We see with this proof that we could replace the conditioning on M by any σ-algebra G 0 independent from B under P (where we define G t = σ(F t , G 0 ) ). Doing so, we prove that under Q, β = B− < B, L > is independent from G 0 . Besides, the criterion that guaranties the existence of Q is the same be it with F t or G t . 
Thanks to this lemma, it will be quite easy to control Y to prove that it indeed diffuses and that it stays in some closed interval I Y away from 0.
By Theorem 5.1, we can then control the behavior of X by appropriate conditioning of M -the PPP-that will ensure the jumps we want whatever the trajectory of Y in I Y .
Proof : Consider the law of B when it is killed when it reaches − or b ∨ + . It is classical that its law has a density u(t; b, b ), t > 0, b ∈ [− , b ∨ + ], w.r.t. the Lebesgue measure (cf e.g. Section 2.4 in Bass [2] for more details). It is a solution to the Cauchy problem with Dirichlet boundary conditions : 
Simultaneous mixing for X
For clarity, we decompose the "migration" along X into different kinds of elementary steps, as already done in [27] . Let :
where we assume w.l.o.g. that δS ≤ S/8 ([2, 3] is chosen arbitrarily). The first step is to prove that, with a lower-bounded probability for any initial condition in D n , τ A is upper-bounded by some constant t A . The second step is to prove that the process is sufficiently diffuse and that time-shifts are not a problem. In the third step, we precise which sets we can reach from A. More precisely, each step corresponds to each of the following :
Lemma 6.1.1. For any n I > 0, there exists c A , t A > 0 and n L ≥ n I such that,
Lemma 6.1.2. There exists n A ≥ 1 and t sb > 0 such that we can associate to any t ∨ > t sb some c sb > 0 such that for any t ∈ [t sb , t ∨ ] and (x 0 , y 0 ) ∈ A × [2, 3] :
For the third step, for m ≥ 3 and c > 0, let :
Remark : T n A and T 2 m are defined like T n L by replacing D n L resp. by D n A and D 2 m .
With ∆ f ⊂ D 2 m the compact set on which we want a lower-bound for the density :
Remark : • In view of Lemma 6.0.1, choosing a different value for m will only change the lower-bound involved.
• The first two steps would be sufficient to prove Theorem 4.1 and 4.2 with the uniform distribution over A × [2, 3] instead of resp. D nm and D c . The proof is quite naturally adapted from the one of Lemma 3.2.1 in [27] . Since ∆ f ⊂ D 2 m is compact, we can find a finite sequence (x k ) k≤K ∈ ∆ K f such that :
From Claim 6.1.3, we thus deduce some c f , t f > 0 s.t. :
From Lemma 6.1.2, we first obtain values for n A and t sb , while, given n I and according to Lemma 6.1.1, we choose c A , t A and n L ≥ n I ∨ n A ∨ (2 m) in order to satisfy (24) . Let t mx := t A + t sb + t f and c mx := c A ×c sb × c f wherec sb := c sb × Leb(A) and c sb is the value deduced from Lemma 6.1.2 with t ∨ := t mx . In particular, we use :
Note that the time needed for this second step is random -cf (27) . It depends on the time needed to reach A from (x I , y I ) and on the time needed from A to the vicinity of x k , but can always be chosen in [t sb , t mx ].
Thanks to the Markov property, with (24) , (26) and (27), we conclude :
Since t mx does not depend on the initial condition nor on k, this immediately implies :
This proves immediately Theorem 4.1 and 4.2, provided Lemmas 6.1.1-2 and Claim 6.1.3 with m and ∆ f well-chosen.
With deleterious mutations
Assuming [H9-10], the proof of Lemma 6.1.1 is very close to the one for the two next steps, and is even simpler. For any m ≥ 3 -cf (25), we will thus prove Lemma 6.1.2 and that Lemma 6.2.1. For any m f ≥ 3, we can find m ≥ 3 s.t. :
i.e. Claim 6. 
where u ∨ := sup{u ≥ 0 (x − v u e 1 ) ∈ B(0, 2 m)} Lemma 6.2.3. Given any t, c, c > 0 and x ∈ A :
Lemma 6.2.5. For any x ∈ B(0, 2 m − 2 S), there exists t , c > 0 s.t. :
Lemma 6.2.3 is just an application of the Markov property. To prove Lemma 6.2.2, one just needs to get a uniform upper-bound on the jump rate and combine Lemma 6.0.1 with Theorem 5.1 and Proposition 5.1.1 to deal with Y . We leave these proofs to the reader, and rather detail the ones of Lemma 6.2.4 and 6.2.5. Compared to it, Lemma 6.2.2 is a simple exercise.
Proofs of Lemmas 6.1.2 and 6.2.1
Let x f ∈ B(0, m) and K > 2 x f + S e 1 /δS . For 0 ≤ k ≤ K, let x k := −S e 1 + k/K (x f + S e 1 ). (t 0 , x 0 ) = (t 0 , −S e 1 ) ∈ R (m) (c 0 ) by Lemma 6.2.4. By Lemma 6.2.5, and since x k+1 ∈ B(x k , δS/2) we have by immediate induction over k ≤ K the existence of t k , c k > 0 s.t. : (t k , x k ) ∈ R (m) (c k ). In particular with k = K, Lemma 6.2.1 is proved.
In particular, with still x 0 := −S e 1 and x 1 := (−S + δS/2) e 1 , there exists t 1 , c 1 > 0 s.t. :
From Lemma 6.2.2, there exists t 2 , c 2 > 0 s.t. :
By Lemma 6.2.3, for any k ≥ 1 :
In particular for k sufficiently large, and applying once more Lemma 6.2.5 there exists t 3 , c 3 > 0 s.t. :
Finally, by induction with Lemma 6.2.3, and since (t 0 , x 0 ) ∈ R (m) (c 0 ) :
This ends the proof of Lemma 6.1.2 given our elementary properties.
Proof of Lemma 6.2.4
Since the result holds also under the assumption [H11], we give a proof valid under the two sets of assumptions. Let t sv := S/v, y ∧ := 1/(2 m), y ∨ := 2 m. Let then : (28) :
where we recall δS ≤ S/8 -cf (23) . The behavior of X is completely determined, as long as t sv < T Y , by the value of M on the set :
(31) Let x 0 := −S e 1 + δx 0 , with δx 0 ∈ B(0, δS/2) and
To ensure one jump of size around S, removing the effect of δx 0 , let :
To get a partition of X M , we set : N J := X M \ J . We consider the event :
By Theorem 5.1, with L = 3 S, t G = t sv , y ∧ G = y ∧ , y ∨ G = y ∨ , there exists c G > 0 s.t. :
Under the law Q (x 0 ,y 0 ) , we know from Proposition 5.1.1 that the condition {M (J ) = 1} is independent of {M (N J ) = 0}, of t sv < T Y and of Y tsv . Thus, on the event S b , the only "jump" coded in the restriction of M on J is given as (U j , S e 1 − δx 0 + W , U f , U g ), where U j , U f and Note finally that under Q, {M (N J ) = 0} is also independent of t sv < T Y and of Y tsv , so that :
From (31) and (32) :
where the lower-bound c X is independent of x 0 and y 0 . By Lemma 6.0.1 (recall the definitions of y ∧ and y ∨ at the beginning of this subsection),
Again, c B is independent of x 0 and y 0 . We conclude with (34), (35), (36) and (37) :
Proof of Lemma 6.2.6
The first step is to prove that on the event S b :
Indeed, t sv < T Y implies that for any t ≤ U j , Y t ∈ [y ∧ , y ∨ ]. By (30), any "potential jump" (U j , W , U f , U g ) s.t. U j ≤ U j and either U f > f ∨ or U g > g ∨ will be rejected. By the definition of U j , with (31), (32) and (33), no other jump can occur, thus (38) holds.
Remark : To prove this rejection very rigorously, we would like to consider the first one of such jumps. This cannot be done however for (X, Y ) directly, but is easy to prove for any approximation of M where u f and u g are bounded. Since the result does not depend on these bounds and the approximations converge to (X, Y ) (and even equal to it before U j for bounds larger than (f ∨ , g ∨ )), (38) indeed holds.
Step 2 : the jump at time U j is surely accepted. By (28) , (29) , and the definition of (U j , W, U f , U g ) :
Step 3 : like in step 1, no other jump can be accepted. This means :
This proves in particular Lemma 6.2.6 with t = t sv = S/v.
Proof of Lemma 6.2.5
This proof follows the same principles as the one of Lemma 6.2.4, so we just mention the adjustments. Of course, the result relies on the Markov property combined with a uniform estimate on the transitions starting from (x I , y I ) with x I ∈ B(x, δS/4). For any x f ∈ B(x, δS/4), we will ensure that X tsv has a lower-bounded density on B(x f , δS/2). Let δx := x f − x I ∈ B(0, δS/2). A lower-bound on the rate of acceptation along the new trajectories is obtained from :
so that the accepted jump shall be given in :
In the same way as for Lemma 6.2.6, under Q (x I ,y I ) and conditionally on the event S b , X tsv = x f +W , where W has a density on B(0, δS/2) lower-bounded by some d w > 0. The rest of the proof is almost the same, except for Theorem 5.1 where we need to choose L = x + S.
[H11] and d = 1
In this case, in place of Claim 6.1.3, we only prove :
The only difference here is that Lemma 6.2.5 does not hold anymore for any x, but still under the restriction that x is not too far in the positives : Lemma 6.3.2. For any x ≤ S/4, there exists t , c > 0 s.t. for any t, c > 0 and :
The proof of Lemma 6.1.2 still holds with this new Lemma, while the one of Lemma 6.3.1 is easily adapted. In the same way, to prove Lemma 6.1.1, either x I is bigger than x 0 + δS/2 and we just let X comes down from x I to (x 0 − δS/2, x 0 + δS/2) as in Lemma 6.2.2 ; or with the technique of 6.2.5, we use jumps to go up from x I to (x 0 − δS/2, x 0 + δS/2) (besides, jumps with size of order S would be more efficient).
Proof of Lemma 6.3.2 To adapt the proof of Lemma 6.2.5, we only need to remark that g is strictly lower-bounded on B(x − S, δS/2) × B(S, δS) (while the upper-bound g ∨ is immediately deduced from [H3]). Since g ∈ C 0 , cf [H4], and by [H11], we only need to ensure that :
We recall that we assumed δS ≤ S/8, cf (25) . With g ∧ the associated lower-bound, we need of course to adapt J to ensure that jumps occur while X t ∈ B(x − S, δS/2).
Let δx I ∈ B(0, δS/8), δx f ∈ B(0, δS/4) and t := t sv + δS/(8v). Note that this ensures :
Thus, it is natural to choose :
The rest is done almost as in Lemma 6.2.4. In particular :
Of course, in the lower-bound associated to the probability that M (J ) = 1, the factor t sv is now replaced by the new length of the time-interval, i.e. δS/(2v) (so that the associated probability is much lower!).
[H11] and d ≥ 2
To prove Lemma 6.1.1 is not much more difficult when we restrict ourselves to advantageous jumps. We only need to get close to 0 and then let v brings the process back in B(x 0 , δS/2). In the same way, the proof of Lemma 6.1.2 is quite exactly the same with the adapted version of Lemma 6.2.5.
For d ≥ 2, we are also able to prove Lemma 6.2.1, but the path is a bit more tricky. Indeed, the larger is x (1) , the less is the diffusion allowed with each jump close to S e 1 . Nonetheless, it is not very difficult to reach any x s.t. x 1 ≤ 0. But then, starting around A e 2 with A large, we can make X 1 increase by jumps reducing the second component sufficiently fast. We can then reach any value for X 1 as soon as we get A sufficiently large.
Of course, it is the same if we replace e 2 by any other direction orthogonal to e 1 .
To simplify notations, given any direction u on the sphere S d of radius 1, we denote its orthogonal component by :
Instead of Lemma 6.2.5, what we can get is :
given any x ∈ B(0, m) with x, e 1 ≤ 0, there exists t , c > 0 s.t. :
This Lemma is in fact a consequence of Lemma 6.2.2 and (with u = e 1 ):
given any m ≥ 3 ∨ (2 S), x ∈ B(0, m) and u ∈ S d , with x, u ≥ S, and x (⊥u) ≤ x ∨ -cf (39)-, there exists t , c > 0 s.t. :
Since they are so close, we leave to the reader the proof of Lemma 6.4.1 and focus on the one of Lemma 6.4.2. First, we define :
Step 1 : Assume first that x ∈ B(0, m), for some m ≥ 3 ∨ (2S) satisfies x, e 1 := −S. From Lemma 6.4.1, we deduce a specific value for , which makes us define :
By Lemma 6.2.4, (t 0 , x 0 ) ∈ R (m) (c 0 ). Thus, by induction with Lemma 6.4.1, since x k ∈ B(0, m) and
Step 2 : To reach any x ∈ B(0, m) such that x, e 1 ≤ −S, it suffices to reach first x := −S e 1 + x (⊥1) -also in B(0, m)-thanks to Step 1, and then apply Lemma 6.2.2.
Step 3 : Assume x ∈ B(0, m f ). From Lemma 6.4.2, we also deduce a value associated to | x, e 1 | ∨ S. Let :
Note that we can indeed find an upper-bound m ≥ 3 ∨ (2S) on this family (x ) ≤L uniform over any such x f ∈ B(0, m f ) (with the bound on L and x (⊥1) ≤ m f ).
Since x 0 , e 1 = −S, we can use Step 1 to prove that there exists t 0 , c 0 > 0 s.t. (t 0 , x 0 ) ∈ R (m) (c 0 ). By Lemma 6.4.2 and induction on , we deduce : (t 0 + t , x ) ∈ R (m) (c 0 [c ] ). In particular, there exists t, c > 0 s.t. (t, x) ∈ R (m) (c).
Proof of Lemma 6.4.2
Compared to Lemma 6.2.4, the first main difference is that the jump is now almost instantaneous. The second is that, in order that g ∧ > 0, we have way less choice in the value of w when x (u) is large. In particular, the variability of any particular jump will not be sufficient to wipe out the initial diffusion around x deduced from (t, x) ∈ R (m) (c), but will rather make it even more diffuse. To see this, let us compute, for δx ∈ B(0, δS), δw ∈ B(0, ), with δS ∧ ≤ S/8 :
where we used that u , S u − δw ≥ 7 S/8, and note that c :
With the same reasoning as for Subsection 6.2.2, we obtain :
where the density of W is lower-bounded by d w on B(0, /2), uniformly over x I (given x), and y I ∈ [1/m, m] (first under Q (x I ,y I ) but we have already seen how to deduce it for P).
. By the Markov property and since (x, t) ∈ R (m) (c) :
where we used the same reasoning as in Subsection 6.2.2 to deduce c I > 0.
We just need to replace /3 by to deduce Lemma 6.4.2.
7 Escape from the transitory domain
With deleterious mutations or d ≥ 2
The proof of Theorem 4.3 for any given ρ can be easily adapted from Subsection 3.2.5 in [26] . Indeed, the proofs rely on uniform couplings -on different subspaces-in order to deduce that the population size decreases sufficiently quickly, or makes large increase very exceptionally. Specifically, this proof does not depend at all on the dynamics of X. The following proof is an extension and shall already illustrate the technique.
Without deleterious mutations, d = 1
In this section, we prove 
Decomposition of the transitory domain
The proof is very similar to the case of Subsection 7.1 except that, due to Theorem 4.6, the domain D c cannot be chosen as large. We thus need to consider another subdomain of T , that will be treated specifically thanks to [H11]. The complementary T of D c is then made up of 4 subdomains : "y = ∞", "y = 0", "x > 0", and " x = ∞", according to the figure 1. Thus, we define :
Again, let us first introduce the exponential moments of each area (remember that τ Dc is the hitting time of D c ):
Implicitly, E Y ∞ , E X ∞ , E X and E 0 are functions of ρ, L, n c , y ∞ that need to be specified. -5] . Then, given any ρ > 0, we can find y ∞ > 0 and C Y ∞ ≥ 1 such that any choice n c > y ∞ and L > 0 ensures : . Then, given any ρ > 0, there exists C X ∞ ≥ 1 such that whatever X , y ∞ > 0, we can find L > 0 and n X c > y ∞ such that choosing n c ≥ n X c ensures : . Then, given any ρ, L > 0, there exists C X ≥ 1 such that for any + , y ∞ > 0, choosing n c sufficiently large (n c ≥ n + c > y ∞ ) ensures: -5] . Then, given any ρ, 0 , y ∞ > 0, there exists C 0 ≥ 1 such that any choice of L and of n c sufficiently large (n c ≥ n 0 c > y ∞ ) ensures:
A set of inequalities
Again, the proofs of Proposition 7.2.1, 7.2.2 and 7.2.4 are nearly identical to the ones of Propositions resp. 3.2.1-3 in [26] , and are thus left to the reader. We will prove first how to deduce Theorem 4.4, then how to prove Proposition 7.2.3.
Combine all the inequalities, proof of Theorem 4.4
With exactly the same spirit as in [26] , let us first see the conditions needed on the " -s". We prove that, for
To be precise, for any ρ, we obtain from Proposition 7.2.1 the constant y ∞ , and C Y ∞ which gives us a value for X . We then deduce, thanks to Proposition 7.2.2, some value for C X ∞ , n X c and L. The value of + can then be fixed, so that we can choose, according to Proposition 7.2.3, some value C + and n + c > 0. Now we fix 0 and choose, according to Proposition 7.2.4, some value C 0 and n 0 c > 0. To make (P r 7.2.2), (P r 7.2.3) and (P r 7.2.4) hold, we can just take n c := n X c ∨ n + c ∨ n 0 c . With the calculations above, we then conclude Theorem 4.4.
Phenotypic lag pushed towards the negatives, proof of Proposition 7.2.3
Since the norm of X decreases at rate at least v as long as the process stays in T + , we know that the process cannot stay in this area during more than t − := L v . This effect will give us the bound
Moreover, we need to ensure negligible transitions from E X to E Y ∞ . This is done exactly as for Proposition 3.2.2 in [26] , by taking n + c sufficiently away from y ∞ so that it can hardly be reached by the process in [0,
More precisely, given L and n c > y ∞ ≥ 1 and initial condition (x, y) ∈ T + , let : 
The proof is elementary (at least with [H5]) and left to the reader. With this Lemma :
↑ solution of :
We conclude the proof of Proposition 7.2.3 by noticing that :
8 Proof of (A3 F ) We consider a first process (X, Y ) with some initial condition (x c , y c ) ∈ D c . We will prove that considering U AF = t nj is sufficient, except for exceptional behavior of the process. Given f , t nj shall be chosen sufficiently small to ensure that, with high probability -related to fno jump has occurred before t nj , and that the population size has not changed too much. We define :
We recall that we can upper-bound the first jump time of= X by :
where J is defined like in Subsection 5.1.1.
• On the event {t nj < T δy ∧ U j }, let U AF := t nj , T f := ∞.
• On the event {T δy ∧ U j < t nj ∧ τ ∂ }, we declare a failure at time T f := T δy ∧U j , so U AF := ∞.
Although the proof is quite technical, there is no difficulty in ensuring that these definitions extend to paths to absorption. This proof is left to the reader.
On the event {t nj < T δy ∧ U j }, the law of (X, Y ) U AF is quite easy to upper-bound. Indeed,
On the other hand, we need to ensure that the event {T δy ∧ U j < t nj } is sufficiently exceptional. -5] . Then, given any n c , ρ > 0, f ∈ (0, 1), and t nj > 0 sufficiently small {t nj ≤ t ∨ nj ∈ (0, 1/v)}, we have for any (x c , y c ) ∈ D c :
Note that our choice ensures :
In view of Proposition 4.1 and the Markov property, we assume first that (X α , Y α ) has initial condition (x α , y α ) such that :
Then, we define :
and adapt the proof of Proposition 8.1.1 to ensure the reversed inequality :
Then, given any n c > 0 and t nj > 0, there exists d X > 0 such that :
Theorem 4.5 is deduced
Let n c ≥ 1. With α c the uniform distribution over D 1 , we deduce from Theorem 4.1 that there exists c mx , t mx > 0 such that :
With the Markov property and Proposition 8.1.3, we conclude that for any t nj > 0, there exists d X and a stopping time U α such that for any x c ∈ [−n c , n c ] and y c ∈ [1/n c , n c ] :
This concludes the proof of Theorem 4.5 thanks to Proposition 8. Indeed, like in the proof of Lemma 6.2.4, we have chosen our stopping times to ensure that no jump for X can occur before time U j ∧ t nj ∧ T δy . We also rely on the Girsanov transform and Theorem 5.1 to prove that, during the time-interval [0, t nj ], Y is indeed sufficiently diffused (since we care now for an upper-bound, we can neglect the effect of assuming t nj < T δy ).
Proof of Proposition 8.1.2 :
{T yc−δy ∧ T yc+δy < t nj } : By Theorem 5.1 :
0.
Proof of Proposition 8.1.3
In order to prove (d X ), the idea is just to let X decrease until it reaches x c − v t nj by ensuring that no jump occurs, so that we know the time U α needed for this to happen. Then, thanks to Theorem 5.1 and Lemma 6.0.1, we deduce a lower-bound on the density of Y α on [y c − 2 δy, y c + 2 δy]. We have already proved a stronger result for Lemma 6.2.2, that we let the reader adapt.
Proof of Theorem 4.6
Except that we use Theorem 4.2 instead of 4.1, which constrains the shape of D c , the proof is quite immediately adapted from previous Subsection 8.1.
Proof of Theorem 4.5 in the case d ≥ 2
The difficulty in this case is that, as long as no jump has occurred, X t stays confined in the line x + R + .e 1 . The "absorption" thus cannot occur before a jump. Thus, we first wait for a jump to diffuse on R d and then let Y diffuse independently in the same way as in Subsection 8.1. These two steps are summarized in the following : Proposition 8.3.1. Given any ρ > 0, D c ∈ D • and f X ∈ (0, 1), there exists t X , c X , x X ∨ > 0 and 0 < y X ∧ < y X ∨ such that we can associate to any (x c , y c ) ∈ D c two stopping times U X and T X f such that :
and
The proof is almost exactly the same as in Subsection 8.1, thus left to the reader.
With this time-scale, we can find an upper-bound y X ∨ on Y : populations reaching such size before t X are also negligible. For the lower-bound, we use the fact that extinction is very strong when the population size is too low. Thus, populations that have survived -at least for a bit-after declining below this lower-bound y X ∧ are also negligible. The last part is to ensure that this first jump is indeed diffuse in X (which is why we need ν(dw) to have a density w.r.t. Lebesgue with the bound of [H12]).
For y X ∨ > n c > 1/n c > y X ∧ > 0, t v , t sv > 0 and initial condition (x, y) ∈ D c , let : 
On the event {T ∧ Y < t v ∧ U j ∧ T ∨ Y }, we also define : ∀ (x, y) ∈ D c , P (x,y) (t v < U j ∧ τ ∂ ) ≤ f X exp(−ρ t v )/6.
With e.g.: t sv = log(2)/ρ (i.e. exp(ρ t sv ) = 2), we then deduce y X ∨ , y X ∧ , from Lemma 8.3.5 and 8.3.6, s.t. :
(Y T G )
Proof that Lemma 8.3.8 and the case r ∈ C 1 proves Theorem 5.1 :
We just have to prove (67) with r G Lip instead of r L . If we apply this formula for r n and use Lemma 8.3.8, we see that there will be some C r > 0 (depending on t G , y ∨ G , N J ) such that :
Thus, it remains to bound :
where M n := T G 0 (r n (X s ) − r(X s )) Y s dB s has mean 0 and variance :
Thus, we can extract some subsequence M φ(n) which converges a.s. towards 0. So that a.s. :
Proof of Lemma 8.3.8 :
We begin by extending r on R d with r(x) =: r • Π G (x), where Π G is the projection on B(0, x ∨ G ) (the existence of such limits for Lipschitz-continuous functions is well-known). Note that this extension r e is still r G Lip -Lipschitz continuous. If we define now : r n := r e * φ n ∈ C 1 , where (φ n ) is an approximate identity of class C 1 , then : ∀ x, y, |r n (x) − r n (y)| = 
Appendix B : A specific filtration for jumps
This Appendix extends to our case the result already presented in [27] : by this filtration, we want to know everything until the jump time except the realization of the jump itself. Let U j be the first jump time of X. We then define : F * U j := σ (A s ∩ {s < U j } ; s > 0, A s ∈ F s ) . is in fact the smallest σ-algebra generated by these random variables. In particular, for any stopping time T , {U j ≤ T } ∈ F * U j .
Properties of F *
For this proof, we refer to the proof of Lemma 4.3.1 in [27] , which is quite immediately adapted. Lemma 8.3.10. For any h : R → R + measurable, (x, y) ∈ (−L, L) × R + :
8.4 Proof of Lemma 8.3.10 :
Because of Lemma 8.3.9 with the left-continuous and adapted process :
we know that Z U j is indeed F * U j -measurable. We write :
Then, we use Palm's formula to prove that their product with any Z s 1 {s<U j ≤r} , s < r, Z s F s -measurable, has the same average :
where, according to Palm's formula, U j is the first jump of the process ( X, Y ) encoded by M +δ (t,w,u) and B (cf e.g. [13] Proposition 13.1.VII). Since ( X, Y ) coincide with (X, Y ) at least up to time t > s, Z s was not affected by this change. Moreover : t = U j = {t ≤ U j } ∩ {u ≤ f (Y t ) g(X t− , w)} . On the other hand, and with the same spirit :
Z s 1 (s,r] (t) R h(w ) f (Y t )g(X t− , w ) ν(dw ) R f (Y t )g(X t− , w ) ν(dw ) × 1 {t≤U j } 1 {uf ≤f (Yt)} 1 {ug≤g(X t− ,w)} dt ν(dw) du f du g = E (x,y) Z s r s R 1 {t≤U j } h(w ) f (Y t ) g(X t− , w ) ν(dw ) dt , which is indeed the same integral as for h(W ).
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