We consider the problem of linear regression where the ℓ n 2 norm loss is replaced by the ℓ n p norm. We show how to solve such problems in O p (n |1/2−1/p | log O (1) (1/ε)) (dense) matrix-vector products and
INTRODUCTION
Linear programming is concerned with optimization problems of the form: min
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In this paper we investigate the complexity of replacing the ℓ ∞ constraint by an ℓ p constraint, 1 < p < +∞.That is: 
The case of ℓ 2 exactly corresponds to solving a linear system. Moreover for the Euclidean ball {x : ∥x ∥ 2 ≤ 1} there exists a barrier with self-concordance ν = 1, and thus the Nesterov-Nemirovski's interior point methods theory correctly predicts that the case p = 2 can be solved in a dimension-free number of iterations. Our contribution is to show that the Nesterov-Nemirovski theory is provably suboptimal for any p {1, 2, ∞}. More precisely we show that for any p 2, any symmetric self-concordant barrier on {x ∈ R d : ∥x ∥ p ≤ 1} has self-concordance parameter at least roughly d. On the other hand we propose a new homotopy method which requires only O * (n |1/2−1/p | ) iterations 1 2 , thus interpolating between the known results for p ∈ {1, 2, +∞}. Curiously, our homotopy method runs in O * (n |1/2−1/p | ) calls to a sparse linear system solver (if A is sparse), or alternatively in O * (n |1/2−1/p | ) dense matrix-vector products and O * (1) matrix inversions. Although our result does not imply such result for p = ∞, we note that there is no known algorithm for p = ∞ (i.e., for linear programming) with the latter running time, and the best result in this direction involves O * (1) matrix inversions of d ×d size and many matrix inversions of smaller matrices [11] . On top of the results above, we also show how to combine this new method with recent advances in accelerated stochastic gradient descent to obtain an algorithm running in input sparsity time, namely a running time of the form O * (Z + d c ) where c depends on p and Z the number of non-zeros in A. Unfortunately our approach does not a priori shed light on an input sparsity time algorithm for the case p = ∞ since our running time explodes as p → ∞. Such a result would in our opinion be a major breakthrough.
In the rest of the paper we consider the following equivalent problem, which we call ℓ p regression:
Observe that to have a bounded solution we need to assume that c ∈ ker(A) ⊥ . Note also that (1) can essentially be reduced to (2) by using the matrix λA 0 0 µI d and target vector λb 0 for some λ > 0 large enough and some µ > 0. In particular note that the parameter regime for (n, d) is inversed compared to the discussion above, namely in (1) one had d ≥ n whereas for the rest of the paper we have n ≥ d (and in fact n potentially much larger than d).
Recently, there are a lot of progress for the ℓ p regression for the case of n ≫ d [3-5, 7, 15, 19, 21] . These results show various ways to find a matrix A ′ with fewer rows such that ∥Ax ∥ p ≈ ∥A ′ x ∥ p for all vectors x ∈ R d . In particular, [5] shows that one can find such A ′ with only roughly d max(p/2,1) many rows by sampling rows of A and rescaling. As a result, they show how to solve ℓ p regression with 1+ε multiplicative error in time O(Z +d max(p/2,1)+1 /ε O (1) +d 3 ) time. For the case p > 2, our runtime in Theorem 2 is better in both dimension dependence and ε dependence. However, the log(1/ε) dependence comes with a cost that our runtime is invariant under the conjugate transform p → p p−1 . Therefore, our algorithm in the case p < 2 is much worse than existing results.
In Section 2 we give our new homotopy method to solve (2) . In Section 3, we give our input sparsity time algorithm. Finally in Section 4 we prove the Ω(n) lower bound on the self-concordance parameter for symmetric barriers on the ℓ n p ball.
AN HOMOTOPY METHOD FOR ℓ p REGRESSION
The main difficulty in optimizing the ℓ p norm is its behavior around 0, namely its second derivative either does not exist (for p < 2) or equals to 0 (for p > 2). We resolve this issue by gradually modifying the ℓ p norm around 0 (starting with a large modification, and slowly reducing it). This idea falls in the general framework of homotopy methods.
Smoothing Family and Homotopy Path
To develop our homotopy method we introduce a family (f t ) t ≥0 of functions approximating s → |s | p with the following properties:
and t → f t (s) are C 1 . We realize this with the following family:
We construct this function by replacing the function |s | p by a quadratic function on {s : |s | ≤ t } and shifting the function outside to make sure it is twice differentiable. We note that our framework works for many other families of functions and we choose this mainly for its simple formula.
We also use a slight abuse of notation and write for a vector s = (s 1 , . . . , s n ),
Next we define the homotopy path as follows:
where s(x) = Ax − b (we also use the notation s(t) = Ax(t) − b). The key observation is that the path (x(t)) t >0 is "easy to follow", namely, f (1−h)t remains well conditioned on a neighborhood of x(t) which contains x((1 − h)t) for some constant h (which depends only on p). We introduce the following notion of neighborhood, for s ∈ R n and γ ∈ R,
Furthermore, for all s ∈ N s(t ) (γ ), one has
where D t is the diagonal matrix whose i th diagonal entry is
The ratio between the upper bound and the lower bound of the Hessian is called the condition number. This number is important due to the following theorem:
κD for all x ∈ R n with some given fixed diagonal matrix D and some fixed κ. Given an initial point x 0 and an error parameter 0 < ε < 1 2 , the accelerated gradient descent (AGD) outputs x such that
Each iteration involves computing ∇f at some point x and some linear-time calculations.
Therefore, if the condition number of f (1−h)t was valid globally (instead of merely on the neighborhood N s(t ) (γ )) then we would apply AGD to find
The proof of the above lemma is really the key to our homotopy method, however it is rather tedious calculation and thus we postpone it to Section 2.4. We remark that the choice of neighborhood is forced by how much x(t) can change in the worst case when we change t and D t is chosen such that it is close to ∇ 2 f t (s). Therefore, despite this being the key lemma, its formulation is automatic given the choice of f t . We suspect the choice of f t does not matter too much either given that it needs to be close to x p .
Fortunately there is a rather simple idea to actually make the condition number valid globally, namely to extend smoothly the function outside of the good neighborhood.
Algorithm
To describe our algorithm, we introduce the following definitions to extend f t smoothly outside the range [ℓ, u]. Definition 1. For any positive t and 0 ≤ ℓ ≤ u, we define f t, ℓ,u to be the "quadratic extension" of f t on [ℓ, u], more precisely:
Note that both the (global) smoothness and strong convexity of f t, ℓ,u is equal to the one of f t restricted to [ℓ, u] . Furthermore by strict convexity of f t and f t, ℓ,u one has that for any convex function φ, the functions
Although the Hessian of f t, ℓ,u in the s variables is well-conditioned, it might be ill-conditioned in the x variables (namely, its Hessian is not close to a diagonal matrix globally). To apply AGD (Lemma 2), we need to do a change of variables according to A as follows: Definition 2. Let D t be the diagonal matrix defined in Lemma 1 and P t be the preconditioner defined by
We introduce the functions f t and д t , respectively the quadratic extension of f (1−h)t on a well-chosen hyperrectangle and its preconditioned version (with the cost vector c):
and д t (y) := c · P t y + f t (s(P t y)) .
Remark 1. The hyperrectangle we used to define the quadratic extension is exactly N s(t ) (γ ). Therefore, we have that f t = f (1−h)t on N s(t ) (γ ). Although f t depends on γ , we choose not to indicate it in the symbol for notation simplicity.
Using Lemma 1 and simple calculations, we obtain: Lemma 3. With the notations of Definition 2, we have for all
Proof. Note that
where Σ(y) is the diagonal matrix whose diagonal is
By the construction of f , the global smoothness and strong convexity of f (1−h)t is same as f (1−h)t restricted to N s(t ) (γ ). Hence, Lemma 1 shows that
Therefore, we have that
The result follows from the equation
Our algorithm can now be described as follows, where t 0 > 0 and h = 1 2p are parameters, and t k := (1 − h) k t 0 for k ∈ N.
• Find x(t 0 ) using Lemma 4 and compute P t 0 .
•
-Given x(t k ) and P t k , run accelerated gradient descent (AGD) on д t k to obtain an approximate of y(t k +1 ) = P −1
and compute P t k +1 .
Each phase of the algorithm requires a matrix inversion to compute P t , and each iteration in a run of AGD requires a (dense) matrix-vector product. Theorem 1 below shows that in total the algorithm needs O * (1) matrix inversion and O * (n |1/2−1/p | ) dense matrix-vector products.
A variant of the above algorithm uses the preconditioner
If A is sparse, rather than computing the preconditioner explicitly, one can execute a run of AGD by solving the corresponding sparse linear system at each iteration. Theorem 1 (which applies both for the preconditioner P t and P ′ t ) then shows that in total this algorithm needs to solve O * (n |1/2−1/p | ) sparse linear systems.
Initial Point and Termination Conditions
We start by showing that x(t 0 ) is easy to compute for t 0 large enough.
Lemma 4. For t p−1 > 2 p c ⊤ (A ⊤ A) † c and t > 2 ∥b ∥ 2 , we have
where we used the assumption on t at the end. By the definition of f t , we have that
Checking the KKT condition, we can see that x is indeed the minimizer of min
Next we observe that for t small, x(t) is indeed close to optimal.
Lemma 5. For any t ≥ 0 one has
Proof. Since f t (s) ≥ |s | p for any s ∈ R, one has the following sequence of inequalities for any x ∈ R d :
It only remains to verify that
Theorem 1. With the initial parameter
the algorithm finds a point x(t k ) such that
log(n)) iterations and each step of AGD involves applying P t or P ′ t constant many times plus some linear time work.
Proof. Lemma 4 shows that x(t 0 ) can be computed by a linear system. Lemma 5 shows that x(t k ) satisfies the requirement for
Since t k is decreased by 1 − 1 2p factor in each step, this gives the bound on the number of phases.
For the number of iterations in each phase, Lemma 3 shows that the condition number of the problem is O p (n |1− 2 p | ). Therefore, AGD decreases the ℓ 2 distance by a constant factor for every O p (n |1/2−1/p | ) iterations (Lemma 2). Note that x(t i+1 ) is used only for constructing the quadratic extension. In particular, we only need to find x ∈ N s(t i +1 ) (c · γ ) for some constant c. Due to the preconditioning P t , we only need find y that is closer to y(t i+1 ) in ℓ ∞ norm by some O p (1) constant. This can be achieved by decreasing ℓ 2 norm by O p (1/n O (1) ). This gives the extra O p (log(n)) factor.
We do not give an explicit explanation on how small error we need to take for AGD because the number of iterations depends on log(1/ε) and it is easy to see that ε = O p (1/n O (1) ) is enough and it will only affect the final runtime by a logarithmic factor.
Proof of Lemma 1
To shorten notation we write H t := ∇ 2 f t (s(t)). We start with a lemma showing that x(t) satisfies a certain differential equation.
Lemma 6 (Dynamic of the homotopy path). One has
dx t dt = −(A ⊤ H t A) † A ⊤ ( d dt f ′ t )(s t ) .
Proof. The KKT condition for x(t) is given by
Taking derivatives with respect to t on both sides, we have that
The proof is concluded by noting that ker(A ⊤ H t A) = ker(A) and recalling that x(t) ∈ ker(A) ⊥ .
Using the differential equation, we can bound how fast s(t) is moving.
Lemma 7 (Speed of the homotopy path). For any
Proof. Using Lemma 6 and that
is a projection matrix, we have that
To estimate the last term, we use the formula of f t and note that
Putting this into (4) gives
Hence, we have that
else.
Simplifying and combining both case, we have the result.
Equipped with the above lemma we can now move to the proof of Lemma 1.
Proof. of Lemma 1. We start by showing that s((1 − h)t) ∈ N s(t ) (γ ). First Lemma 7 gives
Thus we have:
This shows that s((1 − h)t) ∈ N s(t ) (γ ).
Next we need to argue about the range of f ′′
Using h = 1 2p , we have
where ξ = sign(p − 2) and
Noting that for any a > 0, b ≥ 0 one has max(a,b+γ )
which concludes the proof of Lemma 1.
INPUT SPARSITY ALGORITHM
In this section we replace AGD in our homotopy method by minibatch Katyusha, [2] . This is the current fastest algorithm for minimizing convex functions of the form i f i (x). To just obtain an input-sparsity time algorithm, there are many other options such as [9, 10, 13, 14] . The key benefit of these algorithms is that its runtime has smaller dependence on n compared to AGD.
Lemma 8 (Theorem 5.2 in [2]). For i ∈ [n]
let F i be a L i smooth convex function on R d , and let F = i ∈[n] F i . Suppose that F is σ strongly convex and L smooth. Given an initial point x 0 , an error parameter 0 < ε < 1 2 , and a batch-size b, the mini-batch Katyusha algorithm outputs x such that
where S is a set of b numbers in [n] chosen at random with replacement.
Remark 2. Instead of strongly convex in R n , it suffices to have a subspace H such that F is σ -strongly convex on H ⊥ and that F i is constant on the subspace H , namely,
In our case, we use
t is a new preconditioner to be defined. We cannot use P t or P ′ t because they are too costly for input sparsity time algorithms. [12] . To get a slightly denser diagonal, one can use [6, 8, 20] instead. Also, we can precompute (A ⊤ W t A) † and store it as a dense matrix in each phase. This takes O(d ω ) time.
To compute
we can compute P ′′⊤ t c and P ′′ t y first. Since we have already computed (A ⊤ W t A) † , it only takes O(d 2 ) to compute both P ′′⊤ t c and P ′′ t y. Then, we can compute the rest in time linear to the total number of non-zeros in a i for i ∈ S plus another O(d 2 ) time multiplication by P ′′ t . Since S is a random set of size b, the total non-zeros is O(nnz(A) b n ) in expectation. Therefore, it takes in total
time.
Now, it remains to bound the smoothness of F i .
Lemma 10. Using the same notation as Lemma 9, we have that
Proof. The bound on L and σ follows from Lemma 3. For the bound on L i , we note that f ′′ t,i ≤ κD t,ii using Lemma 1. Therefore, we have
For the last term, using the definition of P ′′ t and the fact that A ⊤ W t A is a spectral sparsifier of A ⊤ D t A, we have that a
we have that
This gives the result. Now, we can use Lemma 9 and Lemma 10 in Lemma 8 and get the following result:
Writing it in the input sparsity form, we have
Proof. As we argued in Theorem 1, it suffices to solve it up to O p (1/n O (1) ) accuracy in each phase. Using Lemma 10 into Lemma 8, we have that Katyusha takes
iterations. Now using Lemma 9, we know that the total time is
where Z = nnz(A) is the total number of non-zeros in A. We now choose b to optimize the term
If κd ≥ n, then we choose b = 
Z
and we find that (6) is equal to (up to factor 2) √ Zd 5/4 n −1/4 which is always smaller than
and we find that (6) is equal to (up to factor 2) 
By Theorem 1, we know that the number of phase is O(1)·log( np ε t p 0 ). This gives the first result.
To write the running time in input sparsity, we note that κd ≥ n implies
For p ≥ 2, we have that
Also, we note that
Combining both terms, we have
Similarly, for p ≤ 2, the total running time is
SELF-CONCORDANCE LOWER BOUND FOR ℓ n p BALLS
We first recall the definition, introduced in [18] , of a self-concordant barrier.
Furthermore it is ν -self-concordant if in addition for all
We also recall that for any convex body in R n there exists a self-concordant barrier with self-concordance parameter ν = O(n). Furthermore, for ℓ n p balls, [18, 22] and Section 2.g in [1] showed that there even exists a computationally efficient barrier with such self-concordance parameter. Our main theorem in this section is to show that the latter result is essentially unimprovable: Theorem 3. Let Φ be a ν-self-concordant barrier on the unit ball of ℓ n p , p > 2. Assume that Φ is symmetric in the sense that Φ(x 1 , . . . , x n ) = Φ(|x 1 |, . . . , |x n |) . We conjecture that the result holds without the symmetry assumption on Φ. In fact there may even be a deeper reason why the "optimal" self-concordant barrier for a "symmetric" body should be "symmetric", but we are not aware of any existing such result. At the moment without the symmetry assumption we can prove a Ω(n 1/3 ) lower bound.
Let us now recall some general properties of self-concordant barriers.
Theorem 4 (Prop 2.3.2 in [18] , Sec 2.2 in [16] ). Let Φ be ν -selfconcordant barrier for K. The following holds true.
(1) For any x, y ∈ int(K), Φ(y) − Φ(x) ≤ ν log 1 1 − π x (y)
, where π x (y) is the Minkowski gauge, i.e., π x (y) = inf {t > 0 : x + 1 t (y − x) ∈ K}.
(2) For any x ∈ int(K) and h such that ∥h∥ x ≤ 1/2,
Instead of summing the difference for each step, we simply note that π X i −1 (X i ) = Ω(n −1/p ). This gives that ν = Ω(n 1/p c 2 ). p−2 ), we have that v n,n ≥ n and that implies that ν = Ω(n).
Combining both cases, we have that ν = Ω(n 1/p (Θ(p) log n)
