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CHAPTER 1: INTRODUCTION
Our need to study and measure systematic errors in the Large Synoptic Survey Telescope
(LSST) is motivated by our desire to undertake cosmology experiments to a higher degree
of precision than what has been available to previous telescopes. Since one of the science
goals of the LSST is to study the nature of dark energy in the universe, and it is known that
our ability to study it depends upon our ability to measure the rate of the expansion of our
universe, we need to measure the distances of celestial objects with an accuracy previously
not possible. The developments of past photometric measurements have made great gains
in eliminating flux calibration errors, but LSST endeavors to go further and has begun to
seek highly accurate and well-calibrated sensors that will achieve high resolution at the
camera level. This includes detailed studies of the efficiencies of LSST CCDs to collecting
and measuring the light from celestial bodies that are incident on their surfaces. The larger
science goals of the LSST are described in detail in the LSST Science Book [AAA+ 09] and
in Section 1.5.1.
1.1 DARK ENERGY AND THE EXPANSION OF THE UNIVERSE
The current governing hypothesis of dark energy is that it is a property of space, and the
amount of dark energy present between celestial objects is proportional to the amount of
space between them. As the amount of space between objects increases, so does the amount
of dark energy, causing an acceleration in the rate at which the universe is expanding. This
material can be found in many papers on cosmology or general relativity; we used Dark
Energy: A Short Review by Mortonson, Weinberg, and White [MWW13], and Dark Energy
and the Expanding Universe by Frieman, Turner, and Huterer [FTH08], but there are many
texts that cover the subject.
Since the acceleration of the universe’s expansion is the most pronounced effect of dark
energy currently observable to us, we invest great effort in precisely measuring how the
expansion changes over time and space. The evolution of the expansion rate is characterized,
in general relativity, by the equation of state of dark energy, which relates the pressure caused
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by dark energy to it’s energy density. We therefore parameterize the equation of state of
dark energy as:
w ≡ p/ρ

(1.1)

where w is a dimensionless, and is equal to the ratio of the pressure that dark energy puts
on the universe, p, to the dark energy density ρ. If w < 0, the effect of dark energy is to
create a small constant negative pressure of vacuum that causes the accelerating expansion
against the attractive effects of gravity.
Because of the strong evidence to suggest that the expansion of the universe is sensitive to
the equation of state of dark energy, measuring w is one of the premier efforts being made in
observational cosmology. The Large Synoptic Survey Telescope (LSST) is being developed
to measure the cosmic expansion with unprecedented accuracy, as an accurate measurement
could not only reveal what dark energy is, but also the future of the Universe (Section 1.5.1).
1.2 EXPANSION OF THE UNIVERSE
In formal terms, we describe the observation that the universe appears to be expanding
at an accelerating rate in terms of the cosmic scale factor a(t). This cosmic scale factor
relates the proper distance between objects and is a parameter of the Friedmann equations.
The Friedmann–Lemaître–Robertson–Walker (FLRW) equations describe the evolution of
a flat, isotropic, universe filled with the perfect fluid. It was first experimentally observed
by WMAP (Wilkinson Microwave Anisotropy Probe, completed in 2003), and subsequently
confirmed and improved by other efforts, that the observable universe is flat to within 0.4%
margin of error.
In the FLRW model, the distance between any two objects in the described as:
d(t) = a(t)d0

(1.2)

where d(t) is the proper distance, which changes over time, between two objects in an
expanding FLRW universe, and d0 is the distance at a given reference time t0 . The usual
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convention is to set a(t0 ) = 1 with t0 equal to the present time.
The scale factor also appears in the definition of the Hubble parameter:
ȧ
H≡ .
a

(1.3)

The energy density of a FLRW universe can be described using a. With dark energy modeled
as a fluid:
ρΛ ∝ a(t)−3(1+w)

(1.4)

where the density ρΛ is due to a “cosmological constant”, labeled as Λ, which is the underlying
cause of the accelerating expansion. This density is constant if w = −1. If the fluid is
dominant in a flat universe, then a and w are related:
2

a = t 3(1+w)

(1.5)

where t is the proper time. In the case where w = −1:
a(t) ∝ exp(Ht)

(1.6)

It appears in the general Friedmann acceleration equation:
3

¨
a(t)
= Λ − 4πG(ρΛ + 3p)
a(t)

(1.7)

where Λ is the cosmological constant, G is Newton’s constant, and ä is the second proper
time derivative of the scale factor. Here we work in units where the speed of light is c = 1.
For simplicity, we define an effective energy density and pressure as:
ρ0Λ = ρΛ +
p0 = p −
w0 ≡

Λ
8πG

Λ
8πG

p0
.
ρ0Λ

So that the acceleration equation may be written as:

(1.8)
(1.9)
(1.10)

4




¨
a(t)
1
Λ
Λ
0
0
=
Λ − 4πG ρΛ −
+3 p +
.
a(t)
3
8πG
8πG

(1.11)

Figure 1.1 shows the effect that different values of w would have on the scale factor for the
past and future of the universe, and how even small deviations in the value of w affects the
scale factor over time.

Figure 1.1: Time for different values of the dark energy equation of state parameter w
versus the scale factor a(t). Time zero is the present where a = 1 and the scale factor is
shown both in the past and future. The red line is for w = −1.0, green for w = −0.9, and
blue for w = −1.1. Note the small effect in the past highlighting the need for accurate
measures of the expansion rate of the universe versus time. (Section 1.5.1).
1.2.1 THE DISTRIBUTION OF DIFFERENT TYPES OF MATTER IN THE
UNIVERSE
We can simplify Equation 1.11 to:
¨
a(t)
4
= − πG (1 + 3w0 ) ρ0Λ
a(t)
3

(1.12)

which is useful for finding mass density of the matter in the universe, Ω, that we define as
the ratio of the observed density, ρ, to the critical density, ρc , of a Friedmann universe. The
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critical density in this model would be:
3
ρc =
8πG

 2
ȧ
a

(1.13)

The current convention is to represent the total density of all the components in the universe
as Ω0 = 1, which represents the total energy density in the universe at our current time,
including both non-relativistic (Section 1.2.1.1) and relativistic matter (Section 1.2.1.2):
Ω0 = Ωm,0 + Ωrel,0 + ΩΛ,0

(1.14)

where Ωm,0 is the mass density of non-relativistic matter (Section 1.2.1.1), Ωrel,0 is the mass
density of relativistic matter (Section 1.2.1.2), and ΩΛ,0 is the energy density of dark energy
(Section 1.2.1.3).
1.2.1.1 MASS DENSITY OF NON-RELATIVISTIC MATTER
The acceleration equation is useful for describing the expansion of various types matter
in space. For non-relativistic matter w0 = 0, and therefore ρ0 ∝ a(t)−3 . This makes sense
when we consider, say, a volume of space that is bound by an imaginary cube of length l. If
the sides of the cube follow the expansion of the FLRW universe:
ρm (t) =

M
V

(1.15)

where M is the mass of the contents of the cube and V is the co-moving volume. Therefore,
the length of each edge would be proportional to a, and the volume would be proportional
to a(t)3 :
ρm (t) ∝

1
.
a(t)3

(1.16)

Studies of the expansion of the universe, firstly discovered by WMAP, measured the total
mass density of baryonic particles and dark matter in the universe as:
Ωm,0 = 0.27 ± 0.04.

(1.17)

These measurements have since been improved upon by Planck and other experiments
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[C+ 15]. Here the measurement of ordinary matter was only 0.044 ± 0.004, or about 17%
of the matter of the universe, the remaining 83% being classified as dark matter[CO06].
1.2.1.2 MASS DENSITY OF ULTRA-RELATIVISTIC MATTER
For relativistic matter, such as radiation, w0 = 1/3 and ρ0γ ∝ a(t)−4 . This can been
verified by considering light, where the number density of photons in a volume of universe is
n(t)γ ∝ a(t)−3 . Here, a(t) can also be described in terms of the redshift, z, the lengthening
of light’s wavelength over a distance, as the increase in wavelength moves it closer to the red
end of the spectrum:
a(t) =

1
.
1+z

(1.18)

Since an expanding universe will also redshift a photon’s wavelength as λ(t) ∝ a(t) the
energy of a photon, εγ = hc/λ, can be described in terms of the scale factor:
ργ (t) = n(t)γ × εγ (t).

(1.19)

Therefore, in terms of the scale factor:
ργ (t) ∝

1
.
a(t)4

(1.20)

WMAP measured the total equivalent mass density of the relativistic particles, classified as
electromagnetic energy and neutrinos, as:
Ωrel,0 = 8.2 × 10−5 .

(1.21)

In our current era, matter is strongly dominant over radiation [CO06]. The history of the Big
Bang is that of initially being radiation dominant, then matter dominant, and now passing
into dark energy dominant in our current epoch.
It was mentioned at the end of Section 1.2.1.3 that Ωm,0 ≈ 0.27. When we combine Ωm,0
with Ωrel,0 ≈ 0.0, and take the sum of all of the universe’s constituents at the current time
as Ω0 = 1, it implies that approximately 0.73 of the total mass density of the universe is un-
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accounted for. A possible explanation would be that dark energy is this missing constituent,
as discussed in Section 1.2.1.3.
1.2.1.3 DARK ENERGY’S EFFECT ON COSMOLOGICAL DISTANCES
To approximate the distances to nearby celestial objects, such as those in the Milky Way,
we can use the luminosity distance, dL . It is defined as the relationship between the absolute
magnitude and apparent magnitude of the object:
dL = 10

m−M
5

+1

(1.22)

where m is the apparent magnitude, and is the measure of the brightness of the object as
observed on earth. The absolute magnitude, M , is the measure of intrinsic brightness of the
object. For longer distances we use the redshift, z, of the observed light and the time of light
emission to determine the distance. The cosmological redshift is related to the scale factor
as:
a(t) =

1
1+z

(1.23)

where z is measured using the wavelength shift of known emission lines:
1+z =

λobserved
.
λemitted

The luminosity distance, dL , can therefore be represented in terms of redshift:
r
L
dL (z) ≡
= (1 + z)r(z)
4πF

(1.24)

(1.25)

where L is the luminosity of the object, F is the brightness of the object, and r(z) is the
comoving distance to an object that is at redshift z. For a flat universe and constant w:
1
r(z) =
H0

ˆ
0

z

dz
p
Ωm,0 (1 + z)3 + ΩΛ,0 (1 + z)3(1+w) + Ωrel,0 (1 + z)4

(1.26)

where H 0 is the Hubble parameter, which quantifies the proportional relationship between
recession velocity and distance in the universe at the current time. The history of universe
expansion, as described by distance versus redshift, is known as the Hubble diagram.

8
WMAP measured the effective density of dark energy as:
ΩΛ,0 = 0.73 ± 0.04.

(1.27)

Figure 1.2 shows the relationship between dark matter and dark energy on cosmic distances.
The Hubble diagram is another way to see this effect.

Figure 1.2: Left: the effects of the dark matter and dark energy on cosmic distances. Where
Ωm is the matter density (1.17), and w is the equation of state of dark energy. Right: the
effects of dark matter and dark energy on the volumetric expansion of the universe. The
red lines represent the current measured value of w = −1. Plots created by Joshua A.
Frieman [FTH08].
1.3 TYPE Ia SUPERNOVA AND DARK ENERGY
A runaway thermonuclear explosion that results from an accretion-induced collapse of
a white dwarf star, known as a type Ia supernova (SNIa), is a very powerful cosmological
tool, given the uniformity of their spectacularly bright explosions. To within about 10%, the
absolute magnitude of a type Ia event can be predicted by the 4m15 relation [Phi93]:
Mmax (B) = −21.726 + 2.6984m15 (B)

(1.28)

where Mmax (B) is the maximum luminosity in the B-band. B-band refers to a specific optical
filter that is primarily sensitive to shorter wavelengths of optical light, with peak sensitivity
in the blue part of the spectrum. The magnitude decrement, 4m15 (B), is taken 15 days after
maximum. Here m is the apparent magnitude of a celestial object, which is a measure of its
brightness as seen by an observer on Earth. An m value is inversely related to brightness,
with very bright objects having a low magnitude. The magnitude scale is also logarithmic,
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meaning that a difference of one magnitude corresponds to an increase in brightness by a
√
factor of 5 100 ≈ 2.5. As an example, the sun, which we take as the brightest object visible
in the sky, has a magnitude of m = −27.
Because of this relation, SNIa are effective as standard candles, which are used to measure
intergalactic distances and constrain the Hubble Constant at distances in excess of 1000M pc.
In addition, SNIa observations have been used to measure luminosity distance versus redshift,
providing the first indications that the universe’s expansion is accelerating, and will be
instrumental in finding an accurate value of the equation of state of dark energy (Section 1.1).
The study of supernova, when combined with other phenomenon that the LSST will observe,
such as: weak lensing, strong lensing, and galaxy correlations, are powerful tools in the study
of dark energy and dark matter in the universe.
1.3.1 OBSERVING SNIa WITH A CCD
Thought to occur an average of once a century in a galaxy like the Milky Way, supernova
are relatively frequent events, which has provided fertile ground for their observation. SNIa
have been studied so extensively that further characterization will require cameras that are
efficient and accurate at capturing photometric data.
As an example of the importance of high quality photometry, consider the light curve of
the well observed SNIa 1963p. It was discovered by Paul Wild in the nearby galaxy NGC
1084 in 1963, and had a peak luminosity in the B-band of -19.6. The evidence obtained
to date indicates that SNIa form a single-parameter family where their color, light curve
shape, and peak brightness are correlated. Mark Phillips used this light curve as a template
for other observed SNIa. Figure 1.3 shows Phillips’ observation of many nearby SNIa, and
illustrates the ∆m15 relation. Applying Equation 1.28, Phillips was able to “standardize"
the luminosity of the observed SNIa, noting that if ∆m15 (B) could be measured for an SNIa,
its luminosity could be determined and it could be used as a standard candle. This method
yielded distances accurate to 10%.
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Figure 1.3: Here the observed SNIa light curves were stretched or compressed in time to
determine a stretch factor. Applying the stretch factor converges the observed curves into a
template curve that represents the absolute magnitude of SNIa. Image by Saul Perlmutter
for Physics Today article Supernovae, Dark Energy, and the Accelerating Universe [P+ 03].
Though the area that the image of a supernova would take up on the focal plane is unresolved,
as the incident light is reflected by a series of mirrors before it reaches the focal plane, we
estimate the flux from a supernova just prior to it entering the telescope. Using SNIa 1963p
as an example, the B-band flux at peak, prior to it encountering the telescope’s optics would
be:
Φ=

LSN Ω
A

(1.29)

where LSN is the peak luminosity, Ω is solid angular size of the SNIa image at distance d,
and A is the area of the SNIa image. The radius of SN 1963p would be 7.728 × 10−3 mm,
with an area of 1.88 × 10−4 mm2 . The projected solid angle is therefore:
Ω = πsin2 θ ≈ π

(1/d)2
(1/d)2 + 1

(1.30)

where d = 41.9M pc (1.29×1027 mm) is the distance from Earth to SN 1963p. We can find LSN
using the absolute bolometric magnitude and the zero point luminosity L0 = 2.0128×1026 W :
LSN = L0 10−0.4M

(1.31)

where M is the luminosity. Therefore, the incident flux from SN 1963p is Φ = 4.73315 ×
10−22 W/mm2 , or approximately 1119photons/(mm2 sec) at 470nm. This flux of individual
photons enters the telescope’s optics, and is imperfectly converted into a number of electrons
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once the majority of the light is incident on a CCD.
1.3.2 OBSERVING SNIa AS STANDARD CANDLES FOR STUDYING DARK
ENERGY
A standard candle is a hypothetical body that has a fixed luminosity. SNIa are rather
standardizable candles using the Phillips relation of Equation 1.28. This is an empirical
observation, and while the basics of the underlying physical reasons behind their standardizable nature is clear, many details are not. SNIa are believed to originate from a stellar
remnant called a carbon-oxygen white dwarf. These are the hot cores of large stars that have
ceased nuclear fusion, and their collapse against gravity is only stopped by the degeneracy
pressure generated by electrons. When the mass of this object becomes larger than the
Chandrasekhar Limit, of about 1.39 solar masses, the pull of gravity exceeds the electron
degeneracy pressure, and by a process not well understood, the entire mass of the white
dwarf is very quickly nuclearly burned, producing a few tenths of solar mass worth of radioactive nickel. The subsequent radioactive decay of the nickel powers the light curve of
the SNIa. This explains many observed features of SNIa: their power output versus time;
lack of hydrogen and helium spectral features; and the presence of spectral features of intermediate mass elements. The basic standard brightness of a SNIa is clearly related to the
standard mass at which the collapse occurs, and variations can be explained by the details
of the composition of the white dwarf. On the other hand, a progenitor system to a SNIa
explosion has not yet been observed, and many details of the model are in question. The
importance of SNIa to modern cosmology cannot be understated. Their brightness and standardizability make them a reliable luminosity distance measure that goes out to cosmological
scales. They provided the first unambiguous observation of dark energy driven acceleration,
and their continued study is crucial to understanding the nature of dark energy. Current
accuracy in the extraction of cosmology parameters from observations of SNIa is limited by
the accuracy of the photometry of the light from the SNIa.
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1.4 CHARGE COUPLED DEVICES (CCDs)
Invented in 1969 at AT&T Bell labs, by Willard Boyle and George E. Smith, chargecoupled devices (CCDs) make use of the photoelectric effect to convert light into an electric
signal that can be counted and rendered as an image. The information retrieval is dependent
on the ability of the sensor to contain and manipulate electrons moving from valence bands to
conduction bands in its silicon structure, when the sensor is exposed to light. The liberated
photoelectrons are stored in the depletion region of a metal insulator semiconductor (MIS)
capacitor, which when used for imaging, is known as a pixel. A CCD is an array of these
pixels placed in close proximity. A more detailed explanation of this section can be found in
Scientific Charge-Coupled Devices by James Janesick. More about the specifications of the
LSST CCDs are described in the LSST Science Book [AAA+ 09].
1.4.1 PHOTONS IN SILICON
In the ideal scenario, light incident on a CCD enters the depletion region, an area of
silicon which contains ionized donor impurities and no mobile charge carriers. The light
energy causes the silicon to give up a valence electron from the donor impurities, and move
it into the conduction band, leaving a hole in its place. For an incoming photon to be
absorbed within a pixel, it needs to posses an energy between that of the top of the valance
band, and the bottom of the conduction band for silicon. In semiconductor based CCDs,
the valence band and the conduction band are separated by a band gap; the energy range
where no electron states can exist due to the quantization of energy in quantum mechanics,
as illustrated in Figure 1.4. The quality of the electrical conductivity of a sensor is partially
determined by the ease at which electrons can be excited from the valence band to the
conduction band. When the valence band is completely full and the conduction band is
completely empty, electrons cannot move in the silicon. It is the transfer of electrons from
the valence to the conduction band, known as carrier generation, that allows current to flow.
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Figure 1.4: Diagram of the band structure of a semi-conductor. The Fermi Energy is the
maximum energy an electron can have at 0K shown by the horizontal dashed line. The
colored bands represent quantum mechanically allowed states for electrons. The purple
region is the valence band, heavily populated with electrons. The orange region, the
conduction band, is relatively empty. Electrons at 0K have low thermal energy, high wave
numbers, and see a large band gap, and as the temperature increases, the wave number
gets smaller and the band gap gets smaller.
To find the photon energy range that a CCD is sensitive to, we consider that the operating
temperature for the LSST CCDs is −100C (173.15K), and since the band gap energy, Eg ,
is temperature dependent, it can be calculated using:
αT 2
Eg (T ) = Eg (0) −
T +β

(1.32)

where Eg (0) is the band gap energy at T = 0K, and α = 4.73×10−4 eV /K and β = 636K are
material constants for silicon. It then follows that the population of electrons that succeed in
moving from the valence to the conduction band is also temperature dependent. The Fermi
function is given by the Fermi-Dirac distribution:
Nc (E)dE = ρ(E)f (E)dE

(1.33)

where ρ(E) is the density of an available energy state, and f (E) is the Fermi function: the
probability that an available electron energy state will be occupied at a given temperature,
T . Semiconductors have Fermi Energies that fall in the band gap. For example:
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√
3/2
8 2πme p
ρ(E) =
E − Eg .
h3

(1.34)

The Fermi function, from Fermi-Dirac statistics, is:
f (E) =

1
exp((E − Ef )/kb T ) + 1

(1.35)

where and Ef is the Fermi energy, as shown in Figure 1.4:
Ef =

Eg (T )
.
2

(1.36)

The tail of the function can be approximated by the Boltzmann function, simplifying the
conduction band population function:
√
3/2
8 2πme p
Nc (E)dE =
E − Eg exp((Eg /2) − E)dE
h3

(1.37)

which we integrate from the bottom edge of the band gap:
ˆ

∞

Nc =

Nc (E)dE =
Eg

25/2 (mπkb T )3/2
exp(−Eg /2kb T )
h3

(1.38)

which indicates that as the temperature of the silicon increases so does the population of
electrons in the conduction band. Therefore, the band gap gets smaller as seen in Figure 1.5.

Figure 1.5: Band Gap Energy and Conduction Band Population for Silicon versus Temperature. At the LSST focal plane operating temperature of 173.15K, the band gap energy
will be 1.148eV.
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The band gap energy of the silicon will be 1.148eV at the LSST focal plane operating
temperature of −100C, thus can easily absorb light in our target energy range of 1.1 − 4eV
(1100 − 300nm). For light in this range there is a linear relationship between the absorption
of a photon and the release of an electron from the valance band, where one photon promotes
one electron into the conduction band. Photons with energies below 1.1eV have a longer
wavelength and their probability to interact in a thin layer of silicon becomes small.
1.4.1.1 PHOTON ABSORPTION LENGTH IN SILICON
The composition of a CCD is predominantly silicon, and therefore the sensitivity of the
sensor to different wavelengths of light is dependent on silicon’s inherent properties. Absorption length is defined as the width needed to to absorb 63% (1/e) of incoming photons,
as shown in Figure 1.6.

Figure 1.6: Absorption Length for silicon versus Wavelength. Here our operating temperature of −100C = 173.15K, shown as the dashed line. Image by Rajendra Singh [RSS79].
Photons that have wavelengths less than about 350nm either get absorbed within the
surface layers, or reflect off of the CCD’s surface, though the vast majority of light below this
limit is lost due to interactions with the ozone in our atmosphere. Photons with wavelengths
greater than about 1000nm pass right through the silicon. For very long wavelengths, the
CCD becomes transparent, with the majority of incident photons passing completely through
the sensor. At wavelengths less than 250nm, the interaction probability goes back up, but
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these photons deposit much more energy, creating multiple electron-hole pairs that breaks
the desired linear relation between number of incident photons and created election-hole
pairs.
1.4.2 CCD READOUT
The voltages that are applied to pixels, which are kept static while the sensor is being
exposed to light, are manipulated after exposure to transfer the photoelectrons from pixel to
pixel to readout electronics that measure each charge with serial architecture. The resulting
signal is then converted from analog to digital, and combined to create a digital image.
1.4.2.1 PIXEL GATES AND SERIAL REGISTERS
Photons that are absorbed into a sensor with enough energy to move an electron to the
conduction band, if left to themselves, will recombine with the valence band within about
100µs. However, each pixel in a three-phase CCD has three electrodes, known as gates,
that are conductive to allow an applied voltage that gives the pixel the ability to collect the
conduction band electrons and hold them until the end of the exposure. Each gate can be set
to a different voltage, and are controlled by clocking circuits. At the end of an exposure, the
clocking voltages are changed to move the particle from gate to gate, through neighboring
pixels, to the end of the exposed area of the sensor. Figure 1.7 shows how an electron moves
from pixel to pixel when a sensor is read out, known as “clocking the device.”
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Figure 1.7: Movement of an electron though two pixels on a CCD: at time t0 an electron has
moved into the left pixel. At t1 the pixel migrates to the gate at 10V, the deepest nearby
potential well. At t2 the exposure ends and readout begins by clocking the device. At t3
the electron continues to be moved through the sensor via its attraction to the highest
local positively charged gate.
Each clock cycle moves the rows of pixels down one column, with the edge row being moved
off of the active area onto a row of pixels known as the serial register. From here, each pixel
in the serial register is shifted to the output electronics. Figure 1.8 shows the segment and
serial register arrangement of the LSST CCDs.

Figure 1.8: LSST CCD: each CCD is divided into 16 1MPIX 500x200 pixel segments
(4096x4097 total), that each have their own individual readout.
1.4.2.2 AMPLIFIERS AND ANALOG-TO-DIGITAL CONVERTERS
Each pixel in a serial register is shifted out one at a time to the output electronics, where
the the total charge is converted to a voltage and then converted to a digital number, known
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as an analog-to-digital-unit (ADU). A pixel’s collected charge leaves the serial register to
an output amplifier, making it easier for the output electrons to measure. There are 16
amplifiers, one for each segment, on the LSST CCDs; each built directly into the silicon
circuitry and designed to have low noise.
The charge that emerges from the serial register is passed through the on-chip amplifier
circuit into a low-noise solid state amplifier to increase the signal strength, and then into
an integrating amplifier. The output voltage from the integrating amplifier must be electronically examined in order to determine how much charge was collected during a pixel’s
exposure, and converted from an analogue signal to a digital number. In preparation, the
analog-to-digital converter (A/D converter) takes the difference between the sum of the
charge packet plus the well regulated constant voltage, and the constant voltage itself. The
constant voltage is measured separately from the combination constant voltage and charge
packet, but both are measured for the same time period. The constant voltage and uniform
measurement times are critical to prevent charge decay in the amplifier capacitors. The
difference between the sum of the charge packet and constant voltage measurement, and the
individual constant voltage measurement, gives a very good estimate of the actual charge
level of a sampled pixel. This process is known as correlated double sampling (CDS).
The A/D converter then measures and digitizes the charge packet by assigning a digital
number to the analogue charge signal, discrete to the 1 electron level. The amount of
collected charge that will be assigned a digital number is known as the gain, and is set by
the output electronics. Though there is the temptation to always assign a 1:1 ratio of photons
to ADU, the number of bits available by the A/D converter is a limiting factor. For example,
if we have 16 bit converter, then ADU numbers in the range from zero to 65, 535ADU can
be represented. The LSST CCDs have 18 bit converters, and therefore can only represent
values from zero to 262, 144ADU . Past this value, the pixels can experience A/D saturation,
where the amount of bits needed to represent the charge from a pixel with a given gain is
more than the bits available by the A/D converter. For an LSST CCD with an average
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gain of two, this would occur at 524288 photons per pixel. The other limiting factor is pixel
saturation, where the charge exceeds full well capacity and becomes non-linear, where there
is no longer a simple relationship between the amount of charge collected and the digital
number assigned by the A/D converter. LSST CCD pixels are capable of holding 100,000
electrons worth of charge at full well.
1.5 LSST CCDs
1.5.1 WHAT LSST IS TRYING TO ACHIEVE
The goals of the Large Synoptic Survey Telescope can be divided into four themes: taking
an Inventory of the Solar System, mapping the Milky Way, exploring the Transient Optical
Sky, and probing dark energy and dark matter. These goals have directed the technical
development of the telescope and its science requirements. Each area of sky will be visited
1000 times, for two 15s exposures in a given filter, over a ten year period. This will generate
temporal astrometric and photometric data on over 20 billion objects. A major challenge
over the next decade will be to gain an understanding of dark energy and dark matter by
using the LSST to obtain wide-field surveys of gravitational lensing, large-scale distribution
of galaxies, and light curves of an unprecedented number of supernova [AAA+ 09].
The LSST will image the entire visible sky every few nights, capturing changes that, after
10 years of observation, can be stitched together to create a time-lapse movie of the universe.
As the LSST generates images, it will process and upload that information for applications
outside of pure research. Platforms similar to Google Earth will build 3D virtual maps of
the sky that will be fully available to the public.
1.5.2 THE FOCAL PLANE AND RAFTs
The LSST focal plane will be made up of 21 “RAFTs” that will each contain a 3 × 3
mosaic of sensors, for a total of 189 CCDs. LSST is purchasing CCDs from two vendors:
ITL and e2v, with each RAFT being vendor-homogeneous. The LSST camera will be the
largest digital camera ever constructed, a rendering of which is shown in Figure 1.9.
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Figure 1.9: LSST focal plane: there are nine CCDs per RAFT and 21 RAFTS on the focal
plane. Image by LSST and the Department of Energy.
Each RAFT will be mounted on a tower that holds the front-end electronics for readout,
with each RAFT capable of acting as an autonomous camera individually controlled via the
Observatory Control System. The RAFTs will be grouped on the focal plane, where their
timing and control modules will be synchronized, the design of which is shown in Figure 1.10.

Figure 1.10: LSST RAFT: each RAFT will hold a 3 × 3 mosaic of CCDs. Image by LSST
and the Department of Energy.
The LSST Camera will sit in a cryostat that includes: the final focusing lens of the
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LSST’s optical system, a filter wheel system with five large optical filters, a filter change
system which inserts any one of the filters into the optical path, a shutter, and part of a
cryogenic system that maintains the focal plane at 100K. The whole assembly is known as
the LSST Cryostat, which is about two meters in diameter, three meters long, and weighs
6200lbs. It is the size of a small car. The design is shown in Figure 1.11.

Figure 1.11: The LSST Camera inside the LSST Cryostat. Image by SLAC National Accelerator Laboratory.
1.6 QUANTUM EFFICIENCY
A sensor’s quantum efficiency (QE) is defined by its ability to convert photons into a
useful output. The human eye, for example, only has good QE between about 450 − 650nm.
The QE of a CCD is defined as the fraction of photons incident on the CCD’s surface that
are successful in creating electron-hole pairs, where the electrons are captured and measured
by the CCD’s readout electronics:
QE =

Ne−
Nγ

(1.39)

where Ne− is the number of electrons generated and readout by the CCD, and Nγ is the
number of photons incident on the CCD’s surface. Figure 1.12 shows the QE of multiple
devices ranging from the human eye to LSST CCDs.
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Figure 1.12: QE of multiple devices: human eye [HSP42], Kodak astronomical Tech Pan
Film [Kod87], Hamamatsu model R11410-10 photomultiplier tube [LNS+ 14], Sloan Digital
Sky Survey (SDSS) CCD for photometric applications [GSM+ 06], Pan-STARRS CCD for
photometric applications [Pan03].
1.6.1 QUANTUM EFFICIENCY VERIFICATION FOR TELESCOPE DATA
CALIBRATION
One of the more obvious uses for measuring the QE of sensors is for data calibration
verification. To properly calibrate the data from the LSST so that it accurately represent the
flux from celestial bodies, we need to account for the multiplicative effects of: the scattering
of light by the atmosphere, mirror reflectance, transmission of the lenses and filters, and
quantum efficiency of the camera sensors. The QE of a sensor can be measured while in the
finished camera, or individually in a dedicated QE measurement system, therefore allowing
us to be able to measure the QE with good reproducibility.
For overall photon to data calibration, starting at the top of earth’s atmosphere, the flux
transmitted to the telescope is:
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Φpupil (λ) = Φ0 (λ)Satm (λ)

(1.40)

where Φ0 is the flux from the celestial body before it enters the atmosphere, Φpupil is the
flux incident on the telescope’s pupil, and Satm is the probability that the photons make it
through the atmosphere:
Satm (λ) = exp(−τatm (λ))

(1.41)

where τatm is the optical depth of the atmospheric layer. If clouds are present during the
exposure, they will have an additive effect on τatm . The LSST project will likely measure
Satm using a 1.2m telescope with water vapor monitors. With the atmospheric conditions
considered, the ADU count recorded by the focal plane can be written as:
ˆ∞
Cb = C

Φpupil (λ)Sb,sys (λ)
dλ
λ

(1.42)

0

where Sb,sys is the probability that a photon incident on the telescope pupil will succeed
in being converted into an ADU count, λ−1 is part of the conversion of energy per unit
frequency into the number of photons per unit wavelength, b is the various bands available
to be measured (u,g,r,i,z,y), and C is the dimensional conversion constant:
C=

πD2 t
4gh

(1.43)

where D is the primary mirror diameter, t is the exposure time, g is the gain assigned to
the A/D converter, and h is the Plank constant. The system response probability, Sb,sys , is
a combination of the multiplicative effects of the telescope:
Sb,sys (λ) = Smirrors (λ)Slenses (λ)Sf ilter (λ)SQE (λ)

(1.44)

where Smirrors is the mirror reflectance, Slenses is the transmission of the lenses, Sf ilter is
the transmission of the filters, and SQE is the QE of the sensors in the camera [ZI10]. To
actually measure Sb,sys (λ), where λ is the filter bandpass, we can use methods suggested by
the LSST data measurement applications team [Lup15]:
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Broad-band flat field images: images that we take with the telescope while aimed at an
uniformly illuminated screen. This images are used to calibrate data by removing
artifacts that are caused by variations in the pixel-to-pixel sensitivity of the
detector, and by distortions in the optical path.
Monochromatic flat field images: images that we take with the dome screen monochromatically illuminated (with 1nm bandwidth). We calibrate the screen with NIST
photodiodes. Since the quantum efficiency of the sensors are wavelength dependent, we use the monochromatic flat field images to calibrate wavelength
dependent non-uniformities.
Dithered star flat fields images: we take flat field images of the sky at dusk or dawn. We
will dither the telescope position to prevent any stars from overlaying each other
on successive flat fields, and will then median combine the images to remove any
stars.
Collimated monochromatic projector: we will use a monochromatic projector with an image
mask to create monochromatic point sources on the focal plain that will create a
artificial, and more controlled, version of the dithered start flat field images. We
will use the star flats to cross-check the images taken when using the collimated
projector.
For an ideal system, where I is the illumination on of the focal plane by the flat field
screen without telescope and filter effects, Fb,ideal is the ideal flat field image, and Sb,sys the
instrumental sensitivity:
Fb,ideal = ISb,sys .

(1.45)

However, the non-ideal Fb will include other effects such as: scattered light, ghosting, and
multiplicative effects other than quantum efficiency, such as pixel size variations. Where
“ghosting” or “ghosts” are a features or shapes on a focal plane that result from unwanted
reflections within the optical system.
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We anticipate that the illumination from the dome projector for the broad-band flat field
images will not be perfectly uniform relative to the size of the focal plane. Measurements
of stray light inside of the dome suggest that approximately 2% of the light incident on the
focal plane did not originate from celestial sources [BAB+ 10]. In addition, the mirror optics
of the telescope overfill the camera aperture, and there will be scattered light within the
camera Dewar.
We estimate that there will be an additional 1 − 2% of light that will undergo multiple
reflections in the camera optics, and therefore will be out of focus when it reaches the focal
plane and will appear as an accumulation of ghost light. To fully be able to translate the flat
field images taken in the dome to celestial flat field images, and since we are very interested
in the effects of a celestial object’s spectral energy distribution (SED) on LSST photometry,
star flat measurement analysis needs to include the star’s colors. Since we are not sure if
there will be enough diversity for us to solve for the chromatic nature of ghosting, we will
use the collimated monochromatic projector, and its mask, to project a set of points on
all the CCDs in the focal plane at a fixed wavelength. We will merge those images with
the monochromatic dome flats taken at the same wavelength to achieve a monochromatic
flat field image that we will use to correct for pixel-to-pixel variation in the QE and other
non-uniformities.
1.6.2 OTHER USES FOR QUANTUM EFFICIENCY MEASUREMENTS
The LSST will be taking 800 panoramic images a night, completing a survey of the entire
night sky every three days. One of the goals of the LSST is to measure how celestial objects
change over time, from seconds to years. However, a celestial object will likely be measured
using a different sensor on the focal plan each time that it is observed, making it necessary
to ensure that the efficiency of the sensors on the focal plane have QE that is as uniform as
possible. This way, we will measure the objects with equal quality regardless of where their
light falls on the focal plane.
To ensure QE uniformity on the focal plane, we preform individual QE measurements
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of all the candidate sensors, at QE test stations built at Brookhaven National Laboratory,
which is the initial arrival point for the sensors from the vendors, and where the RAFTS
will be constructed and assembled.
1.6.3 HOW QUANTUM EFFICIENCY IS MEASUREMENTS AND CALCULATED
In Equation 1.39 we show the general form of the QE formula, but the form that is
used to analyze the electron-to-photon ratio in terms of the current output of a photodiode
in the light beam (photon measurement), and the current output of the CCD (electron
measurement), involves calculating the ADU for each pixel:
ADUpixel = ADUexposed − ADUdark

(1.46)

where ADUexposed is the analog-to-digital-unit per pixel measured by the CCD and its output
electronics during an exposure, as discussed in Section 1.4.2.2. Similarly, ADUdark is the ADU
during a dark exposure, and ADUpixel is the actual ADU per pixel when corrected for dark
current. These measurements are recorded in a Flexible Image Transport System file (FITS)
file that contains the ADU per pixel for every exposed pixel in the CCD [PCP+ 10]. Thus,
Equation 1.46 represents matrix subtraction. To find the number of collected and measured
electrons per pixel:
e−
pixel =

ADUpixel
g

(1.47)

where g is the gain assigned to the A/D converter. To calculate the amount of photons
incident on the surface of the CCD, we create an electro-optical testing station that incidents
a uniform beam of light onto the CCD. To monitor the intensity of the incident light, a NIST
calibrated photodiode is put in the position where the CCD will eventually sit, and is exposed
to the beam. The ratio of the current from the photodiode, and a second diode at a different
location in the system, is used to calibrate the QE measurements to accurately represent the
number of photons incident on the CCD, as explained in Section 3.3.6. The dark subtracted
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measurement of the number of photons incident on the surface of the NIST photodiode in
the CCD position is:
γpd =

Ipd,exposed − Ipd,dark
Eγ Apd Rpd (λ)

(1.48)

where γpd is the number of photons incident on the photodiode per square meter per second,
Ipd,exposed is the current of the photodiode when exposed, Ipd,dark is the photodiode current
during a dark exposure, Apd is the active area of the photodiode, Eγ is the energy of the
incident photons, and Rpd (λ) is the photodiode responsivity. The responsivity of the photodiode at a given wavelength is provided by the manufacturer and are in units of amp per
Watt. To find the number of photons per pixel:
γpixel = γpd Apixel

(1.49)

where γpixel is the number of photons per pixel on the CCD per second, and Apixel is the area
of the CCD pixels. By combining Equation 1.47 and Equation 1.49 we calculate the QE for
each pixel in the CCD:
QECCD

e−
pixel
=
γpixel t

(1.50)

where t is the exposure time, and e−
pixel is the number of collected and measured electrons
per pixel as shown in 1.47. Getting an accurate QE measurement is heavily dependent on
the uniformity of the flux incident on the measuring photodiode. To achieve such accuracy,
we construct a electro-optical system to deliver uniform light to the surface of a CCD that
is in vacuum and at its operating temperature, as shown in Figure 1.13.
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Figure 1.13: LSST QE electro-optical system to create uniform diffuse light incident on a
LSST CCD.
As with any system, the ideal QE testing station is impossible, and we take great effort to mitigate or remove the sources of uncertainty in our measurements as discussed in chapter 3. The
many components of the actual LSST QE test stations are discussed in detail in chapter 2.
1.6.4 QUANTUM EFFICIENCY AND SIGNAL TO NOISE RATIO
Because sensitivity is a key performance aspect of the LSST sensors, we look to optimize
the associated signal-to-noise ratio (SNR) by maximizing the capacity of the sensor signals
to stand out from surrounding noise. To achieve the best possible SNR we require:
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1. CCDs with the highest possible QE, as the greater the ability of the sensor to absorb
photons and create electron-hole pairs, the greater the signal strength for a given
wavelength. Stronger signals are easer to distinguish from noise.
2. A reduction of the various sources of signal noise as much as possible.
Since the LSST CCDs are measured upon arrival from their vendors, we ensure that only
CCDs with QE high enough to meet the LSST specifications are allowed to be added to the
focal plane. In addition, we operate the CCDs at cryogenic temperatures to reduce dark
noise, since the amount of electron-hole pairs that are created absent photon interaction
is directly correlated with temperature. We also take great effort to reduce clock induced
charge noise; noise resulting from the clocking of the pixels when transferring the charge out
of the sensor, and minimize this by fine tuning the clocking voltages.
We also reduce readout noise that occurs in the readout electronics before the digitized
signal leaves the sensor by using the lowest readout rates that still meet specifications, and
use uniform clock pulses. The signal noise, SN , for the sensors is:
q
2
2
2
SN ≡ NDN
+ NCIC
+ NRN

(1.51)

where NDN is the dark noise, NCIC is the clock induced charge noise, and NRN is the read
noise. The signal to noise ratio, SN R, is:
QE ΦCCD t
SN R = p 2
2
2
NDN + NCIC
+ NRN

(1.52)

where QE is the quantum efficiency of the sensor, ΦCCD is the flux of the light incident on
the CCD, and t is the exposure time. We have the same exposure time for both the light
and dark exposure.
1.7 OBJECTIVES
We constructed a system to measure the Quantum Efficiency in from wavelengths of 300−
1100nm for LSST CCD sensors. The LSST QE testing stations use a series of instruments
to create a very uniform flux of photons in the wavelength range of interest across the face
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the sensor. The goal is to measure the QE with an accuracy of 1%. This system is part
of a production facility at Brookhaven National Lab for the basic component of the LSST
camera. The CCDs we chose after substantial testing will have QE similar enough to make
the LSST focal plane as uniform in QE as possible.
Table 1.1 shows some of the science requirements for the LSST CCDs that were used
by our vendors during the fabrication of the sensors. Because the QE of the sensors is
wavelength dependent, the requirements for the QE are divided into bands that represent
the wavelength cut-off points of the filters that will be used on the completed camera. We
measure the QE of each sensor every 10nm between the cut-off points for each band, and a
sensor must meet or exceed the requirements for all of the bands to be accepted for inclusion
on the focal plane.
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CCD type
Pixel size
Frame read time (all 16 segments read
out in parallel)
Nonlinearity

Dark current percentile (95th percentile)
Variation in photoresponse (wavelengths
of 350nm, 450nm, 500nm, 620nm,
750nm, 870nm, and 1000nm)
u Band QE (wavelengths between 321nm
and 391nm)
g Band QE (wavelengths between 402nm
and 552nm)
r Band QE (wavelengths between 552nm
and 691nm)
i Band QE (wavelengths between 691nm
and 818nm)
z Band QE (wavelengths between 818nm
and 922nm)
y Band QE (wavelengths between 930nm
and 1070nm)

n-channel, full-frame devices on
high-resistivity silicon.
10um × 10um
Maximum of 2s
Response to flat field illumination linear
to within ±2% over the range of 1000 to
90, 000 electrons.
Maximum of 0.2 electrons per pixel per
second at −95 ± 1◦ C
Less than 5%rms across the CCD

QE Exceed 41%
QE Exceed 78%
QE Exceed 83%
QE Exceed 82%
QE Exceed 75%
QE Exceed 21%

Table 1.1: LSST CCD science requirements for the individual sensors to be considered for
the focal plane [OD13].
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CHAPTER 2: QUANTUM EFFICIENCY TEST STATIONS
2.1 OVERVIEW
Since it is impossible to create the ideal QE measurement system described in Section 1.6.3,
we describe the components of the real system at BNL and its associated uncertainties. A
quantified uncertainty budget can be found in chapter 3.
We measure the QE of the sensors with the following goals in mind:
1. Sensor acceptance: to ensure that the QE of the LSST focal plane is as uniform as
possible (Section 1.6.2), and that every sensor meets LSST specifications.
2. Linearity testing: to ensure that the sensors that we use on the focal plane are linear
with respect to photon to electron generation (Section 1.4.1.1).
3. Quantify performance for single CCDs: we want to have information about individual
sensor performance before they are installed onto the RAFTs and operate as nine sensor
units (Section 1.5.2).
The twin QE measurement stations will measure the QE of every sensor that we are considering for inclusion on the LSST focal plane. Figure 2.1 shows the QE stations in the LSST
clean room at Brookhaven National Laboratory.

33

Figure 2.1: QE measurement stations in the LSST clean room at Brookhaven National
Laboratory.
2.1.1 SIGNIFICANT PRIOR RESEARCH
Prior to the construction of the LSST QE test stations in the BNL LSST clean room, we
built a prototype system to test the basic principles, as well as the equipment and software.
The prototype system was fully functional, including the ability to cool the sensor under
vacuum, and measure the QE over the same wavelengths as those used in the LSST QE test
stations. These test measurements allowed us to improve our process and identify sources
of uncertainty. Some of the changes implemented from the prototype to the final testing
stations are shown in Table 2.1.
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Component

Prototype QE test station

Physical location
Monochromator

Unclassified clean room
Manual slits to adjust the
intensity and wavelength of
output light
Sphere diameter chosen to
maximize effectiveness with
an output beam large
enough to cover the surface
of the CCD
Photodiode in mount offset
from sphere interior

Integrating sphere

Monitoring
photodiode
Dark space

Box shape with
reflectometer and simple
baffles

Lamp type
Shutter

Xenon mercury lamp
Manually operated slide
shutter
Liquid nitrogen
Basic automation

CCD Cooling
Software

Final LSST QE test
stations
Class 10,000 clean room
Newer model unit with
motorized slits
Reduced Integrating sphere
size, as prototype showed
adequate effectiveness
could still be achieved.
Photodiode in mount with
photodiode flush with
sphere interior
space shape with no
reflectometer and baffles
designed to minimize
reflection.
Xenon lamp
Automated iris shutter

Cryo tiger
Custom designed software
that entirely automates the
measurements.
Table 2.1: Changes made after experience with the prototype testing station.
2.2 LIGHT IN THE LSST QE TEST STATION
As shown in Section 1.6.3, the main goal of an effective QE measuring system is to create
a diffuse source of light at a uniform and narrow wavelength. In addition, we need a reliable
sensor to measure the flux incident on the CCD, as our ability to take accurate QE measurements depends on our ability to count the photos across the sensor’s surface during a given
exposure. A miss-count of photons, or non uniformity of light on the sensor, would cause
the QE system to misrepresent the electron-to-photon ratio, and skew the QE measurement
results. Our most pressing concern is to create and measure the most uniform light possible.
Here we define uniformity as:
Uniformity of flux: the incident light has the same flux on all areas of the sensor for the
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entire length of the exposure.
Uniformity of wavelength: the incident light has equal wavelength, within one nanometer,
on all areas of the sensor for the entire length of the exposure.
2.2.0.1 PERFECTLY UNIFORM LIGHT FROM AN IDEAL QE MEASUREMENT SYSTEM
Figure 2.2 shows the path that the light emitting from the source takes as it propagates
through the electro-optical (EO) section of the test station. The EO section extends from
the lamp to the end of the dark space, the components of which will be discussed in this
chapter.

Figure 2.2: The path of light through the LSST QE test station. Here the grating is set to
output 500nm (green) light.
To create perfectly uniform light, an ideal system would have an enclosed xenon lamp
(Section 2.3.1) with an output flux that remains constant and does not drift. This also assumes that the lens inside of the lamp housing has been adjusted to perfectly focus the light
onto the following off-axis parabolic mirror (Section 2.3.3). The light from the lamp then
reflects off of the mirror, which is perfectly aligned to focus the light through an open iris
shutter (Section 2.3.4), glass filter (Section 2.3.5), and onto the motorized slits of a monochromator (Section 2.3.6). The ideal iris shutter is used to regulate exposure times, and opens
instantly so as not to create any non-uniformities that would occur from the shutter monetarily being in a partially open or closed state. The glass bandpass filters would completely
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block stray light and second-order effects from the monochromator. The monochromator
would use the wavelength dispersion of a diffraction grating to perfectly filter light, allowing
only the exact wavelength desired to enter the attached integrating sphere (Section 2.3.7).
The light in the ideal integrating sphere would always reflect enough times to ensure that
the exiting beam has lost all spatial information and emerges as a perfect plane wave. Since
the uniformity of the light is partially dependent on the distance from the output port of
the sphere to the CCD, the light would emerge from the integrating sphere into an ideal
dark, or drift space (Section 2.4). The black flocking and baffles (Section 2.4.1) inside of
the dark space would remove all reflection, so the reflected light does not get more than
once chance to be absorbed by the CCD. The dark space is long enough for the light to be
become perfectly uniform and cover the entire area of the CCD with enough intensity to be
distinguishable from dark current. A cryostat (Section 2.5), with a perfectly non-reflective
glass window (Section 2.5.1), sits at the end of the dark space and keeps the CCD at optimal
operating temperature and in vacuum.
2.3 LIGHT SOURCE SECTION

Figure 2.3: The light source section of the QE test stations is made up of: a xenon arc lamp
in a housing, an off-axis parabolic mirror in an enclosure, an iris shutter, a motorized filter
wheel with filters, a monochromator, and an integrating sphere.
The purpose of the light source section, shown in Figure 2.3, is to create light that is
consistent in wavelength, and scattered as uniformly as possible, upon entering the dark
space section. As shown in Figure 2.4, the components that make up light source section are:
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Lamp and lamp housing: a 300W xenon arc lamp inside of a housing, which contains an
ignition board and cooling equipment. This is the source of light for the system.
A lamp power supply is kept on the optical table with the lamps (Section 2.3.1).
Off axis parabolic mirror: due to the space constraints, we use off-axis parabolic mirrors to
redirect the source light so that we can fit all of the needed components on our
optical tables.
Iris shutter: an iris shutter controlled by a Uniblitz shutter driver. The shutter is used to
control exposure time and protect the filters, which slowly degrade when their
coatings are exposed to light (Section 2.3.4).
Filters and filter wheel: to reduce stray light, and avoid second order effects from the monochromator, a filter wheel containing two glass bandpass filters sits between the shutter
and monochromator (Section 2.3.5.1).
Monochromator: the monochromator uses the wavelength dispersion of a diffraction grating to filter light. The resulting beam has a spectral wavelength of about one
nanometer (Section 2.3.6).
Integrating sphere: The light entering the sphere is monochromatic, but is of small diameter
and not large enough to uniformly cover the surface of the CCD. The integrating
sphere converts the beam to a uniform source of a larger diameter (Section 2.3.7).
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Figure 2.4: QE measurement system light source section: From left to right: lamp housing, box holding off-axis parabolic mirror, iris shutter (behind mirror box), filter wheel,
monochromator, integrating sphere.
2.3.1 LAMP

Figure 2.5: 300W Xenon Arc lamp. Image by Newport Corporation.
Xenon arc lamps emit light from gas discharges by passing an electric current through
high pressure xenon gas inside of a sealed, glass, container. Since this light closely resembles
natural sunlight, xenon arc lamps are a good source for mimicking the light from stars.
Our lamp, shown in Figure 2.5, uses thoriated tungsten electrodes inside of a fused quartz
enclosure. The quartz enclosure is filled with purified xenon under pressure at 5 − 20 bar at
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room temperature, although the pressure can as much as triple during operation. Inside of
the enclosure, the current passes from a cathode, through the xenon gas, and into the anode,
as shown in Figure 2.6. The light from the lamp is generated by a pinhead sized cloud of
plasma that sits at the end of the cathode.

Figure 2.6: Xenon arc lamp: The image on the left shows the anode and cathode inside of
the glass enclosure. An electric current passes from the cathode, through the xenon gas,
and into the anode, creating a gas discharge that emits light. The image on the right is a
top down view that shows how the light propagates from the lamp. Image by Carl Zeiss
[CZ15].
The manufacturer’s estimate for their Xenon arc lamps, operating between 150 − 300W , will
produce an average irradiance as listed in Table 2.2.
Wavelength
Range (nm)

Estimated Average
Irradiance
(mW m−2 nm−1 )
380 - 430
3.6
430 - 480
4.1
480 - 530
3.6
530 - 580
3.7
580 - 630
3.6
630 - 680
3.4
680 - 730
3.6
730 - 780
3.8
Table 2.2: Average irradiance per wavelength for Newport xenon arc lamps operating between 150 − 300W , given in 50 nm spectral intervals [Tra15].
2.3.1.1 LAMP TEMPERATURE
Since the tungsten electrodes have a blackbody-like emission spectra, we use the blackbody law to show the relationship between the output spectra and temperature. Specifically,
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the Stefan-Boltzmann law, which relates total output to temperature:
φlamp (T ) = εσT 4

(2.1)

where φlamp is the radiant existence, defined as the radiant flux emitted by a surface per
unit area, σ is the Stefan-Boltzmann constant, and ε is the emissivity of the surface; the
effectiveness of the lamp in emitting energy as thermal radiation. Newport reports that
our lamps emits a maximum of 6W , for the 1mm2 area around the cathode. With σ =
5.67 × 10−8 W m−2 K −4 and ε = 0.05 for unoxidized tungsten, the temperature of the xenon
plasma is a maximum of 3200K.
2.3.1.2 BROADBAND RADIATION
We use a xenon arc lamp that provides a broadband spectrum from approximately 260 −
1200nm. Because ultraviolet radiation below 242nm produces toxic ozone, the ozone-free
lamp only operates at wavelengths above 260nm. This is not a concern for us, as the LSST
technical specifications indicate that the sensors are expected to be sensitive to wavelengths
between 321 − 1070nm [OD13].
Xenon, like any chemical element or compound, has a spectrum of frequencies of electromagnetic radiation that are emitted when xenon atoms transition from high energy to lower
energy states. The energy of the photons emitted from the lamp are equal to the energy
difference between those two states. Emission spectra are unique to a given element or compound and therefore give unique, wavelength dependent, flux magnitudes. This means that
we see flux surges at known wavelengths where there are a large amount of state transitions.
This is helpful for wavelength calibration of the monochromator (Section 2.3.6). However,
because of lamp to lamp variation, and natural lamp aging, there can be as much as ±10%
variation in where the emission lines occur.
Flux surges can be detrimental to QE measurement accuracy if the overabundance of
photons generate enough electron-hole pairs inside of the sensor that they fill the pixels past
their maximum capacity, known as saturation. To prevent saturation, our exposure times are
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inversely proportional to the flux for a given wavelength, greatly limiting a sensor’s exposure
to light during flux surges.
2.3.2 LAMP HOUSING

Figure 2.7: Arc lamp housing: Left: Newport model# 67005. Because there are manufacturing differences between lamps, the lamp, rear reflector, and condenser lens can be
adjusted using knobs on the exterior of the lamp housing. Image by Newport Corporation.
[Tra15]. Right: lamp and lamp housing used in the QE measurement system.
Lamp Type
Xenon DC Arc
Lamp Wattage
300W
Output Beam Size
1.3in ( 33mm)
Flange Size
1.5in
Output Beam
Collimated (focused at infinity)
Lens Multiplication Factor
0.11
Transmittance Range of Lens Material
200 − 2500nm
Condenser Type
F/1 Fused Silica Asphere
Table 2.3: Arc lamp housing: Newport model# 67005.
The arc lamp housing, shown in Figure 2.7, is an aluminum enclosure that holds: the DC
arc lamp, igniter, condensing optics, rear reflector, and a lamp cooling fan. More details
about its features are listed in Table 2.3.
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2.3.2.1 RECYCLING LIGHT
We increase the overall flux from the lamp by using a hemispherical mirror to recycle
light. By positioning the mirror behind the lamp, we can image the plasma arc emissions
back into the radiant zone. By superimposing the arc and its image, known as small-gap
recycling, we can generate up to 60% more radiance near the cathode tip [MNFG07].
2.3.2.2 LENS AND F-NUMBERS

Figure 2.8: Lens collecting light from the arc lamp: a lens of aperture length D, collects
light from a source at focal length f , and collimates the beam. The lens sits inside of
an 1.5in output flange, which determines the diameter of the output beam. Image by
Newport Corporation [Tra15].
For our lamp and lens arrangement, as shown in Figure 2.8, the amount of radiation that
the lens is able to capture depends on the aperture of the lens, D, and the focal length,
f . Focal length is a measure of how strongly the system converges or diverges light. An Fnumber combines these variables, and is used for comparing optic properties. The F-number
is defined as:
F/# =

1
f
≈
2n sin θ
D

(2.2)

where θ is the half angle of the cone of radiation, and n is the refractive index of the area
surrounding the source. If the focal length is small compared to the aperture size, then the
F-number is small. The smaller the F-number, the greater the radiant flux that the lens
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collects:
φ∝

1
(F/#)2

(2.3)

where φ is the flux. The usefulness of the collected light depends on lens aberrations, which
are defined as a decrease in performance of the lens that is caused by its geometry. It occurs
when light from a given point on the source fails to diverge onto parallel paths after being
transmitted through the lens, therefore reducing the collimation of the light, as shown in
Figure 2.9. The amount of aberrations are inversely proportional to the F-number, which is
the sacrifice we make by using a low F-number system to get a high flux.
It is extremely hard to refocus a poor quality output beam, making it vital that we choose
an appropriate F-number. Though higher F-numbers yield higher quality collimated beams,
the F/1 lens arrangement gives more flux, which we need to compensate for the flux loss in
the monochromator.

Figure 2.9: The effects of spherical aberration on the condensing lens inside of the lamp
housing. The aberrations bend the light at angles that deviate from the collimated ideal.
Image by Newport Corporation [Tra15].
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2.3.3 OFF-AXIS PARABOLIC MIRROR

Figure 2.10: Off-axis parabolic mirror: Left: effective focal length of 6.00in, with a 1.50in
diameter mirror base. Image by Newport Corporation [Tra15]. Right: top down view of
the Off-axis parabolic mirror and mirror mount. The mirror and mount sit inside of an
enclosed box so as not to expose the technicians to UV light from the xenon arc lamp.
The aluminum tube connects to the lamp housing.
Mirror Shape
Parabolic
Wavelength Range
190 − 2000nm
Coating
Protected Aluminum
Material
Aluminum
Reflectivity
−80◦ F to 160◦ F
Effective Focal Length
6.0in
Focus Base Distance
0.800in
Height
1.597in
Table 2.4: Off-Axis replicated parabolic mirror: Newport model# 50331AL.
Due to constraints in the size of our optical table, we are unable to align the light source
section without reflecting the light at an angle. We use off-axis parabolic mirrors (OAPs),
which are circular segments taken from one side of a full paraboloid. A parabolic mirror
takes light from a collimated beam and creates a point source, or vice versa. Because we
need to reflect the collimated beam from the lamp housing at a 90 degree angle, and focus it
on the front slit of the monochromator, we use the OAP shown in Figure 2.10. It is described
in greater detail in Table 2.4. A complete parabolic mirror would focus the collimated beam
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back onto its focal point, however, since we use only a portion of a parabolic surface, the
beam will focuses off-axis at a more accessible location. The mirror is coated to protect the
aluminum, but remains achromatic for UV and visible wavelengths, as shown in Figure 2.11.

Figure 2.11: Reflectance versus Wavelength for the TS3 off-axis parabolic mirrors. Image
by Newport Corporation [Tra15].
2.3.3.1 MIRROR ALIGNMENT
When used improperly, OAPs are difficult to align. However, when aligned properly, an
OAP can produce images with angular resolution as good as the limits of our collecting lens
in our lamp housing. The quality of the lamp alignment determines our ability to produce a
high resolution point on the slits. If the collimated beam is incident upon the OAP from an
off-axis focal angle, it will not produce a diffraction limited image. Our alignment procedure
for the OAP is as follows [New13]:
1. Verify the spacial location of the incoming beam: we align the collimated beam so that
it fully covers the OAP, and is parallel to the monochromator.
2. Position the OAP so its flat side is perpendicular to the incoming beam.
3. Check the image that appears on the grating, inside of the monochromator, to ensure
that the beam appears collimated and focused. Though the light from the OAP is
focused on the entrance slit of the monochromator, it is re-collimated once it is inside.
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This process is discussed in Section 2.3.6.
2.3.4 IRIS SHUTTER

Figure 2.12: Newport electronic iris shutter: Left: 25mm aperture with 40Hz exposure
frequency. Image by Oriel Corporation. [Ins11]. Right: iris shutter that we use in the QE
measurement systems.
Aperture Diameter
25mm
Burst Mode Frequency
40Hz
Continuous Mode
10Hz
Frequency
Delay Time on open
3.90ms
(command to start open)
Rise Time on open
3.90ms
(start open to opened)
Fall Time on close
6.50ms
(start close to closed)
Minimum pulse width
13.00ms
(start open to closed)
Blades
BeCu with AlMgF2 finish on input side
Opening Bounce
15% max
Closing Bounce
5% max
Operating Temperature
0◦ C to 80◦ C
Table 2.5: Iris shutter: the burst frequency rating is specified for four seconds maximum
with one minute minimum between bursts. The continuous frequency operation is specified
at the shutter minimum exposure pulse.
We use a shutter, shown in Figure 2.12, to close the light path when we are not exposing
the CCD. An iris shutter is a type of diaphragm; a thin structure with an aperture at its
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center. The human eye for example, is a biological diaphragm in an optical system. The
human iris constricts and expands to let in varying amounts of light, similar to the iris
shutter.
We use the shutter to block light from entering the monochromator in between exposures,
allowing us to keep the light source turned on and warmed up for the duration of our QE
measurements, so that it provides stable performance. The shutter’s blades are coated
with reflective aluminum magnesium fluoride on the input side to reduce heating from the
constant 12 hour exposure to the source that it experiences during QE measurement runs.
The average exposure lasts anywhere from 5 − 10s, and the shutter can provide accurate
and repeatable exposures as short as 2.6ms [Ins11]. The specifications of the shutter are
discussed in greater detail in Table 2.5.
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2.3.5 FILTER WHEEL AND FILTERS

Figure 2.13: Top left: Newport filter wheel attached that attaches to the monochromator.
Image by Oriel Corporation. [Ins11]. Top right: filter wheel used in the QE measurement
systems. Bottom: inside view of the filter wheel.
We use a motorized filter wheel that can hold five 25.4mm filters, and is controlled through
our monochromator. The unit has flange mounts that connects to our iris shutter on the
input side, and the monochromator on the output side, to maintain a light-tight connection,
as shown in Figure 2.13. The filter wheel is preset in our software to rotate between filters
depending on the wavelength requirements of the measurement.
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2.3.5.1 FILTERS AND HIGHER ORDERS OF DIFFRACTION
305nm Long pass Filter 590nm Long pass Filter
Diameter
25.4mm
25.4mm
Cut-on wavelength
305nm
590nm
Effective index of Refraction
2.725
1.855
Cut-on wavelength tolerance
±5nm
±5nm
Average transmission
≥ 90%
≥ 90%
Table 2.6: Colored-glass long pass filters: though our filter wheel can hold five filters, we
have found that we only need two.
Our long pass filters are made of colored glass, with an interference coating, that attenuate
shorter wavelengths while transmitting longer ones, as shown in Table 2.6. We measure the
QE for wavelengths above approximately 320nm, so we use the filters to remove light below
this wavelength and prevent the high energy light from contributing to second order effects
created by the grating in the monochromator. This effect is discussed in more detail in
Section 2.3.6.4, but can be briefly described as the result of higher order diffraction.
We use a monochromator to separate light from our source into individual wavelengths,
as QE is wavelength dependent and we want to measure its quality across a wide spectrum.
When our monochromator it set to output wavelength λ, there is the potential for us to also
have radiation of λ/2, λ/3, etc. along with our desired wavelength. Here, the denominators
are referred to as the orders of diffraction, with the first order as the brightest, λ/1, and so
on. We use the first order for our measurements, but are particularly concerned with the
second order, as it has the potential to contaminate our monochromatic light.
As an example, if we set our monochromator to output light at 600nm, we will also get
second order light at 300nm (600/2). In this case, as with many others, this second order of
radiation is within the range that our CCD is sensitive to. To remove the contamination of
these second order effects, we filter out the undesired wavelengths of light before they enter
the monochromator. At 600nm, we use a 590.87nm glass filter that blocks all wavelengths
before this cut-on point, thus filtering out the 300nm light from the second order effects.
Long pass filters have a very sharp slope, defined as the cut-on wavelength at 50% of
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peak transmission [MZ99]. Figure Figure 2.14 shows the transmission curves, measured by
the vendor, for the two filters that we use in our QE measurement systems. The filters have
proprietary compounds added to their bulk that absorb wavelengths below the cut-on point.

Figure 2.14: Left: transmission curve for 308.90nm glass long pass filter, measured by
vendor Newport on Feb 19, 2015. Right: transmission curve for 590.87nm glass long pass
filter, measured by vendor Newport on Feb 27, 2015.
2.3.6 MONOCHROMATOR

Figure 2.15: Newport Cornerstone 260 Monochromator: Left: we use the axial output port
and leave the lateral output port closed. Image by Oriel Corporation. [Ins15]. Right: the
monochromator that we use in the QE measurement systems.
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Type
Czerny–Turner
Slits
Motorized
Focal Length
260mm
F/#
F/3.9
Wavelength Accuracy
0.35nm
Stray Light
0.03%
Table 2.7: Newport Cornerstone 260 Monochromator. Here “wavelength accuracy” refers
to the ability of the instrument to indicate the true wavelength of its output light.
While the light leaving the filter wheel is wavelength constrained by the long pass filters,
as was discussed in Section 2.3.5.1, to constrain the wavelength of the light incident on
the CCDs to within 1nm we use the Czerny-Turner monochromator shown in Figure 2.15.
A monochromator is an optical device that uses a diffraction grating to separate different
wavelengths of light. This allows us to select a narrow band of wavelengths from our wide
spectrum input source. By measuring the QE at 5 − 10nm intervals over the range of
wavelengths that the CCD is sensitive to, we create a robust analysis of how the QE changes
with wavelength. The specifications of the monochromator are listed in Table 2.7.
2.3.6.1 CZERNY-TURNER OPTICAL CONFIGURATION

Figure 2.16: Interior of the Czerny–Turner monochromator: Left: A) entrance slit. B)
collimating mirror. C) grating. D) refocusing mirror. E) axial exit slit. Image by Oriel
Corporation. [Ins15]. Right: the inside of the monochromator that we use in the QE
measurement system.
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A Czerny-Turner monochromator transmits a selectable narrow wavelength of light from
a wide band source using a series of optical devices:
1. The source light enters the entrance slit from the filter wheel (Section 2.3.6.9). The
amount of light transmitted through the slit is determined by: the intensity of the
source, the cross-sectional area of the slit, and the angle of the source light. Our source
light enters perpendicular to the slit for maximum intensity, as shown at location A in
Figure 2.16.
2. The light coming from the slit is reflected off of an angled flat mirror towards the
collimating mirror at location B.
3. The collimated beam is diffracted by the grating at location C.
4. The grating is rotated such that the light that is reflected off of the focusing mirror at
location D is at the angle needed to focused the desired wavelength of the diffracted
light on the exit slit at location E. See Section 2.3.6.2 for a more detained discussion
of the grating.
5. The light leaving the exit slit enters the attached integrating sphere (Section 2.3.7).
The light hitting the plane of the exit slit is a series of images of the entrance slit that
have been spatially spread out and ordered by wavelength. However, since the diffracted
light is continuous, the images that are projected onto the exit plane partially overlap. To
reduce this contamination from other wavelengths, the grating positions the image of the
desired wavelength so that it is centered on the exit slit (Section 2.3.6.4).
2.3.6.2 DIFFRACTION GRATINGS
Groove density
1200lines/mm
Wavelength range
200 − 1400nm
Blaze
360nm
Efficiency over whole range
exceeds 20%
Efficiency at blaze
80%
Table 2.8: LSST QE test station diffraction gratings inside of the monochromators.
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Diffraction gratings are used to spatially separate light of different wavelengths. They
consist of a substrate that has been etched to have many parallel grooves that are coated
with a reflective material. The quality of the groove shapes, and the spacing between grooves,
determines the ability of the grating to properly separate the source light. Most diffraction
gratings are replicated from masters that are holographically generated and ion etched, or
etched using semiconductor lithography [Ins15]. The specifications of our gratings are listed
in Table 2.8.
The basic grating equation, that describes the diffraction of incident light, can be derived
by considering a section of a grating surface, as shown in Figure 2.17.

Figure 2.17: Illustration of the monochromator’s optical grating, magnified to show the
individual groves on the grating’s surface. Here, I is the path of the incident ray and I 0
is the path of the reflected ray. Where A is the angle of the incident ray relative to the
normal of the grating, A0 is the angle of the reflected ray, and g as the distance between
the grooves in the grating.
The path difference between the incoming light, labeled I in Figure 2.17 at angle A, and
the reflected light, labeled I 0 at angle A0 , can described as g(sin A + sin A0 ). Since the light
incident in the monochromator can be seen as a very dense set of rays, the summing of
the rays will result in constructive interference whenever the path difference is equal to an
integer multiple of the wavelength:
mλ = g(sin A + sin A0 )

(2.4)

where m is the integer order of diffraction, and λ is the wavelength. If I 0 happens to be
on the opposite side of the normal point to I, then I 0 is of opposite sign. The source light
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incident on the grating is diffracted so that each wavelength satisfies the grating equation.
A more useful version of the grating equation is:
Gmλ = sin A + sin A0

(2.5)

where G = 1/g is the groove density, which commonly listed for gratings in “grooves per
millimeter.” In the event that the incident light is not perpendicular to the grooves, Equation
2.5 can be modified to:
Gmλ = cos ε(sin A + sin A0 )

(2.6)

where ε is the angle between the incident light and the plane perpendicular to the grooves
at the center of the grating. In this case, the diffracted spectra lie on a cone instead of a
plane, which is known as conical diffraction [CP14].
The entrance slit and collimating mirror in our monochromator set the direction of the
light incident on the grating, then the focusing mirror and exit slit set the direction of the
output light so that only the wavelengths that satisfy the grating equation can pass through
the slit. Light that does not satisfy the grating equation is scattered and absorbed by the
baffling inside of the monochromator.
2.3.6.3 GRATING ORDER

Figure 2.18: Grating order: shown for monochromatic light for simplicity.
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A possible range of grating orders is shown in Figure 2.18. The incident light hitting the
grating are diffracted in directions corresponding to m, the order of diffraction. Convention
states that angles that are counter clockwise from the grating normal are positive, and angles
that are clockwise to the grating normal are negative. There are two special, yet frequent,
cases that are not necessarily obvious from the illustration in Figure 2.18:
1. If the angle of the incident light, relative to the grating normal, is of equal magnitude
to the angle of the reflected ray, then the light is considered to be reflected at order
m = 0, and is not diffracted.
2. The light is diffracted back towards the direction from which it came, i.e. A = A0 in
Figure 2.17. This is known as the Littrow configuration, for which the grating equation
can be written as: mλ = 2g sin A
Excluding the special cases, the typical the distinction of the spectral orders are:
1. A0 > −A for positive orders: m > 0
2. A0 < −A for negative orders: m < 0
2.3.6.4 DIFFRACTED SPECTRA OVERLAPPING
As discussed in Section 2.3.6.1, an unfortunate aspect of multiple order diffraction is that
sequential spectra can overlap in such a way that higher order effects can contaminate the
measured wavelength. We see this in the grating equation by considering the free spectral
range, λf , for a diffraction grating, which we define as the non-overlapping wavelengths in a
given order. As an example, if λ1 is the shortest wavelength in the spectrum, and λ2 is the
longest, we can determine λf = λ2 − λ1 for a given order by coinciding λ2 in order m with
λ1 order m + 1:
mλ2 = (m + 1)λ1 .

(2.7)

It follows that:
λf =

λ1
.
m

(2.8)
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This implies that for a given grating and instrument configuration, diffracted light at some
wavelength λ in order m = 1 will coincide with light of wavelength λ/2 that is diffracted
in order m = 2. When a detector is sensitive to both wavelengths simultaneously we risk
measuring the QE for an impure wavelength that is contaminated with light of an unintended
color. This can be mitigate by order sorting, which involves placing filters outside of the exit
slit of the monochromator to filter out the contamination. We do not use this method with
our QE measurement systems as we have yet to see a noticeable amount of contaminated
light exiting the monochromator. We have our filter wheel located before our monochromator
instead.
2.3.6.5 CONSTANT-DEVIATION MONOCHROMATOR MOUNTS
Constant-deviation monochromator mounts adjust the wavelength of light that is imaged
on the exit slit by rotating the grating about the axis coincident with its central ruling, while
the direction of the incident light remains unchanged. This is possible because the longer
wavelengths of light bend more than shorter wavelengths. This phenomenon is described
by the Huygens–Fresnel principle of wave propagation, which states that each point on the
wavefront of the incident light can be considered to act as a point source, and the wavefront
at any point following the reflection can be found by summing the contributions from each
of the individual point sources, as shown in Figure 2.19 [Huy67].
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Figure 2.19: Wave refraction in the manner of the Huygens–Fresnel principle. Every point
incident on the surface becomes a source of a spherical wave. The sum of the reflected
waves determine the angle of the wave at any subsequent time. Original image by Arne
Nordmann [Nor09].
In cases where one wavelet’s peak intersects with another wavelet’s valley, they cancel each
other out. Subsequently, when two wavelet’s peaks intersect, they constructively interfere
and the resulting wave’s height is doubled. The amplitude of the optical field at any point
is therefore the superposition of all the wavelets. The interference of the wavelets, which
depends on wavelength, causes the wavelength dependency in the diffraction pattern.
We can modify the grating equation to account for the rotation of the grating by defining a
deviation angle, 2K, between the incidence and diffraction directions:
2K = A − A0 = constant

(2.9)

and the scan angle φ, which is measured from the grating normal to the bisection of the rays:
2φ = A + A0 .

(2.10)

Since φ, A, and A0 change with wavelength and the rotation of the grating, the grating
equation can be expressed in terms of the half deviation angle, K:
mλ = 2g cos K sin φ.

(2.11)

Here, the wavelength of light that is diffracted by the grating is proportional to the sine of
the scan angle through which the grating rotates [CP14].
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2.3.6.6 DISPERSION
Since the primary purpose of a diffraction grating is to spatially separate light by wavelength, we defined the dispersion of the grating as the width of the band of colors per unit
of slit width. More generally, dispersion is a measure of the angular or separation between
different wavelengths of diffracted light.
To find the angular dispersion, the angular distance for order m between wavelengths λ
and λ + ∆λ, we differentiate the grating equation (Equation 2.4). Assuming that the angle
of the incident light is constant, as the grating would not be moving during an exposure.
The diffraction angle is then:
Dangular =

dA0
m
=
dλ
g cos A0

(2.12)

where Dangular is the angular dispersion, which we can represent in terms of the “grooves per
millimeter”:
Dangular = Gm sec A0 .

(2.13)

Here the angular dispersion increases with the density of groves on the grating; the connotation being that the angular separation between wavelengths increases with increasing orders
of m. The linear dispersion of a grating is the product of the angular dispersion Dangular and
the effective focal length of the system r(A0 ):
Dlinear = rDangular = rGm sec A0 .

(2.14)

The more common use of the linear dispersion is in the reciprocal linear dispersion:
P =

1
rDangular

=

g cos A0
mr

(2.15)

where P is the plate factor, and is usually measured in nm/mm. The plate factor is the
measure of change in wavelength (nm) corresponding to change in spatial location along the
spectrum (mm) [CP14].
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2.3.6.7 RESOLVING POWER
The resolving power of a grating, R, is defined as its ability to separate adjacent spectral
lines of average wavelength:
R=

λ
∆λ

(2.16)

where ∆λ is the limit of resolution; the difference in wavelength between distinguishable
wavelengths of equal intensity. A more easy to measure version is the theoretical resolving
power equation:
R = mN

(2.17)

where N is the number of groves on the grating that are illuminated. By replacing m using
the grating equation (Equation 2.4), we obtain the more useful version:
R=

N g(sin A + sin A0 )
.
λ

(2.18)

The N g components can be combined as W , the ruled width of the grating. Since | sin A +
sin A0 | < 2, maximum attainable resolving power is:
Rmax =

2W
λ

(2.19)

which is true regardless of the order or the number of illuminated groves. The accuracy
of the theoretical resolving power depends on A, A0 , and the optical quality of the grating
surface.
In addition to resolving power, the ability to resolve two wavelengths also depends on:
the dimensions and locations of the entrance and exit slits, aberrations in the images, and
magnification of the images [CP14]. The resolution of a grating is defined as the minimum wavelength difference between two resolvable wavelengths. This can be determined by
convoluting the image of the entrance slit with the exit slit (or detector element).
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2.3.6.8 BLAZED GRATINGS AND GRATING EFFICIENCY
The fraction of the incoming light for a given wavelength, that is diffracted into a given
order, is termed the efficiency of the grating in that order. Gratings are usually not equally
efficient at all wavelengths, though most quality gratings diffract efficiently into the first
order. A grating’s efficiency can usually be adjusted by changing the shape, depth, or angle
of its grooves, with the most efficient arrangement being referred to as the “blaze wavelength.”
The gratings used in the LSST QE measurement stations are blazed at 360nm.
The most accurate method of determining a grating’s efficiency is to solve the vector
formulation of Maxwell’s equations as applied to corrugated surfaces. An in depth discussion
using this method can be found in Electromagnetic Theory of Gratings by Rodger Petit
[BCD+ 13]. In practice, it is common to use a series of accepted approximations, the most
popular is the blaze condition:
mλ = 2g sin θblaze

(2.20)

where θblaze is the angle between the face of the an individual grove and the plane of the
grating. When the blaze condition is true, the law reflection is also true for the incident and
diffracted rays:
A − θblaze = A0 − θblaze .

(2.21)

This is a good approximation of the blaze angle of a grating. An alternate condition that
revels the point of maximum efficiency is:
2K = A − A0 = 0.

(2.22)

Equations 2.9, 2.20, and 2.22 collectedly define the Littrow blaze condition [CP14][BCD+ 13],
and can be used to find the blaze wavelength λblaze :
λblaze =

2g
sin θblaze .
m

(2.23)
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2.3.6.9 SLITS

Figure 2.20: Motorized slit assembly: used with Cornerstone 260 monochromator in the
LSST QE testing stations. We use two slit assemblies per monochromator, one as an
entrance slit and one as an exit slit. Image by Newport Corporation.
The motorized slits in the LSST QE measurement stations monochromators are capable
of changing the instrument’s resolution by adjusting the slit width in the range of 6µm to
2mm, with 6µm steps. The entrance slit, at location A in Figure 2.16, controls the flux
of light that enters the monochromator, with a wider slit allowing in more light. The exit
slit, at location E in Figure 2.16, controls the flux of light that leave the monochromator, as
well as the wavelength resolution. Because the diffracted light imaged onto the exit slit is
continuous, we avoid including contamination from adjoining wavelengths by restricting the
size of the exit slit to not include places where a given wavelength overlaps with its neighbor.
This generally involves an element of sacrifice, as a very narrow exit slit will tightly constrain
the wavelength range that exits the monochromator, but will also decrease the flux.
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2.3.7 INTEGRATING SPHERE

Figure 2.21: Labsphere 6in diameter integrating sphere: three port model. Integrating
spheres use diffuse reflecting surfaces to integrate radiant flux.
Reflectance
0.98
Internal diameter
152.4mm (6in)
Area of the input port
490.87mm2
Area of the exit port
3117.25mm2
Internal surface area
66051.99mm2
Area of monitoring port
490.87mm2
Radius of exit port
31.5mm
Table 2.9: Specifications for the LSST QE measurement station Labsphere 6in diameter
integrating sphere.
An integrating sphere is a diffuser which preserves the power of light while destroying
its spatial information. The light coming from the exit slit of the monochromator is of
small diameter, not nearly large enough to uniformly cover the surface of our CCDs. Our
integrating spheres remedy this by internally reflecting the light until it has lost all spatial
information, and leave the exit port as a diffuse source of a larger diameter.
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With an ideal diffuse reflecting surface, the light leaving the sphere will illuminate equally
in all directions in a half-spherical geometry adjacent to the incident surface. This Lambertian reflectance means that the apparent brightness of the integrating sphere’s internal
surface is the same, regardless of the angle that it is viewed from. Since the surface illuminates isotropically, and the incident light is reflected multiple times inside of the sphere, the
light loses its spatial information and emerges from exit port as a uniform source. This is
valuable to us, as non-uniformities in the light incident on the CCDs could be mistaken for
non-uniformity in the QE of the sensor. An illustration of the integrating spheres that we
use in the LSST QE measurement stations is shown in Figure 2.21, with the specifications
listed in Table 2.9.
2.3.7.1 WHITE FLOCKING
The proprietary white flocking inside of the integrating spheres scatter incident light of
all wavelengths. The scatter pattern is nearly Lambertian, and is created by suspending
very small particles that have a high index of reflection in a low index bulk to scatter light
as often as possible. When light enters the surface of the flocking, the vast majority does
random walk movement in the material, where it follows a path of random steps, and escapes
back into the hollow of the sphere. This phenomenon is frequently referred to as a gambler’s
run (all of your money diffuses out of your pocket) [Hob11].
2.3.7.2 RADIANCE
Radiance, L, of a diffuse surface is defined as the radiation emitted per unit solid angle
in a given direction, and is an important variable in determining the total flux incident
on a sensor’s active area. It is usually measured in W/m2 /sr (Watt per square meter per
steradian):
L=

Φinput ρ
πa

(2.24)

where Φinput is the input flux, ρ is the inherent reflectance of the surface, a is the illuminated
area, and π is for the projected solid angle from the surface. For an integrating sphere, the
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radiance of the entire interior spherical surface is determined by both the reflective area and
the number of times that the incident light is reflected before exiting. Equation 2.24 applies
to surfaces where the incident light would only reflect once. To account for the multiple
reflections that occur inside of the sphere, L is modified by the unit-less reflection multiplier
M:
L=

Φinput M
.
πa

(2.25)

To find M , we need to find the total flux incident on the entire internal surface of the sphere,
Φsphere , which involves the light reflecting multiple times around the interior. This is a
function of: the input flux, the inherent reflectance of the surface, and the internal area of
the sphere. However, since integrating spheres usually have multiple ports for input, output,
and monitoring devices, the internal surface area of the sphere is not entirely covered with
the flocking material. The fractional area of the sphere that is not covered by ports is:
f=

asphere − ainput − aexit − aadditional
asphere

(2.26)

where asphere is the interior area of the sphere, ainput is the area of the input port, aexit is the
area of the exit port, aadditional and is the sum of all the other miscellaneous ports. Therefore,
the total flux that is incident on the interior of the sphere surface after the first reflection is:
(1)

Φsphere = Φinput ρf

(2.27)

where ρ is the reflectance of the flocking material. For the second reflection:
(2)

Φsphere = Φinput ρ2 f 2 .

(2.28)

For n reflections:
(n)

Φsphere = Φinput ρn f n

(2.29)

which we power series expand:
(n)

Φsphere = Φinput f

ρ
.
1 − ρf

(2.30)

65
The second part of 2.30 is the desired variable M , which is dependent on both the port
fraction and the inherent reflectance of the surface:
M=

ρ
.
1 − ρf

(2.31)

In the case of our integrating sphere (Table 2.9), the fraction of light that emerges from the
sphere is about 4.9% of the source light that is incident on its entrance port.
2.3.7.3 TOTAL FLUX INCIDENT ON A SENSOR

Figure 2.22: Integrating sphere at a distance X from a sensor: L is the radiance of the
interior of the sphere, a is the surface area of the sensor, X is the horizontal distance from
the center of the exit port of the sphere to the center of the sensor, and Θ is the angle
from the center of the sensor to the top of the exit port. We align the center of the sensor
with the center of the sphere’s exit port.

For an integrating sphere with radiance L, as shown in Figure 2.22, the total flux incident
on the associated sensor’s active area is:
Φsensor = Lasensor Ω

(2.32)

where Ω is the projected solid angle of the light from the exit port. A good approximation
of Ω for a sensor facing the exit port of an integrating sphere at a distance X is:
Ω = π sin2 Θ.

(2.33)
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Equation 2.32 then becomes:
Φsensor = Lasensor π sin

2




arctan

R
X


= Lasensor π

(R/X)2
(R/X)2 + 1

(2.34)

where R is the radius of the exit port of the sphere.
2.3.7.4 UNIFORMITY

Figure 2.23: Integrating sphere at a distance X from a sensor: L is the radiance of the
interior of the sphere, X is the horizontal distance from the center of the exit port of the
sphere to the center of the sensor, Θ is the angle from the center of the sensor to the top
of the exit port, ϕ is the angle from the center of the exit port to the edge of the sensor,
E0 is the location of the center of the sensor, and Ee is the location of the off-axis edge of
the sensor. We align the center of the sensor with the center of the sphere’s exit port.
The uniformity of the irradiance on the surface of a sensor is dependent on the axial
irradiance at the center of the sensor, E0 , and the off-axis edge Ee . In Figure 2.23, the axial
irradiance is given by:
E0 = LΩ = Lπ sin2 Θ.

(2.35)

The cos4 law of illumination estimates the off-axis irradiance at the edge of the sensor for
angles of Θ and ϕ that are less than 10 degrees:
Ee = E0 cos4 ϕ.

(2.36)

The uniformity of light over the surface of the sensor is defined as the ratio of the edge to
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axial irradiance Ee /Eo :
Ee
U=
= cos4 ϕ =
E0



X2
r2 + X 2

2
(2.37)

where r is the radius of the sensor.
2.3.7.5 UNIFORMITY VS FLUX
As shown in Section 2.3.7.4, the uniformity of diffuse light is proportional to distance,
and Section 2.3.7.3 shows that flux is inversely proportional to distance. The consequence
being that a sacrifice must be made to achieve as much uniformity of light as possible while
maintaining a flux level high enough to be distinguishable from noise. We decide to put the
sensor 590mm away from the center of the integrating sphere to achieve 0.995 uniformity at
0.04W flux over the area of the sensor, as shown in Figure 2.24.

Figure 2.24: Flux and uniformity versus distance for the LSST QE measurement stations.
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2.4 DARK SPACE SECTION

Figure 2.25: Dark Space Section: a 590mm long space that connects the integrating sphere
with the cryostat. The inside is coated with black flocking, and baffles have been strategically placed, to reduce reflection.
As discussed in Section 2.3.7.4, for the diffuse light from the integrating sphere to become
suitably uniform, we make use of the distance dependence of the uniformity and place the
sensor at a distance of 590mm from the exit port of the integrating sphere. To remove stray
light over the distance, we connect the integrating sphere with the cryostat using a hollow
space that is coated on the inside with black flocking, as shown in Figure 2.25. The plastic
end caps tightly connect the space to the sphere and cryostat, with the cryostat end featuring
an additional mask that has a square aperture. The aperture, shown in Figure 2.26, is large
enough to prevent vignetting, and is edged with razor blades that are sharp enough to reflect
light away from the sensor by grazing incident reflections.
The dark space, with internal baffles, absorbs or reflects light that is not perpendicular
to the sensor’s surface, ensuring that the light incident on the sensor is a diffuse plane
wave of uniform flux. We estimate that the light exiting the dark space has a uniformity
of U = 0.995 ± 0.005, as shown in Figure 2.24, and we plan to measure the uniformity of
the light from our EO systems when we construct our RAFT QE measurements station
to measure the QE of our RAFTs (Section 1.5.2). We have found that the light from the
monochromator meets the technical specifications for the LSST CCDs, which states that
the QE may be measured with a pass-band no greater than 15nm and centered at given
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wavelength [OD13]. The resolution of the monochromator is discussed in more detail in
Section 3.3.1.

Figure 2.26: Dark space attached to an integrating sphere: Top: The mask facing the
sensor in the cryostat has a knife edge aperture. Image by by Justine Haupt. Bottom:
the dark tube that we use in the QE measurement system.
2.4.1 BAFFLES

Figure 2.27: Baffles inside of the dark space; top image, from left to right: end cap that
connects to the integrating sphere, three baffles with circular apertures, a convex baffle
with a knife-edge circular aperture, end cap that connects the dark space to the cryostat.
Bottom image: the placement of the baffles inside of the dark space. Image by Justine
Haupt.
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To reduce non-uniformities in the flux from the integrating sphere, we strategically place
baffles inside of the dark space to reduce the amount of light that would enter the cryostat
after being reflected off of the interior dark space surface. This ensures that the light incident
on the sensor is a diffuse plane wave that is uniform over the surface of the sensor. The
parameters that describe the ability of the space to promote the desired uniform plane wave
are: space diameter, baffle quantity, longitudinal baffle positions as shown in Figure 2.27,
and the baffle aperture diameters.

Figure 2.28: The LSST QE measurement station dark space baffle placement analysis was
done by Justine Haupt. In the following figures: blue ray traces are rays which require
multiple reflections to reach the detector directly, red ray traces are rays which only
require a single reflection to reach the detector directly, and orange ray traces are rays
which require a single diffuse reflection to reach the detector. Image by Justine Haupt
[JH15].
As shown in Figure 2.28, the size of the dark space and the placement and number of baffles
affects the amount of reflected rays that incident on the sensor as:
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• A tunnel without baffles is prone to direct and diffuse reflection. Also, as the diameter
of the tunnel decreases, the specular reflections approach grazing incidence at cos ≈ 1,
the limit of which is known as a light pipe.
• In a tunnel of large enough diameter to not be considered to be a light pipe, there
exists a unique baffle position and aperture size that eliminates all specular reflections
(incident ray reflected at just one angle) that would reach the detector after only one
bounce [JH15]. As the tunnel diameter decreases, an increasing number of baffles are
required to eliminate specular reflections.
• In a tunnel of large enough diameter to not be considered to be a light pipe, there
exists a unique baffle position and aperture size that eliminates all diffuse reflections
(incident ray reflected at many angles) that would reach the detector after only one
bounce [JH15].
We model the dark space to find the geometry of least reflection, using our known parameters:
source radius rs = 31.5mm, detector radius rd = 20mm, and space length zT = 590mm:
1
rT = [rs + rd + (rs2 + 14rs rd + rd2 )1/2 ]
2

(2.38)

rB =

rT2 − rd rs
2rT + rd + rs

(2.39)

zB =

zT (rB − rs )
rd − rs

(2.40)

where rT is the minimum tunnel radius, rB is the baffle aperture radius, zB is the distance of
baffle from source. Justine Haupt, who developed Equations 2.38, 2.39, and 2.40, performed
a stray light analysis and found a conical primary baffle with flat secondary baffles was ideal.
Figure 2.29 is a simulation of how the rays of light that are not on a direct path to the sensor
are reflected inside of the LSST QE test station dark spaces.
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Figure 2.29: Dark space baffle placement analysis done by Justine Haupt using Zemax
optical modeling software. This image shows diffuse rays that are not on a direct path to
the sensor through the baffle apertures.
2.5 CRYOSTAT SECTION

Figure 2.30: Cryostat Section: the CCD sits in the cryostat in vacuum and cooled to
−100C. The black line represents the position of the CCD.
The LSST CCDs are designed to operate at a temperature of −100C to reduce the
presence of dark current (Section 1.1), so we perform our QE measurements at the same
temperature to ensure that we are accurately representing the performance of the sensor
under similar conditions as it will face in the LSST. To achieve this, we build a cryostat that
we evacuate to insulate the cold mass, and cool the interior of the vessel using a cryo pump.
The Cryotiger cryo pump design was based off of a standard home refrigerator compressor
and gas lines, an operates in a similar manner.
The cryostat is designed to connect to: a vacuum system, readout electronics for the
CCD, and cryo pumps to cool the chamber. The CCD sits inside of the cryostat at the
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location indicated by the black bar in Figure 2.30. The specifications for our cryostat are
listed in Table 2.10.
Inner diameter
210mm
Window aperture
180mm
Target CCD back bias provided
−70V
Minimum pressure
5 × 10−5 T orr
Table 2.10: LSST Cryostat Specifications.
Before we begin our QE measurements we: install the CCD in the cryostat, evacuate the
vessel, and cool it to the operating temperature. The procedure is as follows:
1. We install the sensor onto the stage in the cryostat, while still on the mount that is
provided by the vendor for shipping, known as the jig. In Figure 2.31, the jig is the
brown container holding the blue CCD in its center.
2. Once a sensor is installed, we secure the cryostat window.
3. We condition the cryostat by purging with dry nitrogen gas, to remove moisture. Then
we start the vacuum pump, and allow the pressure to drop below 5 × 10−3 T orr, at
which point we start the turbo-molecular pump.
4. When the chamber pressure reaches 5 × 10−5 T orr, we begin to cool down the CCD.
5. We begin testing once the temperature of the CCD becomes stable at −100◦ C. We
maintain this temperature using a heater that is attached to the support stage that
holds the jig.
6. After the testing concludes, we either let the cryostat warm up naturally, or use our
temperature controller to apply successively increasing set-points to raise the temperature in a controlled fashion using a 25W resistor attached to the support stage.
7. When the cryostat temperature has reached a point where there is no danger of condensation, we bring the cryostat pressure up to atmosphere with dry nitrogen gas and
remove the CCD.
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Figure 2.31: Cryostat interior: the cryostat has an aluminum stage to mechanically hold
the CCD while still in its shipping jig. Image by Justine Haupt.
2.5.1 CRYOSTAT WINDOW
Diameter
180mm
Material
Fused Silica
Modulus of Rupture
7000
Needed Pressure
5 × 10−5 T orr (9.668405 × 10−7 P SI)
Pressure Differential (Vacuum Level)
14.7P SI
Safety Factor
4
Minimum thickness needed
8.651243mm
Actual thickness
16mm
Table 2.11: LSST QE test station cryostat window specifications.
The glass window that covers the cryostat, as described in Table 2.11, needs to be thick
enough to ensure that the window can withstand the vacuum pressure needed to cool the
CCD. We use the modulus of rupture for fused silica, MR , to find the minimum safe thickness:
r
P + Dwindow
δ = 1.049
(2.41)
MR
where δ is the minimum safe thickness for the window, P is the pressure difference between
the outside atmosphere and the inside of the cryostat, and Dwindow is the diameter of the
window. We find that we need our window to be at least 8.6mm thick, which we easily
surpass with our 16mm thick window.
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2.6 OPTIMIZATION OF FLUX REGULATION
Our QE measurement systems have an optional method to control the amount of flux that
we incident on the CCDs. We use this method when we need to manually select a exposure
time to be used for all measurements taken at any wavelength. Since having regulated
exposure times is only necessary when we have a backlog of sensors that need testing, we
rarely use this “slit width flux regulation” method. When we don’t need uniform exposure
times for our measurements we instead expose the CCD briefly for each wavelength that we
plan to measure the QE for, and derive the acceptable exposure length based off of the results
of those exposures. This means that the exposure times are not constant from wavelength
to wavelength, and are selected shortly before measurements are taken.
2.6.1 USING MOTORIZED SLITS TO CONTROL FLUX
It is essential for our QE measurements that the flux from the EO section be precisely
controlled and measured. Though there are many methods of producing a predictable flux,
most are time consuming. Many times we need to accurately predict the amount of time
that a full QE measurement will take, since we try to avoid delays in our assembly-line style
testing of large numbers of sensors. As the LSST clean room simultaneously receives sensor
from two vendors, ITL and e2v, sensor testing can rapidly become overwhelming when done
inefficiently.
2.6.1.1 FLUX CONTROL METHOD USED WHEN WE DO NOT HAVE TIME
RESTRICTIONS
The obvious way to measure the flux incident on a sensor is to use the sensor itself, acting
as a photodiode. Prior to a given measurement, the system measures the overall current
from that CCD from a short exposure, and derives the flux incident on the sensor. This is
time consuming, as each QE measurement for a given wavelength requires a pre-exposure
flux measurement, greatly increasing the time needed to measure the sensor. We sacrifice the
ability to have a uniform exposure time for every measurement at every wavelength, which
makes it more difficult to schedule QE measurements.
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2.6.1.2 FLUX CONTROL METHOD USED WHEN WE HAVE TIME RESTRICTIONS
A less obvious way to control the flux is to make use of an already existing technology. Since our monochromators come with motorized slits at their input and exit ports
(Section 2.3.6.9), and the input slit is responsible for controlling the flux incident on the
grating, we use the adjustable input slits to control the amount of flux incident on the sensor. To achieve this, we need to understand the correlation between the slit width size and
the intensity of the flux on the sensor for any wavelength. Our procedure is as follows:
1. We designed a container to mimic the cryostat in size, material, and geometry, though
there will be no need to cool or vacuum pump the container, as it will only be used
to hold a photodiode. The photodiode is mounted on a stage, so that we can move it
to the location that the CCD would sit when inside of the cryostat. This container is
shown in Figure 2.32.
2. We put the photodiode container in place of the cryostat and use it to measure flux as
we adjust the size of the input silt in the monochromator, as shown in Figure 2.33.
3. The motorized slit assembly can be adjusted from 6µm to 2mm width in 6µm steps.
We measure the flux in 100µm steps for wavelengths between 460 − 1200nm. The
exposure time for these measurements is uniform and predetermined; usually about
10s. We chose the exposure time that best fits the performance of the sensors and EO
section.
4. We use a program, specifically made for this purpose, to analyze the resulting data,
as discussed in Section 2.6.1.3. The software plots the flux data as a function of wavelength, and allows the user to select their desired flux level. The software then finds
the slit width for each wavelength that will give the desired flux for a user selected
exposure time.
5. We use the generated slit width information to control the width of the slit during QE
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measurements, granting us both uniform exposure times and flux levels.

Figure 2.32: Photodiode container: Left: the photodiode container is made from the same
material and has the same overall dimensions as the cryostat. Right: The photodiode
container sitting on its stand with the window removed.
To ensure an accurate flux measurements that well represents the conditions that the CCD
will experience, the photodiode container shown in Figure 2.32 is made from the same material as the cryostat with the same geometry and dimensions. To account for any reflections
that may be caused by the cryostat’s glass window, the photodiode container was made to
use the same window that is used on the cryostat. Also, to prevent from altering spectra
width, we always ensure that our entrance and exit slits are set to the same width.
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Figure 2.33: Photodiode container in use: the photodiode container against the dark tube
while taking flux measurements. The photodiode container is siting in the position normally used by the cryostat. The cryostat sits to the right of the photodiode container
during theses measurements.
2.6.1.3 SLIT WIDTH SELECTION SOFTWARE
To find the slit width needed to obtain the desired flux for a given wavelength, we use
our slit width software. Figure 2.34 shows the software GUI where the user can load the files
generated using the photodiode container that contain the current output of the photodiode
for a given slit width. We generate a current versus slit width file for each wavelength that
we anticipate measuring.
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Figure 2.34: Slit width analysis software: the program accepts the the current data taken
using the photodiode container and generates a list of the slit width that are needed for
each of the wavelengths.
The slit width software calculates the flux incident on the photodiode using:
Φ=

Iphotodiode λ
R(λ)Aphotodiode Eγ

(2.42)

where Φ is the flux incident on the photodiode in photons/m2 , R is the responsivity for the
given wavelength in A/W , Eγ is the energy of a photon, Iphotodiode is the current measured
by the photodiode during the exposure, and Aphotodiode is the active area of the photodiode.

Figure 2.35: Slit width plot from software: the output of the slit width software of the slit
width versus photons per square meter. Each line represents a different wavelength from
460 − 1200nm. We use these plot to select a flux that is attainable for all wavelengths at
the desired exposure time.
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We use the flux plots generated by the software shown in Figure 2.35 to select a flux that
is attainable for all wavelengths, and the software generates a table of slit widths needed
to achieve the desired flux. The automation software for the QE measurements systems are
then set to adjust the slits to the proper width for each wavelength that we measure.
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CHAPTER 3: UNCERTAINTY BUDGET
Extensive analysis and controls have been put in place to improve CCD RAFT manufacturing performance. The LSST electro-optical (EO) stations are the main measurement
systems for QE testing of the LSST sensors, and therefore our ability to accurately measure
the QE is dependent on the ability of the EO stations to have sufficient discrimination to
detect variation in the sensors. It is imperative that we know how well our QE measurement
stations are able to measure the sensors, as the variations in our analysis may be principally
due to variations in the test station itself. With this in mind, we put great effort into identifying the sources of uncertainty in our measurement process, quantify the uncertainties, and
codifying their effects as reported values in an uncertainty budget. This involves studying
both calibration and measurement system capability. How we apply a gauge to the system,
and the processes with which we use it, is just as important in determining gauge capability.
The test station uncertainty budget reflects both the capability of the gauges as well as of the
measurement process. To create our uncertainty budget, we use the methods described in the
NIST/SEMATECH e-Handbook of Statistical Methods[Nat12], with this chapter describing
the NIST methods as adapted to our needs.
The measurement of discrepancies in the QE measurement stations takes into account
both random error and bias in the measurement process. The distinction being that random
errors cannot be corrected, and biases can theoretically be corrected or eliminated from
the measurement results. The uncertainty budget covers the properties of the measurement
system including: repeatability, reproducibility, and bias studies, as well as the minimal
requirements for discrimination and resolution of gauges. We define these properties as:
• Repeatability of QE measurements: the time-dependent effects on the measurement
process.
• Reproducibility of QE measurements: our ability to reproduce similar measurements
on the same sensor using our various QE systems.
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• Bias: the difference between the average of measurements made on the same sensor
and their true value, as shown in Figure 3.1. We identify bias in our systems by:
– Calibrating our instruments and gauges to our laboratory’s standards. For optical
instruments we usually reference NIST standards.
– Using check standards that prescribe the amount of time between re-calibrations.
Various elements in our testing station can be subject to uncertainties that can not
be corrected with calibration. Most notably, the performance of a CCD is directly
correlated with temperature (see Section 3.3.7). To correct for this, we cool the CCD
to its operating temperature during measurements, and further temperature control
the room so as to remove bias due to temperature fluctuations of the instruments and
gauges.

Figure 3.1: Measurement bias: Left: an unbiased measurement. Here the red points are
accurate relative to the center of the target. Right: a biased measurement. Though the
red points have good precision, they are inaccurate relative to the center of the target,
and therefore represent a biased set of measurements.
We also look for attribute data such as qualitative elements of the process that cannot be
measured or quantified, and attempt to remove them from the station, such as defects in
the gauges that were gathered via visual inspections by station operators. The uncertainty
budget therefore focuses on variable data that are quantitative elements of the system that
can be represented numerically, though we also discuss the attribute data that we do not
include in the budget, and what we have done to remove or correct their effects.
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3.0.1 ASSUMPTIONS IN THE UNCERTAINTY BUDGET DESIGN
We create the uncertainty budget based on assumptions that are necessary for assigning
values to the uncertainties in the QE measurement system. These assumptions are needed
for us to be able to reasonably compare with reference standards:
1. All random errors that we associate with the QE measurement are independent.
2. All sensors respond to the QE measuring system in the same manner.
3. The QE measurement station operators use consistent handling procedures from sensor
to sensor.
4. The QE measurement instruments, gauges, and the sensors under investigation, are
stable throughout the measurements.
5. We cancel bias by taking the difference between measurements on the tested item and
a reference standard, whether that be through a data subtraction at the conclusion of
the measurement, calibrating the instruments and gauges, or some other use of data
analysis.
6. We have taken the proper precautions to limit instances of bias due to linear drift in
the clean room, say from changes in temperature or humidity.
We also assume that the uncertainty of many of the components in our system, that
were measured by their vendor, can be trusted. We did, however, preform verification
measurements for some of the hardware in instances where their performance would have a
meaningful impact on the total uncertainty of the system.
3.1 REPEATABILITY
The purpose of repeatability measurements are to estimate the time-dependent effects in
the QE measurement process. While we attempt to keep the laboratory conditions constant,
factors such as temperature, light level, and humidity can have minor fluctuations that cause
random errors in the measurement systems. To account for this, we evaluate the repeatability
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of the measurements using the same gauges, and examining the same sensor, to find out
how much of the total variation due, to a particular, aspect is significant. Repeatability
measurements also help establish whether out-of-place measurements are chance occurrences,
glitches, or whether they indicate a permanent change or trend in our process.
The three-levels time intervals that we study are:
• Measurements taken over a short time to capture the precision of the gauges.
• Measurements taken over days.
• Measurements taken over runs that are separated by months.
The reported value for the standard deviation of the repeatability measurements is the
average over N short-term measurements in P runs over M days. We perform P = 3 runs
for M = 2 days each, with N = 2 measurements per day, as illustrated in Figure 3.2.

Figure 3.2: Three-level nested repeatability design for P = 3 runs for M = 2 days each,
with N = 2 measurements per day.
The degrees of freedom for the reported values are the average of N short-term measurements,
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where the components of uncertainty are estimated from a three-level time interval design.
Therefore, the standard deviation can be represented as:
r
1 2
1 2
1
srepeatability =
sruns +
sdays +
s2
P
PM
P M N measurement

(3.1)

where sruns is the sum of standard deviations for all the performed runs, sdays is the sum of
the standard deviations over the total days that measurements were taken, and smeasurement
is the sum of the standard deviations of individual measurements. The terms preceding the
standard deviations as known as the sensitivity coefficients, which show the relationship of
an individual uncertainty component to the standard deviation:
r
1
a1 =
P MN
r
1
a2 =
PM
r
1
a3 =
.
P

(3.2)
(3.3)
(3.4)

We calculate these sensitivity coefficients as shown in Table 3.1. To estimate the short
term time-dependent effects in the QE measurement process we measure two individual
measurements per day, where each full measurement can take up to 12 hours. Since we take
our repeatability measurements over weekends, when the stations are not normally in use, a
single measurement run takes about two days, and we complete four full QE measurements
in that time.
Number

Number

Number

(short-term)

(days)

(runs)

Sensitivity

Sensitivity

Sensitivity

Coefficient

Coefficient

Coefficient

short-term, a1

days, a2

runs, a3
p
Design
N
M
P
1/(P
1/(P
p MN)
p M)
p1/P
Result
2
2
3
1/12
1/6
1/3
Table 3.1: The sensitivity coefficients for repeatability measurements is the average over N
short-term measurements in P runs over M days.

p

p
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3.2 REPRODUCIBILITY
We performed the reproducibility evaluation of variation by measuring the test systems
against other similar systems. To widen the scope of our study, we compared photometric
data for each of the two test stations against each other, and against absolute measurements
taken by the vendor with their QE measurements systems. Here the vendor provides the
reference base, or the ultimate source of authority, for the QE measurements. Figure 3.3
shows the results of QE measurements taken for a sensor, manufactured by vendor e2v, on
both of the LSST QE measurement stations at Brookhaven National Laboratory, as well
as at the vendor’s laboratory in the United Kingdom. For the purpose of our uncertainty
budget in Section 3.4, we use the largest standard deviation from the range of wavelengths
measured, as shown in Table 3.2.

Figure 3.3: Reproducibility study on e2v CCD #112-01: this sensor was the only one to be
tested on all the available testing stations. After this measurement, the two test stations
at Brookhaven National Laboratory were converted so that one is able to test sensors from
vendor ITL, and the other tests sensors from vendor e2v.
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Wavelength

QE from vendor

QE from LSST

QE from LSST

Standard

(nm)

measurement (%)

station 1

station 2

Deviation (%)

measurement (%)

measurement (%)

400

50.6

45.8

45.6

2.3

500

85.9

82

83.4

1.6

600

97.1

95.8

94.4

1

800

94.3

94.2

94.7

0.2

900

78.7

77.1

77.9

0.6

1000

25.8

23.7

24

0.9

Table 3.2: QE for the LSST and vendor measurement stations compared for the uncertainty
from reproducibility. We use standard deviation of the measurements taken at 400nm to
represent the maximum uncertainty from the given measurements.
3.3 INSTRUMENT UNCERTAINTY
The LSST CCDs have very small variations from unit to unit, and we need a system
that is capable of accurately detecting these variances. The gauges and instruments in our
QE measurement system have inherent instabilities that we address with calibration, data
analysis, bias subtraction, and various other methods. As discussed in chapter 3, we make
the bias, or mean value, of the measurement system equal to zero so that we get the true
value of what we are measuring, momentarily ignoring variations in individual measures.
This involves making adjustments that bring the mean value of a measurements taken with
a gauge, or the mean value of output from an instrument, in line with our reference standards.
The gauges that we will discuss in this section are:
• Monitoring photodiode in integrating sphere
• Calibration photodiode in faux-cryostat
The non-gauge EO devices, with inherent uncertainty, that we will discuss are:
• Monochromator
• Lamp and Housing
• Off-axis parabolic mirror
• Iris shutter
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• Filter wheel and filters
• Integrating sphere
• Dark space with baffles
• Glass cryostat window
• System Electronics
We categorize the sources of uncertainty related to the configuration of the system and
instruments as follows:
• Resolution
• Linearity
• Drift
• Inherent Instrument Uncertainty
• Geometry and Configuration Uncertainty
We also look for the presence of artifacts, defined as something naturally present in the
measurement that occurs as a result of the preparative or investigative procedure. An artifact
could be characterized by a single value that is inhomogeneous over the measurement, or
many items from a few measurements that are inhomogeneous from run to run. We handle
these issues through calibration or correction in data analysis. The artifacts correction
methods we use are:
• Photodiode Ratio Calibration
• Dark Current Subtraction
• Gain Measurements
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3.3.1 RESOLUTION
3.3.1.1 MONOCHROMATOR OUTPUT SLIT RESOLUTION
As discussed in Section 2.3.6.9, the diffracted light imaged onto the exit slit of the monochromator is a continuous series of images of the entrance slit. Therefore, to avoid including
contamination from adjoining wavelengths, we restrict the size of the exit slit to not include
places where a given wavelength overlaps with its neighbor. Though a smaller exit slit size
reduces the amount of stray light, as less of the overlapping wavelengths are able to make
it through the slit, this also reduces the flux. Though the monochromator is capable of
delivering light withing 1nm band-pass, this restricts our flux enough that we are willing to
open the slits wider, given that the technical specifications for the LSST CCDs states that
the QE may be measured with a pass-band no greater than 15nm and centered at given
wavelength [OD13].
We measure how much resolution that we are sacrificing in favor of flux, while staying
withing LSST specifications, by using a Hamamatsu spectrometer to measure the intensity
of the light from the exit slit of the monochromator as a function of wavelength. The
emission spectrum of a chemical element or compound is the spectrum of frequencies of
electromagnetic radiation emitted due to an atom or molecule making a transition from a
high energy state to a lower energy state. The energy of the emitted photon is equal to the
energy difference between the two states. There are many possible electron transitions for
each atom, and each transition has a specific energy difference. This collection of different
transitions, leading to different radiated wavelengths, make up an emission spectrum. Each
element’s emission spectrum is unique, and is well known for the xenon gas in our lamp. We
observed the prominent emission lines at 827nm, 885nm, and 919nm, and show the results
for 827nm in this section.
The monochromator entrance and exit slit widths are set to 208µm to give us suitable
flux. At that width, we measure the resolution of the exit slit at the 827nm xenon emission
line, as shown in Figure 3.4. If we look at the 827nm peak, as shown in Figure 3.5, we see
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that approximately 77.47% of the light from the exit slit appears to be from 820−826nm and
828 − 836nm. This is likely due to the presence of stray light from nearby wavelengths, but
also a result of the limitations of the gauge used in the measurement. Our micro-spectrometer
was tested at the factory, and found to have a wavelength resolution of 11.9nm. Despite
these phenomenon, the stray light present in the measurements is still withing the 15nm
wavelength range given in the LSST CCD specifications. The presence of stray light in the
monochromator is also discussed in Section 3.3.4.3.

Figure 3.4: The 827nm xenon emission line measured from the exit slit of the monochromator. Here the flux is measured in A/D count, which is the value output of the spectrometer’s analog-to-digital converter. The A/D converter takes the continuous current
measured by the spectrometer’s sensor and converts it into the digital number.
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Figure 3.5: The 827nm xenon emission line is shown in blue while stray light from nearby
wavelengths is shown in red. Since the wavelength resolution of the spectrometer used for
this measurement is 11.9nm, this likely affects the apparent amount of stray light.
3.3.2 LINEARITY
Within the spectral distributions that we use for our QE measurements, it is imperative
that the photo current from our photodiodes is linearly proportional to the irradiance from
the lamp. We depend upon the this proportionality to achieve accurately measure flux. To
verify the linearity of our photodiodes, we illuminate them with light spanning a wide range
of intensities, and plot the current versus the relative intensity. Using this data, we verify
that we can apply a linear fit. To measure various intensities, we insert neutral density filters
into the beam line to reduce the intensity by known amounts. In addition, we also very the
distance between the photodiode and the source. This gives us a wide range of intensities
to compare.
Table 3.3 shows the neutral density filters that we use to measure the linearity of the photo-
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diodes. Here the percent transmittance is a function of the optical density:

OD = − log

T
100


(3.5)

where T is the percent transmittance and OD is the optical density of the filters. The
current measured with the different neutral density filters in the beam line is shown in
Figure 3.6. To take proper account of any background current, which does not result from
direct illumination by the lamp, we take a dark measurement every time that we change the
configuration of the photodiode or add a neutral density filter.
Figure 3.6 shows R = 0.99 for the fitted line. A R value, also know as the coefficient of
determination, is a measure of how close the data is to the fitted regression line. The R
values can run from zero to one, and the closer the value is to one, the better that the model
explains the variability of the data around the mean value. Since our R value is very close
to one, we see that our photodiodes preform linearly. A R value close to R = 1 or R = −1
means that the spread of data around the regression line shows approximately no error, with
all of the points lying on the line. This indicates that the standard deviation is σ ≈ 0.
In general, R tests are usually used to measure the quality of a given model. To verify that
the best-fitting straight line is indeed consistent with our data, we preform a quantitative
assessment of the linearity of the photodiodes using a χ2 test for the errors in the current.
For our χ2 measurement, we measure the photodiode current at both 12cm and 50cm away
from the exit port of the integrating sphere, as shown in Table 3.4. We do a χ2 minimization
of the current versus flux data to line. The fit is displayed in Figure 3.6 and χ2 = 0.899
giving a probability of χ2 of 82.6%.
Optical density Transmittance
0(no filter)
100%
0.2
81%
0.4
67%
0.8
45%
Table 3.3: Neutral density filters used for linearity measurements of the LSST photodiodes.
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Figure 3.6: Current versus fractional transmittance for a photodiode used in the LSST
QE measurement stations. The measurements were taken at 825nm with the photodiode
12cm away from the integrating sphere exit port. The table shows the residual, which we
calculate as the fit value minus data point.
Optical density Current (nA) at 12cm Current (nA) at 50cm
0(no filter)
45
19
0.2
40
18.8
0.4
36
18.7
0.8
30
18.3
Table 3.4: Current measurements taken with the photodiode at two different distances
away from the integrating sphere while using neutral density filters to vary the intensity.
Measurements taken at a wavelength of 825nm.
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3.3.3 DRIFT
We measure the drift in the intensity of light from the xenon arc lamp over a 12 hour
period, the maximum time needed to complete a quantum efficiency measurement run. The
current is plotted on a time scale in Figure 3.7, to determine the extent and nature of any
drift. The output current from the measurement show many short term fluctuations, so
to properly quantify the uncertainty, we plot a histogram of the data and determine the
standard deviation based on fitted parameters. The results of the measurement shows a
mean of µ = 1.065 × 10−10 A, and standard deviation of σ = 2.28 × 10−12 A. The ratio,
σ/µ = 0.02, is larger than we would like.

Figure 3.7: Lamp drift for the QE measurement station over 12 hours.
3.3.4 INHERENT INSTRUMENT UNCERTAINTY
Many of the gauges and instruments in the QE measurement system have inherent uncertainty. In most cases there uncertainties are negligibly small, but in situations where they
are significant, we attempt to correct for them with calibration or data analysis.
3.3.4.1 GRATING EFFECTS
As discussed in Section 2.3.6, the monochromator uses a diffraction grating to separate
different wavelengths of light. We use a Czerny-Turner monochromator, which rotates the
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grating so that it is at the angle needed to focused the desired wavelength of the diffracted
light on the exit slit. The accuracy of the monochromator to output light is therefore partially
dependent on the rotation of the grating. To ensure that the grating is rotating properly,
we measure the output of the monochromator against known xenon emission lines, and use
the monochromator software to calibrate the grating rotation.
Our procedure for calibrating the grating is as follows:
1. We preform a flux scan of wavelengths ±50nm of a known xenon emission line in 1nm
steps, using a photodiode inside of the photodiode container shown in Figure 2.32.
2. Once we have the scan, and have identified the wavelengths of the emission lines
as reported by the monochromator, we compare these results with the known xenon
emission spectrum.
3. We use the monochromator calibration software to tell the monochromator what wavelength each emission line should have corresponded to.
4. The monochromator calibration software makes the necessary offset and scale adjustments to reflect the known emission lines.
5. We preform a full flux scan to verify that the calibration worked.
We check at least two well separated emission lines during our calibration measurements.
3.3.4.2 INHERENT GRATING UNCERTAINTY
The spectral resolution for the monochromator dependent upon grating dispersion and
slit width. When monochromatic light strikes a grating, a fraction of the incident light is
diffracted into each order, as discussed in Section 2.3.6.3. The fraction diffracted into any
order is defined as the efficiency of the grating in that order. The LSST QE measurement
station gratings are designed for efficient diffraction into the first order.
The efficiency of a grating can be tuned by changing the groove facet angles, shape, or
depth; with the optimal efficiency defined as the gratings “blaze wavelength.” The vendor
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reported bias for our gratings is shown in Table 3.5. The resolution at the grating’s blaze
wavelength of 370nm, as a function of slit width is shown in Table 3.6.
Usable Wavelength Range

180 − 2500nm, grating dependent

Spectral Resolution

Grating dispersion and slit width dependent

Wavelength Accuracy

0.35nm

Wavelength Precision

0.08nm

Maximum Slew Rate

205nm/s with 1200line/mm grating

Stray Light

0.03%

Table 3.5: Newport CS260 monochromator and grating specifications. Spectral resolution
is the ability to separate wavelengths, usually expressed as the Full Width Half Maximum
(FWHM). Wavelength accuracy is the capability of the monochromator to output the
desired wavelength. Wavelength precision is the ability of a wavelength to be consistently
reproduced and the number of significant digits to which it has been reliably measured.
Slit size

Grating Resolution (nm)

10µm

0.06

25µm

0.16

50µm

0.32

120µm

0.77

280µm

1.8

600µm

3.8

760µm

4.9

1.24mm

7.9

1.56mm

10

3.16mm

20

6.32mm

40

Table 3.6: Newport supplied calculation of resolution based on slit size for our grating.
Measurements were taken at the grating’s blaze wavelength of 370nm.
3.3.4.3 STRAY LIGHT
Monochromator Stray Light
The transfer function of the output of the monochromator is a triangular shape, where the
peak is the selected wavelength. The intensity of the light for a given wavelength decreases
as we move farther from the peak wavelength, until we reach the cutoff point. These points,
where the decreasing on each side of the peak stops, is known as the stray light level. This
can be seen in Figure 3.5, where the red sections are the stray light from nearby wavelengths
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that are contaminating the output light.
As discussed in Section 2.3.6.4, the shape of the diffracted light aimed at the exit slit of
the monochromator is a continuous set of images of the entrance slit. Though the system is
calibrated to center the entrance slit image of the desired wavelength on the exit slit, stray
light can still exit the slit. In addition, though we use filters to remove some of the second
order effects caused by the grating, as described in Section 2.3.5.1, our filters do not block
light in the redder end of the spectrum. These sources of stray light are tricky to remove, as
using more filters to block out second order effects requires more time for the filter wheel to
rotate, which lengthens our overall QE measurement run time. We can narrow the width of
the exit slit to remove some of the out of band light, but we balance how much stray light
to allow against the amount of flux needed to obtain quality QE measurements.
The contamination of stray light from the monochromator is included in light observed
during the monochromator resolution measurements in Section 3.3.1.1. This stray light measurement is included in our double monochromator measurements, described in Section 3.3.1.1.
There we found that the combination of slit resolution effects and other stray light was within
the technical specifications for the LSST CCDs.
Alternate Method for Monochromator Stray Light Measurements
Though not the method that we use, it is worth mentioning that an alternate method
for measuring stray light from the monochromator is to use the glass-block method. This
involves measuring the flux with and without a glass plate in the beam that blocks all
radiation below a specific point. The manufacturer of our monochromator test their systems
using a glass plate that blocks all radiation below 320nm. They measure the output of
their monochromators at 210nm with and without the glass plate. When the entire signal
is blocked by the glass plate, what remains is scattering radiation. Further techniques of
this type can be found in ASTM E387, Standard Test Method for Estimating Stray Radiant
Power Ratio of Dispersive Spectrophotometers [E1314].
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Stray Light from Clean Room Lighting
At the current time, all QE measurements taken in the LSST clean room are performed
with the overhead lights turned on. Though we put great effort into sealing the system to
be as light tight as possible, some stray light may still leak in. Our concern is less that the
overall flux would increase, as we use the photodiode ratio method described in Section 3.3.6
to correct for that effect, but that we would get out of band light from the florescent bulbs
in the room. Figure Figure 3.8 shows the flux measured with both the room lights on and
off. The current observed at the location of the CCD is, at the time of this writing, ranges
from approximately 8 × 10−9 − 5 × 10−8 A, meaning that the addition of stray light on the
order of 1 × 10−10 A.

Figure 3.8: Current measured at the position where the CCD sits in the cryostat, with and
without the lights on in the clean room.
3.3.4.4 IRIS SHUTTER ARTIFACTS
Systematic non-uniformities in the light incident on the CCD that are caused by the
opening and closing of the shutter are known as shutter artifacts. HyeYun Park, a graduate
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student from Stoneybrook University, analyzed a series of flat field images taken at various
exposure times to look for non-uniformities caused by the shutter.
The blue and orange shaded areas in Figure 3.9 represent the opening and closing times
for the shutter. Her theory is that if the shaded areas are negligible, the total flux collected
will be proportional to the exposure time, implying that actuating the shutter has little effect
on the uniformity of the light incident on the sensor. Here the ratio of the areas of the long
and short exposures shown in the plots are:
arealong
Flong (t1 − along + blong )
=
areashort
Fshort (t2 − ashort + bshort )

(3.6)

where along = risetime/2 is the shaded area associated with the rise time for a long exposure,
ashort = rise time/2 is the shaded area associated with the rise time for a short exposure,
blong = f all time/2 is the shaded area associated with the fall time for a long exposure,
bshort = f all time/2 is the shaded area associated with the fall time for a short exposure,
t1 is the long exposure time, and t2 is the short exposure time. The average exposure lasts
anywhere from 5 − 10s, and the shutter can provide accurate and repeatable exposures
as short as 2.6ms [Ins11]. She found that the average opening time for the shutter was
3.90ms, and the average close time was 6.50ms. Using measured flux to determine the raise
(shutter opening) and fall (shutter closing) times, she found that the rise and fall times
were constant regardless of the length of the exposure with along = ashort = 4.1ms, and
blong = bshort = 5.9ms, and the area ratio is approximately one for all measurements. This
indicates that the total flux collected is indeed proportional to the exposure time, as shown
in Figure 3.10. These times are very small as compared to the measurement times, leading
us to conclude that the effects of the shutter are negligible.
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Figure 3.9: Exposure time versus flux, taken at 639nm: the shaded regions represent the
opening or closing of the iris shutter blades. Top: model of a long exposure. Bottom:
model of a short exposure. The exposure times that she tested were: 0.019s, 0.038s,
0.058s, 0.116s, 0.251s, 0.387s, 0.503s, and 0.639s. Image by HyeYun Park.

Figure 3.10: Signal (ADU) versus exposure time (s) for the monitoring photodiode located
in the integrating sphere of the QE measurement system. Plot by HyeYun Park.
3.3.4.5 INTEGRATING SPHERE
The interior of the integrating sphere is not perfectly reflective, meaning that we lose
some of the flux from the monochromator in the reflectance coating, as shown in Figure 3.11.
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This loss is not a concern as the loss is very small and does not markedly reduce the flux
incident on the CCD. Even at wavelengths where the output from the monochromator is
small, the loss from the integrating sphere coating is not nearly enough to make the CCD
measurements indistinguishable from system noise.
For the sphere to create a uniform source, the input light must lose its spatial information
by reflecting multiple times inside of the sphere, as explained in Section 2.3.7. The greater
the number of reflections that the light undergoes, the better the steady state radiance, as
shown in Figure 3.12. To make sure that the light sufficiently uniform, it needs to undergo
multiple reflections, therefore a baffle is placed inside of the sphere to redirect light that
would otherwise have immediately exited the sphere. In general, baffles can cause cause
uncertainties simply because the addition of the baffle means that the device is no longer a
perfect sphere. Also, incoming light that is incident on a baffle does not uniformly illuminate
the sphere, though we reduce this effect by use only one small baffle. The small amount of
non-uniformity that is created from the presence of the baffle is usually removed during its
movement through the dark space, as shown in Section 2.3.7.5.

Figure 3.11: Percent reflectance versus wavelength for the Labsphere Spectraflect reflectance coating that is used in our integrating spheres. Plot made by Labsphere.
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Figure 3.12: Relative radiance versus number of reflections for the LSST Labsphere integrating spheres. Image by Labsphere.
3.3.4.6 DARK TUBE WITH BAFFLES
To remove stray light over the distance between the integrating sphere and the cryostat,
we connect them using a hollow space coated on the inside with black flocking, as shown in
Figure 2.25. To reduce non-uniformities in the light from the integrating sphere, we place
baffles inside of the dark tube to reduce the amount of light that would enter the cryostat after
being reflected off of the interior dark tube surface, as discussed in Section 2.4.1. Figure 3.13
shows the flux measured at the CCD location with and without the dark tube in place. The
dark tube does indeed seem to stabilize the flux incident on the sensors from 200 − 800nm,
as the current is more uniform in that range. The change in flux over the 590mm dark
space distance is accounted for in our flux measurements using the photodiode ratio method
described in Section 3.3.6.
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Figure 3.13: Current versus wavelength measured by a photodiode placed at the end of
the dark tube, with and without the dark tube in place. These measurements were taken
sequentially in a dark room, with all other sources of light blocked.
3.3.4.7 GLASS CRYOSTAT WINDOW
Most materials can be reflective, as long as they are able to be be polished enough to be
comparable with light wavelength. Materials, like glass, that do not have enough internal
subdivisions to cause noticeable scattering, mostly just produce small amounts of specular
reflection, where incoming light from a given direction is reflected to a single outgoing direction. If light incident on the CCD is reflected off of its surface, there is a chance that it could
then also reflect off of the glass window and back onto the CCD, as shown in Figure 3.14. In
addition, though the light coming from the dark space is a plane wave, the change in index
of refraction between air, glass window, and vacuum can reflect unwanted light towards the
CCD. These reflections would essentially give the light a second chance at being absorbed by
the CCD, which would negatively affect the accuracy of our QE measurements as reflected
light could cause the QE to appear higher than it actually is.
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During the construction of the prototype test station described in Section 2.1.1, Peter
Takacs and Andrei Nomerotski estimated that the reflection coefficient for the LSST CCDs
was approximately 10%, and the NIST photodiodes was approximately 35%. When they
studied the effects of removing the window versus having it in place, they found that the ratio
the the current from the monitoring photodiode in the integrating sphere, to the calibrating
photodiode in place of the CCD, was 4.6% higher when the window was in place [THN+ 13].
The light source that they used for their measurements was a 635nm laser attached to the
integrating sphere using a fiber optic cable. The second order flux that results from window
reflections on the interior side is:
φ(2) = φ(1 + Rs Rq )

(3.7)

where φ(2) is the second order flux, φ is the first order flux, Rs is the reflection coefficient for
the sensor, and Rq is the reflection coefficient for the window. Using the photodiode ratios
with and without the window, and the reflectivity of the LSST CCDs, and the reflectivity
photodiodes, they estimate the reflection coefficient of the window is Rq = 0.068 and that a
photodiode behind the window receives about 1.7% more light than a LSST CCD. Therefore,
a CCD in the LSST cryostat receives about 2.9% more light than it should due to window
reflections.
Since these measurements were taken using the prototype EO system, we construct a
reflectometer and retake these measurements using the LSST QE measurement EO section.
This reflectometer uses the EO section as the light source and we measure the window
reflection over a series of wavelengths. These new measurements, shown in Figure 3.15, are
similar to the results of the measurements taken with the prototype QE measurement system.
We find that the deviation for the increase in flux over the given wavelengths is σ = 0.13.
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Figure 3.14: Light that passes through the quartz window may not always be absorbed
by the CCD, but could reflect off of it’s surface and then reflect off of the window. For
simplicity, this image shows light reflection off of the CCD or photodiode, but there are
many other reflective surfaces inside of the cryostat that could cause a similar effect.

Figure 3.15: The wavelength dependence of the flux from window reflections. The data
was taken using a NIST photodiode and scaled to represent the reflectance of the LSST
CCDs. The dip at 950nm is due to absorption by the quartz window.
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3.3.4.8 READOUT SYSTEM NOISE
Readout system noise is the additional ADU in a measurement that is the result of the
readout system electronics, not including any noise from the CCD itself. We can measure
the combined noise from the readout electronics and the CCD by taking dark measurements,
as discussed in Section 3.3.7, but to measure the noise from the readout system electronics
individually, we read out the QE measurement station without a CCD, by installing shorting
plugs at the end of the cables that would normally connect the CCD to the readout electronics. These shorting plugs terminate specific pins on the connectors through a resistor
that provides impedance that is equal to the output of the CCDs [SD14]. At the time of this
writing, the system noise was measured to be 1-1.5 ADU per exposure [JH15].
3.3.4.9 BIAS OFFSET CORRECTION MEASUREMENTS
We take bias offset correction measurements to correct for the pixel-to-pixel variation that
occurs from the imperfect nature of the CCDs. We calculate the bias offset row by row on
the CCD using data in the over-scan areas. Over-scan columns are areas of each of the 16
segments in the CCD that are not exposed to light when exposed. For each row in each in
the segments, we find the mean value of the pixels in the serial over-scan region and create
a mean over-scan versus row number plot that we apply a cubic fit to. Then, for each row
of pixels in the CCD we calculate the bias offset correction using the fit parameters, and
subtract the resulting value from that row.
3.3.4.10 CCD AND READOUT SYSTEM CROSSTALK
Crosstalk is a phenomenon that occurs when a signal that is being moved through the
CCD, or the system readout electronics, interferes with a separate signal. The readout system
crosstalk is generally stable and independent of the CCD being measured. We measure the
readout system crosstalk without a CCD in place by injecting external signals through the
readout system that simulate a bright pixel for every row of the CCD during a readout,
creating an image that has a simulated bright column. The simulated signal is applied to
each channel and is set to generate approximately 50,000 digital numbers (DN) [SD14]. We
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use these readout system crosstalk images to measure the affect that a bright column has
on nearby signals as they are read out through the QE measurement system electronics.
Theses images are required to separate amplifier crosstalk in our CCDs from crosstalk in our
readout electronics.
3.3.5 GEOMETRY AND CONFIGURATION UNCERTAINTY
The instruments in the QE measurement system must be aligned in such a way that
the light from the source has an unobstructed path through the system to the CCD. In
addition to the general system geometry, we take special care when aligning the off-axis
parabolic mirror, discussed in Section 2.3.3, and the lens in the lamp housing, discussed in
Section 2.3.2.2. These two devices work in series to properly focus the source light onto the
monochromator entrance slit.
3.3.5.1 OFF-AXIS PARABOLIC MIRROR AND LAMP HOUSING LENS ORIENTATION
As discussed in Section 2.3.3, due to the size constraints we use off-axis parabolic mirrors
(OAPs) to redirect the source light so that we can fit in all of our instruments on the optical
tables. We need the off-axis parabolic mirror to focus the light from the source exactly on
the entrance slit of the monochromator in such a way that it illuminates the entire slit. If
we do not fill the entrance slit, then the bandpass of the light exiting the monochromator
is not determined by slit sizes and dispersion from the grating, but by a combination of the
input spot size and the width of the exit slit. Figure 3.16 shows how the focusing of the OAP
mirror can effect the light inside of the monochromator.
To properly fill the grating with light, we must fill the acceptance pyramid of the monochromator as described by its F-number (F/#). An acceptance pyramid is the maximum angle
at which the slit will accept incident light so as to fill the grating. In three dimensions,
the angle is represented as a pyramid with its peak pointed onto the center of the slit. The
optical equivalent is an image of the grating that sits behind the slit, as shown in Figure 3.17.
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For simplicity, the acceptance pyramid is treated as an acceptance cone, with its peak sitting
on the center of the slit and its base defined as the equivalent circle on the grating image.
The equivalent circle is taken to be a circle that has the same area as the grating image
[Ins15].
The F/# for the monochromator input is the ratio of the OAP focal length to the beam
diameter. A more in depth discussion of F/#s can be found in Section 2.3.2.2. To fill the
acceptance cone for our monochromator and slit assembly, we must focus the beam from the
OAP onto the slit at F/3.9. If done properly, the light incident on the grating will overfill
its surface horizontally and vertically, and under fill the corners, as shown in Figure 3.18. If
the OAP is focused at a lower F/#, light may scatter inside of the monochromator. If the
OAP is focused at a higher F/#, we will fill the grating, but the light incident on the slit
will be of a larger diameter than it needs be, causing a loss of flux.
We align the lens and OAP by hand, and attempt to achieve the best possible focus
on the entrance slit with the highest intensity we can achieve. We watch the grating in
the monochromator to visually inspect the size and uniformity of the light as we adjust
the lens and mirror. When adjusted correctly, the light from the arc lamp is collected by
the collimating lens in the lamp housing and incident on the OAP, which is focused on the
monochromator entrance slit. The magnification of the light onto the slit when the lens and
OAP are properly aligned and focused is:
m=

F/#(lens)
F/#(OAP )

(3.8)

where m is the magnification, F/#(lens) is the F/# of the lens, and F/#(OAP ) is the F/# of
the OAP. However, because the beam leaving the lens is collimated, its diameter is approximately constant and the magnification can also be expressed as:
m=

flens
fOAP

(3.9)

where flens is the focal length of the lens, and fOAP is the focal length of the OAP. The lens
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in the lamp housing transmits a 33mm diameter collimated beam onto the OAP, which has
a 152.4mm focal length. Therefore, we position the OAP 152.4mm from the entrance slit so
the light incident on the slit is magnified as m = 0.22. Our slit is set to be 0.208mm wide,
and has a useful height of 12mm, which gives us 1nm bandpass in the visible spectrum from
our 300W lamp.

Figure 3.16: Improper and proper focusing of light onto the monochromator entrance slit.
Left: if the light source is placed too close to the entrance, or the beam does not properly
fill the slit, then there could be an excess of stray light inside of the monochromator.
Right: if the light is properly focused on the entrance slit, then the light will fill the input
mirror without excess stray light. If the light is focused so that it is larger than the slit,
then we lose flux unnecessarily. Images by Newport [Ins15].

Figure 3.17: The acceptance pyramid of our F/3.9 monochromator. When the acceptance
pyramid is properly filled with light, the optical equivalent on the other side of the slit is
an image of the grating.
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Figure 3.18: A properly filled grating in a monochromator. Image taken by Newport.
3.3.6 PHOTODIODE RATIO CALIBRATION
The ideal way to measure the flux incident on the CCD during an exposure is to place
a photodiode in the cryostat next it. However, since space inside of our cryostat is limited,
we instead use a photodiode placed inside of the integrating sphere that we measure against
a photodiode that we put in the location where the CCD will sit, using the photodiode
container (see Figure 2.32). Once we know the current ratio of the photodiodes, then we
can take current measurements using the photodiode in the integrating sphere during an
exposure and use the ratio to scale the values to represent the flux at the CCD location.
Figure 3.19 shows the photodiode ratios that we used at different stages of the construction
process, as well as those currently used now that the prototype EO test station and LSST
QE test stations are in production mode. We apply the ratio to the photodiode current in
the CCD incident light flux calculation:
γpd =

Cratio (Ipd,exposed − Ipd,dark )
Eγ Apd

(3.10)

where, as in 1.48, γpd is the number of photons incident on the photodiode per second,
Ipd,exposed is the current of the photodiode when exposed, Ipd,dark is the photodiode current
during a dark exposure, Apd is the active area of the photodiode, Eγ is the energy of the inci-
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dent photons, and Cratio is the ratio of the current taken with the monitoring photodiode in
the integrating sphere to the current taken with the photodiode in the photodiode container
in place of the CCD.

Figure 3.19: Photodiode ratio measurements taken with a prototype EO section and the
LSST QE test stations.
3.3.7 DARK CURRENT NOISE
Dark current in a CCD occurs when the thermal energy inside of the silicon lattice of
the depletion region causes the creation of electron-hole pairs that are not a result of light
incident on the sensor. Because CCDs can not differentiate between electrons, any charge
that is captured in the device’s potential wells are read out as signal. The total dark current
in a CCD is usually a combination of:
• Depletion dark current: thermal energy in the silicon lattice of the depletion region
randomly creating electron-hole pairs.
• Diffusion dark current: dark current generated in the field free area below the potential
wells.
The total dark current from both depletion and diffusion is:
−
De− = De−
dep + Dedif f =

xdep Apix ni (T ) Dn Apix n2i (T )
+
2τ (T )
xc NA

(3.11)

112
−
where De−
dep is the depletion dark current, Dedif f is the diffusion dark current, xdep is the

width of the depletion region, Apix is the area of the pixels, ni the number of electrons in
the conduction band, also known as the intrinsic carrier concentration, τ is the amount of
time that it takes an electron hole pair to recombine, known as the carrier lifetime, Dn is
the diffusivity of the electrons, xc is the average distance that an electron will move before
recombining with its hole, also known as the carrier diffusion length, and NA is the amount
of holes in the substrate, also know as the acceptor concentration. A much more in depth
discussion of dark current in CCDs can be found in Temperature dependence of dark current
in a CCD by Ralf Widenhorn and others, but we point out that the amount of dark current
in a CCD, as shown in 3.11, is dependent on the temperature of the device [WBW+ 02].
Since thermal energy is temperature dependent, we can reduce the dark current by cooling
the CCD with thermoelectric coolers, liquid nitrogen, or a refrigerator compressor. In our
case, we use the Cryo tiger refrigerator compressor discussed in Section 2.5.
Though cooling the CCD reduces the dark current, it doesn’t eliminate it. Dark current
is generated in our CCDs even at their operating temperature of −100C. The statistical
variation of this dark current is called dark current noise, and is usually measured in electronsper-pixel-per-second (e − /p/s). Dark current noise follows Poisson statistics, so the square
root of the dark current is the root-mean-square dark current noise. Since we can not remove
the presence of dark current, we exposure the CCD in the dark prior to every exposure that
is taken with light and use these dark measurements quantify the amount of dark current in
the system by subtracting those values from our light exposed measurements.
3.3.8 GAIN MEASUREMENTS
The information leaving the A/D converter of our CCDs, as discussed in Section 1.4.2.2,
is in units of ADU, a digital number that represents the total charge that was collected per
each pixel. However, the number of ADU for a given pixel is not necessarily equal to the
number of electrons that were read out by the CCD electronics. Because we need to know
the number of collected electrons to calculate QE, we need to convert from ADU to electrons,
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which means that we need to measure how many electrons make up one ADU. This is known
as the gain of the device.
We can measure the gain of the device by exposing the sensor to a source that emits a well
known number of electrons, and compare the amount of electrons that the sensor was exposed
to with the amount of ADU that it reports. The most common method is to use

55

Fe as the

source, as it is a radio active isotope that emits x-rays as it decays. The x-rays that

55

Fe

emits are so uniform that they are considered mono-energetic with a 5.9keV photon energy,
that is a combination of K −α −1 (5.889keV ), K −βα −2 (5.888keV ), and K −β (6.49keV ),
x-rays in 1:0.51:0.18 proportion [SD14]. We perform our CCD gain calibrations using a

55

Fe

source which produces a standard K − α x-ray signal of 1620 electrons in our CCDs at room
temperature, and 1594 electrons at the CCD operating temperature of −100C. We use the
following procedure:
1. We expose the CCD to the

55

Fe source

2. We identify clusters of pixels from x-ray interactions.
3. The sum the number of ADU in each cluster is used to construct a histogram of the
totals.
4. We fit the data with two Gaussians that represent the K −α amplitude, K −α position
in ADU, the K − α width, and the K − β amplitude [SD14].
5. The system gain is evaluated as the ratio of the K − α peak position to 1594 electrons.
We had concerns that the gain may vary as a function of signal, as the sensor could have
a non-linear response as the signal increased above the typical QE measurement level of
approximately 50,000 electrons. To test this, Andrei Nomerotski and Peter Takacs adjusted
the monochromator slits (see Section 2.3.6.9) to vary the light intensity and measure the
change in QE in response to signal. Figure 3.20 shows the intensity dependence of the QE
at 500nm.
By comparing several analysis of

55

Fe data, that used different different methods of clus-
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tering the detected x-ray hits in the images, they found the mean gain was 3.3e/ADU , with
a standard deviation of the gain measurement images to be σ = 0.55. Our ability to measure
the gain of our devices is currently one of our largest sources of uncertainty, the major issue
being that the ionization potential of silicon, at the operating temperature of our sensors, has
not been measured with the level of accuracy that we would need to reduce the uncertainty
past our current value.

Figure 3.20: QE intensity dependence at 500nm for e2V LSST CCD #112-04 (amplifier
7): average QE of 94.76%. Plot made by Andrei Nomerotski and Peter Takacs.
3.4 UNCERTAINTY BUDGET MEASUREMENT RESULTS
An uncertainty budget lets us quantify the doubt that exists about the result of our QE
measurements, and includes all of the sources of uncertainty that we are unable to reasonably
correct through careful calibration or data analysis. The elements of uncertainty that we
have corrected for are:
• Keithley 6487 picoammeters: factory calibrated and periodically sent back to the factory for recalibration. To verify that there is no measurable bias in the calibration
of the units, we occasionally swap the units and repeat the flux measurements for
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comparison.
• Linearity of the photodiodes: photodiode performance was very linear (Section 3.3.2).
• Resolution of the Monochromator: within the LSST specifications for QE measured
with a pass-band no greater than 15nm and centered at given wavelength (Section 3.3.1.1).
• Grating polarizing effects: calibrated using emission lines (Section 3.3.4.1).
• Inherent grating uncertainty: well within LSST specifications for QE measured with a
pass-band no greater than 15nm and centered at given wavelength (Section 3.3.4.2).
• Clean room stray light: calibrated using photodiode ratio measurements (Section 3.3.4.3).
• Iris shutter artifacts: found to be negligible (Section 3.3.4.4).
• Integrating sphere: non-uniformities from the integrating sphere are negligible as the
sphere is followed by the drift space that improves uniformity. (Section 3.3.4.5).
• Dark tube and baffles: calibrated using photodiode ratio measurements (Section 3.3.4.6).
• Readout system noise: corrected using data analysis (Section 3.3.4.8).
• Bias offset correction: corrected using data analysis (Section 3.3.4.9).
• Readout system crosstalk: corrected using data analysis (Section 3.3.4.10).
• Geometry of off-axis parabolic mirror: corrected for by using alignment procedures and
photodiode ratio measurements (Section 3.3.5).
• Dark current: corrected using data analysis (Section 3.3.7).
We include the remaining elements of uncertainty in our uncertainty budget:
• Repeatability (Section 3.1).
• Reproducibility (Section 3.2).
• Drift from the lamp (Section 3.3.3).
• Glass cryostat window reflections (Section 3.3.4.7).
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• Gain (Section 3.3.8).
• Quality of NIST calibration for our photodiodes: NIST provides calibration for our
photodiodes that with an uncertainty of 4.4% from 310 − 1100nm.
The sensitivity coefficient, a, shows the relationship of an individual component of an uncertainty to the standard deviation, s, of the reported value. The sensitivity coefficient does
not represent method of estimating uncertainty components, but relates to the result that
is being reported. Our uncertainty budget design is shown in Table 3.7.
Measurement

Component

Sensitivity Coefficient

Standard
Deviation

Repeatability

Days

Repeatability

Individual runs

Repeatability

Months

Reproducibility

LSST and vendor QE

p
a1 = p
1/(P M N )
a2 = 1 p
1/(P M )
a3 = p1/P
a4 = 1/P

s1
s2
s3
s4

measurement stations
Instrument Bias

Lamp Drift

Instrument Bias

Glass cryostat window

Instrument Bias

Gain

Instrument Bias

NIST photodiode

a5
a6
a7
a8

=1
=1
=1
=1

s5
s6
s7
s8

absolute calibration

Table 3.7: Uncertainty budget design for LSST QE measurement system. The sensitivity
coefficients for repeatability measurements is the average over N short-term measurements
in P runs over M days.
To find the fractional uncertainty for our various instruments, we find:
s=

σx
x

(3.12)

where x is the average measured value, and σx is its associated standard deviation. We
combine the fractional uncertainties by root-sum-squares (quadrature) to obtain the standard
uncertainty, utotal , which is the standard deviation taking into account all the sources of
random and systematic uncertainty that affect the measurement result. The uncertainty is
related to the standard deviation and sensitivity coefficient as:
v
u R
uX
u=t
a2i s2i
i=1

(3.13)
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where R is the total number of elements of uncertainty under study. The uncertainty for
each of the elements that we were unable to correct for using calibration or data analysis are
shown individually in Table 3.8. Here, the total expanded uncertainty is:
U = ku

(3.14)

where k is the critical value from the cumulative distribution function that is well known and
calculated by various groups such as NIST. For large degrees of freedom, k = 1 approximates
68% confidence.
Measurement

Reproducibility

Component

LSST and

Sensitivity

Mean Measured

Standard

Fractional

Coefficient

Value

Deviation

Uncertainty

(a)
p
1/3

(x)

(σx )

(σx /x)
0.05

Vendor QE

47.3%

2.3%

(at 400nm)

(maximum)

Measurement
Stations
Instrument Bias

Lamp Drift

1

1.06 × 10−10 A

2.28×10−12 A

0.02

Instrument Bias

Glass Cryostat

1

3.23%

0.13%

0.04

Window
Instrument Bias

Gain

1

4.45e/ADU

0.16e/ADU

0.04

Instrument Bias

NIST

1

1.21A/W

0.006A/W

0.005

Photodiode

(Relative

(maximum)

Absolute

Expanded

Calibration

Uncertainty at
955nm)

Total (U)

0.067

Table 3.8: Uncertainty budget for LSST QE measurement system. There are some elements missing from this table, notably the repeatability measurements. Their absence is
discussed in Section 4.3. Since our QE measurements scale linearly with gain, lamp intensity, etcetera, then the systematic fractional uncertainty in QE can be estimated as being
the quadrature sum of the fractional uncertainties in this table.
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CHAPTER 4: RESULTS
The QE plots that we generate using our QE measurements stations typically look like
Figure 4.1. Though our specifications only require that we measure the QE at six wavelengths, we typically measure the CCDs every 10nm from 300 − 1100nm, to check for any
abnormalities that may occur outside of the required wavelengths. Below 300nm we see very
low QE, as photons incident on the sensor at those wavelengths usually reflect off of the CCDs
surface or otherwise get absorbed in its surface layers. Light at wavelengths above 1100nm
typically have an absorption length that is longer than the depth of silicon in the CCD,
making the sensor transparent to it. At wavelengths between approximately 500 − 800nm
we see our best performance, and although no device is perfect, the QE in this range can
exceed 90% for our sensors.

Figure 4.1: Quantum efficiency curve for a LSST e2V CCD: here we show the different
sections of the a typical LSST QE curve.
4.1 LSST CCD FROM VENDOR e2V
Vendor e2V in Essex England provides in-house sensor design, manufacture, testing and
characterization of our custom LSST CCDs. Many of our initial QE measurements that were
taken while developing our various measuring systems were performed using e2V sensors.
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Figure 4.2 shows a QE curve for an e2v LSST CCD taken early in the development of our
QE measurement systems.
The measurements for this sensor were taken on each of our QE measurement stations,
which is rare as we have since designated each of the stations to accept sensors from only one
of the two vendors. We initially struggled with aligning the two test stations to achieve reproducible measurements, and eventually discovered that some of our components were slightly
different, most notably we were using two different OAPs (Section 2.3.3) and photodiodes
(Section 3.3.2).
The set of measurements shown in Figure 4.2 revealed a difference in the red response of
our systems, which we later discovered was caused by accidentally using the wrong model
NIST photodiode in one of the stations. Once we replaced the photodiode, the difference in
red wavelength response disappeared.

Figure 4.2: Quantum efficiency curve for a LSST e2V CCD: this CCD was measured on
each of the two LSST QE measurement stations. We have since changed our setup so that
so that one station measures only e2V CCDs, and the other only ITL.
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4.2 LSST CCD FROM VENDOR ITL
The Imaging Technology Laboratory (ITL) at the University of Arizona, a research group
of the Steward Observatory, specializes in scientific and industrial electronic imaging technology. Most of our more recent QE measurements were performed using ITL sensors.
Figure 4.3 is an enhanced version of the QE plots that we generate for our CCD test
reports. Here we show the QE for each of the 16 amplifiers individually, as opposed to the
average for the entire device. At this stage of development, we are very interested in studying
the uniformity of the QE across the sensor, and identifying segments that are preforming
poorly. The horizontal bars mark the QE at each wavelength that has an LSST specification
for performance. We ensure that each segment of the sensor meets the minimum specifications, as shown in Figure 4.3 by the red lines. This sensor is currently being considered to
be used on our Engineering Test Unit (ETU) which will be our first engineering model of
our RAFT (Section 1.5.2).

Figure 4.3: Quantum efficiency curve for a LSST ITL CCD: this is an enhanced version
of the type of QE plots that we generate for our test reports. Each of the colored lines
represent the QE measured for each of the amplifiers of the CCD. The gray horizontal bars
represent the wavelength ranges at which the QE must exceed the LSST QE specifications.
The specifications for the QE at the six required wavelengths is shown here by the red
lines.
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Figure 4.4 shows another way to look at the QE data for the ITL CCD shown in Figure 4.3
, this time by bands. As discussed in Section 1.5.2, we use filters to block specific parts of
the incident light spectrum, above and below a given bandpass. This increases the signal
to noise (SN) ratio for that wavelength range, making celestial objects that emit light in
those wavelengths more visible. Figure 4.5 shows a simulation of the transmission of light as
function of wavelength for light hitting the top of the earth’s atmosphere, passing through
the LSST’s optical system in each of the six filters, and the effect of the QE of the CCD
sensors. By comparing Figure 4.4 and Figure 4.5 we see that the QE of the LSST CCDs takes
advantage of the highly efficient measurements we expect to take in the visible spectrum.

Figure 4.4: Quantum efficiency for the u, g, r, i, z, and y bands for the ITL CCD shown in
Figure 4.3: the mean QE for the CCD per band. Each band represents the the transmission
range of each of the filters that will be used in the LSST. The filters are discussed in greater
detail in Section 1.5.2.

Figure 4.5: Simulation of LSST bandpass filter transmission for filters u, g, r, i, z, y. Image
by LSST, from the Creating and Calibrating the Large Synoptic Survey Telescope’s Data
Products presentation by Mario Juric.
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Besides QE curves, we also measure other characteristics of the CCDs during our QE
measurement runs.

Figure 4.6 shows the read and system noise per segment amplifier

(Section 3.3.4.8), as well as the number of especially bright or dark pixels, dark current
(Section 3.3.7), and the gain (Section 3.3.8).

Figure 4.6:
read noise
amount of
associated

Other measurements taken with the LSST QE measurement system: Top left:
and system noise. Top right: number of bright and dark pixels. Bottom left:
dark current. Bottom right: the gain, with error bars shown in red. The error
with the gain for this CCD is very small.

4.3 CONCLUDING THOUGHTS AND FUTURE ENHANCEMENTS FOR THE
LSST QE MEASUREMENT STATIONS
The LSST QE measurement stations have succeed in allowing us to select high preforming
sensors for the LSST camera, which we shall use to further advancements in cosmic discovery.
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On a smaller scale, our study of the QE measurement process for single sensors is guiding
our construction of systems that we will use to measure the QE of full the RAFTs.
Though we have yet to complete our repeatability measurements, the uncertainty associated with our QE measurement systems is 7%, which is greater than our 1% target. We
plan to address this by making the following further adjustments to our system:
• Repeatability: we plan to complete our repeatability study, which will help us reveal
drift in the EO sections’ performance over time. We believe that we will be able to
use this study to create check standards that will allow us to better calibrate our
instruments and identity bias in the systems.
• Drift: though the uncertainty from the lamp has a small contribution to the overall
uncertainty, we plan to further reduce lamp drift by adding a light intensity controller
to maintain a constant light output from the arc lamp.
• Gain: we believe that part of the uncertainty in our measurements is due to systematic
errors from electron pair creation energy, which make up about 1% of our error from
gain. We are investigating ways to address the high gain uncertainty through data
analysis, as most of our analysis requires accurate gain measurements.
Even with 6.7% total uncertainty, our measurements still fall within a maximum of 2.4%
of the measurements taken by the CCD vendors. This suggests that we need to examine
how the vendor QE measurement systems function in comparison to our own, and see how
bias in their measurements affects our reproducibility results.
Our single CCD QE measurement stations began measuring LSST camera candidate
sensors on December 18th 2015, and accepted our first sensor for use in the camera on
January 28th 2016. Since then, until the time of this writing, we have accepted three
sensors, and have many more science grade sensors in line to be measured.
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We describe a system to measure the Quantum Efficiency in the wavelength range of
300nm to 1100nm of 40x40 mm n-channel CCD sensors for the construction of the 3.2
gigapixel LSST focal plane. The technique uses a series of instruments to create a very
uniform flux of photons of controllable intensity in the wavelength range of interest across
the face the sensor. This allows the absolute Quantum Efficiency to be measured with an
accuracy in the 1% range. This system will be part of a production facility at Brookhaven
National Lab for the basic component of the LSST camera.
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