The study utilizes both parametric and non parametric tests to examine the behavior of weekly return of eight currencies relative to Indian Rupee in post liberalization period. Also, bootstrap resampling technique is used to calculate the significance levels of variance ratio statistics. The results show strong evidence of rejection of random walk for US Dollar and Hong Kong Dollar relative to Indian Rupee. Further, there is mixed evidence of random walk for Singapore Dollar. However, for other five currencies random walk could not be rejected. Overall, there is evidence against weak form efficient foreign exchange market in India.
Introduction
In last two decades Indian foreign exchange market has transformed from a tightly controlled market of fixed exchange rate system to market driven managed float system. The year 1993 marked a new beginning in the foreign exchange market of India when Indian Rupee was allowed to be determined primarily by market forces of demand and supply. Subsequently, regulatory and institutional measures have increased depth, liquidity and efficiency in the foreign exchange market. The constant changes and rapid innovation in trading methods and products have lead to increase in daily turnover in Indian foreign exchange market which has grown manifold in last few years. The daily average turnover of Indian foreign exchange market has increased from USD 2.45 billion in 1998 to USD 38.36 billion in 2007. However, it has declined to USD 27.36 billion in 2010. In percentage terms, it constitutes 0.54% of the world foreign exchange market. With the growing integration of Indian economy with the world economy, the Indian Rupee has gained importance in recent years. The liberal and market oriented regime adopted by the India has improved the share of Indian rupee in world's total daily foreign exchange transaction from 0.09% in 1998 to 0.95% in 2010. With the increased turnover and market determined exchange rate system, the issue of foreign exchange market efficiency has assumed importance in India in recent years.
Markets are perceived as efficient when market prices reflect all available information, so that it is not possible for any trader to earn excess profits by predicting price. The price predictability gives traders scope for abnormal profit and at the same time warranting government intervention in the market. Though there exists voluminous literature investigating rate predictability in the foreign exchange market, there are very few studies in Indian context. The present paper attempts to investigate weak form efficiency of Indian foreign exchange market taking weekly exchange rate of eight majorly traded currencies in Indian market during the period from July 1991 to June 2010.
The study has employed both parametric and non-parametric tests to examine the efficiency of Indian foreign exchange market. The parametric tests employed are the Ljung -Box test, Unit root tests, Lo-MacKinlay Variance Ratio and Chow-Denning Multiple Variance Ratio tests. The non-parametric tests include Wight's Rank and Sign (2000) test and Run test. The rest of the paper is divided into five sections including Introduction. The second section reviews some important literature on foreign exchange market efficiency. The third section describes data and methodology used in this paper. The empirical results are discussed in the fourth section followed by concluding remarks in the fifth section.
Literature Review
In this section we attempt a quick review of select important studies in this area. The study by Liu and He (1991) used Lo -MacKinlay variance ratio and Box-Pierce Q tests on five developed market currencies and rejected the random walk hypothesis (RWH) for all currencies. A similar study by Ajayi and Karemera (1996) on South Asian foreign exchange markets rejected RWH but found that rejection were not robust to hetroscedasticity. Wu and Chen (1998) Literature on the behavior of Indian Rupee (INR) has been scanty. Kohli (2002) examined mean reversion using four versions of real exchange rates for time period from 1993 to 2002 at monthly frequency. Unit root, variance ratio and cointegration tests that were employed in the study supported mean reversion in case of CPI and WPI/CPI deflated series of real exchange rates, but rejected stationarity in 5 currency and 36 currency REER series. Other studies by Pattnaik et. al. (2003) , and Moore and Pentecost (2006) applied a bivariate vector autoregressive (VAR) model of the nominal and real exchange rates to examine the main source of variation in real exchanges. Pattnaik et al. (2003) used data for the period from April 1993 to December 2001, whereas Moore and Pentecost (2006) used data for the period between March 1993 and January 2004. Both the studies have concluded that real shocks were the main sources of the fluctuations in both nominal and real exchange rates for India. A similar study by Inoue and Hamori (2009), using structural VAR, with three variables i.e. nominal exchange rate, real exchange rate and relative output of India and US/Euro Area from 1999 to 2009, concluded that real shocks were the main drives of the fluctuations in real and nominal exchange rates. Since these studies are silent about predictability of Indian rupee, this study attempts to investigate exchange rate predictability and weak form informational efficiency of Indian foreign exchange market in post liberalization period using both parametric and non parametric tests.
Data and Methodology

Data
To investigate the efficiency in Indian market in post liberalization period, this study has used weekly (Wednesday) nominal exchange rate of Indian Rupee expressed as per unit of eight foreign currencies namely, Pound sterling (GBP), US Dollar (USD), Swiss Franc (CHF), Australian Dollar (AUD), Newzeland Dollar (NZD), Japanese Yen (JPY), Singapore Dollar (SGD) and Hong Kong Dollar (HKD) against INR from July 1991 to June 2010. The weekly return is calculated as the first log difference of the exchange rate on Wednesday closing. The data is obtained from Bloomberg data base.
Methodology
In an informationally efficient market, prices fully reflect all available and relevant information, meaning an absence of excess-profit opportunities. Of the different forms of efficiency, this study will investigate the weak form market efficiency, in which asset price reflects all published information. Price changes in weak form efficient markets are independent and fluctuate only in response to the random flow of news. Future price of an asset is not related to its past price which is described as random walk process. To test the weak form of market efficiency many parametric and non parametric tests are used. This study will use the following widely used parametric and non parametric tests.
autocorrelation coefficients upto lag m are simultaneously equal to zero. Ljung -Box Q-statistic is defined as:
Where n is number of observations, m is number of lags, and ρ k is autocorrelation coefficient at lag k. Q follows the chi-square distribution with m degrees of freedom.
Unit Root Test
First, the two well known unit root tests namely Augmented Dicky Fuller (ADF) and Phillip-Perron (PP, 1988) tests are used to examine unit root in the series. We apply these two tests on exchange rates as well as on exchange rate returns and expect the exchange rate to be I(1) and the returns series to be I(0). Next, the Kwiatkowski-Phillips-Schmidt-Shin (KPSS, 1992) test is used to investigate the stationarity in the series. In contrast to ADF and PP, the null hypothesis of KPSS test is that the series is stationary.
Variance Ratio Test
This is the most widely used econometric tool since the pioneering work of Lo and MacKinlay( 1988) . If a time series of returns follows a random walk then in a finite sample, the increments in the variance are linear in the observation interval, i.e., the variance of returns should be proportional to the sample interval. Thus, the variance of monthly returns should be four times the variance of weekly returns. In order to test the RWH, we use the VR defined as:
where .
The hypothesis to test random walk against non-random walk is equivalent to testing VR(k) = 1 against VR(k) ≠ 1.
Lo and MacKinlay suggested the test statistics M 1 (k), given by:
which follows standardised normal distribution. Lo and MacKinlay also suggested statistic, M 2 (k) that is robust to heteroscedasticity and have non-normal disturbances. Lo and MacKinlay (1989) further show that the variance ratio test is more reliable than the Box-Pierce Q-test which is traditionally used for detecting serial correlation.
Chow and Denning (1993) Multiple Variance Ratio Test
Chow and Denning (1993) stressed that the sequential procedure of Lo and MacKinlay (1988) leads to an oversized testing strategy and also it ignores the joint nature of testing for the RWH. Chow and Denning (1993) have shown that to test for multivariate VR it is important to control for the joint size test statistic. They provide a procedure for the multiple comparison of the set of variance estimates. For the set of 'm' test statistics, the random walk hypothesis is rejected if any one of the estimated variance ratios is significantly different from one. Hence only the maximum absolute value in the set of test statistics is considered.
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The authors show that the multivariate test statistic has a Studentized Maximum Modulus distribution with 'm' parameters and 'T' degrees of freedom, equal to the sample size.
Kim's (2006) Bootstrapped Variance Ratio Test
The conventional VR tests, such as the Lo-MacKinlay test and Chow Denning, are asymptotic tests in that their sampling distributions are approximated by their limiting distributions. In general, the ability of the asymptotic distribution to approximate the finite-sample distribution depends crucially on the value of the horizon k. More specifically, rather than being normally distributed (when standardized by T ) as the theory states, the statistics are severely biased and right skewed for large k (relative to T) (Lo and MacKinlay, 1989) , which makes application of the statistic problematic.
As an alternative, some researchers proposed to employ a bootstrap method, which is a resampling method that approximates the sampling distribution of a test statistic (Efron, 1979) 
Run Test
The paper uses the Wald-Wolfowitz (1940) Run test for the randomness of the series. Run testing is a strong test for randomness in investigating serial dependence in asset price movements and compares the expected number of runs from a random process with the observed number of runs. The test is non-parametric and is independent of the normality and constant variance of data. A run is defined as a series of identical signs that are preceded or are followed by a different sign or no sign at all. That is, given a sequence of observations, the runs test examines whether the value of one observation influences the values taken by later observations. If there is no influence (the observations are independent), the sequence is considered random. It is assumed that the sample proportion of positive, negative and zero price changes are good estimates of the population's proportions. Runs test shows the cutting point, the number of runs, the number of cases below the cutting point, the number of cases greater than or equal to the cutting point, and the test statistics Z with its observed significance level. The total number of runs is a measure of randomness, since too many or too few runs suggest dependence between observations. Table 1 reports the descriptive statistics of exchange rate weekly return against Indian Rupee (INR). The mean of the weekly return indicates the presence of non zero return on holding foreign exchange. JPY and CHF have the highest mean return followed by SGD and NZD. GBP gives the lowest return followed by HKD. Also, JPY and CHF with highest standard deviation are the most volatile among the eight currencies. It can be observed that the skewness of NZD is very close to zero. Returns of all other currencies except AUD are positively skewed. This indicates that AUD has tendency to depreciate. As expected, all the exchange returns are highly leptokurtic, indicating distribution with fat tail and more extreme movements in exchange rates than one would expect under the assumption of normal distribution. Additionally, Jarque Bera test also indicates that the returns of all currencies are not normally distributed. The result of ARCH LM test in the table suggest that all exchange rates show strong conditional hetertoscedasticity.
Empirical Results
Results
To start with, unit root tests have been conducted. Tables 2 and 3 exhibit the results of unit root tests namely, ADF, PP and KPSS at level and at log first difference, respectively. Lag length for ADF test is selected based on general to specific approach, setting maximum number of lags equal to twenty and using 10% critical value to determine the significance level of the t-statistics on the last lag. The ADF test has rejected the null of unit root to support the alternative of stationarity for USD, SGD and HKD at 10 % significance level for the drift model. The PP test has rejected the null of unit root in six currencies i.e. GBP, USD, CHF, JPY, SGD and HKD at 5 percent or lower significance level for the model with drift. However, KPSS test which has null of stationarity against alternative of unit root has rejected the null for all currencies at 1% significance level. For the model with both drift and trend, ADF test has supported stationary in AUD and SGD. However, PP has supported stationarity in all currencies except GBP. KPSS test has rejected stationarity in all currencies.
If a series shows a random walk, then its first difference is expected to be stationary. ADF and PP unit root tests have supported stationarity in log first difference series of all the currencies for both drift and trend model at one % significance level. However, the KPSS test suggests stationarity in 4 currencies except GBP, USD, SGD and HKD for drift model and stationarity in six currencies except JPY and SGD in trend model. The other condition for a time series to depict random walk is that its increments have to be serially uncorrelated. The Ljung Box test suggests autocorrelation in USD and HKD returns series at 1% significance level for lag 15 (table 1) .
Next we have applied variance ratio test to examine autocorrelation in return series which is considered to have more power than the above tests. The conventional Lo -MacKinlay variance ratio test used at lag length of 2, 4, 8 and 16 tests the null of variance ratio equal to 1. Table 4 shows that Variance Ratio is more than 1 for USD and HKD and less than one for AUD and NZD for all lags. The test statistics under maintained hypothesis of homoscedasticity, indicated as M 1 (k), are given in second row and under hypothesis of heteroscedasticity, indicated as M 2 (k), are given in third row of the cell. Under homoscedasticity, the null of Variance Ratio equals unity is rejected by GBP, USD, SGD and HKD at minimum 10 % significance level. The rejection of null under the maintained hypothesis of homoscedasticity may be either due to the presence of heteroscedasticity or serial correlation in the data series. If the rejection of null is robust to heteroscedasticity, then the rejection is due to the existence of serial correlation in the data series. . Following the rule of thumb: "reject null if there are more than two rejections at any levels of significance", RWH is rejected for USD, SGD and HKD at at least 10 % significance level. However, SGD shows weaker evidence against RWH than those of USD and HKD. It rejects random walk based on R2 only for k = 4 at 10 percent significance level. It is to be noted that all test statistics (R1, R2 and S1) give fairly consistent inference. Though AUD too has rejected the null, we have not considered it as the rejection is only at k=16 by S1, which is a weak test compared to R1 and R2 . The joint Wright multiple variance ratio test proposed by Belaire-Franch and Contreras (2004) supports the result of Wright (2000) rank and sign test and rejects RWH for USD, SGD and HKD.
Further non parametric run test is also employed to investigate randomness in the series. Table 7 provides results of the test under the null hypothesis of return independence or weak form efficiency for the eight currencies. The negative Z-statistics of USD, AUD, JPY, SGD and HKD indicate that the actual number of runs falls short of the expected number of return and there is serial dependence in the rate movement. However, the result is highly significant only for USD and HKD at 1 % and rejects RWH for these two currencies.
Concluding Remarks
This paper employed both parametric and non parametric tests to examine the efficiency in Indian foreign exchange market during the period, July 1991 to June 2010. All the tests have given fairly consistent results. They strongly suggest randomness in GBP, CHF, AUD, NZD and JPY in Indian market. SGD has shown mixed result. However, for two currencies i.e. USD and HKD all tests by and large have rejected Random Walk, suggesting predictability for these two currencies with respect to INR. Also, for these two currencies variance ratio is more than one suggesting positive serial correlations or exchange rate undershooting phenomena and official intervention in Indian foreign exchange market. Rejection of random walk in foreign exchange rates carries implications for exchange rate forecasting, currency futures and option pricing and investors' international portfolio choices. The VR(q) are reported in the first row and test statistic M 1 (k) for homoskedastic increments and M 2 (k), heteroscedastic robust test statistic are given in second and third row . a,b and c are significant at 1 %, 5% and 10% significance level, respectively. 
