We investigate the empirical relationship between company investment and measures of uncertainty, controlling for the effect of expected future profitability on current investment decisions. We consider three measures of uncertainty derived from (1) the volatility in the firm's stock returns; (2) disagreement among securities analysts in their forecasts of the firm's future profits; and (3) the variance of forecast errors in analysts' forecasts of the firm's future profits. We consider two controls for expected profitability: (1) a standard measure of Brainard-Tobin's q constructed from the firm's stock market valuation; and (2) an alternative measure of the q ratio constructed from discounted forecasts of the firm's future profits.
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Introduction
The sign and magnitude of the effect of uncertainty on investment has long been debated in the academic research literature and in public policy circles. How sensitive are investment levels, for example, to stability or instability in the macroeconomic environment? Does heightened uncertainty following the attacks of September 11, 2001 affect business investment?
1 Although our empirical approach is not sufficiently granular to isolate the effects of a particular event, our results suggest that increased uncertainty appreciably reduces investment in both the short run and the long run.
Theoretical analyses have suggested a variety of mechanisms through which uncertainty may influence investment decisions. Holders of risky assets require compensation for bearing those risks, so there will be a risk premium component in the required rate of return for investment projects with uncertain outcomes. Finance theory has emphasized that portfolio diversification can substantially reduce an individual's exposure to the risk associated with any particular asset. Hence, the relevant risk premium for firms owned by diversified shareholders should depend not on the variability of the firm's own returns but rather on the covariance between the firm's returns and the returns available on a wider portfolio of assets, as, for example, in the Capital Asset Pricing Model. Nevertheless, uncertainty about the firm's own future prospects may be more important than the CAPM suggests in settings where managers influence investment decisions and cannot fully diversify their exposure to idiosyncratic risk-perhaps for incentive reasons, or because they have invested in firm-specific human capital.
2 Hartman (1972) and Abel (1983) emphasized a different mechanism that could rationalize a positive effect of higher uncertainty on investment. The basic idea in those 2 models is that expected profits may be a convex function of future prices for the firm's output. Suppose there is a mean-preserving spread in the distribution of future prices, so that the expected future price remains unchanged but more probability weight is attached to prices that are both very high and very low relative to this unchanged mean. If profits are a convex function of the output price, this will increase the expected level of future profits. If the risk premium is given or responds sufficiently little to the increase in uncertainty about the firm's future product price, this increase in the expected level of future profits will increase the range of possible investment projects with positive net present values, and so lead the firm to undertake additional investment. Abel (1983) showed that this mechanism operates in Hayashi's (1982) Q model of investment, in which there is perfect competition in all markets, constant returns to scale, and costs of adjusting the capital stock that are strictly convex in the level of investment. Caballero (1991) noted that this conclusion is sensitive to the assumptions of perfect competition and constant returns to scale, which make the firm's net revenue homogeneous of degree one in the scale of its operations. The convexity of the relationship between profits and output price can be weakened and eventually overturned by introducing a sufficient degree of either imperfect competition or decreasing returns to scale into the model. The impact of price uncertainty on investment may therefore be positive or negative, depending on assumptions about the market environment and technology. Complicating matters further still, empirical specifications cannot identify the sign of the effect of uncertainty in this class of models because uncertainty operates through the level of expected profitability. Hence, there would be no role for uncertainty in an empirical model that controlled adequately for the effect of expected future profitability on current investment decisions. In Hayashi's Q model, for example, any uncertainty effect is summarized by the average q ratio, which is a sufficient statistic for investment in his model.
More recent theoretical analyses have focused on the effects of "real options." In these models, the option to delay investment until more information has accumulated may become more valuable at higher levels of uncertainty. 3 Interestingly, this option to 3 delay investment is valuable only when both: (1) the net revenue function is not linearly homogeneous, for example due to imperfect competition or decreasing returns to scale;
and (2) adjustment costs are not strictly convex in investment, for example due to full or partial irreversibility, or to a fixed component of adjustment costs. Hence, these real options effects are absent in the traditional Q model.
When real options are valuable, the implications for the relationship between uncertainty and investment are quite subtle and often misunderstood. At higher levels of uncertainty, the firm has a greater incentive to wait until it has more information before committing to an investment decision. This incentive makes the firm's investment policy more cautious, or less likely to respond to a given demand shock. However, as stressed by Abel and Eberly (1999) and Caballero (1999) , the effect of higher uncertainty on the average level of the capital stock in the long run is theoretically ambiguous. Although firms will invest less in response to a positive demand shock, they will also be stuck with more capital than they would like following a negative demand shock. Depending on which of these forces dominates, firms may operate with higher or lower capital stocks under conditions of higher uncertainty. As noted by Bloom, Bond and Van Reenen (2001) , the more robust prediction of real options models is that the speed of adjustment of the capital stock should be slower at higher levels of uncertainty. Thus, the principal effect of real options may be on short-run investment dynamics, rather than on long-run capital accumulation.
As this brief review indicates, the theoretical literature on investment and uncertainty leaves open both the sign and the persistence of any relationship between uncertainty and capital accumulation. Empirical evidence is therefore required to address these questions, as well as to quantify the magnitude of any short-or long-run effects of uncertainty on investment. However, empirical work in this area must address two primary challenges: (1) to find operational counterparts to the concepts of uncertainty considered in theoretical analyses; (2) to control for other relevant influences on investment behavior, notably the role of current expectations of future profitability.
The importance of the first challenge is self-evident. To test the null hypothesis that uncertainty has no effect on investment and to quantify the relationship, we require a 4 measure of uncertainty that is either accurate or at least measured with a type of error for which the errors-in-variables bias in the estimated relationship can be easily corrected.
The second challenge is more subtle, but no less important. The obvious practical hurdle is that measured uncertainty may plausibly proxy for other relevant but omitted variables.
Consider, for example, the airline industry in the wake of September 11, 2001.
Aircraft investment may have fallen for at least two distinct, but hard to disentangle, reasons. First, there was a downward revision of forecasts of future demand for air transportation. Second, there was an increase in the uncertainty associated with these forecasts. Without further analysis it would be difficult to say which of these effects was more important. More generally, we may suspect that higher uncertainty could be associated with greater pessimism about the level of expected future profitability. 4 Unless we control carefully for the effect of expected profitability on current investment, effects which are really due to changes in the level of expected future returns may erroneously be attributed to uncertainty. Note that the distinction between these two channels is potentially important for policy formulation: if the aim is to increase the level of investment, will anything be achieved by a policy that seeks to reduce uncertainty by pursuing stability, or should the emphasis rather be on policies that operate by raising expected future returns?
In this paper, we aim to make a contribution by confronting both these empirical challenges, as well as stressing the importance of distinguishing between short-run effects of uncertainty on investment dynamics and long-run effects of uncertainty on capital accumulation. The novel aspect of our approach in this context is to make use of data on forecasts of future profits for individual companies that were issued historically by professional securities analysts. 5 These data allow us to construct two indicators of the level of uncertainty facing a particular firm at a particular time, one based on the 5 disagreement or dispersion in the profits forecasts issued by different analysts for that firm at that time, and one based on the variance of the forecast errors made by analysts forecasting profits for that firm in the recent past. We compare these variables with a more standard measure of uncertainty based on the high frequency volatility in the firm's stock returns, which was introduced into the empirical investment literature by Leahy and Whited (1996) and also used by, for example, Bloom, Bond and Van Reenen (2001) .
An obvious concern with measures of uncertainty based on share price volatility is that they may be affected by excess volatility or "irrational exuberance" in the stock market, a concern which has been highlighted by previous research on the relationship between stock market valuations, expected profits and company investment. 6 Related to this, the availability of data on profits forecasts allows us to construct an alternative control for the influence of expected future profitability in our empirical investment equations. Several of the papers cited in footnote 4 above have shown that using a simple valuation model to transform these forecasts of future profits into an estimate of the firm's 'fundamental' value provides a measure of the average q ratio that is far more informative about company investment than the standard Brainard-Tobin's q measure constructed using the firm's stock market valuation. By considering both measures of average q in this investigation, we provide more robust controls for the effects of expected future profitability than previous empirical studies, and so obtain more appropriate tests of the null hypothesis that variation in the level of uncertainty has no effect on company investment beyond that which is summarized in current expectations of future profits.
The remainder of the paper is organized as follows. Section 2 discusses our econometric investment equations and relates these to the effects of uncertainty predicted by different theoretical approaches. Section 3 discusses our data and our empirical measures of uncertainty and average q. 
where I t is gross investment in period t, K t is the net capital stock at the end of period t, q t is a measure of average q, σ t is a measure of uncertainty, ∆y t is the growth rate of real sales and ε t is an error term. Abstracting from the presence of debt and taxes-which are both accounted for in our empirical work-our measures of average q have the form
where V t is a measure of the fundamental value of the firm, defined as the present value of the expected stream of future net cash distributions to its shareholders, at the start of period t; and κ t is the replacement cost at the start of period t of the capital stock that the firm inherits from the previous period. 
p is the price of capital goods in period t and δ is the rate of depreciation, then
technologies and strictly convex costs of adjusting their capital stocks. 8 In this case, the parameter β is inversely related to the importance of marginal adjustment costs and directly related to the speed at which firms adjust their capital stocks in response to deviations between average q and the value of unity that would be chosen in the absence of adjustment costs and taxes; and the error term reflects either additive shocks to marginal adjustment costs or additive errors in our measure of the average q ratio.
The inclusion of the additional terms in the empirical models we estimate thus tests the null hypothesis that our measure of average q is a sufficient statistic for company investment rates. We stress that a rejection of this null hypothesis does not necessarily imply a rejection of the underlying Q theory, essentially because there may be measurement errors in the available proxies for average q that are correlated with either the uncertainty or sales growth variables. We return to this important caveat in section 4.4, after describing our empirical results. However, for practical purposes this limitation may not be critical because significant coefficients on the uncertainty terms still indicate that company investment is related to these indicators of uncertainty, holding constant either observable expectations of future profitability or the firm's stock market valuation.
Two simple measures can be calculated easily from the parameters of the estimated models and used to illustrate the magnitude of the estimated effects of uncertainty on investment. The first is a short-run effect, or the partial elasticity of the investment rate with respect to the measure of uncertainty, holding constant both average q and real sales growth:
.
The second is a long-run effect, or the partial elasticity of the capital stock with respect to the measure of uncertainty, holding constant the value of the firm. Appendix A shows 8 that if we consider a steady state in which both the capital stock and real sales grow at rate g, this steady-state partial elasticity has the form: 2 .
Given the estimated parameters β, γ, θ and φ, these partial elasticities can be evaluated, for example at the sample means of the investment rates, q ratios, uncertainty measures and sales growth. We consider the short-and long-run elasticities in order to evaluate whether the estimated effects of the uncertainty terms in our empirical models are trivial or sufficiently large to motivate further research. In addition, we can also use these elasticities to see whether the predictions of our empirical model line up with those from leading theoretical models-keeping in mind, of course, that we are not estimating or testing a structural alternative to the basic Q model in which uncertainty measures would influence behavior conditional on average q.
Notice first that in a stationary environment (g = 0), the long-run effect would depend only on the parameter γ on the linear uncertainty term, and not on the parameter φ on the uncertainty-sales growth interaction term. More importantly, an empirical model with only a single, linear uncertainty term would impose that the short-and long-run effects are determined by the single parameter on this variable. This seems unduly restrictive for testing purposes, since a number of authors have stressed that in the real options approach, there may be significant short-run effects of uncertainty on investment dynamics without necessarily any long-run relationship between uncertainty and capital intensity. Our empirical specification allows this pattern-for small g, this would correspond simply to a zero coefficient on the linear uncertainty term but not on the interaction term between sales growth and uncertainty. This interaction term is of particular interest, as Bloom, Bond and Van Reenen (2001) have shown that a weaker impact effect of demand shocks on investment at higher levels of (demand) uncertainty is a prediction of one class of real options models that is robust to aggregation across investment decisions in multiple capital goods; and significant effects of this kind have 9 been reported in previous empirical studies. 9 In addition, more flexible patterns of shortand long-run effects can be introduced by adding lagged uncertainty terms to the model, or by considering further interactions, for example between uncertainty and average q measures. We also explore both these possibilities in our empirical investigation.
Finally, we should comment on why we adopt an exploratory empirical approach in this investigation, rather than attempting to estimate a richer structural specification that would allow for effects of uncertainty on investment holding constant expected future profitability or stock market valuations. Put simply, so far as we know, there is no operational structural model using the real options approach that could be estimated directly. Abel and Eberly (2002a) derive a non-linear structural relationship between investment rates and average q in the presence of irreversibility, but only under conditions of perfect competition and constant returns to scale which rule out the real options effects. A second reason is that, to obtain a convincing specification for company-level data, a structural approach would need to take seriously aggregation of investment decisions over the multiple types of capital goods, production plants and subsidiaries that are combined in the capital expenditure data found in company accounts.
Given the obvious complexity of these tasks, we believe that a simpler, more descriptive, empirical approach, despite its manifest limitations, can still provide useful evidence to inform policy discussions, and may stimulate further research toward a more satisfactory empirical framework for analyzing these issues.
Data and empirical measures
3.1 Basic data sources Our dataset combines firm-level information from several sources. The accounting data are from Compustat. The data on expected earnings are from I/B/E/S and some financial data are from CRSP. In this section, we briefly review the 9 See Guiso and Parigi (1999) and Bloom, Bond and Van Reenen (2001) . construction of key variables and then we describe in detail the measures of uncertainty and average q. For an exhaustive description of our dataset, we refer the interested reader to Bond and Cummins (2003) and www.insitesgroup.com/jason, a webpage that contains our programs and data.
The basic nonfinancial data on investment expenditures, capital stocks, sales, profits and cash flow are obtained from Compustat. We adjust book values of the net capital stock to replacement cost estimates using a standard perpetual inventory procedure, and we adjust nominal sales and cash flow to real measures using sectoral price indices available from the Bureau of Economic Analysis. Stock market data on equity capitalization and daily stock returns are from CRSP.
Data on analysts' profits forecasts are kindly made available to us by I/B/E/S International Inc. I/B/E/S reports forecasts only from analysts who meet a set of criteria designed to ensure that they are well informed about the business situation of individual companies. The forecasts we use were issued early in the current-year accounting period, and comprise forecasts of earnings per share for the current year and for the following year, as well as forecasts of the trend growth rate in earnings per share over a three-to five-year period, known as the long-term growth forecasts. I/B/E/S reports the (unweighted) mean of the analysts forecasts issued for a particular firm, known as the consensus forecast, as well as the standard deviation across these individual forecasts. We make use of both the mean and the standard deviation in our measures of expected profits and uncertainty, respectively. The measure of earnings corresponds to that agreed on by the majority of analysts tracking a particular firm. In broad terms, this definition corresponds to a measure of net profits after interest and taxes, and it removes a larger set of non-recurrent items than extraordinary items reported in published accounts.
In addition to the availability of accounting and stock market data, we require that firms were tracked by at least two securities analysts, who supplied timely profits forecasts to I/B/E/S for a minimum of four consecutive years between 1982 and 1999.
This requirement likely introduces a sample selection bias, although to the extent that selection into the set of firms tracked by multiple analysts is determined by time-invariant characteristics, this should be controlled for by the inclusion of firm-specific fixed effects 11 in our econometric specifications. Results for our basic average q models are similar for this sample and for a larger sample of firms tracked by one or more analysts, used in our previous research; and results for models that include our dispersion or error variance measures of uncertainty remain similar when we consider smaller samples of firms that are tracked by a minimum of three or five securities analysts. After applying the twoanalyst requirement as well as standard screens to eliminate outliers, we end up with an unbalanced panel of 946 publicly-traded companies for estimation.
Uncertainty measures
We construct three different indicators of uncertainty for an individual firm at a particular time. The first measure is a relatively standard one based on the high-frequency volatility in a firm's stock market valuation, introduced into the empirical literature on uncertainty and investment by Leahy and Whited (1996) . If new information about future demand and costs leads to a marked reassessment of the firm's expected future profitability, it will be reflected in fluctuations in the firm's stock market valuation, provided there is a reasonable correspondence between stock market and 'fundamental'
values.
The specific measure we use, denoted VOL t , is the standard deviation of daily stock returns during the firm's current accounting period, based on the index of total stock market returns (net of share repurchases) reported by CRSP. An obvious concern with this kind of measure is that fluctuations in share prices may reflect changes in factors that are not perceived as relevant to investment decisions by the managers of firms, as may be the case when stock market valuations are influenced by factors other than the present value of expected future distributions to shareholders, such as bubbles or fads. Shiller's (1981) term for such behavior of share prices was excess volatility, and if actual share price volatility is dominated by such factors then tests using a stock-marketbased indicator may have little power to detect any effects of uncertainty on company investment. A different concern is that it is possible for future profits to be highly uncertain, in the sense that the distribution perceived at a particular point in time has a high variance, and yet for the expectation of future profits to be completely stable, if no relevant new information is revealed during a particular time interval.
To explore the robustness of empirical results based on this stock return volatility indicator of uncertainty, we make use of the data on analysts' profits forecasts to construct two alternative indicators. Neither is conceptually perfect or necessarily superior to the volatility measure. Rather, we may learn more about the nature of any relationship between uncertainty and company investment by considering a wider range of indicators.
One of the measures that we consider is based on the disagreement among different securities analysts forecasting future profits for the same firm at the same time.
10
We certainly observe such disagreement in the I/B/E/S data, and the degree of disagreement varies both across firms and, for a given firm, over time. In the limit, if the level of future profits for a particular firm was completely certain, it would be surprising if all analysts did not report this common figure as their forecast. Hence, it would be surprising if a low level of uncertainty about the level of future profits was not reflected in a low degree of disagreement among different analysts in their individual forecasts. It is less clear that a high level of uncertainty will necessarily be reflected in a high degree of disagreement among analysts. Differences in the forecasts issued by individual analysts may reflect differences in the information available to them, in the way they process this information, or in the objectives they are pursuing. 11 It is clearly possible for the level of future profits to be highly uncertain, and yet to observe a set of analysts using 10 In a similar vein, a number of studies have related disagreement among inflation forecasts to uncertainty about inflation. Indeed, Mankiw, Reis, and Wolfers (2003) have recently argued that disagreement about expected inflation may be a key to better understanding macroeconomic dynamics. However, Zarnowitz and Lambros (1987) caution that disagreement and uncertainty are distinct concepts, even though they turn out to be positively correlated in their sample of professional inflation forecasters. Hence, the disagreement among analysts in our sample should be thought of as a proxy for uncertainty. Even so, this limitation is not as serious as it may seem at first glance because our econometric approach explicitly allows for measurement error.
11 There is no consensus explanation for analysts' behavior in the burgeoning literature about the properties of earnings expectations (for a recent survey see, e.g., Kothari 2001) . Nevertheless, given the lambasting analysts have taken from the popular press in the past few years, it is worth noting that Keane and Runkle (1998) find no evidence that analysts profit forecasts deviate from rational expectations. Along similar lines, Lim (2001) argues that analysts have an incentive to issue overly optimistic forecasts in order to maintain access to company management. Nevertheless, he shows that analysts issue forecasts with minimum mean-squared error, as the benefit of greater information more than offsets the upward bias.
13 similar information in a similar way, with similar objectives, arriving at a similar set of issued forecasts. Nevertheless, we would expect the tendency to be for more observed disagreement to be associated with more underlying uncertainty. For example, to the extent that differences in forecasts reflect differences in the way different analysts convert the same current information into forecasts of future profits, one possibility is that the survival of these different models is indicative of underlying uncertainty about the correct process generating future profits. Alternatively, to the extent that analysts issuing optimistic forecasts are pursuing marketing strategies more aggressively than others, a high degree of uncertainty about the actual level of future profits would seem to be a necessary condition for the survival of these strategies in equilibrium.
The particular measure of dispersion across individual analysts' earnings forecasts that we use, denoted DISP t , is the coefficient of variation in the forecasts of earnings per share for the current accounting period. A scale invariant measure is warranted because the variation across firms in the level of earnings per share reflects measurement in arbitrary, and economically meaningless, units. 12 Since we observe only the mean and the standard deviation of the distribution, we are severely limited in the measures of relative dispersion we can compute. 13 Practical considerations call for focusing on disagreement in the one-year-ahead forecasts; typically, we observe more analysts issuing forecasts for profits one year ahead than for longer time horizons.
14 The final measure we consider is based on the variance of the errors made by securities analysts in forecasting the firm's profits in the recent past. The particular forecast error we use for this purpose is the difference between the consensus forecast, 12 Notice that VOL t is already scale invariant because it is constructed from stock market returns. Moreover, it would be nonsensical to use the coefficient of variation of VOL t as a measure of uncertainty because such a measure would be negative when annual stock market returns are negative, as is common. 13 We obtain estimated coefficients with the same sign but with weaker statistical significance in our investment equations if we use the simple standard deviation in place of the coefficient of variation. We also checked that our coefficient of variation measure does not simply proxy for information in (1) the reciprocal of the mean earnings per share forecast, which could occur if the relationship between investment and expected profits were sufficiently non-linear; or in (2) the number of analysts tracking a particular firm, which is positively correlated with this measure of relative dispersion, but uninformative in our investment models once we condition on DISP t .
14 made at the start of the current accounting period, of earnings per share for that period, and the realization of that measure reported by I/B/E/S. In our empirical work, we use the squared value of that forecast error, denoted ERR t . 15 Again, if there was very little uncertainty about the level of future profits, we would expect analysts to make very small forecast errors. Where we observe at least some analysts making large forecast errors, this could reflect the pursuit of objectives other than accurate forecasting, but a higher degree of uncertainty seems likely to be a permissive factor in the survival of such strategies.
There are two practical problems relating to ERR t . First, the squared forecast error for a particular firm-year observation cannot be used to measure uncertainty by itself. We can get around this limitation, however, by exploiting the time dimension of our panel dataset. In particular, we can estimate the forecast error variance using repeated observations from the same firm. As an empirical matter, using too few observations would result in imprecise estimates of the variance, while using too many observations would produce limited time-series variation in the resulting measure for each firm, and runs the risk of erroneously imposing the continued relevance of past levels of uncertainty. We keep this trade-off implicit by including current and past realizations of the squared forecast errors as separate explanatory variables in our empirical investment equations, which can allow more weight to be given to more recent experience, without imposing any particular pattern to the weights. However, the small number of time-series observations available for many firms in our sample limits the flexibility we have, so we include two lags in practice. Second, the measure of earnings per share forecast by analysts may not correspond precisely to the basis on which results are subsequently reported, for example if the number of shares outstanding has changed in the intervening period. We use a measure of realized earnings per share reported by I/B/E/S which is intended to adjust for such differences, although the scope for making these adjustments accurately is an unresolved issue.
Average q measures
We consider two controls for the average q ratio in our null specifications, one constructed using the firm's stock market valuation in a standard way, and one in which a simple valuation model is used to obtain an alternative estimate of the value of the firm, based on the consensus forecasts at the start of the current accounting period for the firm's profits in that and subsequent periods. The standard measure is denoted is the average of the two earnings forecasts which we grow out over a five year horizon at rate Eg t , β t is a discount factor using the nominal interest rate on US government bonds in year t plus an 8% risk premium, and TVC is a terminal value correction which imposes the assumption that earnings growth beyond year t+5 reverts to the overall historical average for our sample of companies, which is about 6%. It should be stressed that our empirical results are not sensitive to the details of this particular calculation.
The motivation for considering this alternative measure of average q is that previous studies have found a much stronger relationship between company investment and these discounted profits forecasts than has generally been found between company investment and the firm's stock market valuation. This fact is consistent with the 16 Forecasts for earnings per share are converted to forecasts for the level of earnings by multiplying by the number of shares outstanding at the time the forecasts were made.
16 possibility of significant bubbles, fads or factors other than the present discounted value of expected future profits influencing fluctuations in stock market valuations-which motivates our interest in measures of uncertainty other than share price volatilityalthough there may be other explanations for the same pattern. 17 Here the objective is to obtain a more informative control for the influence of current expectations of future profitability on current investment decisions than can be achieved indirectly by using the firm's stock market valuation. By controlling for these observable forecasts of future profits, we reduce the risk that any estimated effects of our uncertainty variables are attributable to these uncertainty measures acting as proxies for the influence on investment of the mean rather than the variance of the distribution of future profits. This risk is clearly signaled by the models of Hartman (1972) and Abel (1983) , which stress a causal link between (price) uncertainty and the expected level of future profits. More generally, we are concerned about a possible correlation between uncertainty and expected profitability, for example if periods of higher uncertainty tend to be associated with more pessimistic forecasts of future demand growth.
Results
Behavior of uncertainty measures
Before turning to our econometric analysis, we explore graphically the key properties of our uncertainty measures. The three measures of uncertainty are positively correlated with each other but the fit is rather loose (figure 1). Each dot in the figure represents a single firm-year observation, and the OLS regression line describes the average relationship between the two variables. In the first panel, VOL it and DISP it move together-the slope of the regression line is 0.1 with a standard error of 0.01-but volatility often differs widely from dispersion as indicated by the low R 2 of 0.03. In the middle panel, VOL it and ERR it are also positively correlated but the fit is appreciably worse compared with the first panel. In the final panel, the two analyst-based measures are more tightly linked with each other than with VOL it -the statistically significant slope coefficient is 0.74 but the R 2 is just 0.025 because there is a considerable mass of observations with big forecast errors and little dispersion. 18 Taken together, these comparisons are reassuring: the positive covariance between the three variables suggests that our proxies, even though they suffer from measurement error, get at the underlying uncertainty that firms face.
A look at the time dimension of the panel reveals the business cycle variation in uncertainty and underscores two of our empirical challenges. In figure 2 , we depict some sample statistics for the annual averages of VOL t and DISP t . 19 As can be seen in the top panel, stock market volatility in our sample peaks in the late 1990s and 1987 (as measured by either the mean or median), a pattern that matches the volatility of broadbased stock market indexes but is disconnected from the business cycle. Indeed, the readings in 1998 (Russian and Asian financial crises) and 1987 (stock market crash) illustrate one of our primary empirical challenges-namely, a stock-market-based measure of uncertainty may reflect excess volatility. By contrast, the annual average (or median) of the dispersion of analysts' forecasts (bottom panel) is inversely related to the business cycle. 20 And, it is this link that highlights a second empirical challengenamely, it is important to control for fundamentals because higher uncertainty is associated with greater pessimism about expected profits. We confront both of these challenges in the econometric work that follows.
Finally, we need to pick some reasonable numbers in order to calibrate the shortand long-run impact of uncertainty. Coincidentally, it turns out that, for a given firm, a 18 Since firm-year observations of ERR it do not measure the variance of the forecast errors, we also looked at the cross-sectional (i.e., between-firm) relationships among our uncertainty variables. The variance of ERR i are positively correlated with DISP i -in fact, the between-firm relationship is somewhat tighter than pictured in figure 1 (final panel), which compared the total variation in the two variables. However, the variance of ERR i is uncorrelated with VOL i in the cross-sectional dimension of the panel. 19 The annual average of analysts' forecast errors is not a good measure of uncertainty because we must exploit the panel structure of the data to estimate the variance of the forecast error.
15% change in either VOL t or DISP t is nearly one standard deviation from that variable's mean. 21 Hence, large changes in uncertainty are relatively common.
Econometric results
We estimate a range of empirical investment equations in first-differences, a transformation that removes unobserved firm-specific fixed effects that may be correlated with the explanatory variables. Year dummies are also included to control for unobserved time-specific effects. Both measures of q it and the uncertainty terms are treated as endogenous variables in these investment equations. A common instrument set comprising lagged investment rates and cash flow-
-is used to estimate all the specifications reported. 22 GMM estimates are computed using DPD98 for GAUSS with one-step results using heteroskedasticityconsistent standard errors and test statistics (Arellano and Bond, 1998) .
First, we report some simple specifications in which we include current and lagged values of our uncertainty measures individually along with the lagged dependent variable (table 1) . In particular, there are no forward-looking controls for expected future profitability in these initial models. In columns (1) and (2), we find significant negative coefficients on both current and lagged values of the stock market volatility measure as well as the measure based on the dispersion in the analysts' profits forecasts. The results in column (3) show that there are significant negative coefficients on the lagged values of the squared forecast errors ERR i,t-1 and ERR i,t-2 , a result which suggests an inverse relationship between the variance of these recent forecast errors and investment.
However, all of these results should be interpreted with caution since the Sargan tests of overidentifying restrictions indicate that our instruments are strongly rejected for these simple specifications-not surprisingly, explanatory variables other than these measures of uncertainty are required to explain company investment behavior. Nevertheless, a first 21 The annual average of VOL t is 30% with a standard deviation of 4% and the annual average of DISP t is 7% with a standard deviation of 1%.
look at the estimates suggests a negative rather than a positive relationship between uncertainty and investment.
In table 2 we introduce a standard measure of Brainard-Tobin's q (
constructed using the firm's stock market valuation as a control for expected future profitability. This measure of average q has a significant positive coefficient in each of the three columns, but the inclusion of this variable has little effect on the significant negative coefficients found for each of the uncertainty measures in the simpler models of table 1. The validity of the instruments continues to be rejected at the 10% level of significance in column (1), and at the 2% level or lower in columns (2) and (3).
In table 3 we include our alternative measure of average q ( t q ), constructed using discounted securities analysts' forecasts of the firm's future profits. This measure of average q also has a significant positive coefficient in each of the three columns.
Including this measure reduces the statistical significance of the coefficients on VOL i,t-2 in column (1), DISP i,t-1 in column (2), and ERR i,t-2 in column (3). Nevertheless, we continue to find a significant negative effect from each of these measures of uncertainty, a result which suggests that the effects found in tables 1 and 2 do not simply reflect higher measured uncertainty acting as a proxy for more pessimistic expectations of future profitability. We can also note that the validity of the instruments used is not rejected at any conventional level of significance by the Sargan test in the specifications reported in columns (2) and (3) We can further analyze the role of the various uncertainty measures by evaluating which of them is most informative, controlling for fundamentals (table 4) . First, we include all three measures jointly (column 1): the negative coefficients on the current volatility and dispersion variables remain significant, but the coefficients on the squared forecast errors are now individually and jointly insignificant. This finding suggests that the significant negative effect of ERR in column (3) of the preceding tables is better captured by the other measures of uncertainty. In column (2), we drop these insignificant forecast error terms, in which case the estimated coefficients on the dispersion measure become significant at the 1% level, and those on the volatility measure become significant at the 10% level. However, in each case the coefficient on the lagged uncertainty measure is not significantly different from zero at the 10% level, and the same applies when we consider these coefficients on the lagged uncertainty terms jointly.
In column (3), we omit the lagged uncertainty terms which leaves us with a more parsimonious empirical specification in which dispersion-related uncertainty is highly significant and volatility-related uncertainty is marginally significant. Expected profitability as summarized by our alternative average q measure has a highly significant positive effect, and the inclusion of this term is clearly important for the validity of our instruments. Furthermore, the significance of the lagged dependent variable indicates that there is more persistence in company investment rates than can be accounted for by a simple, static linear relationship with measures of uncertainty and expected future profitability. Finally, the results in column (4) show that there is no additional information in the more familiar stock-market-based q given the analyst-based measure.
This confirms our previous research using a different sample, although here we do find marginally significant information in one stock-market-based variable, the volatility of the firm's stock returns.
In table 5, we relax the assumption that the short-and long-run effects of uncertainty on investment have the same sign by considering nonlinear models. Part of our motivation, recalling the discussion in section 1, comes from the fact that real options models do not offer definitive predictions about the sign of uncertainty effects. We begin by noting that the coefficient on average q is directly related to the speed of adjustment of the capital stock. Thus, if higher uncertainty primarily slowed the adjustment process rather than reduced the average level of the long-run capital stock, we should find a smaller coefficient on average q for firms facing higher uncertainty, rather than a negative effect from our linear uncertainty terms. However, column (1) shows that we find no evidence for such an interaction effect using either of our uncertainty measures, while the coefficient on the linear dispersion term remains negative and highly significant in the presence of these interactions.
We explore the predictions of the real options literature in columns (2) and (3) by analyzing whether investment responds less to a given demand shock at higher levels of uncertainty. In column (2), we find that real sales growth (∆y it )-a good measure of demand shocks given our fixed-effects formulation-is insignificant when added to the investment model which includes our analyst-based measure of q. This finding is consistent with our earlier results reported in Bond and Cummins (2001) . However, column (3) shows that allowing for heterogeneity in the response of investment to sales growth is important. In particular, the significant negative coefficient on the interaction between sales growth and the volatility-based measure of uncertainty is evidence of a weaker short-run effect of sales growth on investment for firms that are subject to higher uncertainty. In addition, the coefficient on the linear volatility term becomes insignificantly different from zero when this interaction term is included, but the coefficient on the linear dispersion term remains negative and highly significant.
Column (4) reports our preferred parsimonious specification, which includes a significant linear term where uncertainty is measured by dispersion across analysts'
forecasts of the firm's profits, and a significant interaction with sales growth, where uncertainty is measured by volatility in the firm's stock returns. Apparently, our preferred measure of average q is not a sufficient statistic for company investment rates. Firms facing low levels of uncertainty increase their investment in response to a current demand shock by more than is captured by our average q variable, as indicated by the negative and precisely estimated interaction term; conversely, firms facing high levels of uncertainty react less to demand shocks. Furthermore, holding constant the present discounted value of expected future profits, we find a significantly negative long-run effect of uncertainty on capital accumulation, as indicated by the negative and significant coefficient on DISP it . Column (5) confirms that these conclusions are robust to including the stock-market-based measure of q, and again we find that there is no additional information relevant for explaining current investment rates in the level of the firm's stock market valuation.
Short-and long-run effects of uncertainty
We can use the estimates in table 5 (column 4) to calculate the short-and long-run effects of uncertainty. In the long run, we find that a 15% increase in uncertainty-recall 22 from section 4.1 that this is roughly equivalent to a one standard deviation increase in DISP t -is associated with a 9% reduction in the level of the capital stock, holding constant the present discounted value of the firm's expected future profits. In the short run, we find an additional effect of higher uncertainty on the relationship between investment and current demand shocks. Accounting for this, we find that a 15% increase in uncertainty-which is also equivalent to a one standard deviation increase in VOL t -is associated with a reduction in current investment rates of around 6%.
It's worth reflecting on the fact that the long-run effect of uncertainty on capital accumulation is identified most clearly using a measure of uncertainty based on dispersion across different analysts' forecasts, while the short-run effect on investment dynamics is identified most clearly using a measure of uncertainty based on highfrequency stock-market volatility. Perhaps the disagreement among analysts is relatively informative about long-run prospects. Certainly we saw in figure 2 that DISP t is more closely linked to business cycle dynamics. And, perhaps daily volatility is relatively informative about short-run developments that affect corporate decisions. Again, looking at figure 2, we saw that VOL t picks out events that might have forced firms to reevaluate investment plans, delaying or ditching them altogether. Speculation along these lines at least lines up well with the idea that analysts take the long view, on average, when forming their one-and two-year-ahead forecasts and long-term growth forecasts whereas stock market volatility reflects very high-frequency developments.
At the risk of overreaching, one might wonder whether our results help account To be sure, it would be easy to find other periods when uncertainty exacerbated rather than mitigated the misses of the aggregate time series model. So the lesson from this exercise is that our firm-level uncertainty effects are in the right ballpark for thinking about business cycle dynamics, not that they should be used for fine-tuning macroeconomic forecasts.
Alternative interpretations
As we have already stressed, we are not estimating structural parameters relating to uncertainty, so it is certainly possible to imagine alternative interpretations of our findings. In this subsection, we discuss two leading candidates. Scherbina (2001) argues that the dispersion of analysts' forecasts is related to the bias in analysts' forecasts. She notes that the consensus forecast of profits at short time horizons appears to display a greater upward bias when there is greater disagreement among the analysts that issue these forecasts for a particular firm. If this were also true at longer time horizons, the dispersion measure of uncertainty could provide an implicit bias correction to the consensus forecasts of future profits used to construct our measure of average q.
Essentially, the concern is that the measurement error in our analyst-based measure of fundamentals could be systematically correlated with one of our uncertainty measures.
In our sample, we confirmed that there is a positive relationship between dispersion and an upward bias in the analysts' forecasts of profits for the current accounting year, but found no similar relationship between dispersion and bias in the 24 analysts' forecasts of profits for the following accounting year, or in the long term growth forecasts. Despite the mixed evidence of bias in our sample, we performed an explicit robustness check by constructing a bias-corrected measure of analyst-based q. In particular, we bias adjusted the one-and two-year-ahead profit forecasts as well as the long-term growth forecast by taking the predicted values from a regression of realized profits (or long-term growth) on both the profit forecast (or long-term growth forecast) and our measure of dispersion. We then constructed a bias-adjusted measure of q by plugging the predicted values into equation (2). The significant negative coefficient on current dispersion in our investment equations was completely robust to using biasadjusted forecasts in place of the raw analysts' forecasts when constructing our analystbased measure of q. Hence, it does not appear that the uncertainty effect is spuriously picking up bias in the analysts' forecasts.
As a separate but related point, we must stress that our results should not necessarily be interpreted as a rejection of the Q theory of investment. In this regard, one notable disadvantage of our analyst-based measure of q is the need to specify a discount factor. If we incorrectly specify the risk premium component of the firm's discount rate to be common across firms at any time, and the true variation in the risk premia used to evaluate investment decisions is correlated with one or more of our measures of uncertainty, then we could find significant coefficients on these uncertainty terms conditional on our measure of average q, even if firms' investment behavior is consistent with the underlying Q theory of investment. Consequently, our empirical tests should not be interpreted as testing the Q theory, but more narrowly as testing the null hypothesis that there are no significant effects of measured uncertainty on investment behavior, holding constant observed forecasts of future profits. This would be a major concern if the only interesting question in this context was the validity of Hayashi's Q model.
However, for many purposes, such as forecasting the effects of fluctuations in measures of uncertainty on business investment, it will suffice to address simpler questions concerning the relationship between uncertainty and investment at a given level of expected future profitability.
We could extend our approach in the direction of testing the Q theory by incorporating some specific model of the risk premium component of the cost of capital into our analyst-based measure of average q. Indeed, we experimented with a CAPMbased firm-specific discount factor in equation (2) without affecting our basic conclusions. However, such extensions are, in our view, rather unconvincing. Certainly equating the risk premium used to evaluate investment decisions with the equity risk premium that could be estimated from the firm's stock returns appears to us to be unwarranted, given the weak relationship observed between stock market fluctuations and company investment, more generally. Of course, the same type of problem occurs when we consider using the stock-market-based measure of q-if share prices are noisy and our uncertainty variables are correlated with this noise, significant coefficients on the uncertainty terms conditional on Brainard-Tobin's q need not imply a rejection of the underlying investment theory.
We have made some progress by investigating whether the form of any relationship between measured uncertainty and company investment is consistent with the types of predictions made by particular theories-for example, we find evidence of a weaker impact effect of demand shocks at higher levels of uncertainty predicted by the real options approach. But ultimately such findings can only be regarded as suggestive.
More direct tests will need to be developed if we are to discriminate confidently between alternative theoretical explanations for the empirical relationship between uncertainty and investment that we detect using our current approach.
Conclusion
Uncertainty appears to have a strong statistical and economic impact on company investment behavior controlling for fundamentals. However, the quantitative implications should be treated with considerable caution because our preferred empirical specification is not derived from a structural analysis of the firm's investment problem. The more robust conclusion from this empirical investigation is that we reject the hypothesis that uncertainty has no effect on investment beyond that which is summarized in current expectations of future profits. And, while the results cannot be used for policy 26 prescriptions, they do suggest that the effects of higher uncertainty on business investment are not at all trivial.
Nevertheless, we recognize that there may be alternative interpretations of our results. In particular, even though we find our robustness checks somewhat reassuring, both of our measures of average q are subject to measurement errors that could be correlated with our measures of uncertainty. Hence, the evidence that sales growth has a weaker impact effect on investment for firms facing higher levels of uncertainty is not easy to interpret; it's consistent with one of the principal predictions of models that emphasize the role of the real option to delay investment, but it may also be rationalized within other approaches. The development of more direct tests of particular theoretical models that relate investment and uncertainty would seem to be an important topic for future research.
On a more empirical note, the approach taken in this paper could also be extended Note. In this and subsequent tables, as well as in the charts, the sample contains firms with at least four years of complete data; N =946, for a total of 5,814 observations. The dependent variable is (I/K) it . The measure of volatility, V OL it , is the standard deviation of daily stock returns during the firm's current accounting year. The measure of dispersion, DISP it , is the coefficient of variation across different analysts' forecasts of earnings per share for the firm's current accounting period. The measure of the forecast error, ERR it , is the square of the difference between the consensus forecasts of earnings per share and the realized level of earnings per share for the firm's current accounting period. Estimation is in first-differences to remove unobserved firm-specific effects. Time dummies are included (but not reported) in all specifications. All right-hand-side variables are treated as endogenous. The instrumental variables used in all specifications are (I/K) i,t−2 , (I/K) i,t−3 , (CF/K) i,t−2 , and (CF/K) i,t−3 , Estimates are computed using DPD98 for GAUSS. One-step coefficients with heteroskedasticity consistent standard errors reported in parentheses.
1. The test for serial correlation in the first-differenced residuals is asymptotically distributed as N(0,1) under the null of no serial correlation. 2. The test of the overidentifying restrictions, called a Sargan test, is asymptotically distributed as χ 
