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3-DIMENSIONAL SUNDIALS
ENRICO CARLINI, MARIA VIRGINIA CATALISANO,
AND ANTHONY V. GERAMITA
Abstract. Robin Hartshorne and Alexander Hirschowitz proved
that a generic collection of lines on Pn, n ≥ 3, has bipolynomial
Hilbert Function. We extended this result to a specialization of
the collection of generic lines, by considering a union of lines and
3-dimensional sundials (i.e., a union of schemes obtained by degen-
erating pairs of skew lines).
1. Introduction
In 1982, Robin Hartshorne and Alexander Hirschowitz wrote a beau-
tiful article [HH82] in which they answered the following very natural
question: What is the Hilbert function of a general union of s lines in
P
n?
There is a simple natural response, namely that the function is bipoly-
nomial, i.e. if X is the union of these s generic lines in Pn then the
Hilbert function of X in degree d is
H(X, d) = min{
(
d+ n
n
)
, s(d+ 1)} for every d, s and n
(see [CCG09] for more about bipolynomial Hilbert functions). The
proof that this natural and obvious response is correct is far from ob-
vious. Indeed, the paper [HH82] consists of a lovely collection of inter-
esting and ingenuous techniques which handle the various cases that
arise in the author’s method of answering this question.
It is in this paper that some of the foundations were laid for the
tour-de-force by Alexander and Hirschowitz which resulted, in 1995, in
their solution to the classical Problem of Waring for polynomials (see
[AH95]). This break-through result of Alexander and Hirschowitz has,
in its turn, led to a long series of results whose goal is the solution
of Waring type problems for Segre varieties (see [CGG02], [CGG03],
[CGG10], [AOP09]), Grassmann varieties (see [CGG05]), Varieties of
Reducible Forms (see [CCG08]) and other kinds of varieties describing
much studied classes of tensors. The importance of all these devel-
opments is not solely in their beauty (which is considerable) but in
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their broad applicability to areas far beyond those purely in algebraic
geometry (see [CM96], [BCS97], [PRW01]).
Thus the original paper of Hartshorne and Hirschowitz is a good
example of the proverb “mighty oaks from little acorns grow”, although
in this case the “acorn” is not so little!
It is, on the one hand, because of the fundamental importance of the
paper of Hartshorne and Hirschowitz and, on the other hand, because
we need a generalization of their result to apply to some new problems,
that we needed to revisit their work. It turns out that a clear but
broad generalization of the Hartshorne-Hirschowitz result is needed for
a certain approach to Waring type problems for all the Segre and Segre-
Veronese varieties.
2. Preliminary considerations
In order to explain what we will do in this paper, we will have to
explain one of the many techniques used by Hartshorne and Hirschowitz
in [HH82].
They first considered the following situation: let L1 and L2 be two
general lines in Pn. These lines, being general, generate a P3 inside
P
n. Now, pick a point P ∈ L1 (general) and let L2 move (in the P
3
generated by it and L1) so as to cross L1 at the point P . One now sees a
(degenerate) plane conic – but that is not the scheme that is the result
of this degeneration. In fact, [HH82] show that this movement can be
made to take place in a flat family and the result is a scheme that
“remembers” the P3 in which we began, in the sense that the limiting
scheme is the degenerate conic union the scheme defined by ℘2 |P3,
where ℘ is the ideal of the point P ∈ Pn (see [CCG09, Lemma 2.5]
for a proof for this degeneration). Thus, we can visualize the limiting
scheme as the degenerate plane conic formed by L1 and the limit of L2,
along with a direction coming out of the plane of the degenerate conic
which (along with the plane) generate the P3 which contained L1, L2
at the start. We have named a scheme formed in this way a sundial.
Now, one sundial in Pn behaves (from the point of view of its Hilbert
function) precisely like a pair of disjoint lines in Pn, but, this is no
guarantee that a generic union of s sundials in Pn will behave (from
the point of view of its Hilbert function) as if it were a generic collection
of 2s lines in Pn.
The “sundial scheme” is clearly less generic than the analogous scheme
of generic lines. But, despite this, in this paper we will show that, from
the point of view of the Hilbert function, s generic sundials behave ex-
actly like 2s generic lines.
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This then gives an extension of the Hartshorne Hirschowitz result
as well as affording us more freedom in confronting problems involving
general unions of linear spaces (both reduced and non-reduced) which
we have discussed in [CCG10]. To be more precise, our main theorem
is the following (see Theorem 4.2)
Let X be a generic union of s sundials in Pn. Then the Hilbert
function of X in degree d is bipolynomial and given by
H(X, d) = min
{(
d+ n
n
)
, 2s(d+ 1)
}
for every s, d and n.
3. Basic facts and notation
We will always work over an algebraically closed field k of charac-
teristic zero. Let R = k[x0, ..., xn] be the coordinate ring of P
n, and
denote by IX the ideal of a closed subscheme X ⊂ P
n. The Hilbert
function of X is then HF (X, d) = dim(R/IX)d and the Hilbert polyn-
mial hp(X,−).
Definition 3.1. Let X be a closed subscheme of Pn. We say that X
has a bipolynomial Hilbert function if
HF (X, d) = min {hp(Pn, d), hp(X, d)} ,
for all d ∈ N.
We often find it more convenient to describe dim(IX)d rather than
HF (X, d).
Since we will make use of Castelnuovo’s inequality several times, we
recall it here in a form more suited to our use (for notation and proof
we refer to [AH95], Section 2).
Definition 3.2. If X, Y are closed subschemes of Pn, we denote by
ResYX the scheme defined by the ideal (IX : IY ) and we call it the
residual scheme of X with respect to Y , we denote by TrYX ⊂ Y the
schematic intersection X ∩ Y , and call it the trace of X on Y .
Lemma 3.3. (Castelnuovo’s inequality): Let d, δ ∈ N, d ≥ δ, let
Y ⊆ Pn be a smooth hypersurface of degree δ, and let X ⊆ Pn be a
closed subscheme. Then
dim(IX,Pn)d ≤ dim(IResY X,Pn)d−δ + dim(ITrY X,Y )d.

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The following lemma gives a criterion for adding to a scheme X ⊆ Pn
a set of reduced points lying on a projective variety V and imposing
independent conditions to forms of a given degree in the ideal of X (see
also [CCG09, Lemma 2.2]).
Lemma 3.4. Let d ∈ N and let X ⊆ Pn be a closed subscheme. Let
Y ⊆ Pn be a closed reduced subscheme, and let P1, . . . , Ps be generic
distinct points on Y . If dim(IX)d = s and dim(IX+Y )d = 0, then
dim(IX+P1+···+Ps)d = 0.

Proof. By induction on s.
Since (IX+Y )d = (IX)d ∩ (IY )d = (0) and dim(IX)d = s > 0, let f ∈
(IX)d, f /∈ (IY )d. Therefore there exists P ∈ Y , P /∈ X such that
f(P ) 6= 0. It follows that dim(IX+P )d = s− 1 and thus the same holds
for a generic point P1 ∈ V . So we are done in case s = 1.
Let s > 1 and let X ′ = X + P1. Obviously dim(IX′+Y )d = 0. Hence,
by the inductive hypothesis, there exist s − 1 generic distinct points
P2, . . . , Ps in Y such that dim(IX′+P2+···+Ps)d = dim(IX+P1+···+Ps)d = 0.

Definition 3.5. We say that C is a degenerate conic if C is the union
of two intersecting lines L,M. In this case we write C = L+M .
Definition 3.6. Let L and M be two intersecting lines in Pn (n ≥ 3),
let P = L ∩M , and let T ≃ P3 be a generic linear space containing
the scheme L +M . We call the scheme L +M + 2P |T a degenerate
conic with an embedded point or a 3-dimensional sundial (see [HH82],
or [CCG09, definition 2.6 with m = 1] ).
The following lemma shows that a 3-dimensional sundial in Pn is a
degeneration of two generic lines in Pn (see [CCG09, Lemma 2.5] for
the proof in a more general case).
Lemma 3.7. Let X1 ⊂ P
n (n ≥ 3) be the disconnected subscheme
consisting of two skew lines L1 and M (so the linear span of X1 is
< X1 >≃ P
3). Then there exists a flat family of subschemes
Xλ ⊂< X1 > (λ ∈ k)
whose special fibre X0 is the union of
• the line M ,
• a line L which intersects M in a point P ,
• the scheme 2P |<X1>, that is, the schematic intersection of the
double point 2P of Pn and < X1 >.
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Moreover, if H ≃ P2 is the linear span of L and M , then ResH(X0) is
given by the (simple) point P .

Remark 3.8. Since it is easy to see that in Pn (n ≥ 3) a 3-dimensional
sundial is also a degeneration of two intersecting lines and a simple
generic point, by the lemma above we get that in Pn (n ≥ 3) a degen-
erate conic with an embedded point can be viewed either as a degen-
eration of two generic lines, or as a degeneration of a scheme which is
the union of a degenerate conic and a simple generic point.
Inasmuch as we have upper semicontinuity of the Hilbert function
in a flat family, we will use the remark above several times in what
follows.
Now an obvious, but usefull observation.
Lemma 3.9. Let X = X1 + · · ·+Xs ⊂ P
n be the union of non inter-
secting closed subschemes Xi, let s
′ < s and
X ′ = X1 + . . .Xs′ ⊂ X.
(i) If dim(IX)d =
(
d+n
n
)
−
∑s
i=1HF (Xi, d) (the expected value),
then also dim(IX′)d is as expected, that is
dim(IX′)d =
(
d+ n
n
)
−
s′∑
i=1
HF (Xi, d).
(ii) If dim(IX)d = 0, then dim(IX′′)d = 0, for any subscheme X
′′ ⊃
X .

We now recall the basic theorem of Hartshorne and Hirschowitz
about the Hilbert function of generic lines.
Theorem 3.10. [HH82, Theorem 0.1] Let n, d ∈ N. For n ≥ 3, the
ideal of the schemeX ⊂ Pn consisting of s generic lines has the expected
dimension, that is,
dim(IX)d = max
{(
d+ n
n
)
− s(d+ 1); 0
}
,
or equivalently
HF (X, d) = min
{
hp(Pn, d) =
(
d+ n
n
)
, hp(X, d) = s(d+ 1)
}
,
that is, X has bipolynomial Hilbert function.
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
To be more precise the following equivalent statement is the actual
theorem proved in [HH82]:
Theorem 3.11. [HH82, Theorem 0.2] Let n, d ∈ N. Let
t =
⌊(
d+n
n
)
d+ 1
⌋
; r =
(
d+ n
n
)
− t(d+ 1)
and let L1, . . . , Lt+1 be t + 1 generic lines in P
n. For n ≥ 3, the ideal
of the scheme X ⊂ Pn consisting of the t lines L1, . . . , Lt and r generic
points lying on Lt+1 has the expected dimension, that is,
dim(IX)d = 0.

Remark 3.12. By Lemma 3.9, the statement of Theorem 3.11 easily
implies the one of Theorem 3.10; moreover, by Lemma 3.4, it is easy
to prove that also the converse holds.
4. The main theorem
Proposition 4.1. Let X ⊂ P3 be the union of s generic 3-dimensional
sundials and l generic lines. Then the Hilbert Function of X is
HF (X, d) = min
{(
d+ 3
3
)
; (d+ 1)(2s+ l)
}
,
that is, X has bipolynomial Hilbert function.
Proof. Let
t =
⌊(
d+3
3
)
d+ 1
⌋
, r =
(
d+ 3
3
)
− t(d+ 1) and s =
⌊
t
2
⌋
.
By Remark 3.8, it sufficies to prove that the following schemes have
the expected Hilbert Function in degree d:
W =
{
Ĉ1 + · · ·+ Ĉs + P1 + · · ·+ Pr for t even
Ĉ1 + · · ·+ Ĉs +M + P1 + . . . Pr for t odd
,
T =
{
Ĉ1 + · · ·+ Ĉs +M for t even and r > 0
Ĉ1 + · · ·+ Ĉs+1 for t odd and r > 0
,
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where the Ĉi are degenerate conics with an embedded point, that is
3-dimensional sundials, the Pi are generic points and M is a generic
line. In other words
dim(IW )d = exp dim(IW )d =
(
d+ 3
3
)
− t(d+ 1)− r = 0;
dim(IT )d = exp dim(IW )d = max
{(
d+ 3
3
)
− (t+ 1)(d+ 1); 0
}
= 0.
Notice that W and T , as defined above, each have linear span which
is all of P3. Thus the lemma is clear for d = 1.
We fix the following notation.
Set Ĉi = Ci + 2Ri: where Ci = Li,1 +Li,2 is the union of the two in-
tersecting lines Li,1, Li,2, and where 2Ri is a double point with support
at Li,1 ∩ Li,2.
We proceed by induction on d. We omit the easy proof in the cases
d = 2, 3.
For d = 4, we have t = 7 and r = 0, so the schemeW consists of three
degenerate conics with embedded points (that is, three 3-dimensional
sundials) and a line M . Let Hi be the plane containing the support
of Ĉi. By specializing the singular point of Ĉ1 on H2, the surfaces of
degree 4 though the Ĉi and the line M have the three Hi as fixed com-
ponents, and the conclusion easily follows.
Now assume d ≥ 5. Let Q be a smooth quadric surface. We consider
three cases.
Case 1: d ≡ 0 mod 3.
Let d = 3h. We have:
t =
(h+ 1)(3h+ 2)
2
, r = 0.
Note that
⌊
t
2
⌋
≥ 2h + 1, so we can let W˜ be the scheme obtained
from W by specializing 2h + 1 sundials Ĉi in such a way that the
lines L1,1, . . . , L2h+1,1 become lines of the same ruling on Q, (the lines
L1,2, . . . , L2h+1,2 remain generic lines, not lying on Q).
We have
ResQW˜ =
{
L1,2 + · · ·+ L2h+1,2 + Ĉ2h+2 + · · ·+ Ĉ t
2
for t even
L1,2 + · · ·+ L2h+1,2 + Ĉ2h+2 + · · ·+ Ĉ t−1
2
+M for t odd
.
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By the inductive hypothesis we have:
dim(I
ResQW˜
)d−2 =
(
3h+ 1
3
)
− (3h− 1)(2h+ 1 + t− 4h− 2) = 0.
Now we consider TrQW˜ . It consists of 2h+1 lines of the same ruling
and p generic points, where we must determine p.
Since Li,2 meets Q in two points (one of which is Li,1 ∩ Li,2), and
each Ĉi meets Q in four points (i ≥ 2h + 2), and M meets Q in two
points, it is easy to compute that, both for t even and t odd,
p = 2(2h+ 1 + t− 4h− 2) = 3h2 + h.
Thinking of Q as P1×P1, we see that the forms of degree d in the ideal
of TrQW˜ are curves of type (3h− (2h+1), 3h) = (h− 1, 3h) in P
1×P1
passing through p generic points. Hence
dim(I
TrQW˜
)d = h(3h+ 1)− p = 0.
So by Lemma 3.3 and by the semicontinuity of the Hilbert function we
get dim(IW )d = 0.
Case 2: d ≡ 2 mod 3.
Let d = 3h+ 2. We have:
t =
3(h+ 1)(h+ 2)
2
, r = h+ 1.
Recall that s =
⌊
t
2
⌋
and so
W =
{
Ĉ1 + · · ·+ Ĉs + P1 + · · ·+ Pr for t even
Ĉ1 + · · ·+ Ĉs +M + P1 + . . . Pr for t odd
,
T =
{
Ĉ1 + · · ·+ Ĉs +M for t even and r > 0
Ĉ1 + · · ·+ Ĉs+1 for t odd and r > 0
,
Note that s ≥ 2h + 2 and so we can let W˜ be the scheme obtained
from W by specializing the r points Pi on Q and by specializing 2h+2
sundials Ĉi in such a way that the lines L1,1, . . . , L2h+2,1 become lines
of the same ruling on Q.
The specialization for T proceeds in a slightly different way. First
notice that for h > 1 we have s ≥ 2h + 3, while for h = 1 we have
d = 5, so t = 9 is odd. Thus we can let T˜ be the scheme obtained
from T by specializing 2h+ 3 sundials Ĉi in such a way that the lines
L1,1, . . . , L2h+3,1 become lines of the same ruling on Q.
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We have
ResQW˜ =
{
L1,2 + · · ·+ L2h+2,2 + Ĉ2h+3 + · · ·+ Ĉ t
2
for t even
L1,2 + · · ·+ L2h+2,2 + Ĉ2h+3 + · · ·+ Ĉ t−1
2
+M for t odd
.
ResQT˜ =
{
L1,2 + · · ·+ L2h+3,2 + Ĉ2h+4 + · · ·+ Ĉs +M for t even
L1,2 + · · ·+ L2h+3,2 + Ĉ2h+4 + · · ·+ Ĉs+1 for t odd
.
and by the inductive hypothesis we easily get
dim(I
ResQW˜
)d−2 = dim(IResQT˜ )d−2 =
(
3h+ 3
3
)
−(3h+1)(t−2h−2) = 0.
The trace TrQW˜ consists of 2h + 2 lines of the same ruling and p
generic points, where p has to be determined. Since the Li,2 and M
each meet Q in two points and each Ĉi meets Q in four points, it is
easy to compute that
p = 3h2 + 5h+ 2 + r = 3h2 + 6h+ 3.
Thinking of Q as P1 × P1, the forms of degree d in the ideal of TrQW˜
are curves of type (3h + 2− (2h + 2), 3h+ 2) = (h, 3h+ 2) in P1 × P1
passing through p generic points. Hence
dim(I
TrQW˜
)d = (h+ 1)(3h+ 3)− p = 0.
The trace TrQT˜ consists of 2h+ 3 lines of the same ruling and
2(t− 2h− 2) = 3h2 + 5h + 2
generic points. Thinking of Q as above, the forms of degree d in the
ideal of TrQT˜ are curves of type (3h+2−(2h+3), 3h+2) = (h−1, 3h+2)
in P1 × P1 passing through 3h2 + 5h+ 2 generic points. Hence
dim(ITrQT˜ )d = max{h(3h+ 3)− (3h
2 + 5h+ 2); 0} = 0.
Hence by Lemma 3.3 we get dim(I
W˜
)d = dim(IT˜ )d = 0. By the semi-
continuity of the Hilbert function we get the conclusion.
Case 3: d ≡ 1 mod 3.
Although in this case we have r = 0, and so we only have to deal with
W , this is the most difficult case.
If we write d = 3h+ 1, we have:
t =
(h+ 1)(3h+ 4)
2
, r = 0.
For h = 2, that is for d = 7, we have
W = Ĉ1 + · · ·+ Ĉ7 +M.
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In this case a direct computation by [CoC04] gives the conclusion.
It is also possible to get the conclusion by an ad hoc specialization:
degenerate the line M onto the plane containing the support of Ĉ1, say
H , so that the new scheme Ĉ1 +M is the union of three intersecting
lines and three double points. Then specialize ontoH the singular point
of each of Ĉ2, Ĉ3 and Ĉ4. Now H is a fixed component for the surfaces
of degree 7 passing through the specialized scheme. Removing that
component, we are left with: three generic sundials; three degenerate
conics with only their singular point on the plane H and three generic
points on H . By specializing the three generic points on H to the
singular points of the three degenerate conics, we obtain six generic
sundials. From Case 1 we are done.
Now assume h > 2. Note that for h > 2 we get
⌊
t
2
⌋
≥ 4h + 1, so
we can let W˜ be the scheme obtained from W by specializing 2h + 1
sundials Ĉ1, . . . , Ĉ2h+1 in such a way that: the lines L1,1, . . . , L2h+1,1
become lines of the same ruling on Q; the lines L1,2, . . . , L2h+1,2 remain
generic lines, not lying on Q; the 2h points R2h+2, . . . , R4h+1 are placed
onto Q (recall that Ri is the support of the embedded point of Ĉi).
We have
• for t even:
ResQW˜ = L1,2+ · · ·+L2h+1,2+C2h+2+ · · ·+C4h+1+ Ĉ4h+2+ · · ·+ Ĉ t
2
;
• for t odd:
ResQW˜ = L1,2+· · ·+L2h+1,2+C2h+2+· · ·+C4h+1+Ĉ4h+2+· · ·+Ĉ t−1
2
+M.
The trace TrQW˜ consists of 2h+1 lines of the same ruling, 2h double
points and p generic points, where (as in the previous cases) it is easy
to compute that
p = 3h2 − h+ 2.
Again thinking of Q as P1 × P1, the forms of degree d in the ideal
of TrQW˜ are curves of type (h, 3h + 1) in P
1 × P1 passing through p
generic points and 2h double points. Hence by [CGG07, Theorem 2.1]
we get
dim(I
TrQW˜
)3h+1 = (h+ 1)(3h+ 2)− p− 6h = 0.
Now we have to compute the dimension of I
ResQW˜
in degree 3h− 1.
In order to do that, we specialize ResQW˜ further into a scheme W˜ in
this way: specialize the following 2h+ 1 lines
L1,2, L2h+2,1, . . . , L4h+1,1
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so that these lines become lines of the same ruling on Q. By recalling
that the singular points of the degenerate conics C2h+2, . . . , C4h+1 lie
on Q, we have
• for t even:
ResQW˜ = L2,2+ · · ·+L2h+1,2+L2h+2,2+ · · ·+L4h+1,2+Ĉ4h+2+ · · ·+Ĉ t
2
;
• for t odd:
ResQW˜ = L2,2+· · ·+L2h+1,2+L2h+2,2+· · ·+L4h+1,2+Ĉ4h+2+· · ·+Ĉ t−1
2
+M.
By the inductive hypothesis we have:
dim(I
ResQ
˜
W
)d−4 =
(
3h
3
)
− (3h− 2)(t− 4h− 2) = 0.
The trace TrQW˜ is the union of 2h + 1 lines of the same ruling and
2(t− 5h− 2) generic points.
As usual, thinking of Q as P1 × P1, we have that the forms of degree
d−2 in the ideal of TrQW˜ are curves of type (3h−1−(2h+1), 3h−1) =
(h− 2, 3h− 1) in P1× P1 passing through 2(t− 5h− 2) generic points.
Hence
dim(I
TrQ
˜
W
)d−2 = (h− 1)(3h)− 2(t− 5h− 2) = 0.
So by Lemma 3.3 we get dim(I
ResQW˜
)d−2 = 0, and so by Lemma 3.3
again we get dim(I
W˜
)d = 0, hence dim(IW )d = 0, and that finishes the
proof .

Theorem 4.2. Let n ≥ 3 and let X ⊂ Pn be the union of s generic
3-dimensional sundials and l generic lines. Then the Hilbert Function
of X is
HF (X, d) = min
{(
d+ n
n
)
; (d+ 1)(2s+ l)
}
,
that is, X has bipolynomial Hilbert function.
Proof. Let
t =
⌊(
d+n
n
)
d+ 1
⌋
, r =
(
d+ n
n
)
− t(d+ 1) and s =
⌊
t
2
⌋
.
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As in the case n = 3, by Remark 3.8, it sufficies to prove that the
following schemes have the expected Hilbert Function in degree d:
W =
{
Ĉ1 + · · ·+ Ĉs + P1 + · · ·+ Pr for t even
Ĉ1 + · · ·+ Ĉs +M + P1 + . . . Pr for t odd
,
T =
{
Ĉ1 + · · ·+ Ĉs +M for t even and r > 0
Ĉ1 + · · ·+ Ĉs+1 for t odd and r > 0
,
where the Ĉi are degenerate conics with an embedded point, that is
3-dimensional sundials, the Pi are generic points and M is a generic
line. In other words
dim(IW )d = exp dim(IW )d =
(
d+ n
n
)
− t(d+ 1)− r = 0;
dim(IT )d = exp dim(IW )d = max
{(
d+ n
n
)
− (t + 1)(d+ 1); 0
}
= 0.
We will again be using Castelnuovo’s inequality (see Lemma 3.3)
and specialization, but this time our specializations will all be into
hyperplanes. For this reason we must also keep track of the following
integers:
t′ =
⌊(
d−1+n
n
)
d
⌋
, r′ =
(
d− 1 + n
n
)
− t′d and s′ =
⌊
t′
2
⌋
.
We denote the sundial Ĉi by
Ĉi = Ci + 2Ri|Hi
where Ci = Li,1+Li,2 is the union of the two intersecting lines Li,1, Li,2;
where Hi ≃ P
3 is a generic linear space containing Li,1 and Li,2; and
where 2Ri|Hi is a double point in Hi with support at Li,1 ∩ Li,2.
We proceed by induction on n+d. In Proposition 4.1 we have proved
the case n = 3 and, since W and T each have linear span which is all
of Pn, the theorem is clear for d = 1.
So assume n > 3, d > 1.
We split the proof into three cases.
Case a): t and t′ both odd.
In this case we have
W = Ĉ1 + · · ·+ Ĉs +M + P1 + . . . Pr ,
T = Ĉ1 + · · ·+ Ĉs+1.
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Notice that s−s′−r′ ≥ 0 (this inequality is treated in the Appendix,
Lemma 5.1(a)).
Using this inequality we can construct W˜ , a specialization of W , as
follows. Pick a generic hyperplane H :
• specialize the first r′ sundials, Ĉ1, . . . , Ĉr′, in such a way that Li,1 +
Li,2 ⊂ H , but 2Ri|Hi 6⊂ H , for 1 ≤ i ≤ r
′;
• specialize the next s− s′ − r′ sundials, Ĉr′+1, . . . , Ĉs−s′, into H ;
• specialize the points P1, . . . , Pr into H ;
• leave the remaining sundials and the line generic.
Similarly, we specialize T to T˜ by:
• specializing the first r′ sundials, Ĉ1, . . . , Ĉr′, in such a way that Li,1+
Li,2 ⊂ H , but 2Ri|Hi 6⊂ H ;
• specializing the next s− s′ − r′ sundials, Ĉr′+1, . . . , Ĉs−s′, into H ;
• specializing the sundial Ĉs+1 in such a way that Ls+1,1 ⊂ H , but
Ls+1,2 6⊂ H .
We will prove that
dim(I
ResHW˜
)d−1 = dim(ITrHW˜ )d = dim(IResH T˜ )d−1 = dim(ITrH T˜ )d = 0.
We have:
ResHW˜ = R1 + · · ·+Rr′ + Ĉs−s′+1 + · · ·+ Ĉs +M ;
ResH T˜ = R1 + · · ·+Rr′ + Ĉs−s′+1 + · · ·+ Ĉs + Ls+1,2;
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + P1 + . . . Pr+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs +M);
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + Ls+1,1
+TrH(2Rs+1|Hs+1 + Ĉs−s′+1 + · · ·+ Ĉs).
So we have thatResHW˜ andResH T˜ are the union of s
′ generic sundials,
a generic line and the r′ points R1, . . . , Rr′. These r
′ points lie on H ,
and are generic points on H ≃ Pn−1, but since r′ ≤ d−1 and n ≥ 4, for
d ≤ 5 these points are generic also on Pn. So for d ≤ 5 by the inductive
hypothesis we immediately get
dim(I
ResHW˜
)d−1 = dim(IResH T˜ )d−1 = 0.
For d > 5, consider ResHW˜ − (R1+ · · ·+Rr′) and ResH T˜ − (R1+ · · ·+
Rr′). These schemes are the union of s
′ generic sundials and a generic
line, hence by the inductive hypothesis we have
dim(I
ResHW˜−(R1+···+Rr′)
)d−1 = dim(IResH T˜−(R1+···+Rr′)
)d−1 = r
′.
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Moreover
dim(I
ResHW˜−(R1+···+Rr′)+H
)d−1 = dim(IResH T˜−(R1+···+Rr′)+H
)d−1
= dim(I
ResHW˜−(R1+···+Rr′)
)d−2 = dim(IResH T˜−(R1+···+Rr′))d−2
= max
{(
d− 2 + n
n
)
− (2s′ + 1)(d− 1); 0
}
=
= max
{(
d− 2 + n
n
)
− t′(d− 1); 0
}
= 0,
(the last equality is proved in the Appendix, Lemma 5.2 ).
Hence, by Lemma 3.4 (with Y = H ) we get
dim(I
ResHW˜
)d−1 = dim(IResH T˜ )d−1 = 0.
Now we compute dim(I
TrHW˜
)d and dim(ITrH T˜ )d.
Recall that
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + P1 + . . . Pr+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs +M);
so the trace TrHW˜ is the union of r
′ degenerate conics, s − s′ − r′
sundials and r+2s′+1 = r+ t′ generic points. Since r+ t′ ≥ r′ (see the
Appendix, Lemma 5.1(b)), by Remark 3.8, the dimension, in degree
d, of TrHW˜ is not more than the dimension, in degree d, of a scheme
which is the union of s−s′ sundials and r+ t′− r′ generic points. That
is, by the inductive hypothesis,
dim(I
TrHW˜
)d ≤
(
d+ n− 1
n− 1
)
− 2(s− s′)(d+ 1)− (r + t′ − r′)
=
(
d+ n− 1
n− 1
)
− (t− t′)(d+ 1)−
(
d+ n
n
)
+ t(d+ 1)− t′
+
(
d+ n− 1
n
)
− t′d = 0.
It follows that dim(I
TrHW˜
)d = 0.
Now recall that
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + Ls+1,1
+TrH(2Rs+1|Hs+1 + Ĉs−s′+1 + · · ·+ Ĉs),
that is, the trace TrH T˜ is the union of r
′ degenerate conics, s− s′ − r′
sundials, a generic line, the scheme 2Rs+1|Hs+1∩H and 2s
′ generic points.
Since 2s′ ≥ r′ (see the Appendix, Lemma 5.1(c)), by Remark 3.8, the
dimension in degree d of TrH T˜ is not more than the dimension, in
degree d, of the scheme which is the union of s− s′ sundials, a line and
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2s′− r′ generic points (we ignore the scheme 2Rs+1|Hs+1∩H), that is, by
the inductive hypothesis,
dim(I
TrH T˜
)d ≤
(
d+ n− 1
n− 1
)
− 2(s− s′)(d+ 1)− (d+ 1)− (2s′ − r′)
=
(
d+ n− 1
n− 1
)
− (t− t′)(d+ 1)− d− t′ + r′
=
(
d+ n− 1
n− 1
)
− t(d+ 1) + t′d− d+
(
d+ n− 1
n
)
− t′d
=
(
d+ n
n
)
− t(d+ 1)− d = r − d ≤ 0.
It follows that dim(ITrH T˜ )d = 0.
So we have proved that
dim(I
ResHW˜
)d−1 = dim(ITrHW˜ )d = 0,
dim(IResH T˜ )d−1 = dim(ITrH T˜ )d = 0,
hence, by Lemma 3.3, we are done.
Case b): t′ even.
Notice that s − s′ − r′ ≥ 0 (see the Appendix, Lemma 5.1(a)). Using
this inequality we construct W˜ , a specialization of W , as follows. Let
H be a generic hyperplane:
• specialize the r′ sundials Ĉ1, . . . , Ĉr′, in such a way that Li,1 +Li,2 ⊂
H , but 2Ri|Hi 6⊂ H , for 1 ≤ i ≤ r
′;
• specialize the s− s′ − r′ sundials Ĉr′+1, . . . , Ĉs−s′ into H ;
• specialize the points P1, . . . , Pr into H ;
• if t is odd, specialize the line M into H .
Similarly, we specialize T to T˜ by:
• specializing the first r′ sundials, Ĉ1, . . . , Ĉr′, in such a way that Li,1+
Li,2 ⊂ H , but 2Ri|Hi 6⊂ H ;
• if t is odd, specializing the s+ 1− s′ − r′ sundials Ĉr′+1, . . . , Ĉs+1−s′
into H ;
• if t is even, specializing the s− s′ − r′ sundials Ĉr′+1, . . . , Ĉs−s′ and
the line M into H .
We have:
ResHW˜ = R1 + · · ·+Rr′ + Ĉs−s′+1 + · · ·+ Ĉs;
ResH T˜ = R1 + · · ·+Rr′ + Ĉs−s′+1 + · · ·+ Ĉs;
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for t even:
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + P1 + . . . Pr+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs);
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ +M+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs);
for t odd:
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + P1 + . . . Pr+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs) +M ;
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs+1−s′+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs).
Hence ResHW˜ and ResH T˜ are the union of s
′ generic sundials and
the r′ points R1, . . . , Rr′. As in Case a), these r
′ points are generic
points lying on H , and for d ≤ 5 these points are generic also on Pn.
So for d ≤ 5 by the inductive hypothesis we get
dim(I
ResHW˜
)d−1 = dim(IResH T˜ )d−1 = 0.
For d > 5, consider ResHW˜ − (R1+ · · ·+Rr′) and ResH T˜ − (R1+ · · ·+
Rr′). These schemes are the union of s
′ generic sundials, hence by the
inductive hypothesis we have
dim(I
ResHW˜−(R1+···+Rr′)
)d−1 = dim(IResH T˜−(R1+···+Rr′)
)d−1 = r
′.
Moreover (see the Appendix, Lemma 5.2 for computation):
dim(I
ResHW˜−(R1+···+Rr′)+H
)d−1 = dim(IResH T˜−(R1+···+Rr′)+H
)d−1
= max
{(
d− 2 + n
n
)
− t′(d− 1); 0
}
= 0.
Hence, by Lemma 3.4 (with Y = H ) we get
dim(I
ResHW˜
)d−1 = dim(IResH T˜ )d−1 = 0.
Now we compute dim(I
TrHW˜
)d.
Recall that
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ + P1 + . . . Pr+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs) + (if t is odd) M ;
so the trace TrHW˜ is the union of r
′ degenerate conics, s − s′ − r′
sundials, r + 2s′ = r + t′ generic points and, if t is odd, a generic line.
Since r + t′ ≥ r′ (see the Appendix, Lemma 5.1(b)), by Remark 3.8,
the dimension in degree d of TrHW˜ is not more than the dimension in
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degree d of a scheme which is the union of s−s′ sundials and r+ t′− r′
generic points and, if t is odd, a generic line. That is, by the inductive
hypothesis,
dim(I
TrHW˜
)d
≤
(
d+ n− 1
n− 1
)
− 2(s− s′)(d+ 1)− (r + t′ − r′) + (if t is odd) (d+ 1)
=
(
d+ n− 1
n− 1
)
− (t− t′)(d+ 1)−
(
d+ n
n
)
+ t(d+ 1)− t′+
+
(
d+ n− 1
n
)
− t′d = 0.
It follows that dim(I
TrHW˜
)d = 0.
Now we compute dim(ITrH T˜ )d. Recall that for t odd we have
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs+1−s′+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs);
hence in this case the trace TrH T˜ is the union of r
′ degenerate conics,
s + 1 − s′ − r′ sundials and 2s′ generic points. Since 2s′ ≥ r′ (see the
Appendix, Lemma 5.1(c)), by Remark 3.8, the dimension in degree d
of TrH T˜ is not more than the dimension in degree d of a scheme which
is the union of s + 1 − s′ sundials and 2s′ − r′ generic points. Hence,
by the inductive hypothesis,
dim(ITrH T˜ )d ≤
(
d+ n− 1
n− 1
)
− 2(s+ 1− s′)(d+ 1)− (2s′ − r′)
=
(
d+ n− 1
n− 1
)
− (t− t′ + 1)(d+ 1)− t′ + r′
=
(
d+ n− 1
n− 1
)
− t(d+ 1) + t′d− (d+ 1) +
(
d+ n− 1
n
)
− t′d
=
(
d+ n
n
)
− t(d+ 1)− (d+ 1) = r − (d+ 1) ≤ 0.
For t even we have
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′ +M+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs).
hence the trace TrH T˜ is the union of r
′ degenerate conics, s − s′ − r′
sundials, a generic line and 2s′ generic points. Since 2s′ ≥ r′ (see the
Appendix, Lemma 5.1(c)), by Remark 3.8, the dimension in degree d
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of TrH T˜ is not more than the dimension in degree d of a scheme which
is the union of s−s′ sundials, a generic line and 2s′− r′ generic points.
So, by the inductive hypothesis,
dim(ITrH T˜ )d ≤
(
d+ n− 1
n− 1
)
− 2(s− s′)(d+ 1)− (d+ 1)− (2s′ − r′)
=
(
d+ n− 1
n− 1
)
− (t− t′)(d+ 1)− (d+ 1)− t′ + r′
=
(
d+ n− 1
n− 1
)
− t(d+ 1) + t′d− (d+ 1) +
(
d+ n− 1
n
)
− t′d
=
(
d+ n
n
)
− t(d+ 1)− (d+ 1) = r − (d+ 1) ≤ 0.
It follows that dim(ITrH T˜ )d = 0.
So we have proved that
dim(I
ResHW˜
)d−1 = dim(ITrHW˜ )d = 0,
dim(I
ResH T˜
)d−1 = dim(ITrH T˜ )d = 0,
then by Lemma 3.3 we are done.
Case c): t even and t′ odd.
In this case we have
W = Ĉ1 + · · ·+ Ĉs + P1 + · · ·+ Pr ,
T = Ĉ1 + · · ·+ Ĉs +M.
Notice that s − s′ − r′ − 1 ≥ 0 (this inequality is treated in the
Appendix, Lemma 5.1(a)). As in cases a) and b), we can use this
inequality to construct W˜ , a specialization of W , as follows: pick H a
generic hyperplane, and
• specialize the r′ sundials Ĉ1, . . . , Ĉr′, in such a way that Li,1 +Li,2 ⊂
H , but 2Ri|Hi 6⊂ H , for 1 ≤ i ≤ r
′;
• specialize the s− s′ − r′ − 1 sundials Ĉr′+1, . . . , Ĉs−s′−1 into H ;
• specialize the sundial Ĉs−s′ in such a way that Ls−s′,1 ⊂ H , but
Ls−s′,2 6⊂ H ;
• specialize the points P1, . . . , Pr into H .
Let T˜ be the scheme obtained from T by specializing:
• the first r′ sundials, Ĉ1, . . . , Ĉr′, in such a way that Li,1 + Li,2 ⊂ H ,
but 2Ri|Hi 6⊂ H ;
• the next s− s′ − r′ sundials , Ĉr′+1, . . . , Ĉs−s′, into H .
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As in cases a) and b), we will prove that
dim(I
ResHW˜
)d−1 = dim(ITrHW˜ )d = dim(IResH T˜ )d−1 = dim(ITrH T˜ )d = 0.
We have:
ResHW˜ = R1 + · · ·+Rr′ + Ĉs−s′+1 + · · ·+ Ĉs + Ls−s′,2;
ResH T˜ = R1 + · · ·+Rr′ + Ĉs−s′+1 + · · ·+ Ĉs +M ;
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′−1 + P1 + . . . Pr+
+Ls−s′,1 + TrH(2Rs−s′|Hs−s′ + Ĉs−s′+1 + · · ·+ Ĉs);
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs +M).
So we have thatResHW˜ andResH T˜ are the union of s
′ generic sundials,
a generic line and the r′ points R1, . . . , Rr′. These r
′ points lie on H ,
and are generic points on H ≃ Pn−1, so as in cases a) and b), for d ≤ 5
by the inductive hypothesis we immediately get
dim(I
ResHW˜
)d−1 = dim(IResH T˜ )d−1 = 0.
For d > 5, consider ResHW˜ − (R1 + · · · + Rr′) and ResH T˜ − (R1 +
· · ·+Rr′). By the inductive hypothesis we have
dim(I
ResHW˜−(R1+···+Rr′)
)d−1 = dim(IResH T˜−(R1+···+Rr′)
)d−1 = r
′.
Moreover
dim(I
ResHW˜−(R1+···+Rr′)+H
)d−1 = dim(IResH T˜−(R1+···+Rr′)+H)d−1
= max
{(
d− 2 + n
n
)
− (2s′ + 1)(d− 1); 0
}
=
= max
{(
d− 2 + n
n
)
− t′(d− 1); 0
}
= 0,
(the last equality is proved in the Appendix, Lemma 5.2 ).
Hence, by Lemma 3.4 (with Y = H ) we get
dim(I
ResHW˜
)d−1 = dim(IResH T˜ )d−1 = 0.
Now we compute dim(I
TrHW˜
)d and dim(ITrH T˜ )d.
Recall that
TrH T˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′+
+TrH(Ĉs−s′+1 + · · ·+ Ĉs +M).
Hence the trace TrH T˜ is the union of r
′ degenerate conics, s− s′ − r′
sundials, and 2s′+1 generic points. Since 2s′+1 ≥ r′ (see the Appendix,
Lemma 5.1(c)), by Remark 3.8, the dimension, in degree d, of TrH T˜
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is not more than the dimension, in degree d, of a scheme which is
the union of s − s′ sundials and 2s′ − r′ generic points. Thus, by the
inductive hypothesis,
dim(I
TrH T˜
)d ≤
(
d+ n− 1
n− 1
)
− 2(s− s′)(d+ 1)− (2s′ + 1− r′)
=
(
d+ n− 1
n− 1
)
− t(d+ 1) + t′d− d− 1 + r′
=
(
d+ n− 1
n− 1
)
− t(d+ 1) + t′d− d− 1 +
(
d+ n− 1
n
)
− t′d
=
(
d+ n
n
)
− t(d+ 1)− d− 1 = r − d− 1 ≤ 0.
It follows that dim(ITrH T˜ )d = 0.
Finally, recall that
TrHW˜ = C1 + · · ·+ Cr′ + Ĉr′+1 + · · ·+ Ĉs−s′−1 + P1 + . . . Pr+
+Ls−s′,1 + TrH(2Rs−s′|Hs−s′ + Ĉs−s′+1 + · · ·+ Ĉs);
so the trace TrHW˜ is the union of r
′ degenerate conics, s− s′ − r′ − 1
sundials, r+2s′ = r+t′−1 generic points., and a line with an embedded
point (that is the scheme Ls−s′,1 + 2Rs−s′|Hs−s′∩H).
Let L¯ ⊂ H be a generic line through Rs−s′ and let Ĉ denote the
sundial L¯+ Ls−s′,1 + 2Rs−s′|Hs−s′∩H .
Now specialize d of the r + t′ − 1 generic points of TrHW˜ onto the
line L¯, so that the hypersurfaces defined by the forms of (I
TrHW˜
)d have
the sundial Ĉ in their base locus.
Since r + t′ − 1 − d ≥ r′ (see the Appendix, Lemma 5.1(b)), by
Remark 3.8, the dimension, in degree d, of TrHW˜ is not more than the
dimension, in degree d, of a scheme which is the union of r+t′−1−d−r′
generic points and the s− s′ sundials
Ĉ1 + · · ·+ Ĉr′ + Ĉr′+1 + · · ·+ Ĉs−s′−1 + Ĉ.
Thus, by the inductive hypothesis,
dim(I
TrHW˜
)d ≤
(
d+ n− 1
n− 1
)
− 2(s− s′)(d+ 1)− (r + t′ − 1− d− r′)
=
(
d+ n− 1
n− 1
)
− (t− t′ + 1)(d+ 1)−
(
d+ n
n
)
+ t(d+ 1)− t′ + 1 + d
+
(
d+ n− 1
n
)
− t′d = 0.
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It follows that dim(I
TrHW˜
)d = 0. So we have proved that
dim(I
ResHW˜
)d−1 = dim(ITrHW˜ )d = 0,
dim(I
ResH T˜
)d−1 = dim(ITrH T˜ )d = 0.
By Lemma 3.3 we are done.

5. Appendix
Lemma 5.1. Let n ≥ 4, d ≥ 2,
t =
⌊(
d+n
n
)
d+ 1
⌋
, r =
(
d+ n
n
)
− t(d+ 1) s =
⌊
t
2
⌋
.
t′ =
⌊(
d−1+n
n
)
d
⌋
, r′ =
(
d− 1 + n
n
)
− t′d s′ =
⌊
t′
2
⌋
.
then
(a) • for t odd and t′ odd, or for t′ even: s− s′ − r′ ≥ 0;
• for t even and t′ odd: s− s′ − r′ − 1 ≥ 0
(b) • for t odd and t′ odd, or for t′ even: r + t′ ≥ r′;
• for t even and t′ odd: r + t′ − 1− d ≥ r′
(c) • 2s′ ≥ r′.
Proof. (a) For t odd and t′ odd, or for t′ even, since s − s′ − r′ =⌊
t
2
⌋
−
⌊
t′
2
⌋
− r′, it sufficies to verify that
t− 1− t′ − 2r′ ≥ 0.
In case t even and t′ odd, we have s− s′ − r′ − 1 = t
2
− t
′
−1
2
− r′ − 1 =
1
2
(t − t′ − 2r′ − 1), hence also in this case it is enough to verify that
t− 1− t′ − 2r′ ≥ 0.
We have
t− t′ − 1− 2r′ =
(
d+n
n
)
− r
d+ 1
−
(
d+n−1
n
)
− r′
d
− 1− 2r′ ≥ 0
⇐⇒ d
(
d+ n
n
)
−rd−(d+1)
(
d+ n− 1
n
)
+r′(d+1)−(1+2r′)d(d+1) ≥ 0
⇐⇒
(
d+ n− 1
n
)
(n− 1)− rd− r′(d+ 1)(2d− 1)− d(d+ 1) ≥ 0
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If n ≥ 5, since r ≤ d, r′ ≤ d− 1 and d ≥ 2 we have(
d+ n− 1
n
)
(n− 1)− rd− r′(d+ 1)(2d− 1)− d(d+ 1)
≥ 4
(
d+ 4
5
)
− d2 − (d− 1)(d+ 1)(2d− 1)− d(d+ 1)
=
1
30
(d+ 4)(d+ 3)(d+ 2)(d+ 1)d− 2d2(d+ 1) + d2 + d− 1
=
1
30
d(d+ 1)(d− 1)(d− 2)(d+ 12) + d2 + d− 1 ≥ 5,
and we are done for n ≥ 5.
For n = 4, since r ≤ d and r′ ≤ d− 1 we have(
d+ n− 1
n
)
(n− 1)− rd− r′(d+ 1)(2d− 1)− d(d+ 1)
≥ 3
(
d+ 3
4
)
− d2 − (d− 1)(d+ 1)(2d− 1)− d(d+ 1)
=
1
8
d(d+ 1)((d− 1)(d− 10) + 4)− 1,
so for d ≥ 10 we are done.
For n = 4 and 2 ≤ d ≤ 9 we have:
d t t′ r′ s− s′ − r′ s− s′ − r′ − 1
2 5 2 1 0
3 8 5 0 1
4 14 8 3 0
5 21 14 0 3
6 30 21 0 4
7 41 30 0 5
8 55 41 2 5
9 71 55 0 8
This table shows that for t even and t′ odd, we have s−s′−r′−1 ≥ 0,
while for t odd and t′ odd, or for t′ even we have s− s′ − r′ ≥ 0, and
this completes the proof of (a).
(b) For t odd and t′ odd, or for t′ even we have to prove that r+t′ ≥ r′.
We have
r + t′ ≥ r′ ⇐⇒ r +
(
d+n−1
n
)
− r′
d
− r′ ≥ 0
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⇐⇒ rd+
(
d+ n− 1
n
)
− r′(d+ 1) ≥ 0.
Since n ≥ 4, r ≥ 0 , r′ ≤ d− 1 and d ≥ 2 we have
rd+
(
d+ n− 1
n
)
− r′(d+ 1) ≥
(
d+ 3
4
)
− (d− 1)(d+ 1)
=
1
24
(d+ 1)((d− 2)(d2 + 7d− 4) + 16) ≥ 2,
so it follows that r + t′ ≥ r′.
For t even and t′ odd we have to show that r + t′ − 1 − d ≥ r′, or,
equivalently,
rd+
(
d+ n− 1
n
)
− (r′ + 1)(d+ 1) ≥ 0.
For n ≥ 5, since r ≥ 0 , r′ ≤ d− 1 and d ≥ 2 we have
rd+
(
d+ n− 1
n
)
− (r′ + 1)(d+ 1)
≥
(
d+ 4
5
)
− d(d+ 1) =
1
120
d(d+ 1)((d+ 4)(d+ 3)(d+ 2)− 120) ≥ 0.
Finally let n = 4. If d = 2, then we are not in the case t even and t′
odd, so we may assume that d ≥ 3.
Since d ≥ 3, r ≥ 0 , r′ ≤ d− 1 we get
rd+
(
d+ n− 1
n
)
− (r′ + 1)(d+ 1)
≥
(
d+ 3
4
)
− d(d+ 1) =
1
24
d(d+ 1)((d+ 3)(d+ 2)− 24) ≥ 3,
and (b) is proved.
(c) We have
2s′−r′ ≥ 0 ⇐⇒ t′−1−r′ ≥ 0 ⇐⇒
(
d+ n− 1
n
)
−r′(d+1)−d ≥ 0.
Since r′ ≤ d− 1 we get(
d+ n− 1
n
)
− r′(d+ 1)− d ≥
(
d+ n− 1
n
)
− d(d+ 1) + 1
which, for n ≥ 5 and d ≥ 2, or for n ≥ 4 and d ≥ 3, is positive (see the
case (b) above for computation). So we are left with the case n = 4,
d = 2. In this case we have 2s′ − r′ = 1, and we are done.
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
Lemma 5.2. Let n ≥ 4, d > 5,
t′ =
⌊(
d−1+n
n
)
d
⌋
, r′ =
(
d− 1 + n
n
)
− t′d s′ =
⌊
t′
2
⌋
.
Then
max
{(
d− 2 + n
n
)
− t′(d− 1); 0
}
= 0.
Proof. It is enough to verify that
(
d−2+n
n
)
− t′(d− 1) ≤ 0.
We have(
d− 2 + n
n
)
− t′(d− 1) =
(
d− 2 + n
n
)
−
(
(
d−1+n
n
)
− r′)
d
(d− 1)
=
1
d
(
d
(
d− 2 + n
n
)
− (d− 1)
(
d− 1 + n
n
)
+ r′(d− 1)
)
=
1
d
((
d− 2 + n
n
)
(−1 + n) + r′(d− 1)
)
.
Since(
d− 2 + n
n
)
(n− 1)− r′(d− 1) ≥ 3
(
d− 2 + 4
4
)
− (d− 1)2
≥
d− 1
8
(d(d+ 1)(d+ 2)− 8(d− 1)) ≥ 0,
we get the conclusion.

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