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COMPUTING MULTIPLE SOLUTIONS OF TOPOLOGY
OPTIMIZATION PROBLEMS ∗
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M. SUROWIEC §
Abstract. Topology optimization problems often support multiple local minima due to a lack
of convexity. Typically, gradient-based techniques combined with continuation in model parameters
are used to promote convergence to more optimal solutions; however, these methods can fail even
in the simplest cases. In this paper, we present an algorithm to perform a systematic exploratory
search for the solutions of the optimization problem via second-order methods without a good initial
guess. The algorithm combines the techniques of deflation, barrier methods and primal-dual active
set solvers in a novel way. We demonstrate this approach on several numerical examples, observe
mesh-independence in certain cases and show that multiple distinct local minima can be recovered.
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1. Introduction. Topology optimization has become popular as an effective
technique in structural and additive manufacturing, and has found uses in architec-
ture, medicine and material science [2, 30, 34]. The objective is to find the optimal
distribution of a fluid or material within a given domain that minimizes a problem-
specific cost functional. In contrast to shape optimization, the topology of the struc-
ture does not need to be chosen a priori.
There are several mathematical formulations for topology optimization including
density approaches [7, 8, 11, 38], topological derivatives [52], level set methods [3, 4, 58]
and evolutionary methods [62]. We focus on the density approach. This introduces a
function, denoted ρ, that represents the material distribution over the given domain.
Ideally we would find an optimizing material distribution ρ : Ω → {0, 1} indicating
presence or absence of material. However, this is numerically intractable in general
and we therefore consider densities ρ : Ω → [0, 1] in order to exploit continuous
optimization techniques. The model is then regularized to favor solutions where ρ is
close to zero or one.
Due to the nonlinear relation between ρ and the solution of the underlying physical
system, multiple local minima can occur even in problems with a linear governing
partial differential equation (PDE). For example, minimizing the power dissipation of
a fluid governed by the Stokes equations flowing through a pipe can give rise to distinct
pipe configurations that locally minimize the power lost to dissipation [11, Sec. 4.5].
Currently, the main technique to address this is the use of continuation methods to
promote convergence to better local minima. However, Stolpe and Svanberg [53] have
provided elementary examples where these continuation methods fail. For example,
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the compliance minimization of a six-bar truss can be reduced to the optimization
problem [53, Sec. 3.1],
min
(x1,x2)∈R2
(
max{ 8βt
xp1 + 5x
p
2
+
2βt
5xp1 + x
p
2
,
8
xp1 + 5x
p
2
+
18
5xp1 + x
p
2
}
)
such that x1 + x2 = 1, 0 ≤ x1, x2 ≤ 1.
Here, p is the continuation parameter and βt = 2(1− ν2p)/E, where νp is the Poisson
ratio and E is the modulus of elasticity. Suppose we fix βt = 2.6 and p = 1. A poor
starting guess can converge to the local minimum x = (0.5, 0.5). Then even as p→∞,
the continuation method will always return x = (0.5, 0.5) and will not converge to the
true global solution.
The calculation of multiple stationary points is important because iterative meth-
ods often give no guarantee whether the minimum they converge to is local or global.
By finding multiple stationary points, one is able to choose the best available, in a
postprocessing step. Furthermore, an iterative method may converge to a stationary
point which is undesirable due to manufacturing or aesthetic reasons; thus industrial
applications can benefit from having a choice of multiple locally optimal configurations
[18].
In this paper we formulate an algorithm, which we call the deflated barrier method,
for finding multiple stationary points of topology optimization problems and present
several large-scale numerical examples arising from the finite element discretization of
PDEs. An example we consider is the topology optimization of the power dissipation
of fluid flow governed by the incompressible Navier–Stokes equations on a rectangular
domain with five small decagonal holes. We discover 42 stationary points of this
optimization problem with the deflated barrier method. The material distribution of
these solutions are shown in Figure 1.
The deflated barrier method is a combination of deflation [13, 21, 22], barrier
methods [23, 24, 25, 47, 48, 57, 59], primal-dual active set solvers [9, 27] and predictor-
corrector methods [50]. While the most popular approach for solving topology opti-
mization problems is the method of moving asymptotes [54], barrier methods have
also been successfully employed [20, 29, 36, 46]. The combination of primal-dual
active set solvers, barrier and deflation methods in the manner proposed is novel.
The combination does not suffer the poor behavior that barrier methods traditionally
exhibit as the barrier parameter approaches zero. In fact, in our numerical exam-
ples, the combination performs better than the optimize-then-discretize formulation
of the primal-dual interior point method where Newton–Kantorovich iterates are used
to solve the subproblems, either approximately or exactly. The predictor-corrector
method is also adapted for use with box-constrained variables to ensure the predictor
is feasible. The main contribution of this work is an algorithm to robustly determine
multiple solutions to nonconvex, inequality and box-constrained infinite-dimensional
optimization problems starting from poor initial guesses.
Other approaches to computing multiple solutions of topology optimization prob-
lems are possible. Zhang and Norato [63] apply the tunneling method [32] to these
problems, adapting the method of moving asymptotes. Tunneling proceeds by finding
a single minimum, then looking for other controls that yield the same functional value
(attempting to tunnel into other basins) by solving an auxiliary equation. Deflation
is used in the tunneling phase to ensure that the Gauss–Newton procedure applied to
the tunneling functional does not converge to the current state.
The outline of the paper is as follows. In section 2 we formulate some topology
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Fig. 1. The material distribution of 42 stationary points of the five-holes double-pipe optimiza-
tion problem as discovered by the deflated barrier method, and their associated energies J. The fluid
flow is governed by the incompressible Navier–Stokes equations. The formulation of the problem is
described in subsection 4.4. Black corresponds to a value of ρ = 0, white corresponds to a value of
ρ = 1, and the gray regions are the five small holes.
optimization problems for pipe design and structural compliance. The deflated barrier
method is described in section 3. Several examples of topology optimization problems
are given in section 4, where we discover multiple solutions for Navier–Stokes flow,
Stokes flow, and structural compliance, and consider the performance of our algo-
rithm. In section 5 we outline our conclusions. A result concerning the equivalence of
Hintermu¨ller et al.’s primal-dual active set strategy [27] and Benson and Munson’s re-
duced space active-set strategy [9] is given in Appendix A. In Appendix B we describe
our novel feasible tangent prediction method.
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2. Topology optimization formulations.
2.1. Topology optimization of Stokes flow. We consider the formulation of
the topology optimization of fluids proposed in the pioneering work of Borrvall and
Petersson [11]. They derive a ‘generalized Stokes problem’ incorporating a material
distribution variable which has a value of one where fluid is present and zero where
there is void. The derived optimization problem requires no further regularization
for well-posedness, in contrast to structural topology optimization. The optimization
problem supports (not necessarily unique) local minima.
The topology optimization problem of Borrvall and Petersson is
min
(u,ρ)∈H1g,div(Ω)d×Cγ
J(u, ρ) :=
1
2
∫
Ω
(
α(ρ)|u|2 + ν|∇u|2 − 2f · u)dx,(BP)
where u denotes the velocity of the fluid, ρ is the material distribution of the fluid
and
H1g(Ω)
d := {v ∈ H1(Ω)× · · · ×H1(Ω)︸ ︷︷ ︸
d times
: trace(v) = g on ∂Ω},
H1g,div(Ω)
d := {v ∈ H1g(Ω)d : div(v) = 0 a.e. in Ω},
Cγ :=
{
η ∈ L∞(Ω) : 0 ≤ η ≤ 1 a.e.,
∫
Ω
η dx ≤ γ|Ω|, γ ∈ (0, 1)
}
.
In this work, H1(Ω) denotes the Sobolev space W 1,2(Ω) and L∞(Ω) denotes the
vector space of essentially bounded measurable functions equipped with the essential
supremum norm. Furthermore, Ω ⊂ Rd is a Lipschitz domain with dimension d = 2
or d = 3, f ∈ L2(Ω)d is a body force and ν > 0 is the (constant) viscosity. Moreover,
g ∈ H1/2(∂Ω)d, g = 0 on Γ ⊂ ∂Ω, with Hd−1(Γ) > 0, i.e. Γ has nonzero Hausdorff
measure on the boundary. Here, α is the inverse permeability, modelling the influence
of the material distribution on the flow. For values of ρ close to one, α(ρ) is small,
permitting fluid flow; for small values of ρ, α(ρ) is very large, restricting fluid flow.
The function α satisfies the following properties:
(A1) α : [0, 1]→ [α, α] with 0 ≤ α < α <∞;
(A2) α is convex and monotonically decreasing;
(A3) α(0) = α and α(1) = α,
generating a superposition operator also denoted α : Cγ → L∞(Ω; [α, α]). Typically,
in the literature α takes the form [11, 20]
α(ρ) = α¯
(
1− ρ(q + 1)
ρ+ q
)
,(2.1)
where q > 0 is a penalty parameter, so that limq→∞ α(ρ) = α¯(1− ρ).
Remark 2.1. The integral in (BP) is well defined. Indeed, since α is assumed
to be convex, it is Borel measurable; also since ρ ∈ Cγ is Lebesgue measurable, the
composition α(ρ) : Ω→ [α, α] is Lebesgue measurable.
Theorem 2.2. [11, Th. 3.1] Suppose that Ω ⊂ Rd is a Lipschitz domain, with
d = 2 or d = 3 and α satisfies properties (A1)–(A3). Then there exists a pair
(u, ρ) ∈ H1g,div(Ω)× Cγ that minimizes J , as defined in (BP).
Due to the lack of strict convexity in (BP), a minimizing pair is not necessarily unique.
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2.2. Construction of the barrier functional. In this subsection we formu-
late a barrier functional with an enlarged feasible set that will be employed by our
algorithm to find multiple solutions of the Borrvall–Petersson optimization problem.
We first consider the volume constraint. This constraint is typically modeled as
an inequality constraint. However, as we show below, this constraint is active at an
optimal solution, and so we may also apply it as an equality constraint. To the best
of our knowledge, the following result is novel.
Proposition 2.3. If the pair (u∗, ρ∗) is an isolated local or global minimizer of
J as defined in (BP) and γ < 1, then
∫
Ω
ρ∗ dx = γ|Ω|.
Proof by contradiction. Suppose there exists a pair (u∗, ρ∗) ∈ H1g,div(Ω)d × Cγ
that is an isolated local or global minimizer of J(u, ρ) such that V :=
∫
Ω
ρ∗ dx < γ|Ω|.
By the definition of an isolated local minimizer, there exists an r > 0 such that for
any (v, η) that satisfies,
‖u∗ − v‖H1(Ω) + ‖ρ∗ − η‖L∞(Ω) ≤ r
then J(u∗, ρ∗) < J(v, η). Then for any function δρ ∈ Cγ such that
0 < ‖δρ‖L1(Ω) ≤ (γ|Ω| − V ),(2.2)
0 < ‖δρ‖L∞(Ω) ≤ r,(2.3)
0 ≤ ρ∗ + δρ ≤ 1,(2.4)
we have that ρ∗ + δρ ∈ Cγ from (2.2) and (2.4) and ρ∗ + δρ lies in the L∞-r-
neighborhood of ρ∗ from (2.3). Such a δρ exists, for example,
δρ = c(1− ρ∗), where c = min
{
r
‖1− ρ∗‖L∞(Ω) ,
γ|Ω| − V
|Ω| − V
}
.
We see that c > 0 since r > 0 and V < γ|Ω| < |Ω|. Furthermore δρ satisfies (2.2)–(2.4)
since,
‖δρ‖L1(Ω) = c
∫
Ω
(1− ρ∗)dx ≤ c(|Ω| − V ) ≤ γ|Ω| − V,
‖δρ‖L∞(Ω) ≤ c‖1− ρ∗‖L∞(Ω) ≤ r,
0 ≤ ρ∗ + δρ = ρ∗ + c(1− ρ∗) ≤ ρ∗ + 1− ρ∗ ≤ 1.
Since α(·) is monotonically decreasing and ρ∗ and δρ are non-negative and not equal
to zero, then α(ρ∗ + δρ) ≤ α(ρ∗) a.e. and hence J(u∗, ρ∗ + δρ) ≤ J(u∗, ρ∗).
Given we can tighten the inequality volume constraint to an equality volume con-
straint, we now define the Lagrangian and the enlarged feasible-set barrier functional,
respectively, as:
L(u, ρ, p, p0, λ) := J(u, ρ)−
∫
Ω
p div(u)dx−
∫
Ω
p0p dx−
∫
Ω
λ(γ − ρ)dx;(2.5)
L
log
µ (u, ρ, p, p0, λ) := L(u, ρ, p, p0, λ)
− µ
∫
Ω
(log(−log + ρ) + log(1 + log − ρ))dx,
(2.6)
where p ∈ L2(Ω) denotes the pressure, λ is the Lagrange multiplier for the volume
constraint, p0 ∈ R is the Lagrange multiplier to fix the integral of the pressure,
0 ≤ log  1 and µ ≥ 0, where µ is the barrier parameter.
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The classical barrier functional is given by L0µ. The role of log is to enlarge the
feasible region permitted by the barrier terms. In the deflated barrier method we do
not use the barrier terms to enforce the box-constraints on ρ, but rather to perform
continuation in the barrier parameter to follow a central path. This provides robust
convergence and offers an opportunity to find other solutions of the optimization
problem, as explained in section 3.
We note that the Euler–Lagrange equation of J(u, ρ) with respect to u satisfies
the generalized Stokes momentum equation formulated by Borrvall and Petersson
[11, Eq. 12]. Hence, we are only required to enforce the incompressibility and volume
constraints. In the case where we wish to minimize the power dissipation of a fluid
flow governed by a generalized Navier–Stokes momentum equation, we are required
to introduce three extra Lagrange multipliers, as done in subsection 4.4.
2.3. Topology optimization of the compliance of elastic structures. A
significant portion of the topology optimization literature focuses on minimizing the
compliance of a structure, such as a Messerschmitt–Bo¨lkow–Blohm (MBB) beam or a
cantilever. Compliance problems involve finding the optimal topology of a structure
obeying a volume constraint within a specified domain that minimizes the displace-
ment of the structure under a body or boundary force. For simplicity we consider
structures that obey linear elasticity. The optimization problem we consider is posed
as follows,
min
(u,ρ)∈H1ΓD (Ω)d×Cγ
J(u, ρ) :=
∫
ΓN
f · u ds(C)
such that,
−div (σ) = 0 in Ω,
σ = k(ρ) [2µlε(u) + λltr(ε(u))I] in Ω,
σn = f on ΓN , 0 ≤ ρ ≤ 1 a.e. in Ω, and
∫
Ω
ρ dx = γ|Ω|,
where, H1ΓD (Ω)
d :=
{
v ∈ H1(Ω)d : trace(v) = 0 on ΓD
}
, u = u(ρ) denotes the dis-
placement of the structure, σ denotes the stress tensor, the traction f ∈ H1/2(ΓN )d
is given, ΓN ,ΓD ⊂ ∂Ω are known boundaries on ∂Ω such that ΓN ∪ΓD = ∂Ω, µl and
λl are the Lame´ coefficients, tr(·) is the matrix-trace operator, I is the d× d identity
matrix, n is the outward normal and
ε(u) =
1
2
(∇u +∇u>), k(ρ) = SIMP + (1− SIMP)ρp,
where 0 < SIMP  1 and p ≥ 1. Unless stated otherwise, we choose SIMP = 10−5
and p = 3. The use of k(ρ) is known as the Solid Isotropic Material with Penalization
(SIMP) model. Bendsøe and Sigmund [8, Ch. 1] provide a concise physical interpreta-
tion of the SIMP model. In essence, for ρ close to one, k(ρ) is close to one, indicating
the presence of material, whereas where ρ is close to zero, k(ρ) approaches SIMP,
indicating void. Thus, k is the reverse of the inverse permeability, α. It is typical to
raise ρ to the power of p > 1 in order to penalize intermediate values of ρ.
We introduce a Lagrange multiplier v ∈ H1ΓD (Ω)d and reformulate (C) as finding
the stationary points of∫
ΓN
f · u ds+
∫
Ω
k(ρ) [2µlε(u) : ε(v) + λltr(ε(u)) · tr(ε(v))] dx−
∫
ΓN
f · v ds(2.7)
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such that 0 ≤ ρ ≤ 1 a.e. in Ω, and ∫
Ω
ρ dx = γ|Ω|.
By deriving the Euler–Lagrange equations of (2.7), we see that the linear elasticity
PDE constraint on u must be satisfied. However, if we consider the adjoint equation
involving v, it can be verified that v = −u. Substituting this relation into (2.7), we
see that (2.7) is equivalent to finding the stationary points of
2
∫
ΓN
f · u ds−
∫
Ω
k(ρ) [2µlε(u) : ε(u) + λltr(ε(u)) · tr(ε(u))] dx(2.8)
such that 0 ≤ ρ ≤ 1 a.e. in Ω, and ∫
Ω
ρ dx = γ|Ω|. The substitution is useful as it
greatly reduces the size of the problem after discretization.
Unfortunately, the problem in general is ill-posed and does not have minimizers in
the continuous setting. Na¨ıve attempts at finding minimizers often yield checkerboard
patterns of ρ. Although a different choice of finite element spaces may avoid the
checkerboarding, the solutions will still be mesh-dependent. As the mesh is refined, the
beams of the solutions will become ever thinner, leading to nonphysical solutions in the
limit. There are several schemes employed by the topology optimization community to
obtain physically reasonable solutions for ρ and they are known as restriction methods
[8]. We opt for the addition of a Ginzburg–Landau energy term,
JGL(u, ρ) := J(u, ρ) +
β
2
∫
Ω
|∇ρ|2 dx+ β
2
∫
Ω
ρ(1− ρ)dx,
with 0 < β  1, 0 <   1, to the objective function. Physically, this term corre-
sponds to penalizing fluctuations in the values of ρ. As → 0, it was shown by Modica
[39] that the Ginzburg–Landau energy Γ-converges to the perimeter functional asso-
ciated with restricting ρ(x) ∈ {0, 1}, providing rigorous mathematical grounding for
this choice of regularization. For sufficiently large values of β, this introduces min-
ima and removes the checkerboarding effect. Other restriction methods used by the
topology optimization community include gradient control [10], perimeter constraints
[10], sensitivity filtering [12, 51], design filtering [15, 31] and regularized penalty [10].
After these manipulations, the Lagrangian is given by
L(u, ρ, λ) := 2
∫
ΓN
f · u ds−
∫
Ω
k(ρ) [2µlε(u) : ε(u) + λltr(ε(u)) · tr(ε(u))] dx
+
β
2
∫
Ω
|∇ρ|2dx+ β
2
∫
Ω
ρ(1− ρ)dx−
∫
Ω
λ(γ − ρ)dx,
where λ ∈ R is the Lagrange multiplier for the equality volume constraint. We then
define the enlarged feasible-set barrier functional as in (2.6).
We have formulated enlarged feasible-set barrier functionals for both Borrvall–
Petersson and structural compliance optimization problems. Finding stationary points
of these barrier functionals is equivalent to computing minima, maxima and saddle
points of the underlying optimization problems. In the next section we will introduce
our algorithm and explain how we obtain multiple stationary points.
3. The deflated barrier method. In the following sections, we describe the
components of the deflated barrier method. More specifically, we justify the usage
of a barrier method where the subproblems are solved with a primal-dual active
set solver to handle the effects of the barrier parameter in the Hessian. This is
in contrast to a direct application of a discretize-then-optimize (DTO) primal-dual
interior method, which does not use the structure of the original infinite-dimensional
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optimization problem. In the context of PDE-constrained optimization, ignoring the
problem structure often results in mesh-dependence of the solver. Mesh-dependence is
the phenomenon whereby with each refinement of the mesh, the number of iterations
required by the optimization algorithm increases in an unbounded way [49].
3.1. Choosing a solver for the subproblems. Approximately solving the
first order conditions of L0µ as µ→ 0 is the classical primal interior point approach to
finding the minima of (BP) and (C). Without additional care, a direct implementation
results in the following poor numerical behavior:
(B1) The Hessian of L0µk(z) has condition number O(1/µk). Hence as µ decreases,
the computed Newton updates may become inaccurate and require more
solver time [24, Th. 4.2];
(B2) An initial guess of z∗ = zk for the subproblem µ = µk+1 is asymptotically
infeasible if an exact full Newton update of the primal interior point method
is used. More precisely, if δρ0k+1 is the calculated Newton update for ρ at the
first iteration of the Newton solver at µ = µk+1, then as µ → 0, we see that
0 ≤ ρk + δρ0k+1 ≤ 1 a.e. does not hold [24, Sec. 4.3.3].
Typically, to avoid the poor numerical behavior of (B1) and (B2), the DTO primal
interior point method is reformulated as a primal-dual interior point method, eliminat-
ing the rational expressions. Since the problem is first discretized, the slack variables
associated with box constraints are associated to the primal variable component-wise.
This manifests as a block identity matrix within the full Hessian. The Hessian can
then be reduced and the primal-dual approach is reformulated into a condensed form.
It is well known that PDE-constrained optimization solvers suffer from mesh-
dependence when they do not properly treat the structure of the underlying infinite-
dimensional problem [49]. In order to obtain accurate solutions, where it is clear if the
material distribution indicates material or void, we may require several refinements
of the mesh; in this context, it is clear that mesh-dependence would be particularly
disadvantageous. The mesh-independence of our algorithm will be carefully studied
in the subsequent numerical examples, and analyzed in future work.
In order to properly treat the structure of the underlying infinite-dimensional
problem, we opt for an optimize-then-discretize (OTD) method. The full Hessian
arising from an OTD primal-dual interior point method is no longer easily reduced,
since the block associated with the slack variables is now a mass matrix, rather than
the identity. To avoid solving uncondensed large systems involving three times the
number of degrees of freedom of a primal approach, the goal is to develop an OTD
barrier method that avoids the poor numerical behavior of (B1) and (B2). In a novel
approach, we achieve this by solving the subproblems arising from the first order
conditions of the enlarged feasible-set barrier functional L
log
µ , while still enforcing the
true box constraints, 0 ≤ ρ ≤ 1 a.e., with a primal-dual active set solver. Whereas
in a standard barrier method, the barrier terms act as a replacement for the box
constraints on ρ, here we retain the box constraints to be handled by the primal-dual
active set solver. The barrier terms are instead used for continuation of the problem,
to aid global convergence and to search for other branches of solutions.
The two inner solvers we consider are Hintermu¨ller et al.’s primal-dual active set
strategy (HIK) [27] and Benson and Munson’s active-set reduced space strategy (BM)
[9]. We briefly illustrate the basic approach taken to solve the individual subproblems
using the log-barrier approach coupled with a primal-dual active set solver. Let J :
Rn → R be a twice-continuously differentiable function and consider the following
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box-constrained nonlinear program:
min
z∈Rn
J(z) subject to a ≤ z ≤ b.(3.1)
Here, we assume that a, b ∈ Rn such that a < b (in each component) and we under-
stand the inequality constraints a ≤ z ≤ b component-wise. Next, we formulate an
‘outer approximation’ of (3.1) using enlarged feasible-set log-barrier terms (for any
µ, log > 0):
min
z∈Rn
{
J(z)− µ
n∑
i=1
[log(zi − (ai − log)) + log((bi + log)− zi)] : a ≤ z ≤ b
}
.
We emphasize that there are two pairs of box constraints: the true box constraints
[a, b] and the enlarged feasible-set box constraints [a− log, b+ log], log > 0. For any
fixed µ > 0, the associated KKT-system has the form
F (z)− λa + λb = 0,(3.2)
λa − (λa − (z − a))+ = 0,(3.3)
λb − (λb − (b− z))+ = 0,(3.4)
where, λa, λb ∈ (Rn)∗ are Lagrange multipliers associated with the true box con-
straints, (·)+ := max(·, 0), and
F (z) := J ′(z) +
µ
z − (a− log) −
µ
b+ log − z ,(3.5)
where the rational expressions are interpreted component-wise. Assuming we are given
a strictly enlarged-set feasible iterate z ∈ Rn, a−log < z < b+log, we linearize around
the point (z, λa, λb) using the associated Newton-derivative and reduce the system
based on the estimates of the active and inactive sets predicted by the semismooth
Newton step.
In HIK, the linearized system in the direction of (δz, δλa, δλb) is given by
H(z)δz − δλa + δλb = −F (z) + λa − λb,(3.6)
where
H(z) := J ′′(z) +
[
µ
(z − (a− log))2 +
µ
(b+ log − z)2
]
,(3.7)
and
zi + δzi = ai if i ∈ Aa = {i : λai − zi + ai > 0},(3.8)
zi + δzi = bi if i ∈ Ab = {i : λbi − bi + zi > 0},(3.9)
λai + δλ
a
i = 0 if i ∈ Ia = {i : λai − zi + ai ≤ 0},(3.10)
λbi + δλ
b
i = 0 if i ∈ Ib = {i : λbi − bi + zi ≤ 0}.(3.11)
We define the active set by A = Aa ∪ Ab and the inactive set by I = Ia ∩ Ib. By
substituting (3.8)–(3.11) into (3.6) and removing the rows associated with the active
set, we observe that
H(z)I,IδzI = −H(z)I,AδzA − F (z)I.(3.12)
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We can therefore solve the reduced linear system (3.12) to find the remaining unknown
components of δz.
In BM, given a feasible iterate z with respect to the true box constraints, a ≤
z ≤ b, the active set is defined by
A = {i : zi = ai and F (z)i > 0} ∪ {i : zi = bi and F (z)i < 0},(3.13)
and the inactive set is given by I = {i}ni=1\A. The linearized system in the direction
of δz takes the form
H(z)I,IδzI = −F (z)I and δzA = 0.(3.14)
The next iterate is then given by pi(z+ δz), where pi is the component-wise projection
onto the true box constraints, i.e.
pi(z + δz)i =

ai if zi + δzi < ai,
zi + δzi if ai ≤ zi + δzi ≤ bi,
bi if zi + δzi > bi.
(3.15)
The HIK solver is a well established method and under suitable assumptions is equiva-
lent to a semismooth Newton method [42, 43, 55] in both finite and infinite-dimensions
[27]. This equivalence ensures local superlinear convergence and under further as-
sumptions guarantees mesh-independence [28]. Until now, the BM solver had no
supporting theoretical results, although is conveniently included in PETSc [6]. Ex-
perimentally, we observe that the BM solver enjoys superlinear convergence. At first
glance, the two solvers may appear quite different, but in Appendix A we prove that
for a linear elliptic control problem, if the active and inactive sets coincide between
the two algorithms, then the updates given by HIK and BM are identical.
One common critique of barrier methods is that the step size rules for the update
of the distributed control go to zero. We observe this in numerical examples if we
use a Newton solver; however, this issue is averted when using HIK or BM. A step
size of one is always taken for the update of the primal variable’s active set, whereas
a linesearch can be used for the update of the primal variable’s inactive set. Hence,
areas of the domain where the control attains the constraint do not influence the step
sizes of the updates for sections of the control which are strictly feasible.
Both HIK and BM perform a pointwise projection on the iterates generated by
the subproblems of the barrier functional. In the context of a classical OTD primal-
dual interior point method applied to a PDE-constrained optimal control problem,
under certain assumptions, Ulbrich and Ulbrich [56, 57] prove that local superlinear
convergence holds if the iterates of the control and its associated Lagrange multipliers
are pointwise projected to a controlled neighborhood of the central path. Although not
all their assumptions hold in our case (in particular these problems are not convex),
the combination of a primal-dual active set solver and barrier method mimics the
computation of a Newton step of a primal-dual approach and then performing a
pointwise projection. An advantage of our method is that our pointwise projection is
unique and cheap to compute.
Numerically, this method only requires solving linear systems that are less than
or equal to the size of the linear systems in a standard barrier method. Moreover, in
the BM solver, the constrained variables can never reach the bounds of the enlarged
feasible-set, ensuring the Hessian remains bounded. Furthermore, both the BM and
HIK solvers remove the rows and columns in the Hessian associated with the active
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constraints. It is these active constraints which are the source of the unbounded
eigenvalues that cause the ill-conditioning of the barrier method as µ approaches zero.
In Figure 7 we give an example demonstrating that the condition number is controlled
by the elimination of the active set. Removing rows and columns associated with the
active set mimics the principle of Nash et al.’s stabilized barrier method [40, 41].
3.2. Deflation. Deflation is an algorithm for the calculation of multiple solutions
of systems of nonlinear equations from the same initial guess. Suppose a system of
PDEs, F (z) = 0 has multiple solutions z = z1, . . . zn, that we wish to find. We find
the first solution by utilizing a Newton-like algorithm to find z1. Now instead of using
a standard multistart approach which may converge to the same solution, we instead
introduce a modified system G(z) = 0 such that:
1. G(z) = 0 if and only if F (z) = 0 for z 6= z1;
2. A Newton-like solver starting from any initial guess z∗ 6= z1 applied to G will
not converge to z1.
(a) Before deflation. (b) After the deflation of z1.
Fig. 2. The solutions z1, z2, z3 and, z4 are zeros of the system F (z). The circles around
the solutions represent the basins of attraction within which a Newton-like solver converges to that
particular solution.
This process is visualized in Figure 2. In principle, one can use the same initial guess
to converge to multiple solutions. The modified system is obtained by applying a
deflation operator, M(z; z1) to F such that:
(D1) M(z; z1) is invertible for all z 6= z1 in a neighborhood of z1;
(D2) lim infz→z1 ‖M(z; z1)F (z)‖ > 0.
(D1) ensures that the resulting system has a solution if the original problem has an
unknown solution, and (D2) ensures that a Newton-like method applied to the newly
deflated system does not converge as z → z1. The conditioning of the Jacobian of
the deflated system does not cause computational difficulty, since the Newton update
of the deflated system is expressed as a scaling of the Newton update of the original
system via the Sherman–Morrison formula [21, Sec. 3].
Deflation was first introduced in the context of polynomials by Wilkinson [60]. It
was then extended to differentiable finite-dimensional maps F : Rn → Rn by Brown
and Gearhart [13]. More recently, Farrell et al. extended the original Brown and
Gearhart technique to Fre´chet-differentiable maps [21]. Deflation has been used to
discover multiple solutions of cholesteric liquid crystals, Bose–Einstein condensates,
mechanical metamaterials, aircraft stiffeners, and other applications [16, 19, 37, 45,
61]. It has also been extended to semismooth mappings [22], which is necessary in
the current context of topology optimization.
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3.3. Implementation of the deflated barrier method. The essential idea
is to use deflation to attempt to find other branches during the continuation of the
barrier parameter, as visualized in Figure 3. As summarized in Figure 4, the deflated
barrier method is divided into three phases: prediction, continuation and deflation.
Prediction: Given a solution zk−1 at µ = µk−1, the algorithm calculates an initial
guess for the corresponding solution at µ = µk < µk−1. This is done via a feasible
tangent prediction method (as described in Appendix B), a classical tangent predic-
tion method [50, Sec. 4.4.1] or a secant prediction method [50, Sec. 4.4.2]. A feasible
tangent prediction method is identical to its classical counterpart but with box con-
straints on the predictor step to ensure the initial guess is feasible.
Continuation: Given an initial guess for each branch at the new barrier parameter
µk, the algorithm calculates the new solution along each branch with a primal-dual
active set solver whilst deflating away all solutions already known at µ = µk.
Deflation: At some subset of the continuation steps, the algorithm searches for new
branches at µ = µk using solutions on different branches found at µ = µk−1 as ini-
tial guesses. The search terminates when all the initial guesses have been exhausted
(reached a maximum number of iterations without converging) or when a certain
number of branches βmax have been found.
We now explain the notation used in Algorithm 3.1. Let z = (u, ρ, p, p0, λ) in
the Borrvall–Petersson case and z = (u, ρ, λ) in the compliance case. The value of
the barrier parameter at subproblem iteration k is denoted µk. The initial guess for
the density is denoted ρ0 and the initial guess for the volume constraint Lagrange
multiplier is denoted λ0. The generator for the next value of µ is denoted by Θ. The
µ-update can be adaptive or chosen a priori, provided it gives a strictly decreasing
sequence. Under suitable conditions, the first order conditions of L
log
µ (z) together
with the box constraints on ρ can be reformulated into perturbed KKT conditions
[57, Rem. 3] which in turn can be reformulated as a semismooth system of partial
differential equations, Fµ(z). Let
y =
{
(u, p, p0) in the Borrvall–Petersson case,
u in the compliance case.
(3.16)
Let ′|zi denote the Fre´chet derivative with respect to zi. Let Sµk denote the set of
solutions, {z}i, found at µk. Let M(·) denote the deflation operator and Z denote
the function space of z.
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Algorithm 3.1 Deflated barrier algorithm
1: Initialize:
k ← 0 . Initial iteration number
µ0 . Initial barrier parameter
tol . Approximate solve tolerance
βmax . Maximum number of branches sought
ρ0(x)← γ . Constant initial material distribution
λ0 . Initial volume constraint multiplier
2: Approximately solve (L
log
µ0 )
′|y(y, ρ0) = 0.. Solve state equation for y
3: z∗ ← (y, ρ0, λ0) . Initial guess
4: Approximately solve Fµ0(z) = 0 with initial guess z∗.
5: Sµ0 ← Sµ0 ∪ {z} . Include solution in solution set
6: µ1 ← Θ(µ0), k ← 1 . Update µ and k
7: while µk ≥ 0 and |Sµk−1 | 6= ∅ do
8: for zi ∈ Sµk−1 do
9: . Prediction
10: Predict solution at µk, denoted z∗.
11: . Continuation
12: Attempt to solve M (Sµk)Fµk(z) = 0 with initial guess z∗.
13: if ‖Fµk(z)‖Z∗ ≤ tol then
14: Solve has succeeded; set Sµk ← Sµk ∪ {z}.
15: end if
16: end for
17: . Deflation
18: for zj ∈ Sµk−1 do
19: if |Sµk | ≥ βmax then
20: break
21: end if
22: Attempt to solve M (Sµk)Fµk(z) = 0 with initial guess zj .
23: if ‖Fµk(z)‖Z∗ ≤ tol then
24: Solve has succeeded; set Sµk ← Sµk ∪ {z}.
25: end if
26: end for
27: µk+1 ← Θ(µk) . Choose new value of µ
28: k ← k + 1
29: end while
4. Numerical results. In all examples the systems were discretized with the
finite element method using FEniCS [35] and the arising linear systems were solved by
a sparse LU factorization with MUMPS [5] and PETSc [6]. The meshes were either
created in FEniCS or Gmsh [26]. We present three different examples of the mini-
mization of the power dissipation of a fluid constrained by the Stokes equations, one
constrained by the Navier–Stokes equations, and two examples of the minimization of
the compliance constrained by linear elasticity. Throughout the numerical examples,
hmin denotes the minimum diameter of all simplices in the mesh, where the simplex
diameter is defined as the maximum edge length. Similarly hmax denotes the maxi-
mum diameter of all simplices in the mesh. All solutions depicted are presented as
computed by the deflated barrier method, with no truncation or postprocessing of the
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Fig. 3. A visualization of the deflated barrier method. Branch 0 is discovered at µ0. A
predictor-corrector scheme is used to to follow the branch as µ decreases, denoted by circles. At
µ = µk, deflation is used to discover a new solution on a different branch (branch 1), using the
solution on branch 0 at µ = µk−1 as an initial guess. This newly discovered branch is then also
continued as µ decreases, and is denoted by the crosses.
Prediction
Predict the solution at µ = µk for
each branch.
Continuation
For each branch, approximately
solve M (Sµk)Fµk(z) = 0 with
the initial guess given by the pre-
diction phase.
Deflation
Search for new branches
by approximately solving
M (Sµk)Fµk(z) = 0 with initial
guesses zj ∈ Sµk−1 .
k
←
k
+
1
Fig. 4. A flowchart depicting the three phases involved in the deflated barrier method.
material distribution.
4.1. Borrvall–Petersson double-pipe. We consider the double-pipe problem
with volume fraction γ = 1/3, two prescribed flow inputs and two prescribed outputs,
and the boundary conditions as prescribed in Figure 5. We use α as given in (2.1),
with α = 2.5 × 104 and q = 1/10. Here q is a penalty parameter which controls the
level of intermediate values (between zero or one) in the optimal design.
We use a Taylor–Hood (CG2)
2×CG1 finite element discretization for the velocity
and pressure and CG1 elements for the material distribution. For BM, we begin with
µ0 = 100 and apply deflation immediately to find the second branch of solutions. For
HIK, this strategy did not converge to the second branch, although the second branch
is discovered with µ0 = 105. In both cases tangent prediction is used, as well as a
damped l2-minimizing linesearch [14, Alg. 2]. Figure 6 shows the minimizers of the
double-pipe problem computed using the deflated barrier method.
In Table 1 we explore the mesh-independence of primal-dual active set solver
iterations. We observe that with each refinement of the mesh, the number of iterations
stay roughly constant. In particular, we notice that the behavior is consistent for
both HIK and BM. This is a recurring theme and holds in subsequent examples. To
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Fig. 5. Setup of the double-pipe problem. In our tests we pick f = (0, 0)> and ν = 1. The
Dirichlet boundary conditions on the velocity are u =
(
1− 12(y − 3/4)2, 0))> for the top input and
output boundary flows, u =
(
1− 12(y − 1/4)2, 0))> for the bottom input and output boundary flows
and u = (0, 0)> everywhere else.
Fig. 6. The material distribution of the local (left) and global (right) minimizer of the double-
pipe optimization problem with mesh size h = 0.0141. Black corresponds to a value of ρ = 0 and
white corresponds to a value of ρ = 1. The objective functional values are J = 32.58 (left) and
J = 23.87 (right).
exemplify that the mesh-independence is not an artifact of our choice of finite element
spaces, we also display the results of a divergence-free Scott–Vogelius (CG2)
2 ×DG1
finite element discretization for the velocity and pressure and CG1 for the material
distribution. Stability of this discretization is ensured by using a barycentrically-
refined mesh [44].
In Figure 7 we plot the condition number of the Hessian as in a classical barrier
method, and the condition number of the Hessian with the rows and columns associ-
ated with the active-set removed. We observe that the condition number of the latter
is significantly smaller, accounting for why our proposed methodology does not suffer
from ill-conditioning.
4.2. Neumann-outlet double-pipe. One could argue that fixing the outlet
flows is inherently nonphysical and a more realistic model would prescribe natural
boundary conditions on the outlets (while keeping the Dirichlet boundary conditions
on the inlets) [17]. In 2007, Limache et al. [33] observed that in order to avoid violating
the principle of objectivity, the following natural boundary condition should be used,
(−pI+ 2νε(u))n = 0 on ΓN ,(4.1)
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BM Solver Taylor–Hood Branch 0 Branch 1
h Dofs Cont. Defl. Pred. Cont. Defl. Pred.
0.0283 38,256 124 0 22 115 30 22
0.0177 97,206 123 0 22 109 30 22
0.0141 151,506 110 0 22 116 29 22
HIK solver Taylor–Hood Branch 0 Branch 1
h Dofs Cont. Defl. Pred. Cont. Defl. Pred.
0.0283 38,256 174 0 43 261 14 43
0.0177 97,206 189 0 43 223 13 43
0.0141 151,506 173 0 43 197 13 43
BM solver Scott–Vogelius Branch 0 Branch 1
hmin/hmax Dofs Cont. Defl. Pred. Cont. Defl. Pred.
0.0278/0.0501 58,685 155 0 22 139 29 22
0.0139/0.0250 234,005 124 0 22 120 29 22
Table 1
The cumulative total numbers of primal-dual active-set solver iterations required in the con-
tinuation, deflation and prediction phases of the double-pipe problem. Branch 0 discovers the local
minimum shown in Figure 6 and branch 1 discovers the global minimum. As we can see, the numbers
of iterations stay roughly constant for both solvers as we refine the mesh.
Fig. 7. The condition number of the Hessian at each iteration of the solver in the subproblem
with µ = 7 × 10−5. The condition number of the Hessian of L0µ arising in the linear systems of a
standard Newton solver (left) is six to seven orders of magnitude larger than the condition number
of the Hessian of L
log
µ arising in the linear systems of the HIK solver (right).
where ε(u) := (∇u+(∇u)>)/2 denotes the symmetrized gradient, I denotes the d×d
identity matrix and ΓN ⊂ ∂Ω denotes the outlets. This natural boundary condition
is achieved by altering the objective functional to
JN (u, ρ) =
1
2
∫
Ω
α(ρ)|u|2 + 2ν|ε(u)|2 dx.(4.2)
Since div((∇u)>) = ∇(div(u)) and div(u) = 0, we note that the minimizers of
(4.2) are the same as those of the original functional, J , combined with the natural
boundary conditions as described in (4.1). The other alteration in the optimization
problem is the removal of the Lagrange multiplier, p0, since the absolute pressure level
is set by the outflow boundary condition.
We employ the Taylor–Hood discretization and initialize µ0 = 1000. Deflation
finds the second, third and fourth branches at µ = 82.4. For h = 0.0333, deflation
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discovers branch 2, then branch 1 and 3, whereas for the other mesh sizes, deflation
discovers the branches in ascending order.
The removal of an imposed outlet flow has an interesting effect. The global
minimizer in the shape of a double-ended wrench is now a local minimizer. Two new
Z2-symmetric global minimizers now exist as shown in Figure 8. This is not entirely
surprising. There is a cost associated with the pipe splitting and if the optimization
problem does not require the flow to leave both outlets, then it is favorable for the
flow to exit via one outlet, not both. This is reflected in the resulting cost.
The mesh-independence of the algorithm is investigated in Table 2. As before,
mesh-independence is observed.
Fig. 8. The material distribution of two local and two global minimizers of the double-pipe
optimization problem with natural boundary conditions on the outlets, instead of Dirichlet conditions,
with h = 0.0125. Black corresponds to a value of ρ = 0 and white corresponds to a value of ρ = 1.
From left to right the objective functional values are JN = 32.35, 22.92, 18.46, and 18.46.
BM Solver Branch 0 Branch 1
h Dofs Cont. Defl. Pred. Cont. Defl. Pred.
0.0333 27,455 118 0 53 108 49 34
0.0250 48,605 136 0 37 107 34 37
0.0125 193,205 113 0 35 106 45 36
Branch 2 Branch 3
h Dofs Cont. Defl. Pred. Cont. Defl. Pred.
0.0333 27,455 166 199 55 166 149 55
0.0250 48,605 145 123 45 145 157 45
0.0125 193,205 128 151 46 128 146 46
Table 2
The cumulative total numbers of BM solver iterations required in the continuation, deflation
and prediction phases of the double-pipe problem with natural boundary conditions on the outlets.
4.3. Roller-type pump. In this example problem [17, Sec. 2.1.4.4], the domain
is given by
Ω = (0, 1)2\
{
(x, y) ∈ (0, 1)2 : (x− 0.5)2 + (y − 0.5)2 ≤ (0.3)2
}
.
The boundary conditions on u are given by:
u =

(0, 1− 20(x− 0.61)2)>, if 0.56 < x < 0.66 and y = 0,
(1− 20(y − 0.95)2, 0)>, if x = 1 and 0.9 < y < 1,
10/3(y − 1/2, 1/2− x)>, if (x− 0.5)2 + (y − 0.5)2 = (0.3)2,
(0, 0)>, elsewhere.
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These boundary conditions model an inlet on the bottom of the domain and an outlet
on the right of the domain with a pump rotating at a constant velocity in the center
of the domain where the fluid experiences no-slip boundary conditions. We employ
the Taylor–Hood discretization and initialize µ0 = 1000. Deflation finds the second
branch at µ = 6.78.
A global and local minimum of the problem are shown in Figure 9a. The local
minimum chooses to avoid the pump in favor of taking the path with the shortest
distance from the inlet to the outlet, while the global minimum exploits the rotation
given by the pump. The local minimizer for q = 1/10 has areas where ρ ≈ 1/2, which
has an ambiguous physical interpretation. In order to verify whether ρ should be
equal to zero or one in such areas, a mixture of grid-sequencing and continuation in q
was performed, resulting in the solution shown in Figure 9b. The mesh-independence
of the algorithm is verified in Table 3.
BM solver Branch 0 Branch 1
hmin/hmax Dofs Cont. Defl. Pred. Cont. Defl. Pred.
0.0258/0.0509 7388 260 0 55 118 80 35
0.0127/0.0255 29,174 186 0 51 75 117 25
0.0064/0.0127 113,096 177 0 46 83 99 29
Table 3
The cumulative total numbers of BM solver iterations required in the continuation, deflation
and prediction phases of the roller-type pump problem to find the solutions shown in Figure 9a. The
number of iterations are mesh-independent.
(a) The local (left) and global (right) minimizers, ρ. (b) Refined local minimizer.
Fig. 9. (a) The material distribution of the local and global minimizers of the roller-type pump
optimization problem, with hmin = 6.4 × 10−3. Black corresponds to a value of ρ = 0 and white
corresponds to a value of ρ = 1. The gray area is the hole removed from the domain. The arrows
indicate the direction and magnitude of the velocity, u. The values of the objective functional are
J = 26.84 (left) and J = 22.67 (right). (b) A mixture of grid-sequencing of the mesh where ρ ≈ 1/2
and the continuation of q to larger values was performed on the local minimum of the roller-type
pump optimization problem in order to remove areas where ρ ≈ 1/2. The resulting refined solution
has clearly defined areas of ρ = 0 and ρ = 1. Here hmin = 0.0033, q = 0.65 and J = 29.17.
4.4. Five-holes double-pipe with Navier–Stokes. We consider the original
Borrvall–Petersson double-pipe problem with Dirichlet outflow conditions, but modify
the domain to include five small decagonal holes with inscribed radius 0.05 positioned
at (1/2, 1/3), (1/2, 2/3), (1, 1/4), (1, 1/2) and (1, 3/4), as shown in Figure 10. We
further show the flexibility of our method by considering fluid flow constrained by the
incompressible Navier–Stokes equations. This is achieved by introducing Lagrange
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Fig. 10. Setup of the five-holes double-pipe problem.
multipliers, ua ∈ H10 (Ω)d, pa ∈ L20(Ω), and pa,0 ∈ R, to enforce the Navier–Stokes
equations. We then define the Lagrangian as
L(u, ρ,ua, p, pa, p0, pa,0, λ)
= J(u, ρ)−
∫
Ω
p div(u)dx−
∫
Ω
p0p dx−
∫
Ω
λ(γ − ρ)dx−
∫
Ω
pa,0pa dx
−
∫
Ω
ν∇u : ∇ua + δ(u · ∇)u · ua + α(ρ)u · ua − pa div(ua) dx,
(4.3)
where δ denotes the (constant) fluid density. We choose ν = 1 and δ = 1, with other
variables equal to those in the original double-pipe problem. We employ the Taylor–
Hood discretization and initialize µ0 = 200. We use feasible tangent prediction and
apply an l2-minimizing linesearch in the continuation.
The holes have the effect of substantially increasing the number of local minima, as
shown in Figure 1. This example reveals that the number of local minima of a topology
optimization problem is not always small and that the deflated barrier method is
effective in finding many of them. A small number of solutions found exhibited regions
of ambiguity ρ ≈ 1/2, and underwent grid-sequencing and continuation in q in order
to remove these areas. We note that there are more solutions that deflation did not
find, since there are missing Z2 symmetric pairs which must also be solutions.
4.5. Cantilever beam. In this example we use the deflated barrier method to
find multiple stationary points of compliance problems. However, due to the lack
of regularity of the Lagrange multipliers associated with the box constraints on ρ,
the solver exhibits mesh-dependent behavior. With each refinement of the mesh, the
number of iterations required for the solver to converge increases in an unbounded
way. This is difficult to resolve, and appropriate techniques to address this are the
subject of ongoing research. Practically, we first run the algorithm on a coarse mesh
and then use grid-sequencing to obtain refined solutions.
The two-dimensional cantilever beam optimization problem is to find minimizers
of (C) that satisfy the boundary conditions
σn = (0,−1)> on ΓN ,
u = (0, 0)> on ΓD,
σn = (0, 0)> on ∂Ω\{ΓN ∪ ΓD},
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Fig. 11. The material distribution of two solutions of the cantilever beam. The parameters are
hmin = 3.56× 10−3, hmax = 5.70× 10−2,  = 4.40× 10−3, β = 1.8× 10−4, γ = 0.5, SIMP = 10−5
and the Lame´ coefficients are µl = 75.38 and λl = 64.62. J = 6.18×10−3 (left) and J = 6.08×10−3
(right).
with domain Ω = (0, 1.5)× (0, 1), where
ΓD = {(x, y) ∈ ∂Ω : x = 0},
ΓN = {(x, y) ∈ ∂Ω : 0.1 ≤ y ≤ 0.2, x = 1.5} ∪ {(x, y) ∈ ∂Ω : 0.8 ≤ y ≤ 0.9, x = 1.5} .
These boundary conditions describe a cantilever clamped to the y-axis with two trac-
tion forces pulling the cantilever vertically downwards in two places at x = 1.5. We
use CG1 finite elements for all variables. We initialize the deflated barrier method at
µ0 = 10 and discover the second branch at µ = 4.25× 10−3. The two solutions found
are shown in Figure 11.
4.6. Messerschmitt–Bo¨lkow–Blohm (MBB) beam. The two-dimensional
MBB beam optimization problem is to find minimizers of (C) that satisfy the bound-
ary conditions
u · (1, 0)> = 0 on ΓD1 ,
u · (0, 1)> = 0 on ΓD2 ,
σn = (0,−10)> on ΓN ,
σn = (0, 0)> on ∂Ω\{ΓN ∪ ΓD1 ∪ ΓD2},
where Ω = (0, 3)× (0, 1) and
ΓD1 = {(x, y) ∈ ∂Ω : x = 0}, ΓD2 = {(x, y) ∈ ∂Ω : y = 0, 2.9 ≤ x ≤ 3} ,
ΓN = {(x, y) ∈ ∂Ω : y = 1, 0 ≤ x ≤ 0.1} .
These boundary conditions describe a half-beam that is fixed horizontally on the y-axis
and fixed vertically at its bottom right corner on the x-axis. There is a boundary force
pushing vertically downwards at the top left corner, which represents the middle of the
beam when the half-beam is mirrored. We use the same finite element discretization
and initialize the deflated barrier method at µ0 = 50. Deflation discovers the second
branch at µ = 1.58 × 10−1. As in the cantilever problem, the algorithm is mesh-
dependent and grid-sequencing is used to find refinements. The two solutions found
are shown in Figure 12.
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Fig. 12. The material distribution of two solutions of the MBB beam. The parameters are
hmin = 7.07× 10−3, hmax = 2.83× 10−2,  = 1.90× 10−2, β = 9× 10−3, γ = 0.535, SIMP = 10−5
and the Lame´ coefficients are µl = 75.38 and λl = 64.62. J = 0.723 (left) and J = 0.681 (right).
5. Conclusions. In this work we have developed an algorithm for systemically
finding multiple solutions of topology optimization problems. We opted for the density
approach, which requires no prior knowledge of the shape or topology of the design. To
handle the box constraints on the material distribution ρ, we formulate an enlarged-
feasible set barrier functional combined with a primal-dual active set solver to ensure
the iterates are feasible with respect to the true box constraints. We observe com-
putationally that this approach does not suffer the ill-conditioning or asymptotically
infeasible Newton steps that normally hinder primal barrier methods. Furthermore,
unlike traditional primal-dual interior point methods, if the Lagrange multipliers of
the box constraints in the underlying continuous problem are sufficiently regular, this
formulation exhibits mesh-independence. The algorithm successfully found multiple
solutions in several problems constrained by the Stokes equations, the Navier–Stokes
equations, and the equations of linear elasticity.
Code availability. For reproducibility, the solver and example files to generate
the iteration tables and solutions can be found at https://bitbucket.org/papadopoulos/
deflatedbarrier/. The version of the software used in this paper is archived on Zenodo
[1].
Appendix A. Benson and Munson’s active-set reduced space solver.
We show that, in the context of a linear elliptic control problem, if the active and
inactive sets of HIK and BM coincide, then the updates calculated for the active and
inactive sets are equal. In essence, we show that the algorithms produce iterates that
are a half-step out of sync, where we define the notion of a half-step below. If the
active and inactive sets of BM were redefined to be the same as HIK, then BM would
inherit the provably-good convergence properties of HIK.
Consider the minimization problem
min
y∈L2(Ω)
J(y) :=
1
2
(y,Ay)− (f, y) subject to y ≥ φ,(A.1)
where (·, ·) denotes the inner product in L2(Ω), f and φ ∈ L2(Ω), and A ∈ L(L2(Ω))
is self-adjoint and coercive. It can be shown there exists a unique solution y∗ to (A.1)
and there exists a Lagrange multiplier λ∗ ∈ L2(Ω) such that (y∗, λ∗) is the unique
solution to
Ay − λ = f,
y ≥ φ, λ ≥ 0, (λ, y − φ) = 0.(A.2)
In order to avoid confusion, we denote the iterates generated by HIK by yk and the
iterates generated by BM by uk. The active and inactive sets at iteration k, Ak and
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Ik in HIK and the active and inactive sets Ak and Ik in BM are defined by
Ak = {x : λk − (yk − φi) > 0}, and Ik = {x : λk − (yk − φ) ≤ 0},
Ak = {x : uk = φ and F (uk) > 0}, and Ik = {x : uk > φ or F (uk) ≤ 0},
where F (uk) ∈ L2(Ω) is the L2-dual representation of the Fre´chet derivative of J(uk).
As in Hintermu¨ller et al. [27, Sec. 4], we define EAk the extension-by-zero operator
for L2(Ak) to L
2(Ω)-functions, and its adjoint E∗Ak , the restriction operator of L
2(Ω)
to L2(Ak)-functions. We define EIk , E
∗
Ik
, EAk , E
∗
Ak , EIk and E
∗
Ik similarly. We
note that all these restriction and extension operators are linear. We now present the
infinite-dimensional description of the active-set reduced space strategy (BM).
(BM1) Choose a feasible guess u0 ∈ L2(Ω) and set k = 0;
(BM2) Find δuk ∈ L2(Ω) such that E∗IkAEIkE∗Ikδuk = −E∗Ik(Auk − f)
and E∗Akδuk = 0;
(BM3) Set uk+1 = pi(uk + δuk) where pi is the L
2-projection onto the constraint, i.e.
for any given u ∈ L2(Ω), pi(u) ∈ K := {v ∈ L2(Ω) : v ≥ φ} satisfies
‖u− pi(u)‖L2(Ω) ≤ ‖u− v‖L2(Ω) for all v ∈ K.
(BM4) If convergence is reached, terminate; otherwise set k ← k + 1 and go to step
(BM2).
Theorem A.1. Let yk denote the primal variable of HIK at iteration k and let δyk
denote the update calculated at iteration k. Let λk denote the dual variable at iteration
k. We define half steps such that the active set is updated first, i.e. EAkyk+1/2 =
EAkyk+1 and EIkyk+1/2 = EIkyk.
Let uk denote the primal variable of BM at iteration k and let δuk denote the
update calculated at iteration k.
Suppose that Ak = Ak, Ik = Ik and E∗Ikyk = E∗Ikuk. Then the following three
equalities hold;
(E1) yk+1/2 = uk;
(E2) E∗Ikδyk = E
∗
Ikδuk;
(E3) yk+3/2 = uk+1.
Proof. It is shown in [27] that the update for the inactive set of HIK satisfies
E∗Ik(Aδyk) = −E∗Ik(Ayk − f).
Expanding the left and right hand sides, we see that
E∗IkAEIkE
∗
Ik
δyk + E
∗
Ik
AEAkE
∗
Ak
δyk = −E∗IkAEIkE∗Ikyk − E∗IkAEAkE∗Akyk + E∗Ikf.
Subtracting the second term on the left hand side, we see that
E∗IkAEIkE
∗
Ik
δyk = −E∗IkAEIkE∗Ikyk − E∗IkAEAkE∗Ak(yk + δyk) + E∗Ikf.(A.3)
By definition E∗Ak(y + δyk) = E
∗
Ak
yk+1/2 and by assumption Ak = Ak, Ik = Ik and
E∗Ikyk = E
∗
Ik
uk. Furthermore, since by assumption Ak = Ak and since E∗Akδyk =
E∗Ak(φ− yk) as derived in [27] we observe that
E∗Akyk+1/2 = E
∗
Ak
(yk + φ− yk) = E∗Akuk.(A.4)
Since, by definition, the first half step in HIK is only an update on the active set, we
see that E∗Ikyk+1/2 = E
∗
Ik
yk = E
∗
Ik
uk. We therefore have
yk+1/2 = uk,(A.5)
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and (E1) holds. From (A.4), we can see that (A.3) is equivalent to
E∗IkAEIkE
∗
Ik
δyk = −E∗Ik(Auk − f).(A.6)
We note that (A.6) is the linear system solved to calculate the update for the inactive
set of BM and hence
E∗Ikδyk = E
∗
Ik
δuk.(A.7)
Hence (E2) holds. We now show that yk+3/2 = uk by considering four possible cases.
(First case) Consider C = Ik ∩ Ik+1. If C has measure zero, then we are done.
Suppose that |C| > 0. Then since the dual variable is set to zero on the inactive
set, we know that E∗Cλk+1 = 0. Therefore, by definition of Ik+1, we know that
E∗Cyk+1 ≥ E∗Cφ. Hence E∗Cuk + E∗Cδuk ≥ E∗Cφ and therefore E∗Cuk+1 = E∗Cpi(uk +
δuk) = E
∗
Cuk +E
∗
Cδuk = E
∗
Cyk+1. The first half step in HIK only changes the active
set, hence E∗Cyk+3/2 = E
∗
Cuk+1.
(Second case) Consider C = Ik ∩Ak+1. If C has measure zero, then we are done.
Suppose that |C| > 0. Then since the dual variable is set to zero on the inactive
set, we know that E∗Cλk+1 = 0. Therefore, by definition of Ak+1, we know that
E∗Cyk+1 < E
∗
Cφ. Hence E
∗
Cuk + E
∗
Cδuk < E
∗
Cφ and therefore E
∗
Cuk+1 = E
∗
Cpi(uk +
δuk) = E
∗
Cφ. By the half-step update of the active set, Ak+1, E
∗
Cyk+3/2 = E
∗
Cφ.
Hence E∗Cyk+3/2 = E
∗
Cuk+1.
(Third case) Consider C = Ak ∩ Ak+1. If C has measure zero, then we are done.
Suppose that |C| > 0. This implies that E∗Cyk+3/2 = E∗Cφ. Since Ak = Ak, we know
that E∗Cuk+1 = E
∗
Cφ. Hence E
∗
Cyk+3/2 = E
∗
Cuk+1.
(Fourth case) Consider C = Ak ∩ Ik+1. If C has measure zero, then we are
done. Suppose that |C| > 0. By definition of Ak, this implies that E∗Cyk+1 = E∗Cφ.
Furthermore, by definition of Ik+1 and since the first half step of HIK only changes
the active set, we see that E∗Cyk+3/2 = E
∗
Cφ. By definition of Ak, we know that
E∗Cuk+1 = E
∗
Cφ. Hence E
∗
Cyk+3/2 = E
∗
Cuk+1.
From the four cases, we conclude that
yk+3/2 = uk+1.(A.8)
Appendix B. Feasible tangent predictor. Predictor-corrector methods are
often used in tracing bifurcation diagrams [50]. The idea is that as the parameter of
the problem changes, a cheap predictor generates an initial guess for the solution of
the system with the new parameter. A corrector method is then used to converge from
this initial guess to the true solution. In our context the primal-dual active-set solver
is the corrector method. Our feasible tangent predictor method draws inspiration
from the usual tangent predictor method, which solves a linear equation to find an
initial guess, but applies box constraints to ensure the predicted guess is feasible.
The usual tangent predictor is derived as follows. Consider a Fre´chet-differentiable
equation F (z0, µ0) = 0, where µ = µ0 is the parameter we wish to vary. Consider a
new parameter µ = µ1 and let δµ := µ1 − µ0. Furthermore, let w := (z, µ). The goal
is to find δz such that z0 + δz ≈ z1 where z1 is the solution to
F (z1, µ1) = 0.(B.1)
A first order approximation of (B.1) is
0 = F (z1, µ1) ≈ F (z0, µ0) + F ′(w)δw = F ′z(z0, µ0)δz + F ′µ(z0, µ0)δµ.(B.2)
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Hence an initial guess, z∗ = z0 + δz, can be calculated by solving
F ′z(z
0, µ0)δz = −F ′µ(z0, µ0)δµ,(B.3)
for δz. In the context of the deflated barrier method this is equivalent to solving
(L
log
µ0 )
′′|z,z(z0)δz + (Llogµ0 )′′|z,µ(z0)δµ = 0,(B.4)
for δz. The traditional tangent predictor has no guarantee that 0 ≤ ρ0 + δρ ≤ 1
a.e. To ensure that the initial guess is feasible, we instead transform (B.4) into a
complementarity problem. Consider the linear operator, T (w) defined by
〈T (w0), δw〉 = (Llogµ0 )′′|z,z(z0)δz + (L
log
µ0 )
′′|z,µ(z0)δµ.
Given sufficient regularity of the dual variable T (w) and the primal variable δw, we
can consider the following complementarity problem,
δρ(x) = −ρ0(x) and T (w0)(x) ≥ 0,(B.5)
or − ρ0(x) < δρ(x) < 1− ρ0(x) and T (w0)(x) = 0,(B.6)
or δρ(x) = 1− ρ0(x) and T (w0)(x) ≤ 0.(B.7)
Solving (B.5)–(B.7) constructs a feasible tangent predictor, z∗. We note that this
method does not perform a pointwise projection. For example, in the topology opti-
mization of compliance, where we require the material distribution to live in H1(Ω),
we are instead performing a H1-projection on the prediction update. In the case
where (B.6) holds a.e. in Ω, finding the feasible tangent predictor reduces to solving
(B.4).
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