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1 Introducción 
 
1.1 Orígen del Proyecto  
 
La elección recae en concreto en las asignaturas que he realizado del departamento ESAII 
(Enginyeria de Sistemes, Automàtica i Informàtica Industrial) en las que he tenido la 
oportunidad de desarrollar y/o diseñar programas, para la manipulación de hardware. En 
concreto microcontroladores.  
 
En vista a esta elección y considerando la bolsa de proyectos publicada en la página web de 
la Facultat d’Informàtica de Catalunya, me mostré interesado por uno de los proyectos que 
cumplía con mis preferencias y, por ello, opté por contactar y reunirme con Antoni Grau 
Saldes, tutor del proyecto, para acordar el alcance y los objetivos del proyecto.  
 
El proyecto acordado, explicado a grandes rasgos, es la provisión de una aplicación o 
sistema, que sea capaz de controlar y monitorizar una red de microcontroladores 
interconectados entre ellos y con el servidor, mediante una red CAN (Controller Area 
Network). Con ello, se pretende aplicar los avances en las tecnologías de la información en 
conjunto a las innovaciones en el campo de la industria, para su posible aplicación en la 
domótica o en el control de la maquinaria de una fábrica.  
 
1.2 Introducción al Proyecto 
 
Hoy en día, los avances en las tecnologías de las comunicaciones han ejercido un impacto 
enorme en el último periodo de la historia en los diferentes sectores de la industria, que ha 
propiciado sobretodo, la innovación en este ámbito derivando a nuevos estándares para ello y 
para su beneficio.  
 
En particular, uno de los sectores más beneficiados en cuanto a innovación en 
comunicaciones se refiere, es el de la automoción. La evolución de los vehículos en los 
últimos años, han traído consigo un mayor número de componentes en electrónica que, como 
es de suponer, las comunicaciones entre los diferentes componentes electrónicos 
comenzaban a ser complejas, costosas y poco eficientes. Debido a esto, para su 
interconexión se necesitaba mucho cableado entre ellos que, además de aumentar en coste 
de fabricación, se consumía cada vez más espacio a medida que el número de componentes 
o dispositivos aumentaba en la electrónica del vehículo. Además, al disponer de cada vez más 
componentes distintos, se complicaba más la implementación y el diseño de éstos al carecer 
de un estándar, que normalizasen estas comunicaciones siendo muy diferentes entre ellas.   
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Todo ello empezó a cambiar en la década de los 80, en la que la empresa alemana Robert 
Bosch GmbH realizó la primera especificación del estándar de comunicaciones Controller 
Area Network (CAN). Con ello, se pretendía dar una solución al problema de la interconexión 
de los dispositivos, de simplificar su diseño y de reducir los costes de fabricación. Además, 
esta especificación no solo resuelve todos estos problemas sino que también, provee una 
capa adicional para el control de errores, control de ancho de banda, gestión de prioridades y 
protocolo de mensajes.  
 
Actualmente, las especificaciones del estándar de comunicaciones CAN, esta en la versión 
2.0A (formato estándar) y 2.0B (formato extendido), y se hace uso de él en un amplio número 
de sectores además del sector automovilístico, en el de medicina, en el aeronáutico, etc… Por 
otro lado, existen especificaciones a niveles de aplicación o servicio basado en el estándar 
CAN, que definen unos usos específicos a los mensajes del estándar, como también unos 
modelos de comunicación, aprovechando como es de suponer, las ventajas que ofrece la 
especificación base del CAN.  
 
Así pues, el estándar del cual se basa este proyecto principalmente se denomina Controller 
Area Network, que revoluciona la forma de diseñar la electrónica de los dispositivos y la 
conexión entre ellos de los vehículos e incluso la de otra maquinaria  industrial. Mediante 
estos avances que se proporcionan por este estándar y gracias a la capacidad actual de los 
microcontroladores, es posible la implementación de un prototipo para fines educativos en un 
corto plazo, de bajo coste y de ocupación baja en espacio físico.  
 
Cabe mencionar que el otro componente tecnológico, el de las tecnologías de la información, 
propicia además la expansión del proyecto añadiéndole más funcionalidades, como también, 
su posible explotación a través de Internet de forma sencilla sin elevar por ello excesivamente, 
el presupuesto del proyecto. 
 
 
 
1.3 Motivación 
 
Visto los antecedentes y de las preferencias personales, consideré que este proyecto podría 
ser para mí de especial interés y, en donde además, suponía la posibilidad no solo de aplicar 
los conocimientos adquiridos en éste área en diferentes asignaturas de la carrera referentes a 
la informática industrial, sino que también, me brindaba la oportunidad de aprender las 
novedades del área.  
 
Por otro lado, a pesar de que uno de los objetivos del proyecto sea la de la provisión de un 
programa o sistema informático, diseñado e implementado desde cero, sea más específica de 
 7 
una Ingeniería Técnica en Informática de Gestión, me resultó un buen reto que asumir, 
sobretodo por mi afinidad al desarrollo, ya sea en un lenguaje u otro de programación.  
 
El conocimiento amplio que se ha de aplicar en el diseño de la solución, contempla el uso de 
diferentes tecnologías actuales bien conocidas. En este aspecto, ofrece la oportunidad de 
poder integrar todas estas tecnologías para construir el sistema y lograr el objetivo planteado. 
El carácter  
 
1.4 Objetivos del Proyecto 
 
El objetivo principal del proyecto es la de la provisión de un sistema informático capaz de 
controlar y monitorizar una red de microcontroladores a tiempo real, de forma que el usuario 
pueda visualizar en todo momento los eventos que perciben los microcontroladores a través 
de sus respectivos sensores y poder además controlar los actuadores de los que dispone.  
 
Por otro lado, y gracias a los avances en las tecnologías de la información, se extiende el uso 
del sistema informático a través de Internet de forma remota, con la posibilidad además de ser 
explotadas sus capacidades de forma concurrente.  
 
Todo ello dispone de la característica del control a tiempo real, para que el usuario, en un 
momento dado, pueda realizar una inspección de la red de microcontroladores y conocer por 
ello, el estado en el que se encuentra.  
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2 El Bus CAN (Controller Area Network) 
 
 
2.1  Introducción al Bus CAN 
 
Tal y como se ha explicado en el Capítulo 1, la especificación del bus CAN solventa gran parte 
de los problemas de comunicación e implementación de los dispositivos electrónicos en 
diferentes sectores de la industria, debido a la complejidad que adquirían a medida que 
evolucionaban éstos.  
 
Es preciso para la comprensión del lector, que sea introducido en la especificación del bus 
CAN de forma que, pueda entender las características y las prestaciones que el bus ofrece 
como también, que entienda los niveles físico y enlace de datos, que especifica el bus CAN. 
No obstante, en este capítulo, no se pretende dar un conocimiento profundo sobre la 
especificación y tan solo establece las bases necesarias para comprender los capítulos 
posteriores y la implementación del proyecto. 
 
 
2.2 Características y Prestaciones del bus CAN 
 
A pesar de que se han mencionado ciertas características anteriormente, a continuación se 
enumeran y se describen éstas: 
 
• Económico y sencillo de implantar:
 
 Como ya se ha comentado, el hecho de poder 
ahorrar en cableado y, sobre todo en el diseño de los dispositivos en cuanto a 
comunicaciones se refiere, se abaratan los costes como también en el espacio 
ocupado. 
• Gestión de prioridades:
  
 Si existiera una colisión en el instante de usar el bus para la 
transferencia de mensajes, por parte de uno o varios nodos, el nodo que transmite 
con un mensaje más prioritario se transmitiría.  
• Gestión inteligente del bus: El bus CAN que es controlado por los nodos que se 
encuentran conectados a éste, realiza una gestión de la transferencia de mensajes de 
bit inteligente de manera que, si en un momento dado de la transmisión, un mensaje 
resulta ser más prioritario que los demás, no se volverá a retransmitir desde el 
principio y continuará su transmisión. 
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• Mensajes o CAN frames: Los mensajes que se transmiten al bus CAN, se 
denominan “CAN frames” que contienen una serie de cabeceras, un identificador y los 
datos del mensaje. El mensaje en formato estándar puede variar de 44 a 108 bits y, 
en el formato extendido, varía entre 64 a 128 bits.  
 
• Control de errores de mensajes: La especificación del protocolo CAN, define una de 
las cabeceras del “CAN frame” para el control de errores de los mensajes. Dicho 
control es posible gracias al Checksum CRC de 15 bits establecido en el CAN frame 
para verificar la integridad del mensaje.  
 
• Retransmisión de mensajes: Si un nodo no ha podido transmitir su mensaje debido 
a que su mensaje es menos prioritario que los otros, o no ha podido debido a un error 
de transmisión, éste lo volverá a intentar hasta un número máximo de veces.  
 
• Extensible: Es posible ampliar el número de bits usados en el “CAN frame” de forma 
sencilla, para extender el uso del protocolo, configurando el nodo concreto.  
 
• Orientado a mensajes: Debido a que la especificación del protocolo CAN no 
contempla cabeceras específicas, para identificar en el “CAN frame” ni el remitente ni 
el destinatario, está orientado a mensaje debido a las características de sus 
cabeceras. Así pues, estos mensajes se les atribuyen unos identificadores en 
particular en la red y los nodos CAN, según sus necesidades, aceptarán dicho 
mensaje o no.  
 
• Tolerancia a errores de nodos: Si un nodo alcanza el número máximo de errores de 
transmisión o, por algún motivo, resulta ser defectuoso, no perjudicará el resto de los 
componentes o nodos de la red CAN, ya que aislarán de la comunicación al nodo 
conflictivo.  
 
• Ancho de banda regulable: Para cualquier nodo CAN, es posible regular la 
velocidad a la que transmite de forma sencilla. Estas velocidades de transmisión 
comprenden entre 125 kbps (baja velocidad tolerante a fallos) y 1 Mbps.  
 
• Difusión de mensajes a múltiples nodos: Los mensajes que un nodo envía a través 
de la red CAN, es recibido por todos los nodos que estén conectados a la misma.  
 
• Modelo de comunicación multimaestro: Todos y cada uno de los nodos CAN, 
disponen de la posibilidad de transmitir y recibir mensajes a cualquiera de los nodos 
sin ninguna restricción. 
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2.3 La Capa Física 
 
Actualmente, la especificación del protocolo CAN está basado en los dos estándares de 
transmisión ISO 11898 (transmisión de alta velocidad) e ISO 11519 (transmisión de baja 
velocidad tolerante a fallos).  
 
• Estándar 11519:  
 
 
 
Fig. 2.1 – Transición de bit del estándar 11519 
 
 
Los nodos que conectados a la red CAN de baja velocidad y tolerante a fallos, dispondrán de 
los siguientes niveles lógicos: 
 
- Dominante: la tensión diferencial (CAN_H - CAN_L) es del orden de 2.0 V con 
CAN_H = 3.5V y CAN_L = 1.5V (nominales). 
 
- Recesivo: la tensión diferencial (CAN_H - CAN_L) es del orden de 5V con   CAN_H 
= 0V y CAN_L = 5V (nominales). 
 
A diferencia del estándar de alta velocidad, es necesario que cada uno de los transceptores 
de los nodos CAN estén conectados a una resistencia de 120 ohms, para reducir la velocidad 
de transmisión y sean detectables los fallos en la red.  
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Fig. 2.2 – Interconexión de dispositivos para el estándar 11519 
 
 
• Estándar 11898:  
 
 
 
Fig. 2.3 – Transición de bit del estándar 11898 
 
 
Los nodos de la red CAN de alta velocidad, podrán recibir las siguientes señales lógicas: 
 
 
- Dominante: la tensión diferencial (CAN_H - CAN_L) es del orden de 2.0 V con 
CAN_H = 3.5V y CAN_L = 1.5V (nominales). 
 
- Recesivo: la tensión diferencial (CAN_H - CAN_L) es del orden de 0V con CAN_H = 
CAN_L = 2.5V (nominales). 
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Adicionalmente, la red CAN debe estar conectada cada extremo a una resistencia de 120 
ohms, en vez de conectarlos a cada transceptor de cada nodo CAN ya que limita la velocidad 
de transmisión. De esta forma se alcanza a 1Mbps de velocidad de transmisión, no obstante, 
los errores de transmisión a este nivel, deberán de ser controlados por otros niveles o capas.  
 
 
 
Fig. 2.4 – Interconexión de dispositivos en estándar 11898 
 
 
2.4 La Capa de Enlace de Datos 
 
La especificación CAN, contempla en este nivel la gestión del acceso al medio (MAC, Médium 
Access Control) y el control lógico (LLC, Logic Link Control). Para ello, define unos mensajes o 
tramas para la gestión de las comunicaciones y cuyo responsable es la subcapa MAC.  
 
2.4.1 Formato de Tramas 
 
Las tramas definidas por la especificación CAN, son de 4 tipos y se describen a continuación: 
 
- Trama de datos (Data Frame): Es la trama que generalmente transmite el nodo CAN 
para el envío de datos.  
 
- Trama remota (Remote Frame): Esta trama es usada por el nodo CAN que solicita el 
envío de datos a los destinatarios.  
 
- Trama de error (Error Frame): Es transmitido cuando un nodo detecta que ha habido 
un error en el bus CAN. 
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- Trama de sobrecarga (Overload Frame): Indica que el nodo que la transmite, 
requerirá de un tiempo extra antes de poder recibir otra trama de datos o remota.  
 
- Espaciado entre tramas: Entre trama y trama transmitida, se transmite una 
secuencia predefinida para establecer el final de una trama.  
 
- Bus en reposo: Para que el bus esté en escucha de nuevas tramas, se mantiene el 
bus al nivel recesivo constantemente.  
 
Se desarrollarán con más detenimiento las tramas de datos y remotos en formato estándar, 
que son las relevantes para este proyecto.  
 
2.4.1.1 Formato de Trama de Datos y Remota 
 
La trama de datos o remota está constituida por una secuencia de bits de longitud mínima de 
44 bits en el formato estándar. En la especificación del CAN, establecen grupos de estos para 
la definición de la cabecera de la trama transmitida y son las siguientes:  
 
Cabecera Longitud Descripción 
Start of Frame (SOF) 1 bit 
Indica el comienzo de la trama de datos 
estándar. 
Identifier 11 bits 
Representa el identificador del mensaje y la 
prioridad que tiene. 
Remote Transmission 
Request  
1 bit 
Esta cabecera indica si es una trama de datos  
( valor a 0) o si es una trama remota (valor a 1). 
Identifier Extensión 
bit 
1 bit 
Indica si la trama es en formato estándar (0) o si 
es extendida (1). 
Reserved bit 1 bit Establecido a (0), no se usa. 
Data Length Code 4 bits 
Indica en número de octetos que están 
disponibles en el campo de datos. 
Data Field 0 – 8 bytes Los bytes de datos que incorpora el frame. 
CRC 15 bits Checksum de la trama. 
CRC delimiter 1 bit 
Delimita el CRC con el resto de datos de la 
cabecera. Debe tener el valor (1). 
ACK slot 1 bit 
Indica que al menos un nodo ha recibido 
correctamente la trama. 
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ACK delimiter 1 bit 
Separa el ACK slot del resto de datos de la 
trama. Debe tener el valor (1). 
End of Frame (EOF) 1 bit Indica la finalización de la trama. 
 
Para el caso particular de la trama de tipo remota, no debe contener datos en Data Field ya 
que, por definición, no requiere de ellos. Tan solo indica que el mensaje es del tipo  que es a 
los nodos que lo reciben.  
 
2.4.2 Gestión de Acceso al Bus 
 
Puesto que la especificación del protocolo CAN ofrece la capacidad de transmisión de bit 
inteligente no destructivo por medio de su subcapa MAC, se realiza sobre el bus CAN un 
arbitraje de acceso condicionado por el identificador de las tramas.  
 
En el momento de la transmisión, si dos o más nodos CAN coinciden en la transmisión y por 
ello, el uso del bus, el arbitraje del acceso al bus concederá al nodo con el mensaje más 
prioritario la escritura sobre él. El gráfico siguiente, muestra el acceso simultáneo de 3 nodos 
al bus CAN.  
 
 
 
Fig. 2.5 – Arbitraje de escritura en el bus CAN 
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Cada uno de los nodos, transmite bit a bit su mensaje y, para cada bit transmitido, lo compara 
con el bit recibido. Mientras que el bit transmitido y el bit comparado sean el mismo, el nodo 
que transmite lo seguirá realizando. No obstante, si el bit difiere, el nodo pierde el acceso al 
bus, y espera a un espaciado entre tramas para volver a intentar escribir sobre el bus de 
nuevo.  
 
Se ha de considerar, para que esto suceda, la transmisión del valor “0” (dominante) prevalece 
antes que el valor “1” (recesivo) y, por ello, si un primer nodo transmite un “1” y otro un “0”, el 
segundo nodo gana el arbitraje y seguirá transmitiendo, mientras que el primer nodo tendrá 
que esperar a que termine esta transmisión para volver a realizarla.  
 
De esta forma, el mensaje con un identificador expresado en decimal más bajo, es el de 
mayor prioridad ya que contiene un mayor número de valores “0” en las posiciones de más 
peso del mensaje o trama CAN.  
 
Por otro lado, cabe destacar que el nodo que transmite el mensaje más prioritario, no se le 
requiere la retransmisión de su mensaje, después de haber terminado el arbitraje. Así pues, 
continuará con su transmisión del resto de datos que le restaban por transmitir consiguiendo 
así, un uso eficiente del ancho de banda del bus CAN.  
 
 
2.4.3 Detección y Gestión de Errores 
 
La capa MAC contribuye con las labores de control y detección de errores sobre el bus CAN. 
Por un lado, se gestionan los errores a nivel de mensaje gracias a los mecanismos que se han 
establecido en la especificación y, por otro, se gestionan los errores a nivel de nodo ya que, si 
un nodo no funciona correctamente o ha provocado un número elevado consecutivo de 
errores durante la transmisión de un mensaje, éste se auto aísla del resto de nodos para evitar 
el malfuncionamiento del bus.   
 
 Los errores a nivel de mensaje pueden ser los siguientes: 
 
- Error de bit (Bit Error): Se produce este error cuando el nodo detecta que durante la 
transmisión de su mensaje, el bit transmitido no coincide con que se ha recibido. 
 
- Error de relleno (Stuff Error): Este error se produce cuando se detectan 6 bits 
consecutivos del mismo valor en las cabeceras de la trama CAN, que deban seguir el 
“Bit Stuff”. 
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- Error de CRC: Cuando el Checksum que calcula el receptor, no coincide con el 
Checksum del mensaje recibido, se produce este error.  
 
- Error de forma: Se produce cuando se ha recibido una trama con una cabecera de 
tamaño fijo, con otra longitud en bits diferente.   
 
- Error de reconocimiento (ACK Error): Se produce cuando ningún nodo receptor 
escribe sobre campo “ACK spot”. 
 
 
2.4.4 Aislamiento de Nodos Defectuosos 
 
Como ya se ha comentado en el punto anterior, para evitar que un nodo defectuoso pueda 
interferir en las comunicaciones de los otros nodos, éste se auto aísla para evitarlo.  
 
Para este control del aislamiento, en primer lugar, cualquier nodo inicialmente se encuentra en 
“Error Activo”, que no inhabilita al nodo en las comunicaciones pero sí envía una trama de 
error al resto de nodos. 
 
Si por algún motivo, este nodo, reitera consecutivamente los errores de transmisión, éste pasa 
automáticamente a “Error Pasivo” en el que no se le excluye de las comunicaciones, pero 
debe esperar a una trama en especial para poder transmitir.   
 
Si no logra recuperarse del estado “Error Pasivo”, es decir, no ha logrado transmitir ninguna 
trama desde que ha entrado en este estado, el nodo pasa al estado “Anulado” en el que le 
excluye de las comunicaciones.  
 
2.4.5 Filtros y Máscaras 
 
El LLC del protocolo CAN proporciona una pequeña capa para el tratamiento de los mensajes 
entrantes de los nodos. De esta forma, aligera gran parte del procesamiento de las tramas de 
datos o remotas a los nodos ya que, mediante esta lógica que se puede establecer a este 
nivel, filtran las tramas que el nodo no necesita o no acepta.  
 
El LLC, proporciona un registro que almacena la máscara de los identificadores de las tramas 
de datos. Mediante este registro que tendrá una extensión de 11 bits para el caso del formato 
estándar de las tramas, se podrán establecer cuáles son los bits a los que se someterán un 
control.  
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Si se le asigna un valor “1“ a un bit en la posición “p”, ese bit estará marcado para ser 
verificado por los filtros. Si estuviera con valor “0” dicho bit no estaría sometido bajo la 
verificación de ningún filtro. En este punto, se ha de considerar que se verificarán tantos bits 
como “1” contenga el registro de la máscara.  
Así pues, el bit de la posición “p” de la trama recibida, que esté sometido bajo verificación, se 
comparará con el bit de la misma posición de los registros destinados para los filtros, que 
también tienen una longitud de 11 bits para el caso de las tramas estándar. Si existiera una 
coincidencia de valor en ese bit de la posición “p” con alguno de los bits de la posición “p” de 
los filtros, dicho bit, pasaría el filtrado. Si por el contrario, no se diera tal coincidencia en valor, 
la trama recibida sería descartada automáticamente.  
 
En la siguiente imagen, se puede apreciar un ejemplo de cómo se aplica la lógica de las 
máscaras y filtros  
 
 
 
Fig. 2.6 – Ejemplo de descartado de mensaje 
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3 Resumen del Proyecto 
 
3.1  Objetivos del Capítulo 
 
En esta sección, se dará al lector una visión simplificada del sistema diseñado en éste 
proyecto, obviando las complejidades técnicas y funcionales para su comprensión básica, y 
que se tratarán en capítulos posteriores de esta memoria. El objetivo es pues, la de facilitar 
una guía de referencia rápida que, con la lectura de la misma, se puedan establecer las 
nociones básicas para entender en adelante, con más profundidad, el proyecto en su 
integridad, o bien para la comprensión mínima de cómo funciona el sistema.  
 
Cabe destacar que, el componente que utilizará el usuario para explotar el sistema, es decir, 
la consola de usuario, será similar al de una guía de uso ya que, los valores de entrada y 
salida, las realizará manualmente el usuario mismo. No obstante, como ya se ha indicado, se 
dará una explicación del mismo más amplia en un capítulo posterior.  
 
3.2 Componentes del Sistema 
 
A continuación, se enumeran los 3 grandes componentes del sistema diseñado y, de forma 
esquematizada, se indican las funciones principales de éstos: 
 
- Consola de usuario:  
o Visualización de datos en gráficas 
o Envío de comandos a los microcontroladores  
o Control de componentes en la red CAN 
o Gestión de datos para su visualización a tiempo real 
o Mensajes de información para el usuario 
- Servidor central:  
o Recepción de peticiones de las consolas cliente 
o Envío de datos captados de los microcontroladores 
o Gestión de datos a tiempo real 
o Control de prioridad de comandos 
o Gestión de la concurrencia de comandos 
o Control del estado de la red CAN 
o Comunicaciones con puerto serie 
- Red de microcontroladores: 
o Conversión de señal USB a CAN 
o Controla actuadores (motor, emisor de luz, calefactor, etc…) 
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o Capta los eventos exteriores producidos por los actuadores (sensores) 
o Procesado de comandos para la regulación de sus actuadores 
o Arranque y parado de los actuadores 
o Gestión de prioridad de mensajes CAN 
o Control de errores de transmisión en la red CAN 
 
Tales componentes, están interconectados como muestra la siguiente figura para el 
funcionamiento del sistema íntegro destacando el canal o protocolo de comunicación: 
 
 
Fig. 3.1 – Esquema de conexión del sistema informático 
 
3.3 Consola de Usuario 
 
La consola de usuario es la interfaz gráfica en donde el usuario puede realizar las tareas de 
monitorización y control de los microcontroladores a tiempo real. En todo momento, si la 
consola de usuario tiene conexión con el servidor del sistema, ya sea remotamente a través 
de Internet o localmente, podrá visualizar los datos, que los microcontroladores captan por sus 
sensores y que se envían al servidor, como también podrá enviar los comandos hacia los 
microcontroladores a través del servidor mismo. De esta forma, el usuario podrá controlar el 
comportamiento de los actuadores de los microcontroladores según crea conveniente o podrá 
detener o arrancar éstos.  
 
Es un componente implementado al 100% mediante el lenguaje de programación Java 
usando las librerías nativas de Java como Swing, Applet y otras desarrolladas por terceros 
para la visualización de gráficas. Todas las partes de este programa, están integrados en un 
Applet incrustado en una página web por el cual, el usuario podrá acceder mediante un 
navegador web que sea compatible con Java.  
 
Así pues, el usuario tan solo necesitará introducir en su navegador la URL en donde se 
alberga este programa para poder ejecutarlo, sin necesidad de instalar previamente ningún 
programa más que su navegador.  
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Esta consola, contiene diferentes componentes gráficos destacables, con los que puede 
interactuar el usuario: 
 
o Escritorio 
o Menú principal 
o Ventana de control 
o Listado de microcontroladores 
o Ventana de mensajes de información 
 
 
 
Fig. 3.2 – Vista general de la consola de usuario 
 
3.3.1 Conexión al servidor 
 
Una vez dentro de la consola, el primer paso para poder empezar el entorno de trabajo, será 
la de conectarse al servidor remoto con el que se comunicará para recibir o enviar datos. Para 
ello, en el menú superior, pulsando en la opción “Archivo -> Conectar” realizará la conexión 
con el servidor. 
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3.3.2 Obtención de la información de los microcontroladores 
 
Si se ha establecido la conexión de forma correcta, la consola habilitará la opción de listar los 
microcontroladores captados por el servidor. Si se accede a la opción del menú superior “Ver -
> Micro List”, aparecerá en el escritorio la siguiente ventana: 
 
 
 
Fig. 3.3 – Ventana “Micro List” de la consola de usuario 
 
 
En él, se podrá actualizar los datos de los microcontroladores operativos detectados por el 
servidor en la red CAN. Para realizar esta actualización, se pulsará el botón “Refresh” de la 
nueva ventana que producirá el envío de una petición de información de los 
microcontroladores al servidor. Con ello, se actualizará la información de la ventana en forma 
de listado, que varía según el número de microcontroladores operativos conectados a la red 
CAN.  
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Fig. 3.4 – Obtención de información en la ventana “Micro List”  
 
 
Cada registro del listado, representa la información de los microcontroladores que contiene el 
estado operacional en el que se encuentran (activo/parado/configuración), el máximo y 
mínimo al que pueden trabajar sus actuadores y la magnitud con la que trabajan (temperatura, 
intensidad lumínica, velocidad, etc…) 
 
3.3.3 Ventana de Control 
 
Mediante este listado obtenido por petición enviada al servidor, se podrá abrir una ventana de 
control particular para el microcontrolador al que representa el registro seleccionado. Esto 
será posible, haciendo doble clic sobre el registro deseado que producirá la apertura de una 
nueva ventana sobre el escritorio. En la ventana de control, se podrán apreciar los siguientes 
elementos: 
 
o Gráfica X, Y 
o Regulador (Lado Izquierdo) 
o Campo de mensajes (Zona inferior) 
 
En la siguiente figura, se podrán apreciar estos elementos: 
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Fig. 3.5 – Componentes de la ventana de control 
 
 
Se podrán abrir tantas ventanas de control simultáneamente, como registros se ha recibido y, 
por lo tanto, tantos como microcontroladores haya. Se ha de destacar, que los límites de los 
ejes de la gráfica de la ventana de control, se establecen a partir de la información obtenida 
en el listado de microcontroladores como también, los del regulador izquierdo que integra.  
 
3.3.3.1 Gráfica  
 
Una vez abierta la ventana asociada a un microcontrolador, la consola de usuario comenzará 
la petición de datos al servidor y que a su vez, los ha obtenido del microcontrolador en 
cuestión. Las sucesivas peticiones de datos que envía la consola, ésta las recibe y las 
organiza para que se muestren en tiempo real en la ventana asociada al microcontrolador. El 
usuario entonces, podrá visualizar estos datos y decidir si regular el comportamiento del 
actuador, que está siendo accionado por el microcontrolador, haciendo uso del regulador 
izquierdo.  
3.3.3.2 Regulador 
 
Si el usuario decide regular el actuador, ya sea aumentándolo o disminuyéndolo más de la 
referencia captada por el sensor del microcontrolador, éste lo podrá realizar deslizando el 
regulador izquierdo y, con ello, inducirá a la consola de usuario a enviar un comando al 
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servidor para que éste, envíe el mensaje CAN equivalente al del comando requerido por el 
usuario.  
 
3.3.3.3 Campo de Mensajes  
 
Tanto si el comando llega al microcontrolador y la ha procesado correctamente, cambiando su 
umbral de trabajo del actuador, como si falla, el servidor responde a la consola de usuario 
informándolo del resultado y que, acto seguido, mostrará el mensaje recibido en el campo de 
mensajes. En la siguiente figura, se muestra un ejemplo: 
 
 
 
Fig. 3.6 – Mensaje de información de la ventana de control 
 
 
En este campo, solo se recibirán los mensajes que correspondan a la de la ventana de control 
misma a la que está integrada. Los mensajes de otros eventos de la consola de usuario que 
no correspondan a la ventana de control en cuestión, no se visualizarán en el campo.  
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3.3.3.4 Ventana de Mensajes de Información 
 
En esta ventana, se podrán visualizar todos los eventos que se produzcan en la consola de 
usuario, ya sean resultados de conexión con el servidor, actualización de la información de los 
microcontroladores, mensajes de respuesta a comandos, etc...  
 
 
 
Fig. 3.7 – Ventana general de mensajes de información 
 
 
 
3.4 Servidor Central 
 
En este punto, se explicará el funcionamiento visto desde el servidor lo cual, la perspectiva 
cambia al modelo de programación distribuida y, como aclaración, se referirá a las consolas 
de usuario como clientes del servidor, ya que está preparado para poder procesar los datos de 
uno o más consolas.  
 
El componente central del sistema, establece una capa de abstracción transparente al usuario 
para la comunicación con los microcontroladores. En términos más prácticos, se encarga 
procesar los datos entrantes recibidos de los microcontroladores, para que la consola de 
 26 
usuario pueda mostrarlos y, en el sentido contrario, los comandos que se pasan por el 
servidor, se les incluyen los datos necesarios para que pueda fluir por la red CAN. Por otro 
lado, interconecta la consola de usuario con los microcontroladores para que éste, mediante la 
interfaz gráfica, pueda explotar el sistema.  
 
El lenguaje de programación usado para este componente es el Java, usando librerías 
exclusivas para Servlets contenidos en servidor de aplicaciones Tomcat de Apache 
Foundation, y librerías para la comunicación por puertos serie.  
 
Los componentes principales que se pueden distinguir del servidor son los siguientes: 
 
o Capa de Servlets 
o Módulo de gestión de datos 
o Módulo de gestión de comandos 
o Servicio de Scan de Microcontroladores 
o Módulo de conexión a puerto serie 
 
Estos elementos trabajan en conjunto y están integrados en el servidor de aplicaciones 
Tomcat, ejecutándose de forma continua una vez arrancado el servidor, para servir las 
sucesivas peticiones que le puedan hacer las consolas de usuario. Destacar que, el servidor 
de aplicaciones Tomcat, es quien proporciona los medios necesarios para que el acceso a las 
aplicaciones que contiene, pueda realizarse de forma concurrente o simultánea, gracias a su 
gestión de hilos de ejecución, proporcionando a los clientes, en este caso las consolas de 
usuario, un mismo servicio u otro.  
 
De forma esquemática, en la siguiente figura, puede verse la forma en la que están 
conectados los componentes entre ellos: 
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Fig. 3.8 – Esquema modular del servidor 
 
 
La figura anterior, indica claramente cuáles son los canales o vías por las que se comunica 
por un lado, con las consolas y, por otro, la Red de microcontroladores.  Para la comunicación 
con las consolas de usuario, necesitará estar conectado a Internet o a una red particular y, en 
el caso de la Red de microcontroladores, necesitará estar conectado a ella, mediante un cable 
USB, que es el puerto serie usado en este proyecto,  
 
3.4.1 Capa de Servlets 
 
El primer elemento por el que las consolas de usuario acceden para poder recibir o transmitir 
datos, es la capa de Servlets que es donde se procesa la petición que ha enviado la consola. 
Para este proyecto, se han definido 3 tipos de peticiones que puede recibir la capa de Servlets 
y que pueden ser del tipo datos, comandos o de conexión.  
 
Las peticiones de datos se originan desde el cliente de forma periódica en un intervalo regular 
de tiempo entre petición y petición. La capa de Servlets, que recibe estas peticiones, 
recuperará los datos necesarios del Módulo de Gestión de Datos y con éstos, responderá una 
tras otra las peticiones, para que la consola reciba los datos necesarios y así, ser visualizados 
en las gráficas de las ventanas de control.  
 
Por otro lado, las peticiones de ejecución de comando, se originan de forma eventual ya que 
es producido por interacción directa del usuario con la consola. En concreto, con el regulador 
de la ventana de control. La petición que recibirá la capa de Servlets, será derivada al Módulo 
de Gestión de Comandos que procesará la ejecución de la petición y, una vez concluida el 
procesamiento, se devolverá a la capa de Servlets el resultado de la ejecución, para que ésta 
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pueda responder a la petición del cliente y así éste puede visualizar el resultado en la ventana 
de control.  
 
El tercer tipo de petición, que es el de conexión, tan solo intervienen cliente y servidor sin 
pasar por los microcontroladores, debido a que es meramente para la verificación del estado 
de la conexión entre ambos dos. Por lo tanto, la petición es servida tan pronto llega al Servlet 
sin necesidad de pasar por ningún módulo o proceso adicional.  
 
Así pues, la capa de Servlets, una vez comprobado el tipo de petición que es, derivará o 
recuperará la información de los otros módulos que hay tras él. No realiza ningún cálculo 
adicional salvo la de verificar el tipo de petición y la de derivarla a los módulos que hay tras él. 
Acto seguido, estos módulos realizarán un procesamiento posterior con la petición y la 
transferirán a la capa de Servlets para que pueda responder a las peticiones en curso. 
 
En la siguiente figura, se puede apreciar el comportamiento de la capa de Servlets y hacia qué 
modulo deriva la petición antes de poder responderla: 
 
 
Fig. 3.9 – Interacción de la consola de usuario con el servidor 
 
 
3.4.2 Módulo de Gestión de Datos 
 
El Módulo de Gestión de Datos es el encargado principal del procesamiento de datos que se 
reciben de los sensores de los microcontroladores. En primera instancia, los adquiere del 
Módulo de conexión a puerto serie, los clasifica según de qué microcontrolador proviene y los 
almacena temporalmente. Este almacenamiento, que es individual para cada 
microcontrolador, se realiza en memoria del programa y no se registra en disco duro, con lo 
cual, es limitado y es necesario liberar la memoria ocupada por los datos que hayan persistido 
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durante más tiempo. Así pues, una vez alcanzado el límite de capacidad de esta memoria, el 
nuevo dato entrante sustituye al dato más antiguo y así sucesivamente.  
 
A modo de explotación de los datos persistentes en la memoria, el módulo dispone de una 
función que recupera todos los datos almacenados de forma estructurada, ordenada y 
clasificada en función del microcontrolador del cual se ha recibido el dato, sin borrarlos de la 
memoria durante un corto período de tiempo. De este modo, el Servlet puede recuperar estos 
datos cuando la petición de este tipo es recibida y poder servir las peticiones del cliente.  
 
 
 
 
Fig. 3.10 – Módulo de gestión de datos del servidor 
 
 
3.4.3 Módulo de Gestión de Comandos 
 
La capa de Servlets, cuando recibe una petición del tipo comando, ésta es transferida 
directamente al Módulo de Gestión de Comandos para que sea procesada y ejecutada. No 
obstante, una vez realizada esta tarea de traspaso, la capa de Servlets esperará un corto 
periodo de tiempo para recuperar el resultado de la ejecución del comando y que es labor del 
Módulo de Gestión de Comandos.  
 
A diferencia del Módulo de Gestión de Datos, que los datos que manipula no necesitan una 
gestión adicional que la de la simple comprobación de su antigüedad, el módulo de gestión de 
comandos aplica una sencilla gestión del ciclo de vida del comando de la petición, desde que 
es trasferido a través de la capa de Servlets, hasta el retorno del resultado de la ejecución del 
comando hacia la capa de Servlets.  
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De esta forma, la capa de Servlets realiza una espera acotada en tiempo para la obtención del 
resultado procesado en el módulo y, si la espera sobrepasase el tiempo establecido, 
devolverá un mensaje estándar de superación del límite de tiempo al cliente. 
 
Así pues, una vez traspasada la petición al Módulo gestor de comandos, un subproceso del 
módulo encolará en su cola de prioridad de forma que, otro subproceso del módulo encargado 
en transmitir el comando de la petición, escogerá el más prioritario de los que hay en la cola, y 
lo traspasará al Módulo de comunicaciones por puerto serie. Éste, como última instancia 
enviará el comando a través del puerto serie hacia la Red de microcontroladores.  
 
 
 
Fig. 3.11 – Módulo de gestión de comandos. Procesado de la petición 
 
 
 
Posteriormente, cuando el mensaje ha sido captado por el microcontrolador afectado, éste 
devolverá el resultado del proceso del comando, que lo capturará otro subproceso del Módulo 
de Gestión de Comandos a través del Módulo de comunicaciones por puerto serie. De esta 
forma, a grandes rasgos, el subproceso responderá a la capa de Servlets y así, se concluye el 
ciclo de vida completa del comando.  
 
 31 
 
Fig. 3.12 – Procesado de la respuesta 
 
 
Si por alguna causa, el microcontrolador no pudiera responder a tiempo, o si no lo hiciera 
debido a causas varias, el ciclo de vida termina de forma prematura y la capa de Servlets 
respondería a la petición de comando con el mensaje de superación del límite de tiempo. 
 
 
 
Fig. 3.13 – Superación del tiempo límite de respuesta 
 
 
3.4.4 Servicio de Scan de Microcontroladores 
 
 
El cometido de este servicio o de este módulo, es la de recopilar la información de los 
microcontroladores conectados a la red CAN de forma regular. Es un elemento activo que 
interactúa por una banda con el Módulo de Gestión de Comandos y, por otro, construye la 
información necesaria y clasificada, para facilitarla a la capa de Servlets si así lo requiere su 
petición entrante. Al igual que los otros módulos, queda en ejecución de forma persistente 
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cuando el servidor arranca, y reitera una serie de acciones de forma que, mantiene la 
información actualizada del estado de la red CAN. 
 
Principalmente, la información que le es requerida por la capa de Servlets y, por lo tanto, por 
los clientes, es la de los microcontroladores que están conectados en ese mismo instante a la 
red CAN, de qué tipo son, su estado operacional, etc… Dicha información, facilitada al cliente, 
es decir, la consola de usuario, le servirá para confeccionar el listado de la ventana de Micro 
List de ésta, y que necesitará para mostrarlas en las ventanas de control.  
 
Como se ha indicado al principio de esta sección, es un módulo que se ejecuta de forma 
continua. Por ello, cada cierto tiempo, el servicio de scan envía un comando a través del 
Módulo de Gestión de Comandos, pasando por su control de concurrencia y prioridad de 
comandos, para que éste lo envíe a la red CAN por medio del módulo de comunicaciones por 
puerto serie. Debido a que el módulo no tiene medios para detectar el número exacto de 
microcontroladores que hay conectados en la red CAN, el comando que envía, es un 
comando en particular, que va dirigido a uno o más microcontroladores simultáneamente. 
 
 
 
Fig. 3.14 – Servicio de Scan del Servidor. Envío de comando 
 
Entre envío y envío, comprueba el número de respuestas al comando, que ha recibido 
consultando el módulo de comunicaciones por puerto serie. Para él, cada respuesta 
corresponde a un único microcontrolador conectado a la red y así lo refleja en una tabla de 
conexiones que está integrado al servicio.  
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Fig. 3.15 - Procesado de la información de la red 
 
 
Debido a que la información que debe facilitar el servicio de scan ha de ser actualizada, la 
tabla de conexión contiene un subproceso que realiza de forma activa, una verificación sobre 
los datos que están registrados en la tabla para mantener su actualización. Así pues, si la 
capa de Servlets requiere la información de la red, solo necesitará consultar la tabla de 
conexiones para recuperar ésta. 
 
3.4.5 Módulo de Conexión a Puerto Serie 
 
Este módulo del servidor, es el más próximo a la Red de microcontroladores, y representa la 
puerta que dispone el servidor para poder acceder a éstos. Éste componente, está dividido en 
dos partes.  
 
 
 
 34 
 
Fig. 3.16 – Módulo de conexión a puerto serie 
 
 
Uno es el receptor o lector de datos, que es la parte encargada de recibir los mensajes 
entrantes del puerto serie y almacenarlos en la memoria o buffer de entrada, para que puedan 
ser leídos por los otros módulos del servidor. Y el otro elemento, es el emisor o escritor de 
datos, que transmitirá los mensajes sobre el puerto serie que le sea traspasado, sin modificar 
nada del mismo.  
  
3.5 Red de Microcontroladores 
 
Se ha de diferenciar 2 tipos definidos de uso de los microcontroladores usados en el proyecto. 
Un tipo es la de puente o conversor de puerto serie a CAN o en el sentido inverso, y no se 
puede modificar su comportamiento y, el otro tipo, realizará las tareas de accionado de 
actuadores y adquisición de datos de los sensores. Se referirá a éstos de la siguiente forma a 
lo largo de esta sección: 
 
o Microcontrolador de Conversión -> Mcnv 
o Microcontrolador de Control -> Mcc 
 
Todos ellos, estarán interconectados sobre un mismo bus o cable y que constituirá la red CAN 
por la que fluirán los datos. Además, todos y cada uno de ellos, disponen de un controlador 
CAN que realiza todas las gestiones necesarias para el control de prioridad de mensajes, 
control de errores, control de ancho de banda, etc… En la siguiente figura, se muestra la 
interconexión de la Red: 
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Fig. 3.17 – Esquema de conexión de la red de microcontroladores 
 
 
 
El lenguaje de programación usado para los firmwares de los microcontroladores, es el C 
procesado por el compilador específico MCC30, y usando las librerías del mismo, para la 
explotación de las funcionalidades del microcontrolador como por ejemplo, la transmisión o 
recepción de mensajes CAN.  
 
Hay que destacar además, que el firmware del Mcnv está proporcionado de forma gratuita por 
el fabricante de los microcontroladores, pero no es posible la modificación del código 
correspondiente, para cambiar el comportamiento de éste y poder así, asignarle funciones 
adicionales.   
 
3.5.1 El Microcontrolador Conversor (Mcnv) 
 
Como ya se ha indicado, el Mcnv únicamente realiza las tareas de conversión de señal puerto 
serie a señal CAN tanto en un sentido como en el otro. Los datos que el servidor le transmita 
por el puerto serie, las transmite por el bus CAN mediante la señal convertida. 
 
Por otro lado, no interviene como un elemento que deba recibir comandos de la consola 
cliente y, con lo cual, no necesita la disposición de un identificador CAN que lo distinga de los 
demás en la trama de la red, ni tampoco transmitirá mensajes CAN por sí mismo por el mismo 
motivo.  
 
Sin embargo, ofrece la posibilidad de ejecutar unos comandos predefinidos para la 
configuración y diagnóstico de la red. Entre estas posibilidades, está la de definir el ancho de 
banda de la red, monitorización de errores, configuración de filtros y máscaras, a parte de las 
funcionalidades de transmisión y recepción de mensajes CAN. 
 36 
 
Para usar tales funcionalidades, el servidor, mediante su Módulo de Comunicaciones por 
puerto serie, escribirá sobre el bus USB que lo conecta al microcontrolador, las instrucciones 
pertinentes para el envío de datos a la red CAN a través del bus USB. 
 
 
 
Fig. 3.18 – Ejemplo de comunicación con la red mediante el Mcnv 
 
 
 
3.5.2 El Microcontrolador de Control (Mcc) 
 
El Mcc, es un elemento clave en el proyecto, que refleja sobretodo, la interacción del usuario 
con éste y con sus actuadores. A diferencia del Mcnv, podrá adquirir identificador en la red 
CAN, transmitir mensajes producidos por éste y/o recibir mensajes. Además, tienen definidos 
una serie de estados por los cuales podrá realizar la transición y cambiarán su 
comportamiento según el estado en el que se encuentren. Los estados pueden ser los 
siguientes: 
 
 
 
o Init 
o Pre-Op 
o Operacional 
 
 
Fig. 3.19 – Grafo dirigido de estados de los 
microcontroladores 
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Cada microcontrolador dispondrá de un actuador y del sensor correspondiente para captar el 
evento producido por el actuador. El montaje, de forma esquemática, tiene el siguiente 
aspecto: 
 
 
Fig 3.20 – Actuadores y Sensores de los MCC 
 
 
 
En particular a los Mcc, se define a continuación, los tipos de mensajes implicados en la 
comunicación con la Red de microcontrolador: 
 
 
Comando Originado en Requiere respuesta 
Regulación Consola de usuario Sí 
Arranque Consola de usuario Sí 
Parado Consola de usuario Sí 
Configuración Consola de usuario Sí 
Especial Servidor No 
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3.5.2.1 Estado Init  
 
El Mcc, una vez enchufado a la corriente, comienza en el estado Init, en donde no realizará 
ninguna otra tarea más que la de esperar de forma activa a ser detectado en la red CAN por 
un servidor. Mantendrá su actuador y su sensor desactivado. A este estado siempre se podrá 
realizar la transición desde cualquier otro, tanto si se resetea manualmente, o si se 
desenchufa y se vuelve a enchufar a la corriente.  
 
Así pues, inicialmente en el estado Init, el microcontrolador espera activamente la recepción 
de un comando especial enviado por el Servicio de Scan del servidor, para que su estado 
cambie a Operational. Durante esta transición, el Mcc enviará su información al servicio para 
constatar que existe en la red CAN. El Servicio de Scan del servidor, con esta información 
actualizará su tabla de conexiones, para ser servida a las consolas de usuario que requieran 
ésta.  
 
 
Fig. 3.21 – Información de la red obtenida en ventana “Micro List” 
 
3.5.2.2 Estado Pre-Op 
 
 
En el siguiente paso, una vez cambiado su estado a Pre-Op, el Mcc mantendrá su actuador y 
su sensor desactivado, y permanecerá en este estado mientras que desde la consola de 
usuario no se le indique el arranque del Mcc. No obstante, sí que mantiene las respuestas 
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contra el Servicio de Scan, para mantener su detección en la red CAN y que por ello, lo 
puedan detectar las consolas de usuario.  
 
Otro de los aspectos importantes del estado Pre-Op, es la posibilidad de ser configuradas las 
propiedades del Mcc mediante comandos de configuración. Es el único estado que ofrece 
esta capacidad y al que se puede volver desde el estado Operacional para volver a ser 
configurado o simplemente para detener el actuador del Mcc. 
 
3.5.2.3 Estado Operacional 
 
 
Si al Mcc se le transmite el comando de arranque, éste cambiará su estado a Operacional y, 
como consecuencia, accionará el actuador a una regulación determinada y activará los 
sensores correspondientes al actuador. Con ello, el Mcc ya está disponible para enviar los 
datos captados por el sensor o cambiar el comportamiento del regulador, según si ha recibido 
el Mcc un comando. 
 
En este estado, desde la consola de usuario, se le puede regular su correspondiente actuador 
si se le envía el comando adecuado para ello. El comando que se le envíe, pasará a través 
del servidor por los módulos correspondientes descritos anteriormente, y llegará al Mcc con su 
correspondiente procesamiento para la regulación del actuador.  
 
Todo ello sin interrumpir el envío de datos captados por el sensor del Mcc, ni tampoco 
desatendiendo los comandos especiales, que el Servicio de Scan del servidor le envía 
periódicamente. 
 
Una vez realizada la regularización del actuador, el Mcc responde al comando con el resultado 
de la operación a la consola de usuario, dirigiendo primero la respuesta al servidor, que se 
encargará de transmitirlo a la consola de usuario y que se mostrará en su ventana de control 
correspondiente.  
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Fig 3.22 – Notificación de la correcta recepción del comando 
 
 
Desde el estado Operacional, el Mcc puede cambiar al estado Pre-Op si así se le indica desde 
la consola de usuario y, para realizar la transición a ese estado, detendrá el actuador y el 
sensor, como también desactivará la recepción de comandos de regulación. Sin embargo, en 
ningún caso el Mcc dejará de responder a los comandos especiales del Servicio de Scan.  
 
 
 
Estado Pre-Op 
 
 
Una vez cambiado su estado a Pre-Op, el Mcc mantendrá su actuador y su sensor 
desactivado, y permanecerá en este estado mientras que desde la consola de usuario no se le 
indique el arranque del Mcc. No obstante, sí que mantiene las respuestas contra el Servicio de 
Scan, para mantener su detección en la red CAN y que por ello, lo puedan detectar las 
consolas de usuario.  
 
Otro de los aspectos importantes del estado Pre-Op, es la posibilidad de ser configuradas las 
propiedades del Mcc mediante comandos de configuración. Es el único estado que ofrece 
esta capacidad y al que se puede volver desde el estado Operacional para volver a ser 
configurado o simplemente para detener el actuador del Mcc. 
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4 Tecnologías y Herramientas Usadas 
 
En este capítulo se describirán las tecnologías y herramientas usadas para la implementación 
del proyecto, como también se dará una justificación de la elección de éstos.  
 
4.1 Lenguajes de Programación Usados 
 
Los leguajes usados para el desarrollo del sistema informático han sido Java y C. La elección 
del lenguaje Java, que es el lenguaje más usado en el proyecto, es en primer lugar, por la 
licencia gratuita de uso, hecho que alienta su uso y, como consecuencia, dispone de toda una 
comunidad de usuarios que desarrollan nuevas librerías, convirtiéndolo de esta forma, en un 
lenguaje de programación muy potente en casi todos los aspectos. La elección alternativa era 
la de realizar el desarrollo mediante .NET el cual, a pesar de disponer de un Framework muy 
orientado a la programación visual, al ser de pago, no dispone del mismo potencial que el 
Java.  
 
En el caso del lenguaje C, se ha optado por él para la programación de los 
microcontroladores. Dicho código, requiere de la  disposición de un compilador que, en este 
caso es el MC 30 proporcionado por Microchip, convierta o compile el código de alto nivel al 
lenguaje máquina del microcontrolador. Dicho compilador como es de suponer es de lenguaje 
C. 
 
 
4.2 Herramientas Usadas 
 
En este apartado, se explicarán brevemente las herramientas usadas para la implementación 
y desarrollo del proyecto. Todas las que se han usado, disponen de licencia gratuita o vienen 
de serie con el producto adquirido, como es en el caso de los microcontroladores.  
 
Se enumeran a continuación, las herramientas usadas: 
 
- Entorno de programación Eclipse IDE 
- Entorno de programación MPLAB 
- Compilador MCC30 
- Kit de desarrollo de Java JDK  
- Ingenia PIC bootloader 
- Librerías adicionales de Java 
- Módulos iCM4011 
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- Servidor de aplicaciones Tomcat 
- Bus serie USB 
- Firmware de Ingenia para la conversión USB - CAN 
- Hardware adicional 
 
4.2.1 Entorno Eclipse IDE 
 
La razón por la que se ha usado este entorno de programación es debido a su licencia gratuita 
de uso, por las funcionalidades de auto-completado de palabras o “Template proposals”, las 
funciones de “refactoring” que incorpora para la adaptación de los proyectos Java y por las 
librerías que lleva de serie para el desarrollo de aplicaciones web. La versión usada de este 
entorno de programación es la Eclipse Java EE (Build id: 20100218-1602).  
 
4.2.2 MAPLAB 
 
Debido a que la arquitectura de los microcontroladores usados en este proyecto, está 
principalmente diseñada por los fabricantes de los DsPIC (Microchip), se ha optado por el uso 
de su entorno de programación MPLAB en su versión 8.46 con licencia limitada para fines 
docentes.  
 
4.2.3 MCC 30 
 
Para la generación del código binario para reprogramar los microcontroladores, se ha optado 
por el compilador MCC 30 para los chips DsPIC. Gracias a este compilador, el código C 
escrito en MPLAB se podrá compilar para generar el código binario que cambiará el 
comportamiento de los microcontroladores. La licencia de este Software es limitada, y ciertas 
opciones de compilación están desactivadas en ésta versión. 
   
4.2.4 Kit de desarrollo Java JDK 
 
Como el sistema informático se ha ideado para su implementación en Java, es necesario el kit 
de desarrollo de Java (JDK) para realizar las tareas de compilación del código. La licencia es 
gratuita y la versión usada es el JDK 1.6.0_25. 
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4.2.5 Ingenia BootLoader 
 
Es la herramienta necesaria para la descarga de los códigos binarios compilados, sobre los 
microcontroladores. Puesto que la adquisición de los microcontroladores (Módulos iCM4011) 
traen consigo este software, no supone un coste adicional el uso de esta herramienta que es 
necesaria para la programación de éstos.  
 
 
4.2.6 Librerías adicionales de Java 
 
Para el desarrollo de los componentes del sistema informático, se han requerido 
adicionalmente ciertas librerías no nativas del Java JDK, que complementaban el marco de 
trabajo posible ofrecido por el JDK. Estas librerías son el javax.comm que proporciona la API 
que facilita la explotación de las funcionalidades de los puertos serie y, como la conexión 
hacia la red CAN es a través del puerto serie USB, se ha optado por usar esta librería ya que, 
además, es de licencia gratuita.  
 
Por otro lado, se ha usado el conjunto de librerías del jfreechart para la implementación de las 
gráficas de las consolas de usuario. A pesar de que es de licencia limitada y cuyas plenas 
capacidades están en la licencia de pago, es suficiente para la implementación de este 
proyecto. Por otro lado es la librería que, a nivel de documentación, es la más completa. 
 
Por último, las librerías de desarrollo de Servlets, no ha sido necesario una búsqueda activa 
de éstas, debido a que el mismo servidor de aplicaciones Tomcat usado para el proyecto, las 
incorpora de serie.  
 
4.2.7 Módulos iCM4011 
 
Los módulos iCM4011 usados en este proyecto, han sido adquiridos por un coste 
relativamente bajo a la empresa que las provee (Ingenia). Dichos módulos, incorporan el chip 
dsPIC30 de Microchip con las prestaciones necesarias para el control de las interficies del 
módulo. Así mismo, en el kit del módulo iCM4011, se facilitan el software necesario para la 
descarga de binarios sobre el chip como también, los drivers para su instalación y 
reconocimiento por el Sistema Operativo.  
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4.2.8 Servidor de aplicaciones Tomcat 
 
Como servidor de aplicaciones, el Tomcat proporciona las prestaciones requeridas, para la 
implementación del proyecto sin ningún coste puesto que es de código abierto y licencia 
gratuita. Por otro lado, debido al uso de Servlets en el sistema informático, es preciso hacer 
uso de una serie de librerías para el desarrollo de éstos bajo Java, y que además incorpora el 
mismo Tomcat. No obstante, requiere del respectivo JDK instalado en el entorno de desarrollo 
para su arranque.  
 
4.2.9 Bus serie USB 
 
Para la conexión entre el servidor y la red de microcontroladores, se ha precisado el uso de un 
bus USB, que conecta desde uno de los puertos USB del servidor al microcontrolador 
reprogramado para la conversión de USB a CAN.  
 
4.2.10 Firmware de Ingenia para la conversión USB - CAN 
 
El proveedor de los módulos iCM4011, facilita a sus clientes el Firmware desde su página 
web, para la conversión de USB a CAN de forma gratuita. Así pues, la necesidad de 
comunicar el servidor con la red de microcontroladores queda cubierta de este modo, sin 
necesidad de un coste adicional salvo un coste temporal, para el aprendizaje de su uso. 
 
4.2.11 Hardware adicional 
 
El hardware que compone la red de los microcontroladores, actuadores y sensores, es 
heredado de un proyecto anterior y prestado durante el tiempo necesario para el desarrollo del 
proyecto. Por ello, no ha supuesto un coste económico adicional en este aspecto.  
 
4.3 Protocolos o especificaciones usados 
 
Principalmente, la especificación usada para la gestión de la red de microcontroladores es la 
del CAN (Controller Area Network) y su uso es el principal requerimiento del proyecto. Así 
pues, en este aspecto, las necesidades de la red de microcontroladores quedan casi 
cubiertas. Sin embargo, como la especificación del CAN no cubre a otros niveles en la 
comunicación de la red de microcontroladores, se ha optado por realizar una especificación 
propia para cubrir esta carencia y evita pues, un coste adicional a parte de las horas invertidas 
para el diseño del mismo. Se ha de destacar, que se hubieran cubierto totalmente las 
necesidades de la red de microcontroladores, mediante la especificación CANOpen de la 
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organización CiA (CAN in Automation), no obstante, debido a que su uso es exclusivo para los 
miembros de la organización, no se ha podido obtener las herramientas necesarias, para la 
implementación de la red de microcontroladores basado en esta especificación. 
 
En cuanto al resto de componentes del sistema informático, en particular a la conexión entre 
la consola de usuario y el servidor, se ha escogido el protocolo HTTP para las comunicaciones 
entre ambos. El HTTP proporciona los medios suficientes para el intercambio de datos y el 
establecimiento del servicio proporcionado por el servidor, simplificando las comunicaciones 
entre ambos extremos y sin necesidad de guardar ningún tipo de estado de la sesión abierta 
entre la consola y el servidor. No obstante, la implantación de otros protocolos como el Ajax 
(Asynchronous JavaScript And XML) se ha descartado puesto que, dado a su complejidad, 
hubiera supuesto un aprendizaje adicional para su uso.  
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5 La Consola de Usuario 
 
5.1  Comentarios del Capítulo 
 
En este capítulo, se dará una explicación total de la arquitectura de este componente del 
proyecto, que es la Consola de usuario, además de explicar al detalle, todos los casos de uso 
que puede darle el usuario a la consola. A diferencia del capítulo anterior, que se centraba 
más en dar una idea básica o práctica de este componente para una mejor comprensión de 
este capítulo, se proporcionarán todos los detalles técnicos, matemáticos y de implementación 
necesarios para completar la explicación del componente del proyecto.  
 
Cabe añadir que, por motivos de independencia en implementación, la capa o el componente 
de presentación de la Consola de Usuario, se explica en conjunto en el punto X especificación 
ya que, como es obvio, tiene una dependencia directa con el uso que realizará el usuario final.  
 
5.2 Objetivos del Capítulo 
 
Se desglosan a continuación, los objetivos de los que tratará este capítulo: 
 
- Justificación del componente 
- Especificación y diseño de la capa de presentación 
- Capa de Gestión de Datos  
- Capa de Comunicación 
- Juego de Instrucciones 
 
Se analizarán con profundidad estos objetivos a fin de conocer en detalle el diseño del 
componente. 
 
5.3 Justificación del Componente 
 
Dado a los requerimientos establecidos en el proyecto, es necesario proveer al usuario final 
de un entorno de fácil uso, intuitivo y gráfico, para la explotación de la Red de 
microcontroladores, librando al usuario de las complejidades que pueda suponer el uso de 
una red CAN, y de los protocolos usados para la comunicación de un punto a otro.  
 
Dicha necesidad, se consigue cubrir mediante esta Consola de Usuario, que facilita al usuario 
el acceso a las funcionalidades del sistema informático y le proporciona pues, las 
herramientas necesarias para dicho uso. Como se ha podido comprobar, en el capítulo 3, la 
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interacción del usuario con la consola es intuitiva y sin necesidad de conocer a fondo los 
protocolos de comunicación integrados que son transparentes a éste.  
 
Así pues, el usuario podrá realizar las tareas de control de los microcontroladores y la 
visualización de los datos que generen éstos en una interfaz sencilla de manejar y amigable. 
 
5.4 Especificación y Diseño de la Capa de Presentación 
 
La solución requerida para abarcar las funcionalidades descritas en el capítulo 3, necesita de 
un análisis en donde se pueda apreciar, todos los casos funcionales a los que puede acceder 
el usuario. Adicionalmente, es necesario realizar una descripción de los datos que manipula la 
Consola de Usuario y asociarlos a los casos funcionales en donde tengan intervención ya que, 
de esta forma, se establecerán las entradas y las salidas de dichas acciones, y que serán 
usadas para describir las capas restantes de éste componente del proyecto.  
 
Por otro lado, dados estos elementos descritos, es de necesidad asignarles un componente 
gráfico en donde finalmente, el usuario podrá efectuar dichos casos funcionales y que estarán 
a su vez, asociados a un procesado de los datos y/o visualizado posterior.  
 
Después de completar las descripciones de los casos funcionales y enlazados a los 
componentes gráficos en donde tendrán lugar, se explicará en totalidad el diseño y 
arquitectura de la capa de presentación que, como ya se ha comentado, es el componente 
con el que interactúa el usuario. 
 
5.4.1 Descripción de los Casos de Uso 
 
Previamente al planteamiento completo del diseño que se ha realizado y la descripción 
arquitectónica de dicho diseño, es necesaria la cobertura conceptual de los casos funcionales 
más importantes a los que el usuario puede acceder, mediante la Consola de Usuario: 
 
- Conexión con el servidor del sistema: El usuario conecta su consola con el servidor 
central del sistema de forma persistente hasta que decida cerrarla.  
 
- Visualización del estado de la red CAN: Listar la información de los 
microcontroladores y su estado operacional en un momento dado.  
 
- Visualización de datos: Comprobar en todo momento, los datos captados por el 
sensor del microcontrolador y que se envía a través de la red CAN en tiempo real.  
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- Envío de comandos: Proporcionar la capacidad al usuario de poder regular los 
actuadores que accionan los microcontroladores, detener su accionamiento, 
arrancarlo o configurar el comportamiento del microcontrolador.  
 
- Visualización de mensajes de información: Facilitar al usuario los mensajes de 
información necesarios para la que éste pueda saber si los comandos que ha lanzado 
se han ejecutado correctamente, si esta conectado al servidor, si existen 
microcontroladores en la red CAN, etc… 
 
- Configuración de la URL de conexión: Ofrecer al usuario la posibilidad de cambiar la 
URL del servidor al que se conecta, por motivos obvios del uso de Internet como 
medio por el que se comunicación.  
 
5.4.2 Descripción de los Tipos de Datos 
 
Se ha de aclarar que con Tipo de Dato se refiere a la utilidad que se les atribuye, no solo 
dentro de la capa de presentación, sino que también en el resto de las capas que forman la 
Consola de Usuario. Los datos con los que trabajará el componente gráfico de la Consola de 
Usuario, pueden ser de tres tipos clasificados de la siguiente forma según su utilidad:  
 
- Datos de Información: Son aquellos que se usan exclusivamente para orientar al 
usuario del estado de una operación o del resultado de ésta. Ésta puede ser mostrada 
directamente al usuario o se procesa previamente para el mismo propósito. Por lo 
general, serán una secuencia de caracteres.  
 
- Datos de comando: Representan los datos que se usarán para la construcción de un 
comando que se envía o bien para el servidor o para un microcontrolador en concreto. 
El formato será numérico.  
 
- Datos de monitorización: Son datos que sin necesidad de ningún procesado, se 
muestran en una gráfica y por ello, serán siempre numéricos.  
 
- Interacción de usuario: Son datos producidos directamente de la interacción del 
usuario con los componentes gráficos 
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5.4.3 Especificación de los Casos de Uso 
 
A continuación, se muestra una tabla asociativa para una mejor comprensión de qué entradas 
y salidas requiere un caso de uso. Estas entradas y salidas corresponderán a los tipos de 
mensaje que se han indicado anteriormente. 
 
Caso Entrada Salida Acciones 
Conexión con el 
servidor 
Interacción del 
usuario 
Dato de información 
1 – Error 
2 – Consola 
conectada 
Visualización del 
estado de la red 
CAN 
Interacción del 
usuario 
Dato de información 
Muestra los 
microcontroladores 
y su estado en la 
red CAN 
Visualización de 
datos 
Datos de 
monitorización 
Ninguna 
Mostrar el último 
dato recibido 
gráficamente o si no 
ha recibido, 
muestra uno por 
defecto 
Envío de comandos 
Interacción del 
usuario 
1 -Dato de 
comando 
2 – Dato de 
información 
1 – Tiempo de 
espera excedido 
2 – Resultado del 
comando 
Visualización de 
mensajes de 
información 
Datos de 
información 
Ninguna 
Muestra el mensaje 
de información 
Configuración de la 
URL de conexión 
Interacción del 
usuario 
Dato de información 
Muestra la 
configuración 
aplicada 
  
 
Como comentario, las entradas que reciban los casos de uso, originan para algunos casos 
unas salidas, que serán usadas por otras capas de la Consola de Usuario y, por otro lado, 
realizará una serie de acciones.  
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5.4.4 Interfaz gráfica de los Casos de Uso 
 
La manejabilidad de la Consola de Usuario debe ser intuitiva, evitando en cualquier caso, 
complicaciones adicionales que puedan a derivar a un incomodo uso. Para los casos de uso 
descritos, se detallarán los componentes gráficos, que se han optado para que puedan llevar 
a cabo la función que se les ha asignado: 
 
Caso de uso Componente gráfico asociado 
Conexión con el servidor 
Opción de “conexión” en una barra de menú 
superior.  
Visualización del estado de la red 
CAN 
Ventana con un listado de la información de la 
red CAN. 
Visualización de datos Ventana con una gráfica X,Y. 
Envío de comandos 
Regulador con un máximo y mínimo en la 
misma ventana de la gráfica. 
Visualización de mensajes de 
información 
Pequeña sección en la ventana de 
visualización de datos en donde se muestra el 
mensaje. Además, una ventana adicional, en 
donde se muestran todos los mensajes de 
información. 
Configuración de la URL de conexión 
Ventana con un campo de texto para registrar 
la URL de conexión y con los botones 
necesarios para aplicar dicha configuración.  
 
5.4.5 Componentes gráficos y funciones adicionales 
 
Para la cobertura de dichas funcionalidades, manteniendo la intención principal de simplificar 
el uso de la consola al usuario. Los componentes gráficos a los que se pueden acceder en la 
Consola de Usuario, ya quedaron parte de ellas descritas en el capítulo X. No obstante, se 
indica a continuación un esquema completo de éstos componentes: 
 
 
- Escritorio 
o Menú 
 Archivo 
• Conectar 
• Desconectar 
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• Salir 
 Ver 
• Micro List 
• Message Log 
 Configurar 
• Configurar URL 
o Ventana de mensajes 
 Lista de mensajes 
o Listado de Micros 
 Botón Refrescar 
 Campo de mensajes 
 Lista de microcontroladores 
o Ventanas de Control 
 Regulador 
 Gráfica 
 Campo de mensaje 
o Ventana de Configuración URL 
 Campo de Texto del parámetro 
 Botón OK 
 Botón Cancelar 
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Fig. 5.1 – Vista general de la consola de usuario 
 
 
El accionado de estos componentes, se realizan, en algunos casos, con dependencia del 
accionado de otros. Tal dependencia se puede contemplar en la siguiente figura: 
 
 
 
Fig. 5.2 – Diagrama de acceso a los componentes de la consola de usuario 
 
 
Así pues, a modo de ejemplo, no se puede abrir la ventana de control si no se ha establecido 
la conexión previamente y si no se ha listado la información de la red CAN en la ventana 
“Micro List”.  
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5.5 Capa de Gestión de Datos  
 
Para el planteamiento del diseño de la solución que se ha implementado para la consola de 
usuario, es decir, el primer módulo del proyecto, se ha considerado separar en tres 
componentes o tres capas dicho diseño: 
  
- Presentación 
- Gestión de Datos 
- Comunicación 
 
Como ya se ha explicado la capa de presentación en anteriores puntos, quedará por definir 
las otras dos capas restantes. Recordar, que los datos que serán manipulados por estas dos 
capas, ya se definieron de la misma forma  y volverán a aparecer para las siguientes 
explicaciones.  
 
Una vez planteados los elementos importantes para la descripción del modelo de diseño, se 
podrá profundizar en la explicación de éste, indicando en todo momento, cuáles son los 
componentes que entran en juego durante un flujo de datos. No obstante, en la siguiente 
figura, se engloban todos los componentes para ofrecer una idea inicial del diseño: 
 
 
 
Fig. 5.3 – Enlace entre capas de la consola de usuario 
 
 
5.5.1 Especificación y diseño modular de la Capa de Gestión de Datos 
 
En este componente se procesan todos los datos, que fluctúan por la Consola de Usuario, ya 
sea en un sentido para mostrarse en la capa de presentación, o bien por el otro sentido para 
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su envío por medio de la capa de comunicación. Como se podrá comprobar en la siguiente 
figura, la capa está dividida principalmente en dos partes: 
 
 
 
Fig. 5.4 – Agrupación de funcionalidades de la capa de gestión de datos 
 
 
Se ha considerado esta segregación de la capa, para definir claramente cuáles son las 
operaciones que entrarán por medio de la capa de comunicaciones y saldrán a la capa de 
presentación y cuáles otras irán en el sentido contrario. Así pues, en el siguiente esquema, se 
indican las operaciones para ambos sentidos: 
 
Comunicaciones -> Presentación 
  
- Asignar datos de monitorización 
- Asignar mensajes de información 
 
Presentación -> Comunicaciones 
 
- Enviar comando 
- Obtener información de la red CAN 
- Obtener datos de monitorización 
 
Siguiendo este esquema, se han de asociar a cada operación un componente o varios para 
que puedan realizar dichas operaciones, indicando además, las entradas y salidas necesarias 
para que, posteriormente, se puedan usar como piezas y construir la capa de Gestión de 
Datos.  
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Presentación -> Comunicación 
Función Módulo asignado 
Asignar datos de monitorización Manejador de Datos 
Asignar mensajes de información Manejador de Mensajes 
 
 
Comunicación -> Presentación 
Función Módulo asignado 
Enviar comando Manejador de Comandos 
Obtener información de la red CAN Manejador de Comandos 
Obtener datos de monitorización Manejador de Datos 
 
 
5.5.2 Arquitectura de la Capa de Gestión de Datos 
 
Los módulos asociados anteriormente con los casos de uso, son componentes que están 
constituidos por otros. Para aclarar de forma sencilla esta agrupación, se describirá 
componente a componente y a qué módulo mayor pertenecen. 
 
Modulo Principal Sub-componente Descripción 
Manejador de Datos 
ChartThreadUpdater 
(CHARTTHREAD) 
Actualiza los datos de la 
Ventana de Control que le 
corresponde. 
ChartDataDistributor 
(DISTRIB) 
Distribuye los datos que ha 
recibido a través del módulo 
ChartDataRequester en 
respuesta a una petición de 
datos 
ChartDataRequester 
(DATAREQ) 
Periódicamente envía una 
petición de datos al servidor a 
través de la capa de 
comunicación y, los datos 
recibidos, los encola en la 
cola del ChartDataDistributor. 
QueueBufferList 
(BUFFERLIST) 
Es un listado de colas que 
almacena los datos a mostrar 
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de las respectivas Ventanas 
de Control. 
Manejador de Comandos 
CanDataSendHandler 
(DATASENDER) 
Lanza la petición o comando 
que se le comunica a través 
de la capa de presentación y 
lo envía al servidor usando la 
capa de comunicación. 
MonitorWindowLabelDistributor 
(LABELDISTRIB) 
Recibe los mensajes de 
información que le comunica 
el CanDataSendHandler para 
distribuirlos posteriormente en 
el componente gráfico 
correspondiente. 
Manejador de Mensajes 
MonitorWindowLabelDistributor 
Distribuye los mensajes de 
información que están en su 
cola, al módulo CanMonitor 
WindowLabel del componente 
gráfico al que está destinado.  
CanMonitorWindowLabel 
(WINDOWLABEL) 
Gestiona los mensajes de 
información en el componente 
gráfico al que está asociado.  
 
 
Agrupando todos estos módulos, se muestra un esquema global de la interconexión de éstos: 
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Fig. 5.5 – Esquema modular de la capa de gestión de datos 
 
 
5.5.3 Explicación funcional detallada 
 
Partiendo de los casos de uso explicados anteriormente, se dará una explicación detallada del 
flujo y manipulación de datos que ocurrirá dentro de la capa. Con ello, se cerrará la 
explicación de las dos primeras capas a nivel de especificación y de arquitectura.  
 
- Conexión con el servidor: 
 
El usuario cuando ejecuta la Consola de usuario, dispone de la opción de conexión con el 
servidor que le permitirá el uso de las funcionalidades importantes de la consola. Para ello, en 
el menú superior podrá realizar esta acción seleccionando “archivo -> conectar”. De esta 
forma, la Consola de Usuario, enviará una petición de conexión al servidor a través del 
DATASENDER que lo enviará, posteriormente, a través de la capa de comunicación.  
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Fig. 5.6 – Uso de DATASENDER para el envío de peticiones al servidor 
 
 
 
El DATASENDER, registrará un mensaje de información al módulo LABELDISTRIB para que 
éste, lo muestre en el la ventana Message Log. Además, realizará una espera de la respuesta 
del servidor de forma que, cuando reciba la respuesta del servidor, muestre el mensaje de 
información en el Message Log, mediante el LABELDISTRIB: 
 
 
Fig. 5.7 – Recepción de respuesta a la petición 
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Si no respondiera en un determinado tiempo el servidor, terminará con la espera informando a 
través del Message Log: 
 
- Visualización del estado de la red CAN: 
 
Una vez conectados al servidor, en la ventana Micro List se podrá actualizar la información del 
estado de la red CAN. Para ello, pulsando el botón “refresh”, originará la creación de un 
subproceso del módulo DATASENDER, con el propósito de que gestione el envío de dicha 
petición y su respectivo resultado, después del procesado del servidor. Además, dicha acción 
conllevará a la creación de un mensaje de información encolada en la cola del subproceso del 
módulo LABELDISTRIB, para que posteriormente, muestre en la ventana de Micro List y en el 
Message Log. 
 
 
 
Fig. 5.8 – Recuperación de la información de la red CAN y registro de mensaje de información 
 
 
De ese modo, el subproceso creado en DATASENDER, enviará dicha petición a través de la 
capa de comunicación y esperará a que sea contestada. Como el servidor en este caso, 
siempre responderá tanto si se ha ejecutado correctamente la petición como si no, el 
DATASENDER acabará recibiendo una respuesta y, por lo tanto, además de mostrar la 
información procesada de la red CAN, mostrará el mensaje de información con el resultado 
tanto por medio de LABELDISTRIB 
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Fig. 5.9 – Recepción de la información de la red CAN 
 
 
- Visualización de datos: 
 
Cada 5 segundos, el módulo con subproceso DATAREQ, envía una petición a través de la 
capa de comunicación para que se derive al servidor, con el fin de recibir los datos de 
monitorización siguientes que se han de mostrar de los microcontroladores detectados.  
 
 
Fig. 5.10 – DATAREQ solicita datos de monitorización 
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Una vez recibidos estos datos por el DATAREQ, éste las transfiere o las encola al módulo 
DISTRIB, que también contiene subproceso, para su posterior proceso.  
 
 
Fig. 5.11 – Recepción de datos de monitorización  
 
 
Así mismo el subproceso del DISTRIB detecte datos nuevos en la cola, consumirá procesará 
estos datos, registro por registro de forma que, para cada registro, las encolará en la cola 
específica del módulo BUFFERLIST y que corresponde a los datos a mostrar de una ventana 
de control específico: 
 
Fig. 5.12 – Distribución de datos de monitorización 
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Así pues, el subproceso asociado a la ventana de control CHARTTHREAD, leerá estos datos 
encolados en su cola particular cada segundo y, por última instancia, mostrará el dato leído en 
la gráfica de la ventana de control asociada al subproceso 
 
 
Fig. 5.13 – CHARTTHREAD muestra los datos de monitorización 
 
 
- Envío de comandos: 
 
El comportamiento interno de la capa de gestión de datos, cuando se origina un envío de 
datos, es similar al de la obtención de datos de la red CAN. No obstante, se origina en un 
componente gráfico diferente y, en concreto, se producirá en el regulador integrado en la 
ventana de control asociado a un microcontrolador.  
 
En el momento en que el usuario cambie el valor del regulador, este realizará una petición a 
través de un subproceso de DATASENDER, y que a su vez, la transferirá a través de la capa 
de comunicaciones. Del mismo modo, DATASENDER encola el mensaje de información 
correspondiente en la cola de LABELDISTRIB para que sea mostrado en la ventana de control 
y en la ventana Message Log: 
 
 
Posteriormente, cuando se haya procesado la petición por parte del servidor, tanto si ha 
resultado correcto o no, el DATASENDER recibirá la respuesta del servidor por medio de la 
capa de comunicaciones y mostrará los mensajes de información por los mismos medios a 
través de LABELDISTRIB: 
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Fig. 5.14 – Envío de comando 
 
 
- Visualización de mensajes de información: 
 
El módulo LABELDISTRIB es el encargado principal de gestionar los mensajes de información 
al usuario para informar en todo momento, el resultado de las acciones realizadas en la 
consola.   
 
Para todas las acciones que se lleven a cabo dentro de la consola, los módulos implicados 
disponen de la posibilidad de usar éste otro para informar al usuario. Por ello, dispone de una 
cola en donde los módulos pueden registrar sus mensajes, no obstante, lo han de realizar 
mediante una sintaxis concreta y simple: 
 
<ID de Ventana, Mensaje de información> 
 
Así pues, el LABELDISTRIB, que contiene un subproceso para tratar estos registros,  al 
procesar el registro, sabrá a qué componente enviar dicho mensaje gracias al identificador. 
Dicho componente, dispondrá del módulo WINDOWLABEL que gestionará dichos mensajes 
mediante una cola de mensajes y que se encargará un subproceso suyo de visualizar dichos 
mensajes de forma correcta.  
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Fig. 5.15 – Distribución de mensajes de información 
 
 
Posteriormente, el subproceso del WINDOWLABEL, mostrará dicho mensaje en la sección de 
la ventana dedicada a este propósito durante un tiempo de 2 segundos. Pasado ese tiempo, el 
subproceso borra el mensaje de la sección en el caso de que no haya otro mensaje en la cola 
que mostrar, o cambia la sección con otro de los mensajes siguientes. 
 
Independientemente del destino del mensaje, se mostrará todos los mensajes de información 
en la ventana “Message Log” ya que, el LABELDISTRIB, siempre los registra en esa ventana. 
Por otro lado, hay que añadir que la forma de visualización de los mensajes es diferente a los 
de las ventanas, así pues, no necesita un subproceso adicional para gestionar su 
visualización.  
 
 
 
Fig. 5.16 – Muestra de mensajes de información en la ventana general 
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- Configuración de la URL de conexión: 
 
Para ofrecer más flexibilidad al usuario a la hora de usar la aplicación, éste podrá configurar la 
URL de conexión del servidor de aplicaciones en la opción del menú “Configurar -> Configurar 
URL”. Esta configuración, afectará directamente a la capa de comunicación y, cuando se 
requiera de una conexión, usará la nueva URL definida.  
 
5.6 Capa de Comunicación  
 
La última capa que resta por describir, es la capa de comunicación que proporciona a la capa 
de gestión los métodos necesarios para la comunicación con el servidor. Esta capa, es 
sencilla ya que no precisa de una gestión compleja de datos, como la que realiza la capa de 
gestión de datos y, por lo tanto, las funciones que realiza dentro de la Consola de Usuario se 
reducen a la del envío y recepción de datos que se le requiere. Todo el control del estado de 
envío de los mensajes es responsabilidad de la capa de gestión de datos y su respectivo 
control de errores.  
 
 
 
5.6.1 Especificación del módulo 
 
Dispondrá de dos métodos que usará la capa de gestión de datos y que se describirán a 
continuación: 
 
- SendReceiveData:  
 
Descripción: Esta función, recoge el mensaje de la capa de gestión de datos y que se va a 
enviar a través de Internet hacia el servidor.  
Entrada: Datos del mensaje a enviar 
Salida: Devuelve el resultado del envío de mensaje 
Error: No se ha podido enviar el mensaje  
 
 
- setURL: 
 
Descripción: Configura la URL destino a donde debe de enviar el mensaje. 
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Entrada: Una URL válida 
Salida: Ninguna 
Error: URL mal formada. 
 
5.6.2 Protocolo de comunicación HTTP 
 
Como es de suponer, es necesario el uso de un protocolo de aplicación del modelo OSI 7 
para facilitar las comunicaciones entre la Consola de Usuario o su capa de comunicación y el 
servidor.   
 
El protocolo usado para este fin es el del HTTP, que ofrece estas prestaciones para el envío 
de datos o texto a través de Internet, sin la necesidad de guardar o mantener el estado de la 
conexión entre cliente y servidor.  
 
Por medio de este protocolo, se transferirán las peticiones de datos o de comandos de 
regulación definidos en un simple juego de instrucciones, que se encapsularán en forma de 
peticiones HTTP y que la capa de comunicación se encargará de enviar.  
 
 
 
5.7 Juego de Instrucciones de la Consola de Usuario 
 
Para concluir con este capítulo, se indicarán detalladamente el juego de instrucciones que usa 
la Consola de Usuario para poderse comunicar con el Servidor. Para ello, se muestra a 
continuación una tabla asociativa a los casos de uso aplicables definidos, como también la 
sintaxis de estas instrucciones: 
  
Caso de Uso 
Nombre de la 
instrucción 
Formato de la 
instrucción 
Respuesta del 
Servidor 
Conexión con el 
servidor 
SVRCONN SRVCONN SRVCONN OK 
Visualización del 
estado de la red 
CAN 
STAT STAT 
ID1:s1,s2,s3…s8- 
ID2: t1,t2,…t8- 
…. 
IDn:  
Visualización de 
datos 
GETDATA GETDATA 
ID1:x1,x2,x3,x4,x5-
ID2:y1,y2,y3,y4,y5- 
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… 
IDn:z1,z2,z3,z4,z5 
Envío de 
comandos 
SENDCMD 
SENDCMD>[Comando 
CAN] 
[Mensaje CAN] 
 
Seguidamente, se indicará una breve descripción de cada una de las descripciones: 
 
SRVCONN: Es la instrucción que usa la Consola de Usuario para poder establecer una 
conexión con el Servidor. La respuesta a la instrucción por parte del servidor es sencilla y no 
requiere de más detalles.  
 
STAT: Esta instrucción sirve para que la Consola de Usuario pueda obtener del Servidor, la 
información del estado de la red a la que se encuentra conectado el Servidor. La sintaxis está 
compuesta de varias secuencias separadas por el símbolo “-” entre ellas. Estas secuencias a 
su vez, se componen de la siguiente forma: 
 
<ID>:<s1>,<s2>,…,<s8> 
 
ID: Identificador del microcontrolador al 
que pertenecen los datos de 
configuración [s1-s8] 
 
[s1-s8]: Secuencia de datos de 
configuración del microcontrolador con 
identificador “ID” 
 
GETDATA: La Consola de Usuario puede proveerse de los datos captados de los 
microcontroladores mediante esta instrucción enviada al Servidor. De esta manera, el servidor 
responderá con los datos, que ha gestionado hasta el instante de la recepción del comando. 
Esta respuesta, se forma mediante varias secuencias separadas por el símbolo “-”, 
similarmente a la respuesta de la instrucción STAT: 
 
<ID>:<s1>,<s2>,…,<s5> 
 
ID: Identificador del microcontrolador al 
que pertenecen los datos de 
monitorización [s1-s5] 
 
[s1-s5]: Secuencia de datos de 
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monitorización del microcontrolador “ID” 
 
SENDCMD: Esta instrucción a pesar de las capacidades que se le atribuyen, a este nivel la 
sintaxis es simple de forma que, tan solo se ha de indicar la instrucción seguido del símbolo 
“>” y seguido del mensaje CAN que se desea enviar a los microcontroladores. Su respuesta, 
es tan solo el mensaje CAN respondido.  
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6 El Servidor Central 
 
 
6.1 Comentarios del Capítulo 
 
 
En este capítulo se explicará detalladamente el segundo componente del sistema informático 
para el control y monitorización de los microcontroladores. De la misma forma que se ha 
explicado la Consola de Usuario, también se hará con el Servidor Central, dando las 
especificaciones del componente y el detalle arquitectónico de éste.  
 
Por otro lado, como no lo constituye ningún componente gráfico con el que el usuario puede 
interactuar directamente, no habrá especificaciones en donde se asocien a un componente 
gráfico alguno. 
 
En adelante, de la misma forma que se ha realizado en el Capítulo 3, se entenderá por 
convenio que las Consolas de Usuario serán clientes y en el caso del Servidor Central, el 
servidor.  
 
6.2 Objetivos del Capítulo 
 
 
Los puntos importantes a tratar en este capítulo son los siguientes: 
 
• Justificación del componente 
• Capas del servidor central 
• Capa de Servlets 
• Capa de gestión datos concurrente 
• Capa de comunicación Puerto Serie 
• Servidor de aplicaciones 
 
Se explicarán al detalle los puntos mencionados para ofrecer una comprensión más concreta 
de este componente. De este modo, se cubrirán a nivel modular el funcionamiento del 
componente, además del rendimiento al que puede estar soportado proporcionando los 
cálculos realizados.  
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6.3 Justificación del Componente Servidor Central 
 
 
Como es de suponer, este componente es primordial para comunicar ambos extremos del 
sistema informático. Por una banda las Consolas de Usuario y por otra, la Red de 
microcontroladores. Así pues, establece un puente entre estos dos componentes aplicándoles 
un procesado intermedio de mensajes, y proporciona una gestión de datos como también una 
coordinación al acceso simultáneo de las Consolas de Usuario, sin que ello impacte en el uso 
del servicio.  
 
Por otro lado, ha de ser un componente transparente a la Consola de Usuario ya que, las que 
estén conectados al Servidor Central, realizarán las operaciones que sean oportunas sin 
necesidad de conocer el funcionamiento de éste. A nivel de protocolo CAN, se aplica un 
control de prioridades de forma que, aunque los sucesivos comandos enviados se envíen de 
forma concurrente, el Servidor Central es capaz de poder gestionar entre ellos la prioridad a 
nivel de CAN para respetar, las prioridades establecidas en el protocolo.  
 
Dicho de otro modo, el componente aplica una interfaz que simula la conexión directa de una 
o varias Consolas de Usuarios a la red CAN, sin que ello perjudique al servicio ni tampoco 
omita las particularidades del protocolo.  
 
 
6.4 Capas del Servidor Central 
 
 
Es preciso realizar un repaso a las capas que constituye el Servidor Central de forma que se 
pueda tener una visión general de la arquitectura por el que se ha optado. Para ello se 
describen a continuación: 
 
• Capa de Servlets: Atiende y responde a las peticiones de las Consolas de Usuario. 
 
• Capa Gestión de Datos Concurrente: Aplica una coordinación al acceso simultáneo de 
las Consolas de Usuario y mantiene un estado de los datos a tiempo real que 
requerirán éstos.  
 
• Capa de Comunicación CAN: Proporciona los métodos necesarios para el envío y 
recepción de datos a través de la red CAN. 
 
• Servidor de Aplicaciones: Proporciona un contexto de ejecución a las otras capas y 
proporciona recursos de forma controlada a los Servlets. 
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Se ha de incluir una cuarta capar en este diseño ya que, como es evidente, corresponde a la 
del servidor de aplicaciones que, a pesar de ser tan solo un mero contenedor de Servlets, 
proporciona un contexto en donde se ejecutan las demás capas a parte de la de Servlets. Así 
mismo, los recursos de CPU y memoria usados por los Servlets son controlados por el 
Servidor de Aplicaciones. 
 
Por otro lado, la capa de Servlets además de realizar la tarea principal de atender a las 
peticiones y aplicar un primer procesado de éstas, lleva integrado una capa de comunicación 
para HTTP con el que puede enviar y recibir datos sin necesidad de añadir una quinta capa 
para ello.  
 
En la siguiente figura se explica de forma esquematizada la interconexión de las capas 
mencionadas: 
 
 
 
Fig. 6.1 – Enlace de capas del servidor 
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6.5 Análisis de la Capa de Servlets 
 
 
Como ya se ha indicado en el anterior punto o en otros, la Capa de Servlets es el encargado 
de procesar en primera instancia las peticiones de las Consolas de Usuario. Es por ello, que 
además, los Servlets necesitarán de las capacidades de la ejecución en concurrencia para 
poder atender a más de un cliente a la vez y que como se ha comentado, el Servidor de 
Aplicaciones proporcionará dicha capacidad. Pero dicha capa se explicará más adelante. 
 
Para completar la explicación de esta capa, se dividirá la especificación en dos partes en 
función del lado por el que fluyen los datos. Es decir, si el flujo de datos va desde el Cliente a 
la Capa de Servlets o si el flujo va desde la Capa de Servlets a la Capa de Gestión.  
 
• Cliente -> Capa de Servlets 
• Capa de Servlets -> Capa de Gestión de Datos 
 
6.5.1 Especificación Cliente – Capa de Servlets 
 
Como ya se indicó en el Capítulo “Consola de Usuario”, el cliente se comunicará con el 
servidor o, mejor dicho, su capa de servlets, con las siguientes instrucciones a través del 
protocolo HTTP:  
 
• GETDATA: El cliente ha realizado una petición de datos. Se consultará a la capa de 
gestión para obtener tales datos y se le responderá al cliente con éstos. 
 
• SENDCMD: Se ha recibido una petición de comando. El Servlet realizará un 
procesado previo a la instrucción para obtener el comando y lo comunicará a la capa 
de gestión.  
 
• STAT: Petición del estado de la red CAN que se consultará acto seguido a la capa de 
gestión de datos. 
 
• SVRCONN: Petición de conexión con el servidor. Responder automáticamente al 
cliente desde la Capa de Servlets si dicha instrucción se recibe.  
 
• Otras instrucciones: El cliente ha lanzado una petición desconocida y por ello, se ha 
de rechazar devolviendo una respuesta de error.  
 
Concluida la especificación de la banda de cliente – capa de servlets, se han cubierto las 
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entradas y las salidas de la capa ante las peticiones del cliente. Ahora, se ha de cubrir este 
mismo aspecto pero por la otra banda del flujo de datos.  
 
 
6.5.2 Especificación Capa de Servlets- Capa de Gestión de Datos 
Concurrente 
 
 
Para evitar redundancia en las descripciones ya que, parte de esta especificación se explicará 
en la especificación de la Capa de Gestión de Datos Concurrente, se indicará tan solo la 
asociación de la instrucción con el componente de la Capa de gestión de datos.  
 
 
 
Instrucción 
 
Componente Gestión Datos 
GETDATA Módulo de Gestión de Datos 
SENDCMD Módulo de Gestión de Comandos 
STAT Servicio de Scan 
SVRCONN Ninguno 
Otras Instrucciones Ninguno 
 
 
Así pues, cuando el Servlet recibe una instrucción dada, acude al módulo correspondiente de 
la capa de gestión de datos en particular, para obtener los datos necesarios requeridos por el 
cliente o para que ejecute un comando.  
 
6.5.3 Instrucción SENDCMD 
 
Es de especial mención la instrucción SENDCMD debido a su procesado en particular ya que, 
a diferencia de las demás instrucciones, el Server realiza una espera activa de la terminación 
del comando que se ejecuta antes de poder contestar al cliente con un resultado.  
 
Es por ello, que para dicha espera, se establece un intervalo de 10 segundos antes de que el 
Servlet dé por expirada la ejecución de dicho comando y conteste al cliente con el mensaje de 
“Time out”.  Si se contestara antes de los 5 segundos, recogería el resultado y se lo devolvería 
al cliente. 
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6.5.4 Explicación funcional de la Capa de Servlets 
 
 
Concluida la especificación  o descripción de la capa de Servlets, tan solo queda por agrupar 
dichas descripciones y explicar el funcionamiento de éste de forma sencilla en 4 pasos: 
 
1 - El Servlet recibe a través de Internet una petición de un cliente 
 
2 - El Servlet procesa la petición y contesta si puede. 
 
3 - Si no pude contestar dicha petición, consulta o transfiere el procesado al módulo 
concreto de la capa de gestión de datos. 
 
4 - Recibe el resultado de tal transferencia y responde al cliente.  
 
A continuación en detalle, se muestra el diagrama del comportamiento completo del Servlet: 
 
 
 
 
Fig. 6.2 – Diagrama de la capa de servlets 
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6.6 Capa de Gestión de Datos Concurrente 
 
Entre las capas de Servlet y de Comunicación, se encuentra la capa de gestión de datos 
concurrente que realiza por una banda la atención a los requerimientos de los Servlets y por 
otra, la de comunicar los comandos CAN a través de la capa de comunicación, aplicándoles el 
control de prioridades y de concurrencia que se le ha atribuido.  
 
Es preciso realizar una especificación cubra dichos aspectos como también un detalle de 
arquitectura modular concisa para derivar en un análisis funcional detallada de la interacción 
entre los módulos que lo componen.  
 
Se segmentará las especificaciones en 4 grandes componentes que son los siguientes: 
 
• Módulo de gestión de datos 
• Módulo de gestión de comandos 
• Servicio de Scan 
• Módulo de preprocesado de mensajes entrantes 
 
Para cada uno de los 4 componentes, se indicará una especificación, su arquitectura y la 
explicación del flujo de datos que se producen en ellos.  
 
 
 
Fig 6.3 – Esquema de la capa de gestión de datos 
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6.6.1 Especificación de los Módulos 
 
Debido a que las especificaciones son sencillas para los 3 casos, se ha optado por agrupar la 
descripción en este aspecto, en una tabla en donde se podrá ver claramente las entradas y 
salidas de los módulos. Se usará además, parte de la especificación de la Capa de Servlets 
para cubrir con más detalle la descripción: 
 
 
Instrucción 
 
Componente 
Gestión Datos 
concurrente 
Nombre del Módulo en 
código 
Descripción 
GETDATA 
Módulo de Gestión 
de Datos 
RTDSystem 
- Entrada: Instruct. GETDATA 
- Salida: Datos de 
monitorización 
SENDCMD 
Módulo de Gestión 
de Comandos 
CMDSystem 
- Entrada: Instruct. 
SENDCMD 
- Salida: Resultado del 
comando o “time out” 
STAT Servicio de Scan NetMngSys 
- Entrada: Instruct. STAT 
- Salida: Información del 
estado de la red. 
SVRCONN Ninguno Ninguno 
Se responde desde la capa 
de Servlets 
Otros Ninguno Ninguno 
Se responde desde la capa 
de Servlets 
 
 
6.6.2 Módulo de Gestión de datos 
 
 
El módulo de gestión de datos proporciona a la capa de Servlets los datos que le son 
requeridos el cliente de forma organizada y orientada a su visualización a tiempo real. 
Además, proporciona una gestión de datos que incluye la del almacenamiento de datos, 
clasificación de éstos según del identificador o del microcontrolador del que provengan y ciclo 
de vida. De esta forma, se guardan los datos de forma persistente durante un periodo corto y 
suficiente de tiempo, para que puedan ser consultados por el cliente antes de que sea 
eliminado de la memoria.  
 
 
 77 
6.6.2.1 Diseño modular del Módulo de Gestión de datos 
 
Para abordar con la gestión de datos con las características mencionadas, se ha optado por 
implementar los siguientes módulos para ello: 
 
 
Modulo 
 
Descripción 
DataMsgBuilder 
Construye los datos de monitorización a partir de los datos 
que hay en el ShiftBufferList y así facilitarlos al Servlet 
cuando los requiera 
ShiftBufferList 
Gestiona los ShiftBuffer creándolos cuando existan datos de 
un microcontrolador nuevo detectado. 
ShiftBuffer 
Almacena los datos de monitorización que se reciben de los 
microcontroladores. Cada uno de ellos representará a los 
datos que ha enviado un microcontrolador. Además 
proporciona un método para que se desplacen los datos de 
forma que el más antiguo se borra de la memoria dejando 
espacio al dato más reciente.  
ShiftSync 
Gestiona el desplazamiento de los Shiftbuffer de forma que, 
cada segundo realiza en todos ellos un desplazamiento. 
DataDistributor 
Distribuye los datos recibidos de los microcontroladores en 
función su identificador. 
 
Una vez descritos los módulos y su función establecida, en la siguiente figura se puede 
apreciar la interconexión entre ellos para el cometido del módulo de gestión de datos, al que 
se le ha atribuido el nombre de RTDSystem: 
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Fig. 6.4 – Módulo de gestión de datos “RTDSystem” 
 
 
6.6.2.2 Explicación funcional del Módulo de Gestión de datos 
 
El flujo de datos comienza desde el DataDistributor que contiene una cola en donde se 
almacenan los datos recibidos por el módulo de comunicación y que son, posteriormente, 
distribuidos por su subproceso. Esta distribución, como ya se ha descrito, se realiza en función 
del identificador al que corresponden los datos. Así pues, el subproceso usará el 
ShiftBufferList para encolar dichos datos en el ShiftBuffer correspondiente al microcontrolador. 
 
 
 
Fig. 6.5 – Distribución de datos de monitorización 
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A continuación, el ShiftBufferList si no tuviera un ShiftBuffer creado para ese microcontrolador 
debido a que es la primera vez que se reciben datos de éste, creará tal ShiftBuffer para éste 
propósito y le encolará el dato recibido. Cuando se encolan los datos, se realiza en la cola 
asíncrona de los ShiftBuffer de forma que, en un instante posterior, pasará a la cola 
sincronizada de los Shiftbuffers controlados por el ShiftSync. 
 
 
 
Fig. 6.6 – Esquema del modo de almacenamiento de datos 
 
 
En paralelo, independientemente de lo que ocurra en el resto de módulos, el ShiftSync se 
encarga de realizar el ciclo de vida de datos de los Shiftbuffers siempre y cuando, exista al 
menos uno de ellos. Ejecutará cada segundo transcurrido el método de los ShiftBuffers para 
realizar un desplazamiento de colas.  
 
Cuando se realiza un desplazamiento de colas en los ShifBuffers, ocurre de la siguiente 
forma: 
 1 – El dato más antiguo de la cola sincronizada se borra 
 2 – El dato de la cola asíncrona entra en la cola sincronizada 
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Fig. 6.7 – Ejemplo de Shift de un buffer 
 
 
De esta forma, se mantienen sincronizados los datos que se han mostrado en la Consola de 
Usuario con los datos que hay almacenados en el servidor de aplicaciones.  
 
Por otra banda, en independencia a la ejecución de os módulos explicados, el módulo 
DataMsgBuilder recopila la información de los ShiftBuffer a través del ShiftBufferList, que 
dispone de un método para estructurar los datos para que sean interpretados por la Consola 
de Usuario destino. No obstante, si no hubiera datos disponibles, se facilitaría una información 
vacía. Así pues, los Servlets consultando al módulo DataMsgBuilder, pueden disponer de tal 
información cuando la precisen.  
 
 
 
Fig. 6.8 – Construcción del mensaje con los datos de monitorización 
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6.6.3 Módulo de Gestión de Comandos 
 
El módulo de gestión de comandos es el más complejo de los 3 componentes atribuidos a la 
capa de gestión de datos concurrentes ya que, proporciona un marco de ejecución de los 
comandos CAN en el que se respeta la prioridad de éstos y además de la concurrencia que 
proporciona el servicio.  
 
Por otro lado, para evitar la sobresaturación de comandos en el sistema, a cada uno de ellos 
que esté en proceso de ejecución, se le aplica un ciclo de vida de una duración exacta de 10 
segundos coincidiendo en el tiempo de espera del Servlet a la respuesta del comando. Una 
vez concluidos los 10 segundos del comando, desde que se inicia su proceso en el módulo de 
gestión de comandos,  se borra del sistema para evitar consumir más recursos.  
 
Se establecen 10 segundos exactos para el ciclo de vida del comando ya que, es un tiempo 
razonable para la ejecución de éste, considerando que su ejecución depende del estado de la 
red CAN y del estado de carga del servidor central. Más adelante, se indicarán los tiempos de 
respuesta calculados para este módulo en cuestión.  
 
Cabe remarcar, que este módulo además es utilizado por el Servicio de Scan que, a su vez, 
usa comandos CAN y los lanza por el mismo medio que los Servlets.  
 
6.6.3.1 Segregación en componentes menores del módulo de gestión de comandos 
 
Para un mayor seccionado en la explicación del módulo de gestión de comandos, se 
plantearán 3 componentes menores que controlarán el ciclo de vida de los comandos, su 
ejecución, su prioridad y las respuestas recibidas de los microcontroladores. A continuación se 
enumeran y se les da una breve descripción: 
 
• Componente de peticiones: Atiende a las peticiones originadas desde el Servlet o el 
Servicio de Scan y encola la tarea de ejecutar el comando al sub-módulo de 
ejecuciones.  
 
• Componente de ejecuciones: Comprueba en su cola de prioridades el comando 
siguiente a ejecutarse, aplicando el criterio de prioridad establecido por el CAN, y lo 
envía a través de la capa de comunicación.  
 
• Componente de respuestas: Lee las respuestas obtenidas de los comandos 
ejecutados y las devuelve al sub-módulo de peticiones.  
 
Éstos, estarán interconectados para controlar el flujo de datos originado por el comando de la 
 82 
siguiente forma: 
 
 
Fig. 6.9 – Sub-componentes del módulo de gestión de comandos 
 
 
6.6.3.2 Diseño modular del Módulo de Gestión de Comandos 
 
Como ya se ha descrito, el módulo de gestión de comandos se puede separar en 3 
componentes menores que realizarán las funciones que se les ha asignado. Estos 3 
componentes menores a su vez están constituidos por otros módulos más pequeños, que 
realizarán una tarea más concreta, para cumplir con el objetivo principal del componente que 
integran y así se describe y se agrupa en la siguiente tabla: 
 
Componente 
menor 
Módulo Descripción 
 
CMDReqListHandler 
Es una tabla en donde se registran las 
peticiones de los Servlets y del Servicio de 
Scan. Al registrarse en esta tabla, se crea 
un subproceso CMDRequester con dicha 
petición. 
CMDRequester 
Realizará la tarea de encolar el comando en 
el PriorityQueue, y la espera activa en la 
tabla ResponseTableList con el fin de 
esperar a la respuesta al comando. Si la 
recibe, completará en la tabl 
CMDReqListHandler la respuesta o, en 
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caso contrario, responderá por él mismo el 
tiempo de espera superado “Time Out” 
 
PriorityQueue 
Es un vector de colas de comandos en 
donde se almacenan éstos, según su 
prioridad establecida en el comando CAN. 
Cuando se le es consultado un comando 
para ejecutarse, proporcionará siempre el 
comando más prioritario.  
ExecutorCoordinator 
Recupera el comando con mayor prioridad 
de la PriorityQueue y lo transfiere a la capa 
de comunicación para que sea ejecutado. 
Posteriormente, realizará los registros 
necesarios en el ExecutingTableList y en la 
ResponseTableList para que quede 
constancia de su ejecución. Cabe señalar, 
que también dispone de una cola interna en 
donde van a parar los comandos, que no se 
han podido ejecutar en primera instancia.  
ExecutingTableList 
Es una tabla en donde se registran los 
comandos que ha ejecutado el 
ExecutorCoordinator. 
 
ResponseCoordinator 
Comprueba si existe una asociación en las 
respuestas de comando recibidas a través 
de la capa de comunicación, con los 
comandos que se encuentran en 
ExecutingTableList y, con ello, registra la 
respuesta en la ResponseTableList  
ResponseTableList 
Se registran en esta tabla las respuestas 
obtenidas de los comandos lanzados y que 
es consultado de forma activa por el 
CMDRequester.  
 
Todos estos módulos forman, como se ha comentado en la especificación, el CMDSystem que 
es el término que se le ha asignado en código al módulo de gestión de comandos. 
 
La interconexión de dichos módulos se muestra en la siguiente figura: 
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Fig. 6.10 – Esquema de interconexión entre módulos del “CMDSystem” 
 
 
6.6.3.3 Ciclo de vida del Comando 
 
Antes de poder continuar con el análisis funcional del módulo de gestión de comandos, es 
necesario explicar, con independencia a la implementación llevado a cabo para este módulo, 
para una mayor comprensión. Dichos estados, están marcados por los subprocesos del 
CMDRequest desde que se crean, hasta que terminan respondiendo o transcurridos los 10 
segundos de tiempo establecidos para la vida del comando.  
 
Así pues, como ya se ha comentado, los comandos pasan por una gestión de su ciclo de vida 
y transicionan por unos estados denominados de la siguiente forma: 
 
• Petición: El comando está en este estado desde que se registra en la tabla 
CMDReqListHandler hasta que se encola en la PriorityQueue.  
 
• Cola: Este estado va desde que el comando se registra en la PriorityQueue hasta que 
el CMDRequester detecta que ha sido ejecutado en la ResponseTableList.  
 
• Ejecución: El comando permanece en este estado desde que el CMDRequester 
detecta que su comando se ha ejecutado, hasta que recupera la respuesta a este 
comando en la ResponseTableList.  
 
• Respuesta: Es el último estado por el que pasa el comando y va desde que el 
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CMDRequester recibe la respuesta del comando ejecutado, hasta que registra ésta en 
el CMDReqListHandler.  
 
Para comprobar las transiciones, se muestra a continuación un sencillo grafo de estados 
dirigido: 
 
 
 
 
Fig. 6.11 – Grafo dirigido del ciclo de vida de un comando 
 
 
En el grafo anterior, están descritos además, el tiempo en el que puede permanecer dicho 
comando en ese estado y que el CMDRequester verifica. Si por ejemplo, un comando 
permanece en el estado “Cola” durante más de 5 segundos, el CMDRequester descarta que el 
comando pueda ser ejecutado y se dirige directamente al estado “Respuesta”, para responder 
a la petición del Servlet o del servicio de Scan con el mensaje de “Time Out”. 
 
Existe un camino especial dentro del grafo mencionado para los comandos requeridos por el 
servicio de scan ya que, en particular, no necesitan de una respuesta de los 
microcontroladores. Por ello, para estos comandos que el servicio de scan lanza, realizan las 
siguientes transiciones: 
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Fig. 6.12 – Ciclo de vida especial del comando del servicio de scan 
 
 
6.6.3.4 Explicación funcional del Módulo de Gestión de comandos 
 
 
Como comentario inicial, para evitar solapar acciones entre los 3 componentes menores 
dentro de la explicación, se separarán éstas en secciones diferentes.  
 
Componente de Peticiones: 
 
El flujo de datos originado en este módulo comienza desde que un Servlet o el Servicio de 
Scan encolan una petición de comando en el CMDReqListHandler. Este registro estará 
constituido por un identificador de petición (IDREQ), que es un número de de 0 a 99999 
generado de forma aleatoria, el comando a ejecutar y la respuesta del comando pero en valor 
Null.  
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Fig. 6.13 – Registro de petición al “CMDSystem” 
 
 
Inmediatamente, la acción de encolar un registro en la tabla CMDReqListHandler crea un 
subproceso CMDRequester para gestionar la ejecución y ciclo de vida del comando. Como es 
de suponer, este subproceso contendrá el comando a ejecutar y el IDREQ pertinente.  
 
 
 
 
Fig. 6.14 – Subprocesos “CMDRequester” para la gestión de ciclo de vida del comando 
 
 
El subproceso del CMDRequester, encolará el comando que se le ha asignado en el 
PriorityQueue y éste a su vez, registrará dicho comando en la cola que le corresponde según 
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su prioridad (Appcode), junto con un sellado de tiempo (TS), el identificador del 
microcontrolador destino (CANID) y el IDREQ. Todos estos datos, en un mismo registro que 
usarán el resto de los componentes. 
 
 
Fig. 6.15 – Registro de comandos en la cola de prioridades 
 
 
Al registrar el comando, el CMDRequester comienza a comprobar en la ResponseTableList si 
su IDREQ se encuentra registrada en la tabla durante un intervalo de 5 segundos. Mientras 
que no lo esté, el comando sigue estando en la PriorityQueue para él. Si se han sobrepasado 
esos 5 segundos sin que se haya registrado su IDREQ, el CMDRequester terminaría con su 
espera, borrando en primer lugar el registro creado con su IDREQ de la ResponseTableList, y 
respondería con un mensaje de “Queue Time Out” al peticionario del comando. 
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Fig. 6.16 – Verificación del estado del ciclo de vida del comando. “Queue Time” 
 
 
 
Si se encuentra su IDREQ antes de los 5 segundos, el CMDRequester reinicia el tiempo de 
espera y vuelve a esperar para que el registro asociado a su IDREQ, contenga una respuesta 
no vacía (Null), durante otros 5 segundos. Si se sobrepasasen los 5 segundos establecidos 
sin detectar una respuesta válida en el registro del ResponseTableList, el CMDRequester 
terminaría con su ejecución, borrando el registro creado con su IDREQ de la 
ResponseTableList y del ExecutionTableList, y respondería por sus propios medios al 
peticionario del comando, mediante el mensaje “Execution Time Out”  
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Fig. 6.17 – Verificación del estado del ciclo de vida del comando. “Execution Time” 
 
 
En el caso de detectar una respuesta válida en el ResponseTableList, registrará ésta en la 
tabla CMDReqListHandler para que el peticionario la pueda obtener y borrará el registro de la 
ResponseTableList para liberar espacio en la tabla. 
 
 
Componente de Ejecuciones: 
 
 
Para abordar la explicación de este componente, se describirá la operación de “ejecutar 
comando” que realiza el módulo ExecutorCoordinator, que es el módulo principal del 
componente, y las comprobaciones que conllevan ésta: 
 
Ejecutar Comando: 
• Comparar el sellado de tiempo (TS) del registro del comando con la hora en el que se 
ejecuta el comando 
o Si el valor absoluto de la resta sobrepasa los 5 segundos, descartar 
comando y pasar a otro comando.  
o Si no lo sobrepasa, continuar al siguiente paso.  
• Obtener el identificador de microcontrolador al que se dirige el comando CANID y 
comprobar que en la tabla ExecutingTableList no se encuentra registrado tal 
identificador: 
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o Si se encuentra el identificador, registrar el comando en la cola interna 
SuspendedQueue y pasar a otro comando.  
o Si no se encuentra el CANID en la tabla, continuar al siguiente paso. 
• Si no se encuentra, transferir el comando a través de la capa de comunicación, 
registrarlo en la tabla ExecutingTableList y pasar a otro comando.  
 
A continuación se muestra un diagrama en donde se pueden comprobar los pasos que se 
acaban de describir: 
 
 
 
Fig. 6.18 – Diagrama de la función “Ejecutar Comando” 
 
 
 
La labor del componente de ejecuciones comienza a partir de la ejecución reiterada del 
subproceso del ExecutorCoordinator. Este subproceso pasa por dos ciclos en el que, en 
primer lugar, comprueba si existen comandos en su cola interna SuspendedQueue, que 
corresponde a los comandos que no han podido ser ejecutados en primera instancia. Y, en 
segundo lugar, comprueba el PriorityQueue, que es la cola principal de comandos. 
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Fig. 6.19 – Orden de verificación de comandos 
 
 
Se ha de constar que el comando, tanto si estuviera en la PriorityQueue o en la 
SuspendedQueue,  permanecería en el estado “Cola” y sería indiferente para el 
CMDRequester.  
 
Si existieran comandos en SuspendedQueue, se almacenaría el número de comandos de 
ésta y ejecutaría, bajo las condiciones descritas al principio de la explicación, tantos 
comandos de esa cola como el número indicase. De esta forma el ExecutorCoordinator 
completa su inspección y ejecución de comandos en suspensión. Cabe remarcar que éste 
número es necesario para marcar un límite a la hora de ejecutar comandos en suspensión ya 
que, posiblemente, alguno de éstos comandos puedan volver a la cola y por ello, pueda volver 
a ser ejecutado en el mismo ciclo del ExecutorCoordinator.   
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Fig. 6.20 – Comprobación de comandos en suspensión 
 
 
 
Fig. 6.21 – Ejecución de comandos en suspensión 
 
Una vez terminada la ejecución de comandos en suspensión, el ExecutorCoordinator, pasa a 
comprobar los comandos del PriorityQueue. La cola PriorityQueue proporciona al 
ExecutorCoordinator siempre el comando más prioritario ya que facilita el comando que está 
en la cola más prioritaria.  
 94 
Acto seguido, después de obtener el comando más prioritario, se ejecutará éste bajo las 
comprobaciones que se han indicado al principio de la explicación de este componente.  
 
 
 
Fig. 6.22 – Obtención del comando más prioritario y ejecución 
 
 
Concluidos los dos ciclos del ExecutorCoordinator, éste se volvería a ejecutar como se ha 
indicado al principio pasando de nuevo por los dos ciclos.  
 
 
Componente de Respuestas: 
 
Una de las competencias principales de este componente, es la de mantener informado al 
componente de peticiones de la ejecución de su comando y de la respuesta obtenida de éste. 
Para ello, dispone de del módulo ResponseCoordinator que contiene un subproceso que 
realiza esta tarea de forma reiterada.  
 
En primer lugar, comprueba en la tabla ExecutingTableList los comandos en ejecución y que 
el proceso ExecutorCoordinator se ha encargado de registrar. Para evitar el borrado de esta 
tabla que es indicativo para el estado del comando, la tabla ExecutingTableList contiene una 
cola interna, que contiene todos los registros de comando que se han ejecutado y que 
además, se han de registrar en la ResponseTableList, para que el componente peticionario o 
CMDRequest pueda cambiar su estado.  Así pues, si existieran tales elementos en dicha cola, 
vaciaría registro por registro la cola y, para cada uno, crearía un nuevo registro en la tabla 
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ResponseTableList con su IDREQ para que el CMDRequester lo pueda identificar. 
 
 
 
Fig. 6.23 – Registro de identificadores con comandos en ejecución en la tabla de respuestas 
 
 
 
 
 
 
Una vez terminado el ciclo anterior, el siguiente ciclo comprueba los datos proporcionados por 
la capa de comunicaciones. Si no hubieran datos, volverá a repetir los pasos anteriores. En 
caso de haber datos y en particular, respuestas, recogerá una de ellas y comprobará mediante 
el CANID de la respuesta si aún se encuentra en la tabla ExecutingTableList. Si no lo 
estuviera, simplemente no se realizaría nada más con esa respuesta ya que, como se ha 
indicado en el componente de peticiones, el CMDRequest ha sobrepasado el tiempo de 
espera límite, y ya ha respondido al peticionario.  
 
Si estuviera en la tabla, obtener el IDREQ de dicha ejecución, borrarlo de la tabla y buscar en 
la tabla ResponseTableList el IDREQ para rellenar su registro con la respuesta. Si no 
estuviera tal registro, tan solo se ha de deshacer la respuesta.  
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Fig. 6.24 –Recepción de respuesta, verificación y registro en la tabla de respuestas 
 
 
Concluidos estos pasos, se volvería a comenzar desde el primer ciclo ya que el 
ResponseCoordinator se ejecuta de forma reiterada. 
 
 
6.6.4 Servicio de Scan 
 
 
Este servicio parte de la necesidad de implementar un mecanismo automático para el 
servidor, que pueda detectar por sí mismo los microcontroladores operativos, que se 
encuentran conectados a una red CAN. De esta forma, estableciendo las bases de un 
protocolo adecuado, se logra este propósito sin necesidad de la intervención directa de un 
usuario, emulando además el comportamiento que podría tener una sonda.  
 
Adicionalmente, es un servicio que adquiere información complementaria de los 
microcontroladores y que puede ser de utilidad, para ampliar las funcionalidades que puedan 
ofrecer.  
 
Por otro lado, es un componente que depende del módulo de gestión de comandos en la 
misma capa de gestión de datos ya que, para poder obtener información actualizada de los 
microcontroladores conectados, es necesario que envíe comandos con cierta periodicidad y 
así poder recibir dicha información  
 97 
 
Así pues, cuando la capa de Servlets requiera la obtención de la información de los 
microcontroladores conectados a la red CAN, el servicio le facilitará dicha información 
actualizada al instante. 
 
6.6.4.1 Diseño modular del Servicio de Scan 
 
Como en el punto X se realizó la especificación, a continuación se detallarán los módulos por 
los que está compuesto el servicio.  
 
Módulo Descripción 
NetMngService 
Módulo que contiene un subproceso que cada 5 segundos, 
envía un comando a través del módulo de gestión de 
comandos, para obtener información de la red CAN. Usa el 
HelloMsgContent para construir dicho comando. También 
se encarga de registrar los datos recibidos a la tabla 
NetMngStatusTable. 
HelloMsgContent 
Módulo que simplifica el uso del protocolo “Hello” sobre el 
CAN. Facilita la construcción de dichos mensajes y el 
procesamiento de éstos.  
NetMngStatusTable 
Tabla que contiene los registros de información de los 
microcontroladores detectados y, además, dispone de un 
subproceso que elimina los registros que han permanecido 
sin actualizarse durante un cierto tiempo. 
 
Dichos módulos, estarán conectados de la siguiente forma para constituir el componente del 
servicio de scan: 
 
 98 
 
Fig. 6.25 – Esquema del módulo de servicio de scan 
 
 
6.6.4.2 Explicación funcional del Servicio de Scan 
 
Al iniciar el servicio de scan, cada 5 segundos el subproceso del módulo NetMngService 
construye un comando del tipo “Hello” mediante la ayuda del módulo HelloMsgContent, para la 
búsqueda de microcontroladores en la red CAN, y lo envía a través del módulo de gestión de 
comandos.  
 
 
Fig. 6.26 – Solicitud de ejecución de comando al módulo de gestión de comandos 
 
Una vez enviado el comando, comprueba en su cola de datos entrante, antes de volver a 
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enviar otro comando, la existencia de nuevos datos. Si existieran, antes de volver a enviar otro 
comando, consumiría todos estos y los registraría uno por uno en la tabla NetMngStatusTable. 
 
 
 
Fig. 6.27 – Recepción de la información de la red CAN 
 
 
La tabla NetMngStatusTable organiza la información de forma que, un registro corresponde 
directamente a un identificador de microcontrolador (CANID) y no puede haber dos registros 
con un mismo identificador. Si se diera el caso de que al registrar un nuevo registro con un 
identificador que ya estuviera registrado previamente, éste último se actualizaría con los datos 
del nuevo. 
 
Para cada registro, existe un contador que se denomina “aging” y que es de utilidad para el 
subproceso de la tabla a la hora de conocer o controlar, el tiempo que ha estado sin 
actualizarse dicho dato. Éste dato toma valores del conjunto [0 - 2] de forma que, el registro 
con menor valor de “aging” es el más reciente o se acaba de actualizar. Así pues, cada vez 
que se ingrese un nuevo registro o se actualice uno, ese valor se inicializará a 0.  
 
Independientemente de los nuevos registros que se ingresen o de las actualizaciones que ha 
habido en éstos, el subproceso de la tabla NetMngStatusTable, incrementa cada 5 segundos 
todos los “aging” de todos los registros ingresados en ese instante. Si alguno de los registros 
tiene un valor igual a 2 en “aging”, este registro se eliminaría de la tabla. 
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Fig. 6.28 – Actualización de la información registrada 
 
 
De esta forma, se elimina la información de los microcontroladores que no hayan respondido a 
los mensajes de “hello” durante los sucesivos incrementos del valor “aging”, ya que son 
microcontroladores que se consideran desconectados de la red o no operativos. 
 
Así pues, gracias a la gestión realizada por módulo de servicio de scan de la información de 
los microcontroladores, obtenida de los mismos, podrá proporcionar a la capa de servlets la 
información requerida y actualizada a tiempo real de la red CAN.  
 
 
 
Fig. 6.29 – Construcción de la información de la red CAN 
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6.6.5 Módulo de procesado de mensajes entrantes 
 
Los datos leídos a través de la capa de comunicación, son todos en primera instancia 
recibidos por éste módulo, que como dice su nombre, realiza un procesado de estos datos 
que son mensajes CAN, previos a ser usados por los otros componentes de la misma capa. 
Se explicará, en este punto, solo a nivel funcional, debido a que en comparación a los otros 
módulos de la misma capa, es mucho más simple. 
 
Cada periodo corto de tiempo, el subproceso de este módulo realiza una comprobación de su 
cola de entrada, que es donde la capa de comunicación deja los datos entrantes al servidor, 
para leer y procesar estos datos. Este procesado, conlleva a una verificación del tipo de 
mensaje que se ha recibido y la distribución de éste. 
 
 
Fig. 6.30 – Distribución de mensajes CAN 
 
 
La verificación del mensaje se realiza en función del código de aplicación que tiene asignado 
el mensaje. Éste código de aplicación, se explicará más detenidamente en el capítulo 7.  
 
Una vez comprobado el código de aplicación, el subproceso del módulo sabrá a qué módulo 
de la capa de gestión de datos corresponde y, por ello, encolará dicho mensaje en la cola 
entrante del módulo destino.  
 
 
A grandes rasgos, y a modo de ejemplo, si el mensaje es del tipo “hello”, es decir, el código de 
aplicación 4, se encolará el mensaje en la cola entrante del servicio de scan.  
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Otro ejemplo puede ser el de los mensajes del tipo  “data” cuyo código de aplicación es el 2, 
se encolará el mensaje en la cola entrante del módulo gestor de datos.  
 
6.7 Capa de Comunicación 
 
La capa de comunicación proporciona a la capa de gestión una interfaz donde puede leer los 
mensajes recibidos a través del puerto serie USB, y escribir mensajes sobre el mismo puerto. 
Ofrece solo los métodos o funciones necesarias, para la comunicación con el puerto serie, 
mientras que el resto de gestiones como el control de errores y el procesado de mensajes 
CAN, es responsabilidad de la capa de gestión de datos. Se ha de remarcar que el puerto 
serie USB que derivará del servidor, deberá estar conectado a un microcontrolador con fines 
de conversión USB – CAN, dispositivo que está contemplado en la implantación del proyecto, 
y que se explicará en el capítulo X. Así pues, las escrituras y lecturas sobre el puerto serie a 
través de la capa de comunicación, se derivarán al puerto USB y, seguidamente, a la red CAN 
gracias al “puente” establecido entre la capa de comunicación y el dispositivo conversor USB 
– CAN.  
 
En el siguiente esquema, se pueden apreciar los módulos que componen la capa de 
comunicación del servidor: 
 
 
Fig. 6.30 – Módulos de la capa de comunicación 
 
 
Para la simplificación del uso de la comunicación a través del puerto serie, se le ha añadido 
una interfaz (Canconnection) que facilita este uso, proveyendo un subproceso para la lectura 
de datos y otro subproceso para la escritura. Dichos subprocesos, trabajarán a partir de una 
cola de datos que, en el caso de la lectura, se almacenarán en cola mientras que en el de 
escritura, se consumirán éstos para enviarse por el bus serie USB.  
 103 
6.7.1 Interfaz CanConnection de la capa de comunicación 
 
Este componente, además de ofrecer el uso directo de los módulos de lectura y escritura para 
el puerto serie, permite la configuración de la conexión con la red CAN, de forma que se 
puede modificar el ancho de banda aceptado, el “mask” y los “filter” para adaptar dicha 
conexión.  
 
Los parámetros conexión CAN optados para el servidor y que deberán ser aplicados sobre el 
microcontrolador conversor, serán los siguientes: 
 
• Baudrate: 20kb/s 
• Mask:  
• Filter: 
• Message: Standart  
 
Esta configuración deberá de ser comunicada mediante el uso de los módulos de los módulos 
de lectura/escritura, y que la misma interfaz realizará al iniciarse el servidor.  
 
6.7.1.1 Especificación de los módulos de lectura y escritura para puerto serie 
 
Dos módulos son los que se han implementado para la simplificación del uso del puerto serie 
y que a continuación, se especificarán y se describirán. 
 
Módulo ComPortReader 
Entrada: Secuencia de datos obtenidos del InputStream. 
Salida: Cola de datos de lectura. 
Error: No se ha podido obtener el InputStream/No se ha podido leer del InputStream. 
Descripción: Lee del InputStream solo cuando hay datos disponibles, los filtra suprimiendo 
las secuencias vacías y las encola en la cola de datos de lectura. Esta cola será leída 
posteriormente por el módulo de procesado de mensajes entrantes. 
 
Módulo ComPortWriter 
Entrada: Cola de datos de entrada. 
Salida: Escritura de los datos de la cola de entrada al OutputStream 
Error: No se ha podido obtener OutputStream/No se ha podido escribir sobre el 
OutputStream. 
Descripción: Periódicamente, el subproceso escribe los datos de la cola de entrada si 
existieran sobre el OutputStream. Los datos de la cola de entrada son escritos por el módulo 
gestor de comandos.  
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Relacionando estos componentes con ciertos módulos de la capa de gestión de datos, 
gráficamente se refleja de la siguiente forma: 
 
 
 
Fig. 6.31 – Enlace capa de gestión de datos – capa de comunicación 
 
 
 
 
 
6.7.2 Módulo ComPortConnection y configuración del puerto USB 
 
Debido a que la comunicación que hay entre el servidor y el microcontrolador conversor USB 
– CAN es mediante el puerto serie USB, es necesario que se configure dicha conexión bajo 
las especificaciones que establece el fabricante del dispositivo para su óptimo funcionamiento. 
Así pues, la configuración es la siguiente: 
 
• Baudrate: 115200 
• Databits: 8 
• Parity: none 
• StopBits: 1 
• FlowControl: none 
 
Esta configuración se puede realizar usando el módulo ComPortConnection que, además de 
facilitar las secuencias de datos (InputStream y OutputStream) a los módulos de la interfaz 
CanConnection, ofrece la función necesaria para la selección del puerto serie y su 
configuración. 
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6.8 Servidor de Aplicaciones 
 
El servidor de aplicaciones usado como ya se explicó en el capítulo X, es el Apache Tomcat 
6.0 con una configuración por defecto para el manejo de Servlets y Pool de Threads. Los 
parámetros de configuración a destacar son los siguientes: 
 
server.xml 
port: 8080 
protocol: http/1.1 
maxThreads: 150 
 
 
web.xml (Capa de Servlets) 
 url-pattern: /CanInitServlet 
 load-on-startup: 1 
 
Configurado de esta forma, la URL a la cual acceden a las Consolas de Usuario es 
http://<Host del Servidor>:8080/CanInitServlet y está establecido que al arrancar el 
servidor, se cargue automáticamente la capa de servlets antes de ser demandada. Por otro 
lado, el número máximo de Threads para la capa de servlets que es de 150, es suficiente para 
este proyecto.  
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7 Protocolo de Aplicación CAN 
 
7.1  Breve Introducción 
 
Para una mejor comprensión de los protocolos que se han diseñado para la implantación de 
este proyecto, en este capítulo se especificarán éstos, clasificándolos en el modelo de 
comunicaciones al cual corresponden y definiendo claramente los objetivos que se quieren 
conseguir con éstos.  
 
Puesto que la especificación del protocolo CAN solo cubre las capas de menor nivel (Física y 
Enlace de datos) del modelo OSI 7, es necesario cubrir al menos un nivel de datos que 
especifique la forma de transferirlos o cómo acceder a ellos. El nivel escogido para ello, es el 
de aplicación ya que, además, esta elección es afín al modelo OSI que siguen las redes 
industriales.  
 
7.2 Objetivos de los Protocolos Diseñados 
 
Como ya se ha comentado en el punto anterior, se diseñarán una serie de protocolos, que 
cubran las necesidades de las comunicaciones que serán necesarias en este proyecto. No 
obstante, las capacidades de dichos protocolos, no deberán ser excesivamente extensas 
como lo podrían ser ciertas especificaciones de hoy en día.  
 
Una de ellas cuyo uso en las redes CAN es cada día más extendido es el CANOpen 
especificado por la organización CiA (CAN in Automation), que cubre muchas de las 
necesidades de las redes industriales. Proporciona, además de un nivel de aplicaciones y 
servicios muy completo, los niveles de transporte y de red de forma similar al modelo OSI 7.  
 
Sin embargo, dadas las necesidades de este proyecto y la complejidad del uso de esta 
especificación, se ha optado por diseñar un modelo propio y sencillo adaptado a las 
características de la red que se desea explotar, pero basado en parte en las especificaciones 
del CANOpen. Por otro lado, como el objetivo principal del proyecto, no se trata principalmente 
de la especificación de un protocolo sobre el CAN y por ello, se plantea como posible evolutivo 
a este proyecto.  
 
Así pues, sin entrar en más detalles de otros protocolos, en este punto se pretende describir 
los requerimientos de la comunicación en la red CAN implantada. Estos requerimientos a 
cubrir, se pueden apreciar en la siguiente tabla descriptiva.  
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Requerimiento Descripción del requerimiento 
Obtención de datos de 
monitorización 
Se necesitará establecer un servicio con un 
modelo de comunicación similar al de Productor 
Consumidor. No será necesaria la sincronización 
de datos ni tampoco el acuse de recibo. 
Recepción de mensajes y 
respuesta de acuse de recibo 
El modelo a seguir sería el punto a punto, para 
cubrir en primer lugar una transmisión de 
mensaje por parte del emisor y la recepción del 
mismo de un acuse de recibo, para que el 
emisor pueda actuar según si se ha recibido el 
mensaje o no. 
Mensaje de difusión de 
búsqueda de dispositivos 
El modelo a seguir sería el punto a punto de 
forma que el mensaje lo reciban uno u varios 
receptores sin saber si existen. Para conocer 
estos elementos, se necesitará el acuse de 
recibo de forma asíncrona, sin condicionar con 
la respuesta el comportamiento del emisor.  
Mensajes de configuración con 
acuse de recibo 
Se precisará que el iniciador de la interlocución 
pueda recibir un acuse de recibo, después de 
haber enviado previamente el mensaje por parte 
del iniciador.  
 
Estos requerimientos les serán asignados un protocolo adecuado para cumplirlas, y que se 
describirán a lo largo de éste capítulo. 
 
7.3 Modelos de Comunicación 
 
Como introducción conceptual al capítulo, se explican los modelos posibles de comunicación 
que son aplicables a los protocolos en general. Tales modelos, describen quiénes pueden 
emitir datos, quiénes pueden iniciar la comunicación y, por supuesto, quiénes son los 
receptores de estos mensajes y si necesitan responder para concluir la comunicación.  
 
En función de las posibles variantes que pueden adoptar el emisor y el receptor en el proceso 
de la comunicación, se establecen estos modelos que se enumeran a continuación: 
 
- Maestro – Esclavo 
- Productor – Consumidor 
- Punto a Punto 
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Para más detalle de estos modelos, en los siguientes puntos se proveerá de la explicación 
necesaria.  
 
7.3.1 Maestro – Esclavo 
 
El modelo Maestro – Esclavo, establece a un interlocutor como principal emisor de mensajes 
(Maestro) que envía éstos a uno o varios receptores (Esclavos) que le sea de interés. Pero en 
ningún momento puede darse el caso de que el nodo receptor, pueda enviar mensajes al 
nodo emisor.  
 
 
 
Fig. 7.1 – Modelo Maestro - Esclavo 
 
7.3.2 Productor – Consumidor 
 
En el caso del Productor – Consumidor, puede haber uno u varios productores que emiten los 
mensajes a sus consumidores. En este modelo puede haber dos variantes. La variante push 
en el que las comunicaciones solo fluyen en el sentido Productor – Consumidor y, la variante 
pull, en donde las comunicaciones comienzan desde el Consumidor que requiere datos al 
Productor y éste se los facilita. A diferencia del modelo Maestro – Esclavo, de productores o 
los nodos que transmiten mensajes pueden haber uno o varios.  
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Fig. 7.2 – Modelo Productor – Consumidor variante PUSH 
 
 
 
Fig. 7.3 – Modelo Productor – Consumidor variante PULL 
 
7.3.3 Punto a Punto 
 
Para las comunicaciones punto a punto, no se establece un principal emisor de datos, ni 
tampoco un principal receptor de mensajes. Todos los interlocutores que participen en la 
comunicación pueden adoptar los dos papeles. El iniciador de la comunicación en este caso, 
envía un mensaje al receptor de éste y, posteriormente, el receptor envía una respuesta al 
emisor.  
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Fig. 7.4 – Modelo Punto a Punto 
 
 
 
7.4 Especificación Base del Identificador CAN 
 
 
Partiendo de la especificación CAN2.0A en el que se establece un identificador de mensaje 
del tamaño de 11 bits, se destinan los 4 bits de mayor peso, para definir los diferentes 
protocolos o servicios que puede alojar la red CAN implantada en el proyecto. Dichos 4 bits 
denominados código de aplicación, más los 64 bytes del mensaje CAN componen en conjunto 
el nivel de aplicación definido. De esta forma, la red CAN definida puede soportar hasta 16 
tipos (2^4) de protocolos o servicios diferentes.  
 
 
Por otro lado, los 7 bits restantes, se han destinado para orientar los mensajes CAN a 
identificador (CANID), de forma que capacita la red CAN al alojamiento de un total de 128 
(2^7) dispositivos. Así mismo, a causa de que la mayoría de protocolos diseñados para la red 
CAN giran en torno a un nodo principal, como lo es el servidor, no se ha visto necesario definir 
completamente en el identificador CAN el identificador del emisor o remitente del mensaje. Se 
ha de añadir que, al establecer este componente de identificación, la red CAN diseñada no 
admitirá colisión de los CANID o no se contempla el comportamiento conflictivo que pueda 
producir.  
 
 
Fig. 7.5 – Segmentación del identificador para otros usos 
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Dado a la disposición del código de aplicación, del identificador CANID y de la prioridad de los 
mensajes CAN establecida por su especificación, se consigue de este modo organizar y 
orientar las prioridades de los mensajes a unos propósitos o servicios concretos. A modo de 
ejemplo, si se desea definir un servicio o protocolo como un componente crítico en la red 
CAN, se le podrá asignar un código de aplicación más próximo al valor 0, para que ésta ocupe 
el bus CAN antes que el resto de tipos de mensajes. Y del mismo modo, si existiera un 
empate en cuanto a código de aplicación se refiere, es posible deshacerlo asignando un 
CANID de valor más bajo o más próximo al 0. O, dicho de otra forma, se podrá establecer en 
este sentido, nodos o dispositivos interlocutores con más prioridad que otros para ocupar el 
bus CAN.  
 
 
Fig. 7.6 – Prioridad a nivel de código de aplicación 
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Fig. 7.7 – Prioridad a nivel de identificador 
 
 
Quedan pues, cubiertas las comunicaciones a nivel de aplicación e incluso de red, debido a la 
orientación que se le ha querido dotar a los mensajes de la red CAN, mediante el CANID.  
 
Resta en los siguientes puntos la especificación de los servicios, que usan los niveles 
establecidos para la comunicación sobre la red CAN y que, a continuación, se mostrarán en 
una tabla descriptiva. 
 
 
Código de 
aplicación 
Nombre del 
Protocolo o 
servicio 
modelo de 
comunicación 
Descripción 
0001 (1) CMDMsg Punto a Punto 
Provee del protocolo para el control del 
actuador del microcontrolador. 
0010 (2) DATAMsg 
Productor – 
Consumidor 
Provee de los datos de monitorización 
captados por el sensor del 
microcontrolador. 
0100 (4) HelloMsg 
Punto a Punto 
Broadcast 
Ofrece la forma de obtener los datos de 
los microcontroladores en la red CAN 
0111 (7) ConfigMsg Punto a Punto 
Ofrece los mensajes de configuración 
para realizar pequeños cambios en el 
comportamiento del microcontrolador.  
 
 
Las prioridades establecidas a los diferentes protocolos, han sido deliberadas bajo el contexto 
de la red CAN diseñada. No obstante, sigue un modelo similar de distribución de la prioridad 
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con el tipo de mensaje ya que, como se especifica en el CANOpen, los mensajes de recepción 
o de transmisión son casi los más prioritarios, mientras que los mensajes de configuración y 
de verificación del estado de la red, son menos prioritarios.  
 
Mediante este pequeño conjunto de protocolos definidos, 4 de los 16 posibles, se consiguen 
cubrir las necesidades descritas en el punto 7.2 de este capítulo. No es necesario añadir más 
protocolos ni servicios ya que, el alcance del proyecto no contempla un complejo desarrollo a 
este nivel.  
 
 
7.5 Especificaciones de los Protocolos Diseñados 
 
En total son 4 los protocolos definidos para establecer las funcionalidades o las capacidades 
de la red CAN. En este punto se desarrollarán las explicaciones pertinentes de cada uno de 
ellos para la comprensión del cómo cumplen con los propósitos definidos en el punto X. 
 
7.5.1 Protocolo CMDMSG 
 
El modelo de comunicaciones del que parte este protocolo es el de Punto a Punto, siendo 
como iniciador de la comunicación por lo general el servidor. Sin embargo, es posible 
extenderlo a que los microcontroladores puedan comenzar esta comunicación, puesto que la 
especificación de este protocolo lo permite. En esta comunicación habrán dos tipos de 
mensajes, uno de ellos se le denomina petición y, el otro, respuesta.  
 
Petición: 
 
- Código de aplicación = 1 (0001) 
- CANID = <CANID del receptor> 
- RTR = No 
- DATA[1] = <CANID del iniciador> 
- DATA[2] = <Dato> 
 
Respuesta:  
 
- Código de aplicación = 1 (0001) 
- CANID = <CANID del iniciador> 
- RTR = No 
- DATA[1] = <CANID del receptor> 
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- DATA[2] = 1 
 
Recordar que el CANID corresponde a los 7 bits del identificador CAN y se refieren al 
destinatario del mensaje. De esta forma, el iniciador de la comunicación envía un mensaje de 
petición al receptor que, una vez recibido éste y procesado el dato, le devuelve una respuesta 
al iniciador con el DATA[2] a “1” indicándole la correcta recepción. 
 
 
 
 
Fig. 7.7 – Ejemplo de mensaje “CMDMsg” 
 
 
 
 
 
En particular, se ha optado por consumir DATA[2] del mensaje de respuesta por posibles 
ampliaciones en un futuro, de forma que, las respuestas puedan ser más complejas y faciliten 
más información.  
 
En ninguno de ambos casos se usa la trama RTR debido a la dependencia del uso del vector 
de datos DATA.  
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7.5.2 Protocolo DATAMSG 
 
Este servicio sencillo se ha diseñado con el fin de proveer al componente de la red interesado 
en ciertos datos de los otros componentes, que producen estos mensajes. El modelo de 
comunicación asignado para este protocolo es el de Productor, que serán los 
microcontroladores que captan los datos de sus sensores, y que se enviarán posteriormente al 
consumidor, papel que adoptará el servidor. La especificación es la siguiente: 
 
- Código de aplicación = 2 (0010) 
- CANID = <CANID del servidor> 
- RTR = No 
- DATA[1] = <CANID del microcontrolador> 
- DATA[2] = <Dato> 
 
Bajo estas especificaciones, los mensajes de este protocolo siempre tendrán como destino al 
servidor, facilitándole en el vector de datos, el CANID del microcontrolador seguido del dato a 
transmitir. Esto implica desactivar la trama RTR. A su vez, esto conlleva a que el envío de este 
tipo de mensajes, no siga una sincronía determinada puesto que, al no haber un consumidor, 
como es el servidor en este caso, que realice la solicitud de datos de forma periódica a los 
productores, los productores enviarán estos mensajes cuando sea necesario. Es decir, se 
enviarán de forma asíncrona y proporcionarán estos mensajes cuando ocurra un evento 
externo. En este caso en particular, estarán arbitrados estos mensajes por la rutina 
programada para las interrupciones de los microcontroladores productores.  
 
 
 
 
Fig. 7.8 – Ejemplo de mensaje “DATAMsg” 
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7.5.3 Protocolo HelloMSG 
 
Este otro protocolo parte del modelo de comunicación Punto a Punto, pero guarda una 
pequeña diferencia respecto a los otros protocolos Punto a Punto definidos en este capítulo, 
ya que, los mensajes que envía el iniciador de la interlocución (servidor), son mensajes de 
difusión y éstos, los aceptarán varios destinatarios. En este caso microcontroladores. Visto de 
otra forma, al ser de trama RTR, de difusión y enviado de forma periódica tal mensaje, 
sincroniza la obtención de las respuestas a este mensaje de difusión, debido a que todos lo 
reciben. Siempre teniendo en cuenta, que todos reconocen el protocolo y están conectados en 
la red CAN.  
 
Se ha de destacar, que el mensaje de petición no va orientado a ningún CANID y se pretende 
que, al iniciar la red CAN, el servidor mediante este protocolo pueda averiguar los dispositivos, 
que están conectados en el mismo medio que él, e información acerca de ellos. De esta 
forma, podrá dar a paso a otros servicios o protocolos, para los dispositivos nuevos 
detectados de esta forma. La especificación de los mensajes es la siguiente: 
 
Petición: 
 
- Código de aplicación = 4 (0100) 
- CANID =  <CANID del iniciador> 
- RTR =  SI 
- DATA = RTR activado. No tiene datos 
 
Respuesta:  
 
- Código de aplicación = 4 (0100) 
- CANID =  <CANID del iniciador> 
- RTR = No 
- DATA = {<CANID del receptor>,S1,S2,…S7} 
 
Al enviar dicho mensaje de difusión, es posible que no le responda ningún dispositivo o varios. 
En el caso del mensaje petición, es importante que esté activada la trama RTR para que los 
receptores reconozcan este tipo de mensaje y lo atribuyan a un servidor. Ya que, 
posteriormente, el CANID indicado en la petición, se considerará para el envío de la respuesta 
y otras tramas siguientes establecidas por otros protocolos.  
 
Como se podrá intuir, los datos incluidos en el vector DATA de la respuesta, se procesarán 
para dar información al sistema para el uso de otros protocolos. Al ser la información recibida 
más extensa, se describen los datos en DATA: 
 117 
 
- S1 (stat): Estado operacional del microcontrolador  
- S2 (type): Magnitud que manipula el microcontrolador  
- S3 (max): Intensidad Máxima de trabajo configurada en el microcontrolador  
- S4 (min): Intensidad Mínima de trabajo configurada en el microcontrolador 
- S5 (limit): Intensidad Máxima alcanzable 
- S6 (N/A): No implementado 
- S7 (N/A): No implementado 
 
 
 
 
Fig. 7.9 – Envío de mensaje de difusión “HelloMsg” 
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Fig. 7.10 – Respuestas al mensaje de difusión 
 
 
7.5.4 Protocolo ConfigMSG 
 
El protocolo de configuración, está basado en el modelo Punto a Punto, en el que el iniciador 
de la comunicación transmite una primera trama sobre un receptor para cambiarlo al estado 
de configuración. Si se ha realizado correctamente el cambio de estado, el receptor 
responderá al emisor notificándole la recepción de dicho mensaje. Esta primera interlocución, 
se especifica de la siguiente forma: 
 
 
Petición: 
 
- Código de aplicación = 7 (0100) 
- CANID =  <CANID del microcontrolador> 
- RTR =  NO 
- DATA[1] = <CANID del iniciador> 
- DATA[2] = <código de configuración> 
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Respuesta:  
 
- Código de aplicación = 7 (0100) 
- CANID =  <CANID del iniciador> 
- RTR = No 
- DATA[1] = <CANID del microcontrolador> 
- DATA[2] = <código de configuración > 
 
En el caso de DATA[2], contendrá el código de configuración que indicará, en el caso de la 
petición, el inicio de configuración (startconfig, DATA[2]=0) y, en el caso de la respuesta, la 
notificación al peticionario del cambio de estado (DATA[2]=3). 
 
Una vez establecido el inicio  de la configuración, el peticionario puede optar por terminar con 
la configuración o bien continuar en ella, enviando los parámetros de configuración que 
precise al receptor.  
 
Para el caso de configurar el receptor, la especificación es similar a la mencionada 
anteriormente salvo en el caso del código de configuración. Así pues, en el caso de la 
petición, en el DATA[2] contendrá el valor “2”, mientras que la respuesta tendrá el valor “3”. 
 
Por último, en el caso de que se decida terminar con la configuración, el código de 
configuración de la petición contendrá el valor “1” (endconfig), mientras que el valor de del 
código en la respuesta sigue siendo el “3”. 
 
Los valores que puede adoptar el código de configuración son los siguientes: 
 
- Startconfig (0): Indica el inicio de una trama de configuración al receptor 
- Endconfig (1): Indica al receptor la terminación de la trama de configuración. 
- Config (2): Envía parámetros de configuración al receptor. 
- Okconfig (3): Notifica al peticionario la correcta recepción del mensaje de 
configuración.  
 
Se ha de destacar que, una vez recibido un mensaje “startconfig” que cambie el estado del 
receptor a modo de configuración, ignorará otros mensajes “startconfig” mientras que 
permanezca en ese estado, para evitar que durante el uso de este protocolo, no interfieran 
otros peticionarios.   
 
 
 
 120 
 
 
 
Fig. 7.8 –Ejemplo de mensaje “ConfigMsg” 
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8 Red de Microcontroladores 
 
8.1  Comentarios del Capítulo 
 
 
La Red de microcontroladores constituye el elemento principal que se quiere explotar, y el 
motivo por el que se han implementado los dos componentes anteriores, para dicho propósito. 
No obstante, no es un componente que contenga ya un firmware o código, que realice las 
acciones deseadas o el comportamiento requerido a los microcontroladores, salvo el caso del 
microcontrolador que realiza las tareas de conversión USB – CAN.  
 
A excepción del microcontrolador conversor, el resto de microcontroladores deben ser 
programados para que contengan todas las capas de código necesarias, para explotar sus 
capacidades de serie como conversores analógico – digital, interfície CAN, moduladores de 
potencia, etc… 
 
Se ha de considerar que dichos microcontroladores, a parte de proporcionar una capacidad de 
proceso independiente de la de los otros componentes del sistema, han de estar programados 
para que puedan, por sus propios medios, accionar una serie de actuadores que bien pueden 
ser, motores, emisores de luz, calefactores, etc... Así mismo, deberán incorporar los sensores 
apropiados, para detectar los eventos que puedan producir el accionado de los actuadores y 
calcular de este modo, la intensidad con la que trabajan dichos actuadores.  
 
Por otra banda, como ya se ha comentado en capítulos previos, la red implantada de los 
microcontroladores está basada en la especificación del protocolo CAN ya que, además de 
ser uno de los objetivos principales del proyecto, todos los microcontroladores usados, 
incorporan la interficie necesaria para este tipo de interconexión. 
 
Así pues, en este capítulo, se dará una descripción completa y formal de los firmwares de los 
microcontroladores, indicando sus estados operacionales, los actuadores y sensores que 
accionan, la red que forman y los cálculos realizados para medir la intensidad de trabajo de 
sus actuadores. 
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8.2 Objetivos del Capítulo 
 
Los puntos que se han de cubrir en este capítulo son los siguientes: 
 
- La red CAN 
- Configuración de conexión a la red 
- El microcontrolador conversor USB – CAN (MCNV en adelante) 
- El microcontrolador de control (MCC en adelante) 
- Estados del MCC (Init, Pre-op, Operational) 
- Transiciones del grafo de estados del MCC 
- Interficies y Componentes Usados en los MCC 
- Interrupciones de los MCC  
- Función principal de los Firmware del MCC 
- Detalle del montaje del Hardware 
- Esquema electrónico de la placa 
- Esquema electrónico de los actuadores y sensores 
- Regulación y control de los subsistemas por firmware 
 
 
8.3 La Red CAN 
 
Todos los microcontroladores, están interconectados entre ellos por un mismo bus sencillo 
formado por un par cruzado de cables. Como todos los microcontroladores usados para este 
proyecto, están dotados de la interficie CAN de transmisión serie, podrán comunicarse entre 
ellos sin los inconvenientes que puedan resultar a la hora de conectar varios dispositivos 
sobre un mismo bus, debido al control y la gestión inteligente que realizan sobre el éste. 
 
Como ya se vio en el capitulo 2, la comunicación entre los diferentes dispositivos de una red 
basada en la especificación CAN, el mensaje que transmite un dispositivo, es escuchado por 
todos los demás dispositivos que estén conectados a la red y es necesario aplicar, según 
convenga, filtros y máscaras para recibir los mensajes que el dispositivo le sea útil, o hasta 
aplicar a nivel de firmware dicho filtrado en la lectura de mensajes.  
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8.3.1 Configuración de Conexión a la Red CAN 
 
Para adaptar los microcontroladores para la conexión a la red CAN, es necesaria configurar la 
interficie de cada uno de ellos para que se pueda efectuar tal conexión. Dicha configuración 
es sencilla y consta de los siguientes parámetros que se han de establecer: 
 
- Baudrate (Ancho de banda) 
- Mask (Máscara) 
- Filters (Filtros) 
 
A continuación, se mostrarán los parámetros establecidos para los MCC y el MCNV. 
 
Microcontrolador Parámetros Valor 
MCNV 
Baudrate 20 Kb/s 
Mask 0x7F 
Filter 1 0x00 
Filter 2 0x00 
MCC 1 Motor 
Baudrate 20 Kb/s 
Mask 0x7F 
Filter 1 0x0D 
Filter 2 0x0D 
MCC 2 Calefactor 
Baudrate 20 Kb/s 
Mask 0x7F 
Filter 1 0x1F 
Filter 2 0x1F 
 
Debido a que la red CAN implantada no requiere del máximo de ancho de banda, se ha 
optado por una de 20 kbps que será suficiente para el funcionamiento de éste. Por otro lado, 
las máscaras y los filtros serán particulares para cada caso ya que cada uno de ellos usará un 
identificador diferente.  
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8.3.2 El Microcontrolador Conversor USB – CAN 
 
 
El MCNV contiene un firmware facilitado por la propia empresa fabricante de los 
microcontroladores, que realiza la tarea principal de conversión de señal USB – CAN y otras 
funcionalidades como la configuración del ancho de banda, máscaras y filtros y comandos de 
diagnostico de la red.  
 
Al ser un código cerrado, no es posible adaptar dicho microcontrolador para un uso adicional 
con independencia de la funcionalidad de conversión. Así pues, este microcontrolador estará 
destinado para esta tarea en concreto y deberá estar conectado al servidor mediante el bus 
USB, y para la conexión con el resto de microcontroladores, se hará mediante un bus simple 
de dos pares de cables trenzados.  
 
De esta forma, los datos que el servidor le transmita, cumpliendo con el formato indicado en el 
anexo X, se transmitirán a la red CAN y al revés para los microcontroladores que comuniquen 
con el servidor.  
 
 
 
Fig. 8.1 – Esquema de conexión del servidor al Mcnv 
 
 
 
Para la implantación de la red de microcontroladores, solo se ha necesitado un MCNV para 
dichas tareas ya que solo es necesario conectar la red a un servidor. 
 
 
8.3.3 El Microcontrolador de Control 
 
Los MCC son los componentes a explotar por el sistema informático de este proyecto, debido 
a que accionan y controlan los actuadores que el usuario del sistema, puede regular desde su 
Consola de Usuario. A su vez, como ya se ha comentado, estos eventos producidos por los 
actuadores son enviados al usuario para que éste los pueda visualizar.  
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En este proyecto, se han usado dos microcontroladores para que hagan las tareas del MCC, 
en particular, uno para el control de un motor de corriente continua y con un optotransistor 
como sensor y otro, para el control de un calefactor y con un sensor de temperatura.  
 
Ambos MCC, responderán a los comandos que se les envíen y, a su vez, enviarán los datos 
captados por sus sensores mientras que controlan el accionado de los actuadores, según en 
el estado operacional en el que se encuentren.  
 
8.3.4 Los Estados Operacionales del MCC 
 
Los microcontroladores usados para el propósito del control de actuadores, tienen todos los 
mismos estados operacionales independientemente del actuador que manejen y del firmware 
concreto que ejecuten para dicho control.  
 
Según en el estado en el que se encuentren los MCC, responderán de una forma u otra a los 
comandos que reciba y accionarán o no los actuadores con su consecuente captación de 
eventos por sus sensores.  
 
En la siguiente tabla se indican los estados por los que puede pasar los MCC con una breve 
descripción de éstos:  
 
Estado Descripción 
Init 
Estado inicial del MCC por el que siempre empieza después de realizar 
un reinicio o reset del microcontrolador. 
Operacional 
Estado principal del MCC en el que acciona los actuadores y los 
sensores.  
Pre-Op 
Estado alternativo al operacional que permite configurar ciertos 
parámetros del MCC 
 
Se detallarán más a fondo estos estados en los siguientes subpuntos, en donde además se 
indicarán, las características de estos estados y bajo qué eventos producen una transición a 
otro estado.  
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8.3.4.1 El estado Init del MCC 
 
Para los MCC se ha establecido un estado por el que siempre pasará si el usuario oprime 
directamente el switch del MCC correspondiente al reset. Sea cual sea el estado en el que se 
encuentre el MCC, cuando se pulsa dicho switch, cambia directamente a este estado.  
 
El estado Init, se caracteriza por la espera activa del MCC de ser detectado por un Servidor, 
sin accionar los actuadores ni sensores y sin realizar ningún tipo de transmisión que ocupe el 
bus. Esta detección es efectiva, cuando el MCC está conectado a la red CAN, recibe un 
mensaje del tipo “hello” y el MCC responde al mensaje con la información de éste. Solo bajo 
estas circunstancias, el MCC realiza la transición al siguiente estado que es el “Operational”. 
Para cualquier otro mensaje que sea diferente al de “hello” no tiene repercusión sobre el 
estado.  
 
A continuación, se muestra la especificación del estado: 
 
Estado Init 
Evento o mensaje recibido Transición 
Reset Estado Init 
Mensaje “hello” Estado Operational 
Otros mensajes Estado Init 
 
Se ha de considerar que en este estado, al no necesitar el accionado de los actuadores, pero 
sí la recepción de los mensajes CAN, solo se activarán las interrupciones que correspondan a 
la interficie CAN mientras que las demás interrupciones, se deberán desactivar para evitar 
funcionamientos no contemplados en este estado.  
 
 
8.3.4.2 El estado Operational del MCC 
 
Los MCC en el estado Operational, accionarán los actuadores y sensores que disponen para 
realizar las tareas principales que se les han asignado. Como es de suponer, el MCC en este 
estado, comenzará a enviar los datos procesados derivados de la captación de los eventos 
que produce el actuador sobre su sensor.   
 
La actividad del MCC se puede aproximar de la siguiente forma:  
 
- Accionado regulado del actuador. 
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- Captar los eventos producidos por el actuador mediante el sensor y procesar los datos 
de monitorización. 
- Enviar los datos de monitorización hacia el MCNV. 
- Responder a los mensajes “hello” si se reciben. 
- Procesar y responder a los mensajes “cmdMsg” de regulación del actuador si se 
reciben. 
 
Todos los puntos anteriores se ejecutan punto por punto reiteradamente siempre y cuando, no 
se cambie el estado del MCC. Algunos de ellos, solo se ejecutan si aplica ya que, si no se 
reciben mensajes que estén dirigidos al MCC en cuestión, no se procesan. 
 
El MCC permanecerá en este estado si no se pulsa el switch reset o si no recibe un mensaje 
del tipo “startconfig”. Si se recibe un reset se cambiaría al estado Init y, si se recibe un 
mensaje del tipo “startconfig”, se produciría la transición al estado Pre-op. Se puede alcanzar 
este estado desde Init o Pre-op.  
 
En la siguiente tabla queda especificado el estado Operational: 
 
Estado Operational 
Evento o mensaje recibido Transición 
Reset Estado Init 
Mensaje startconfig Estado Pre-op 
Otros mensajes Estado Operational 
 
Como último comentario de este estado, todas las interrupciones que se les hayan 
programado a los MCC deberán estar todas activadas para el pleno funcionamiento de los 
actuadores, recepción de mensajes CAN y detección de eventos del sensor.  
 
 
 
8.3.4.3 El estado Pre-Op del MCC 
 
El estado Pre-op del MCC establece un punto de control sobre éste diferente al Operational, 
en el sentido de que se pueden cambiar los parámetros de trabajo de su actuador, por medio 
de mensajes del tipo config. No obstante, sigue siendo un estado operacional y debe seguir 
respondiendo a los mensajes “hello” que reciba, para mantener la constancia de que sigue 
estando conectado a la red y no tiene ningún mal funcionamiento. Otra particularidad que lo 
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caracteriza, es la de la detención de los actuadores, pero no la desactivación de los sensores 
y por ello, seguirá enviando datos de monitorización al servidor.  
 
Así pues, resumiendo en puntos, se describe de forma aproximada las tareas que realiza en 
este estado: 
 
- Detener actuador 
- Captar los eventos producidos por el actuador mediante el sensor y procesar los datos 
de monitorización. 
- Enviar los datos de monitorización al servidor 
- Responder a los mensajes “hello” si se reciben. 
- Responder y procesar los mensajes “config” si se reciben.  
 
Si no se recibe un mensaje “endconfig” no se dejará este estado y permanecerá en éste 
realizando las acciones descritas de forma reiterada. También dejará este estado, para volver 
al estado Init si se recibe una pulsación en el switch reset o si se reinicia el MCC.  
 
En la siguiente tabla, se podrá apreciar la especificación del estado Pre-op 
 
Estado Operational 
Evento o mensaje recibido Transición 
Reset Estado Init 
Mensaje endconfig Estado Operational 
Otros mensajes Estado Pre-op 
 
Particularmente, las interrupciones en este estado, a pesar de que no se accionen los 
actuadores, tendrán todas las interrupciones activadas. De esta forma, los eventos captados 
por el sensor aun accionado, se enviarán al usuario que podrá comprobar que los actuadores 
han sido detenidos.  
 
8.3.5 Transiciones del grafo de estados del MCC 
 
Una vez descritos los estados de los MCC y especificados, poco más se puede añadir 
respecto al grafo que forman sus estados y las transiciones que realiza el MCC sobre éstos. 
Por lo tanto, en la siguiente figura se puede comprobar el grafo dirigido de las transiciones y 
estados del MCC: 
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Fig. 8.2 – Grafo de estados dirigido de los MCC 
 
 
Cualquier otro estado que no esté contemplado en el grafo anterior, debido a un error en el 
firmware o en el dispositivo, queda fuera del alcance del control del servidor y, con lo cual, no 
será detectado en los sucesivos mensajes “hello” 
 
8.3.6 Interficies y Componentes Usados en los MCC 
 
En este punto se describirán las interficies que usará los MCC durante su ejecución. Algunos 
de ellos, ya se han comentado en puntos anteriores de este capítulo pero a continuación se 
todos ellos y el papel que juegan en el MCC.  
 
MCC Calefactor: 
 
• Controlador CAN: Transmisión y recepción de mensajes CAN. 
• Port B 
o RB0 (Input, Analogico): Señal analógica que se capta del sensor de 
temperatura. 
o RB1 (Output, Digital): Señal de accionado de un LED lumínico. 
o RB2 (Output, Digital): Señal de accionado del calefactor.  
• Timer 1: Usado para producir interrupciones de forma periódica. 
• Conversor A/D AN0: Convierte la señal analógica recibida por el RB0. 
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MCC Motor: 
 
• Controlador CAN: Transmisión y recepción de mensajes CAn 
• Port E 
o RE1 (Output, Digital): Señal de accionado del motor. 
• Port B 
o RB4 (Input, Digital): Señal que se capta por el sensor optotransistor. 
• Timer 1: Usado para producir interrupciones de forma periódica.  
 
 
8.3.7 Interrupciones de los MCC  
 
Como simulación a la ejecución concurrente o, en particular a los microcontroladores, para la 
captación de los eventos externos a éste, es necesario activar las interrupciones y dotarles de 
código para manejar éstas. 
 
Los MCC deben disponer de las interrupciones necesarias, para poder procesar los eventos 
externos como lecturas del sensor o de mensajes que recibe, en paralelo a la regulación o 
accionado de los actuadores. Algo con las capacidades descritas no es posible si no existe la 
posibilidad de atender el evento justo en el momento que ocurre.  
 
Para los MCC, se han programado y activado dos interrupciones para realizar las tareas de 
accionado de actuadores, recepción de mensajes CAN y captación de eventos del actuador. A 
continuación se muestra una descripción de dichas interrupciones: 
 
Interrupción Descripción 
Timer 1 
Se ajustan las propiedades del Timer 1 para que cada 100 
ms produzca una interrupción. Realizará las tareas de 
adquisición de datos detectados por el sensor y cálculos 
adicionales. 
CAN RX 
Se configuran las interrupciones del CAN de forma que 
cuando el MCC recibe un mensaje, se produzca la 
interrupción. Cada vez que se ejecute esta interrupción, el 
MCC adquirirá el mensaje CAN recibido.  
Port B 
En el caso del MCC con motor de actuador, es necesaria 
la activación de la interrupción por uno de sus Port , en 
concreto en el B que es por donde recibirá la señal 
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correspondiente al sensor optotransistor. En el MCC 
calefactor no será necesaria la activación de esta 
interrupción. 
 
Descritos las interrupciones de los MCC, será necesaria una explicación detallada de las 
acciones que realiza en cada caso, según el MCC en el que se produzca tal interrupción.  
 
8.3.7.1 Interrupciones del MCC Calefactor 
 
El MCC con calefactor como actuador y sensor de temperatura, dispondrá de dos 
interrupciones en total para realizar las tareas que se le ha asignado. Uno es el Timer 1 y, el 
otro, el del CAN por recepción. 
 
Timer 1 (16 bits): 
 
El Timer 1, está configurado con los parámetros de prescaler a 1:256, sin sincronización de 
timer externo y sin offset del buffer. De esta forma, el buffer de 16 bits realizará un overflow a 
los 100 ms que producirá la interrupción. Dicha interrupción tendrá prioridad 4. 
 
La interrupción en cada ejecución, adquirirá la señal analógica detectada por el sensor de 
temperatura por medio del RB0 y se realizará su conversión a digital para ser procesada 
después.  
 
Una vez adquirida la señal analógica y convertida ésta en digital, se comprobará en primer 
lugar si no supera un máximo establecido de seguridad, para evitar la destrucción del 
actuador. Este límite establecido es de 0x95, que corresponde a aproximadamente 70º grados 
de temperatura. En puntos posteriores, se detallarán más a fondo, estos cálculos.  
 
Si se sobrepasase el límite, la interrupción se encargará de interrumpir inmediatamente el 
accionado del actuador, con el fin de poder enfriar los componentes afectados durante el 
tiempo necesario para que la temperatura de éstos, indicado por el sensor, esté por debajo de 
los 50º grados. Durante ese tiempo, el MCC hará caso omiso a los comandos que pueda 
recibir hasta que la temperatura del calefactor no se regule.  
 
Si no se sobrepasa tal umbral, el procesado de la interrupción continuaría y se revisaría el 
número de interrupciones acumuladas del Timer 1, que se han realizado hasta el momento, 
para condicionar la ejecución. Si se han realizado 10 ejecuciones del Timer 1, lo cual 
equivaldría al transcurso de 1 segundo exacto, ya que cada interrupción equivale a 100 ms 
transcurridos, la interrupción equipara la temperatura detectada por el sensor y la que tiene 
asignada por comando de control enviada por la Consola de Usuario. Si existiera una 
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diferencia menor a 3º aproximadamente, activaría la variable “heat” para el accionado del 
actuador, si no, la desactivaría para que el calefactor se enfriase.  
 
Por último, la interrupción envía la señal adquirida y procesada del conversor analógico-digital 
hacia el servidor a través de la red CAN. También reinicia el número de interrupciones 
acumuladas si se llegan a 10, se reinicia el buffer del Timer 1 a 0 y se reestablece el flag de la 
interrupción (IFS0bits.T1IF).  
 
En este diagrama se pueden apreciar las tareas asignadas a la interrupción por el Timer1.  
   
 
Fig. 8.3 – Diagrama de la Interrupción del Timer 1 del MCC calefactor 
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CAN RX: 
 
La interrupción del CAN está activada solo para el caso de recepción de mensaje. Si es 
efectiva la recepción de un mensaje, es decir, el mensaje recibido cumple con la Mask y el 
Filter asignados a la interficie CAN del MCC calefactor, se guardarán en los buffers de 
recepción el mensaje recibido y producirá una interrupción.  
 
En la interrupción producida, se comprobará en primer lugar si el MCC está en un estado 
operacional diferente al de Init mediante la variable “stat”. Si estuviera en este estado, tan solo 
admitiría mensajes del tipo “hello” como ya se comentó en anteriores puntos y por ello, el resto 
se ignorarían. Al recibir dicho mensaje en el estado Init, respondería al remitente con el 
mensaje adecuado y cambiaría la variable “stat”. 
 
Si se recibe un mensaje CAN en un estado diferente a Init¸ la interrupción se comportaría de 
otra forma aceptando más tipos de mensajes y procesando las respuestas pertinentes, para 
enviárselas al remitente del mensaje recibido.  
 
En el caso de los mensajes “hello”, se procesaría el mensaje de respuesta pertinente y se 
enviaría por medio de la red CAN al servidor. Para el caso de los mensajes “cmd”, la 
interrupción aplicaría los cambios en la variable de control de los actuadores, mediante el 
valor indicado en el mensaje recibido y se enviaría el mensaje de respuesta correspondiente 
al servidor.  
 
Por otro lado, los mensajes “startconfig”, solo se aceptan en el estado Operational ya que es 
único estado en el que tiene posibilidad de realizar la transición hacia el estado Pre-Op. Una 
vez realizado el cambio de estado, con la respectiva notificación al peticionario, el MCC 
aceptará mensajes “config” y “endconfig”. Para los mensajes del tipo “config”, el MCC 
modificará los parámetros que se le indique en el mensaje y responderá remitente, al igual 
que en el caso del mensaje “endconfig” salvo que realizará el cambio de estado de vuelta a 
Operational. 
 
A continuación, un diagrama en donde se describe el funcionamiento de esta interrupción: 
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Fig. 8.4 – Diagrama de la Interrupción del CAN del MCC calefactor 
 
 
 
8.3.7.2  Interrupciones del MCC Motor 
 
A diferencia del MCC calefactor, el MCC motor necesita disponer de 3 interrupciones 
diferentes para las tareas que realiza. Éstas son la del Timer 1, CAN por recepción y la del 
RB0 (PORT B). 
 
Timer 1 (16 bits): 
La configuración asignada al Timer 1 para es la misma que la del MCC calefactor. Prescale de  
1:256, sin sincronización con un timer externo y sin offset base del buffer. Así pues, 
interrumpirá cada 100 ms. 
 
En esta interrupción se comprueban dos variables que llevan en ambos casos, un conteo de 
interrupciones del Timer 1. Uno de ellos, la variable “tics” almacena un conteo de hasta 3, de 
forma que si en una interrupción se alcanza dicho valor, la interrupción comparará la velocidad 
detectada por el sensor, con la que se le ha comandado desde una Consola de Usuario. Si 
fuese mayor la velocidad detectada, decrecería la intensidad de trabajo del motor mediante la 
variable “actual” y, en caso contrario, lo aumentaría. La otra variable de conteo, se denomina 
“adquirir” y éste realiza un conteo de hasta 10. Si se llegara a ese valor, se recogería el 
número de interrupciones acumulado por el RB4 mediante la variable “rb4ints”, se procesaría 
para escalarlo a revoluciones por segundo y se enviaría este dato a través de la red CAN al 
servidor.  
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Finalmente, se reinician el valor del buffer del Timer 1 y su flag IFS0bits.T1IF para futuras 
interrupciones. 
 
Se muestra a continuación un diagrama en donde se describe la ejecución de la interrupción: 
 
 
 
Fig. 8.5 – Diagrama de la Interrupción del Timer 1 del MCC motor 
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CAN RX: 
 
Las interrupciones CAN del MCC motor, son similares al del MCC calefactor. Están activadas 
las interrupciones solo de recepción de forma que, en el momento en que el MCC motor 
recibe dicho mensaje, procesa éste según en el estado que se encuentre el MCC y según el 
mensaje CAN que ha recibido.  
 
RB4 (PORT B): 
 
Las interrupciones por el RB4 son sencillas en comparación a las anteriores descritas del 
MCC motor. Su misión es la de acumular el número de interrupciones producidas por esta 
interficie y almacenarlo en una variable (rb4ints). 
 
Las interrupciones son debidas a la interrupción de la luz emitida por el emisor al receptor del 
optotransistor. Dicho evento, es producido cuando la hélice del motor realiza esta interrupción 
ya que, en una de las alas de la hélice, dispone del obstáculo adecuado para ello. Mientras no 
es obstruida la luz que emite el emisor al receptor, el sensor enviará al RB4 una señal digital a 
1 y 0 en el caso de que se obstruya. 
 
Así pues, la interrupción ocurrirá cuando la señal recibida por el RB4 pase de 1 a 0 y, por ello, 
habrá que configurarlo así en las interrupciones correspondientes a RB4 para que se 
produzcan en flanco descendente.  
 
Si se produce tal evento, la interrupción tan solo deberá incrementar la variable “rb4ints” y 
restaurar el flag  de sus interrupciones para poder volver a ser interrumpido.  
 
 
Fig. 8.6 – Diagrama de la Interrupción del RB4 del MCC motor 
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8.3.8 Función principal de los Firmware del MCC 
 
Hasta este punto, se han aclarado con profundidad los aspectos concretos del 
comportamiento de los MCC como los estados operacionales definidos, las interrupciones de 
los que disponen y bajo qué eventos se producen, y los componentes e interficies que usan 
para las tareas que tienen asignados.  
 
Se ha de considerar que, dada las características de los actuadores y la forma con que se 
realizan su control, es necesario aplicar un control de estos elementos más complejo a nivel 
de Firmware puesto que, a nivel de Hardware, tan solo se puede realizar un simple activado y 
desactivado del actuador trabajando a la máxima potencia.  
 
Así pues en este punto, se explicarán las funciones del Firmware que corresponden al 
accionado de los actuadores. Dichas funciones, se han concebido especialmente para realizar 
un control más elaborado de los actuadores y se explicará éste control en el punto X.   
 
8.3.8.1 Función dopulse del MCC calefactor 
 
La función dopulse del MCC calefactor, se ejecuta cuando el MCC está en el estado 
Operational y cuando no se ha sobrepasado el valor comandado por Consola de Usuario. 
Recibe dos variables de entrada del tipo entero para el control de la ejecución de forma que, 
uno de ellos indica el número de ciclos de 5ms que puede permanecer el actuador activado y, 
el otro, indica el número de ciclos de 5ms que permanecerá el actuador desactivado. De esta 
forma, un ciclo completo aplicado mediante esta función al actuador, durará como mínimo 
10ms.  
 
Por otro lado, como el MCC calefactor dispone de un Diodo lumínico accionado por la interficie 
RB1, el tiempo que dure accionado el actuador, lo hará también el diodo (RB1=1) y, el tiempo 
que permanezca el actuador desactivado, también se desactivará el diodo (RB1=0). Así pues, 
se consigue que de esta forma, se pueda comprobar en todo momento si el MCC está 
accionando o no el actuador mediante la señal lumínica emitida por el diodo. 
 
Para el caso concreto de éste proyecto, se ha optado por parametrizar la función de forma que 
dure 5ms el accionado y el desactivado 10ms del actuador. De este modo, evitando la carga 
continua del actuador y realizando pulsos en intervalos cortos de tiempo, es más controlable el 
calor acumulado del calefactor. 
 
Por otro lado, el control de la ejecución de esta función, se provee mediante otros 
mecanismos que se indicarán en e punto X.  
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Fig. 8.7 – Gráfico de la función “dopulse” 
 
 
8.3.8.2 Función docycle del MCC motor 
 
Esta función es similar al dopulse del MCC calefactor y regula el accionado del motor 
mediante pulsos de una duración determinada. Así pues, de la misma forma que dopulse a 
esta función se le ha de asignar dos variables que limitarán la duración del activado y 
desactivado del motor en ciclos de 5ms. A diferencia del dopulse, el docycle no dispone de 
diodo lumínico lo cual está omitido en la misma función y se acciona mediante el RE1 del 
PORTE.   
 
Así pues, los valores escogidos para la regulación y control del motor, es de un activado de 
5ms, pero el desactivado a tiempo regulable siendo 5ms el mínimo y 125ms el máximo.  
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Fig. 8.8 – Gráfico de la función “docyle” 
 
 
8.3.9 Detalle del montaje del Hardware 
 
En los anteriores puntos de este capítulo, se ha explicado a nivel de Firmware los 
componentes de la red CAN que se ha implantado en este proyecto. Queda por detallar, a 
nivel de Hardware, estos mismos componentes que se describen a continuación. 
 
Componente Hardware Descripción 
Placa base 
Aloja todos los componentes Hardware 
ofreciendo suministro eléctrico y bus de 
datos a los microcontroladores. 
Subsistema de control de temperatura 
Sistema para el control del calefactor y su 
sensor de temperatura. 
Subsistema de control de velocidad  
Sistema para el control de un motor de 
corriente continua y su sensor de luz. 
Microcontroladores 
Los componentes Hardware que contendrán 
el Firmware para el control de los 
subsistemas y de la red CAN.  
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8.3.9.1 Placa base 
 
La placa base es el componente Hardware que interconecta los microcontroladores sobre la 
red implantada en la placa y les provee del suministro eléctrico necesario, como también a los 
actuadores y sensores de éstos. De esta forma, al conectar los microcontroladores sobre la 
placa base quedarán bajo un suministro eléctrico común y no será necesaria la conexión del 
microcontrolador a otra fuente de alimentación. Por otro lado, la red proporcionada de datos, 
cumple con las especificaciones del bus serie CAN y, por ello, la aplicación de una trama CAN 
está cubierta por la red ofrecida en la placa base. 
 
Como el fabricante ha diseñado los microcontroladores de forma que son módulos de 
inserción tipo “piggy-back”, se ha adaptado físicamente la placa, para que pudiera ofrecer este 
tipo de conexión de tal modo que todos los pin’s del microcontrolador, quedasen enchufados. 
 
Para ello, la placa usada para la implantación, es una placa perforada de “topos” y ofrece las 
ranuras necesarias para el alojamiento de los conectores hembra específicos, para el 
acoplado de los microcontroladores. Cabe decir, que debido al alcance del proyecto, no es 
necesario usar todos los pin’s de los microcontroladores y por ello, no se han conectado con 
ningún otro dispositivo. 
 
Por otro lado, la red que proporciona la placa base para la implantación del bus serie CAN, se 
compone de dos cables trenzados de diámetro 0,2 mm, y está dispuesto a lo largo de la placa, 
conectados en ambos extremos a una resistencia de 120 ohms ya que así se define en la 
especificación del bus. En la siguiente figura, se puede comprobar esta conexión de forma 
esquemática. 
 
 
 
Fig. 8.9 – Esquema de conexión de la red CAN 
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A su vez, cada microcontrolador, por cuestiones de alimentación eléctrica, se conectan sus 
pines J4-7 (CANH) y J4-8 (CANL) mediante otro par de cables tranzados del mismo diámetro 
que el descrito anteriormente, al conector de la fuente de alimentación.  
 
La alimentación proviene de un conector instalado en un extremo de la placa base que deriva 
al bus serie CAN, a los pin’s de los microcontroladores destinados a la alimentación eléctrica y 
a los subsistemas. Así pues, los pin’s de los microcontroladores J1-11 y el J1-12, quedarán 
conectados al conector de la alimentación eléctrica para este propósito. Dicho conector 
eléctrico, es de un diámetro de 0,7cm y necesitará sumistrar una tensión de 12V para la 
alimentación de los microcontroladores, como también los actuadores y sensores de éstos.  
 
Adicionalmente, la placa base, dispone de una serie de pin’s al aire, que conectan con el bus 
CAN y ofrece de esta forma, la posibilidad de conectar instrumentos de medición para la 
realización de las pruebas y sus respectivas mediciones.  
 
 
8.3.9.2 Subsistema de control de temperatura 
 
El subsistema de control de temperatura está formado por los siguientes componentes: 
 
- Resistor de potencia 10W y 10 ohms. 
- Sensor de temperatura de salida analógica. 
- Transistor de polarización positiva y de potencia media (3 Amperios) 
- Diodo lumínico. 
  
El sensor de temperatura estará adherido directamente al calefactor o la resistencia de carga 
mediante un adhesivo epóxico que ofrecen una óptima transferencia del calor y así evitar un 
consumo elevado por el adhesivo del calor.  
 
Como la resistencia de carga ofrece una alta resistividad, es necesario el suministro eléctrico 
directo de la fuente de alimentación, que no mediante los pin’s del microcontrolador. Este 
suministro o accionado del subsistema, es regulado por el transistor NPN que a su vez, su 
colector, está conectado directamente al pin J1-2 del microcontrolador a cargo. Dicho pin, 
corresponde a la interficie RB2 del PORTB del microcontrolador que, al ser escrito sobre él un 
“1”, polariza la base del transistor, de forma que se satura el transistor y deja fluir la corriente 
hacia el calefactor.  
 
De esta forma, mediante las especificaciones del microcontrolador, se puede realizar el 
cálculo de la corriente que circulará sobre el calefactor de la siguiente forma: 
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- VCC: voltaje de alimentación (4,8V) 
- Vc-e: Caída de tensión entre el colector y el emisor con el transistor en saturación. 
- Ic: Corriente que circula por el calefactor 
- Rc: Resistencia del calefactor.  
 
 
Fig. 8.10 – Esquema de conexión del transistor al microcontrolador 
 
 
4,8 0,6 420
10
Vcc V ceIc mA
Rc
− −
= = =  
 
 
El sensor de temperatura, conduce una señal analógica hacia el pin J1-1 que corresponde la 
interficie RB0 (PORTB) del microcontrolador. Dicho pin, al configurarlo mediante los 
parámetros descritos en el punto X, realizará las funciones de conversor Analógico-Digital  
 
Como la temperatura captada por el sensor es proporcional a su señal de salida, no es 
necesaria una fórmula compleja para relacionar esa señal con grados Celsius. Por ello, cada 
1mV corresponde en este caso a 1 grado Celsius. 
 
Ya que el conversor A/D dispone de una resolución de 10 bits y está configurado para que 
tome los valores de referencia de entrada de VCC y GND; si VADC es el valor de salida del 
conversor ADC, la siguiente fórmula: 
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Re2 1
ADC CC
SENSOR solucion
V VV =
−
 
 
Calcula el valor de tensión de salida del conversor analógico-digital (Vs) de forma que, a partir 
de este valor y aplicándole el factor de conversión mencionado anteriormente (dividiendo entre 
10), se obtienen los grados Celsius que el sensor de temperatura capta.  
 
 
8.3.9.3 Subsistema de control de velocidad 
 
Los componentes electrónicos que forman el subsistema de control de velocidad son los 
siguientes: 
 
- Motor de corriente continua  
- Disco acoplado al rotor del motor 
- Diodo emisor de infrarrojos 
- Optotransistor sensible al infrarrojo 
- Transistor de polarización positiva 
 
El subsistema acciona el motor a la máxima potencia y de forma permanente siempre y 
cuando, se active por medio del transistor. Similarmente al subsistema calefactor, este 
transistor realiza el papel de “switch” ya que, su colector, está conectado al pin J2-2 (RE1) del 
microcontrolador. De este modo, para activar el circuito del motor, escribiendo en la interficie 
RE1 del PORTE un “1” es suficiente para activarlo, mientras que para desactivarlo, se 
necesitará escribir un “0”. 
 
Para la implantación del sensor, se dispone del diodo emisor de infrarrojos, que se verá 
interrumpida su emisión hacia el receptor por el disco del motor. Este disco, incorpora una 
pequeña extensión que se interpone entre la emisión y recepción por cada ciclo o giro que 
realiza el disco. Mediante esta obstrucción, la señal que capta el receptor de infrarrojos, pasa 
de “1” a “0” y es captado por la interficie RB4 del PORTB provocando la interrupción descrita 
en el punto X. En los siguientes esquemas, se pueden apreciar los montajes descritos hasta 
ahora del subsistema. 
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Fig. 8.11 – Esquema del emisor y receptor del sensor del MCC motor 
 
 
 
 
Fig. 8.12 – Señal lumínica captada por el transistor 
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8.3.10 Regulación y control de los actuadores por firmware 
 
Puesto que los actuadores de los subsistemas requieren de un control más elaborado, es 
necesario aplicarlo mediante Firmware en lugar de realizarlo por Hardware que no dispone de 
la capacidad suficiente para ello.  
 
Como ya se ha explicado en el punto 8.3.8, los Firmware de los microcontroladores disponen 
de las funciones de accionado regulables de forma que, accionan los actuadores durante el 
tiempo que se les indica por parámetro y otro para mantenerlo desactivado. 
 
En el caso del docycle del MCC motor, el control se basa en el tiempo variable de la 
desactivación del actuador, mientras que en el MCC calefactor, el control se basa en una 
variable externa que condiciona la ejecución de la función dopulse.  
  
8.3.10.1 Regulación y control del calefactor 
 
El accionamiento del calefactor es condicionado por una variable externa controlado 
principalmente por la interrupción del Timer 1, que ya se describió en el punto X. Debido a que 
esta interrupción se ejecuta con bastante periodicidad, puede realizar un control completo del 
estado del calefactor de forma que, si no alcanzase la temperatura indicada por Consola de 
Usuario, posibilitaría el accionado del calefactor mediante la variable “heat” y la función 
dopulse se ejecutaría calentando el calefactor a un pulso por 10ms. 
 
En la siguiente gráfica se puede apreciar, de forma esquemática, el cambio de temperatura 
sufrido por el calefactor al ejecutarse dopulse sucesivamente hasta el umbral indicado:  
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Fig. 8.13 – Gráfica descriptiva del accionado del calefactor 
 
  
 
Una vez alcanzada la temperatura indicada por la Consola de Usuario, la interrupción del 
Timer1 impide la ejecución continua de la función dopulse y, para mantener dicha 
temperatura, permitirá su ejecución de forma menos frecuente.  
 
 
 
Fig. 8.14 – Gráfica descriptiva del control del calefactor 
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En el caso de que se tuviera que reducir la temperatura emitida por el calefactor, impediría la 
ejecución de dopulse hasta alcanzar la temperatura indicada por la Consola de Usuario. Este 
hecho, lleva más tiempo que el de subir la temperatura ya que el calefactor, solo dispone de la 
temperatura ambiente para disipar su calor.  
 
 
 
Fig. 8.15 – Gráfica descriptiva del enfriamiento del calefactor 
 
 
 
 
 
8.3.10.2 Regulación y control del motor 
 
El control del motor, se lleva a cabo variando el parámetro que se le asigna a la función 
docycle, y que corresponde al tiempo que debe mantener el MCC su motor desactivado. 
Graduando de esta manera el tiempo que está desactivado el motor, se consigue que el motor 
pueda trabajar a diferentes RPM, tratando de evitar rotaciones bruscas. 
 
Definidas de esta forma los RPM a los que puede trabajar el motor, regulando el parámetro 
del tiempo en desactivado del motor, se consigue una escala de las velocidades a las que 
puede trabajar el motor.  
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No obstante, debido a que la diferencia entre una velocidad y otra no es contínua, puesto que 
se establecen por números enteros el número de pausas que realiza en una velocidad y en 
otra, se aplica una gestión por medio de la interrupción del Timer 1 de la aceleración del 
motor, consiguiendo el siguiente resultado: 
 
 
 
Fig. 8.16 – Gráfica comparativa entre la regulación y no regulación del motor 
 
 
  
Así pues, mediante el control del Timer 1, explicado en el punto X de este capítulo, el motor 
logra cambiar las RPM de forma más natural, sin realizar movimientos bruscos.  
 
Por último, se ha de comentar, que el mismo Timer 1, mantiene la velocidad del motor a la 
misma velocidad indicada a través de la Consola de Usuario, corrigiendo si es necesaria la 
velocidad del motor gracias a los parámetros de entrada de la función dopulse.   
 
 
 
 
 
 
 
 
 
 149 
9 Juego de Pruebas 
 
9.1  Objetivos del Capítulo 
 
Este capítulo se centrará en la documentación de una serie de pruebas del proyecto 
implantado, proveyendo las capturas de imagen del entorno gráfico o consola de usuario. Las 
pruebas a realizar serán las siguientes: 
 
- Conexión con el servidor 
- Obtención de la información de la red CAN 
- Visualización de datos a tiempo real de los microcontroladores 
- Transferencia de comandos a los microcontroladores 
- Visualización de los mensajes de información 
 
Para cada caso, se proveerá una breve descripción de las acciones realizadas para obtener el 
resultado. 
 
9.2 Conexión con el servidor 
 
Para realizar esta prueba, es tan sencillo como acceder a la Consola de Usuario, y dentro de 
ella, en el menú superior, pulsar “Archivo -> Conectar”. El resultado es el mostrado a 
continuación:  
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Fig. 9.1 – Prueba de conexión con el servidor 
 
 
9.3 Obtención de la información de la red CAN 
 
Una vez conectado al servidor, se activará la opción de “Micro List” del menú “Ver”. Al activar 
la ventana, se mostrará en el escritorio:  
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Fig. 9.2 – Apertura de la ventana “Micro List” 
 
 
En esta ventana, se mostrará la información de la red CAN si existiera dicha información 
mediante la pulsación del botón “Refresh”: 
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Fig. 9.3 – Obtención de la información de la red CAN 
 
 
9.4 Visualización de datos a tiempo real 
 
Una vez abierta la ventana “Micro List”, se podrá abrir las sucesivas ventanas de control para 
la visualización de los datos a tiempo real: 
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Fig. 9.4 – Apertura de una ventana de control 
 
 
9.5 Transferencia de comandos a los microcontroladores 
 
A través de la ventana de visualización de datos a tiempo real, se puede enviar un comando al 
microcontrolador, para que cambie la intensidad de trabajo de su actuador. Para ello, se 
modifica el valor deseado en el regulador izquierdo y producirá el envío del mensaje como 
también se mostrará el mensaje de información correspondiente. El valor escogido para la 
prueba es “19”: 
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Fig. 9.5 – Prueba de envío de comando 
 
 
Si ha llegado correctamente el mensaje al microcontrolador, éste lo notificará y se indicará el 
mensaje “Enviado OK”: 
 
 
Fig. 9.6 – Notificación de la recepción del comando 
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9.6 Visualización de mensaje de información 
 
 
Los mensajes de información, se muestran cuando se realizan envíos de comandos a los 
microcontroladores y también cuando se obtiene la información de la red CAN. En la siguiente 
prueba, se modifica el valor del regulador a “10” y se obtiene el listado de microcontroladores 
pulsando el botón “Refresh” 
 
 
Fig. 9.7 – Visualización simultánea de mensajes de información 
 
 
Como se podrá comprobar en la figura 9.7, los mensajes específicos de las ventanas, se 
muestran en sus respectivas, como también en la ventana general de información 
(CanMonitor Message Log). 
 
 
 
 
 
 
 
 
 
 156 
10 Planificación y Valoración Económica del Proyecto 
 
10.1  Comentarios previos 
 
Para dirigir correctamente un proyecto es necesaria la valoración en horas y en dinero de 
éste, con el fin de poder estimar la magnitud de éste y su viabilidad. Por otro lado, es de 
necesidad establecer esta planificación para dividirlo en diferentes fases, marcar sus fechas 
límite, y así poder realizar un control sobre el cumplimiento de las fechas marcadas.  
 
Por ello, en este capítulo se revisarán estos aspectos del proyecto realizando una valoración 
en tiempo y en coste económico de los recursos requeridos para la implantación de éste.  
 
10.2  Planificación 
 
En este apartado, se mostrará la evolución temporal de este proyecto que se inicia en el día 
27 de Enero del año 2011, meses antes de la matriculación de éste. Se pueden apreciar 
principalmente 5 fases; una primera fase preparatoria para revisar la documentación de las 
tecnologías actuales a escoger y las que están preestablecidas como el protocolo CAN. Las 
otras fases restantes, están destinadas para la implementación de cada uno de los 
componentes del sistema informático, para las pruebas de integración del sistema y la 
documentación de la memoria.  
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Fig. 10.1 – Diagrama de Gantt de la planificación del proyecto 
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10.3  Valoración económica 
 
Se han contabilizado un total de 108 días en la planificación del proyecto a partir de la fecha 
de su comienzo. Si consideramos que los recursos humanos que han participado en el 
proyecto son los siguientes: 
 
- Programador:   Es el que programa bajo las especificaciones y arquitectura 
definidos por el arquitecto de software y documenta la implementación. (35€/hora) 
- Analista Funcional: Realiza las pruebas de las implementaciones del 
Programador y las Documenta. (40€/hora) 
- Jefe de Proyecto: Coordina al equipo del proyecto, planifica y controla las fechas 
establecidas del proyecto. (50€/hora) 
- Arquitecto de software: Diseña las soluciones necesarias para la implantación 
del proyecto. (50€/hora) 
 
Bajo estas condiciones, y contando que por día de tarea se contabilizan 6 horas de trabajo, la 
valoración económica del proyecto es la siguiente: 
 
 
Perfil Días Horas Precio por hora Coste 
Programador 64 384 35€ 13440€ 
Analista Funcional 14 192 40€ 7680€ 
Jefe de Proyecto 15 198 50€ 9900€ 
Arquitecto de Software 15 198 50€ 9900€ 
TOTAL 108 972  40920€ 
 
 
Puesto que las licencias de las herramientas usadas eran de licencia gratuita, no se han de 
añadir costes de software a lo presupuestado, salvo los costes para adquirir los 
microcontroladores que son bajos en comparación con el coste de los recursos humanos. En 
este caso, la valoración económica quedaría reflejada de la siguiente forma: 
 
Recurso Coste 
Recursos humanos 40920€ 
Licencias de Software 0€ 
Material adquirido 50€ 
TOTAL 40970€ 
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11 Futuras Mejoras del Proyecto y Conclusión 
Personal 
 
11.1 Futuras Mejoras del Proyecto 
 
Dado que el alcance de este proyecto se ha extendido en el campo de las tecnologías de la 
información, las mejoras o evolutivos del proyecto implementado son numerosas sin contar 
con las mejoras que se pueden realizar sobre la red de los microcontroladores y el control de 
éstos mismos.  
 
Si se centra la atención en las tecnologías de la información, para un proyecto futuro que sea 
un evolutivo del actual, se pueden aplicar varias tecnologías y estándares que actualmente se 
aplican en este campo. Una de ellas, principalmente en cuanto a aplicaciones web se refiere, 
es la aplicación de un patrón de implementación MVC (Modelo, Vista y Controlador) en la 
parte de servidor del proyecto puesto que, la que se ha aplicado para éste proyecto, no sigue 
ningún patrón en concreto. Para ello, y por medio de los grandes avances que se ha realizado 
en los Frameworks de Java, en particular, Apache Struts, es posible aplicar este patrón, 
separando las capas implementadas en el servidor de una forma más orientada a un modelo 
estandarizado en el mundo de las tecnologías de la información. Sobretodo, la capa de 
servlets, sería el principal foco de mejora para un evolutivo posible.  
 
Por otro lado, debido a que la explotación de la red CAN se ha podido extender para su uso a 
través de Internet, es estrictamente necesario, si el proyecto se usara para fines profesionales, 
que se implanten unas medidas de seguridad para que la explotación de la red CAN no se vea 
comprometida por terceros con intenciones fraudulentas. Así pues, por un lado, se ha de 
establecer un control o gestión de identidades previo al uso de la Consola de Usuario puesto 
que, de esta forma, se proporcionaría acceso a los usuarios que estén autorizados para el 
acceso. Una forma sencilla de poder abordar este problema, es la implantación de un portal 
de acceso mediante credenciales usuario y password. Como es de suponer, previamente 
estos datos han de coexistir con el sistema informático del proyecto y es necesario por ello, 
que se mantengan persistentes para la verificación de las credenciales introducidas por los 
usuarios, en una base de datos que bien podría ser el MySQL. 
 
Para otro futuro proyecto de mejora posible, se puede optar por la implantación del estándar 
CANopen en la red de microcontroladores o una programación más compleja de éstos, 
usando más actuadores y sensores, y estableciendo una comunicación entre ellos para que 
puedan controlarse de forma automática, sin la necesidad de la intervención de un usuario.  
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11.2 Conclusión Personal 
 
El hecho de haber llevado a cabo este proyecto de principio a fin ha resultado ser todo un reto 
personal, que me ha puesto en prueba en varios campos de la informática ya que, al decidir 
extender su uso a través de Internet, no solo se limitaba el uso del conocimiento adquirido 
sobre las redes CAN, la programación de los microcontroladores y la programación Java, sino 
que también requería cierto conocimiento de las tecnologías de la información que, hoy por 
hoy, es un campo referente en la informática en general.  
 
El esfuerzo supuesto para ello, se ha visto recompensado al poder apreciar los resultados del 
proyecto, que no solo se limita a una mera aplicación que se ejecuta en un ordenador actual, 
sino que también se puede apreciar por la interacción directa con los elementos activos o 
móviles del proyecto. Algo que, por experiencia personal, en asignaturas del departamento de 
“Enginyeria de Sistemes, Automàtica i Informàtica Industrial” lo he podido contrastar, ya que 
en éstas he podido programar y manipular dispositivos similares a los que he usado en este 
proyecto.  
 
Por otro lado, considero que el proyecto ha ampliado mis conocimientos principalmente en el 
sector de la industria, en particular, sus redes de comunicación y por ello, ha contribuido a 
mejorar mi comprensión sobre los problemas a los que se afrontan los ingenieros en este 
campo, y que a nivel personal, me ha resultado ser un campo interesante.  
 
A otros aspectos menos técnicos del proyecto como lo podría ser la planificación y la gestión, 
he de considerar que es necesaria una experiencia y un recorrido en estas habilidades, con el 
fin de calcular con razonable precisión, la valoración de las horas atribuibles a las tareas 
marcadas en la planificación, como también, para establecer unos límites de tiempo 
suficientes destinados a la investigación y a la búsqueda de una solución óptima de una tarea. 
Puesto que en varias ocasiones, he invertido posiblemente más tiempo de lo debido para las 
tareas mencionadas. 
 
Por último, agradecer la paciencia y la ayuda que me ha ofrecido siempre mi tutor del 
proyecto. Antoni Grau Saldes. 
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