Quantitative application of radar measurements at C band requires correction for attenuation. Algorithms to correct for attenuation and differential attenuation are evaluated based on theoretical analysis as well as radar data. The error structure of three different attenuation correction algorithms based on (a) reflectivity, (b) reflectivity and differential reflectivity, and (c) specific differential propagation phase is analyzed. The error structure of two algorithms to correct the differential attenuation based on (a) reflectivity and differential reflectivity, and (b) specific differential propagation phase is presented. Data from the polarimetric C-band Doppler radar POLDIRAD operated by DLR (Germany) are utilized to intercompare the attenuation and differential attenuation correction algorithms. Radar data and theoretical analysis show that the attenuation correction algorithm using reflectivity and differential reflectivity agrees well with the attenuation correction algorithm based on specific differential phase. Similarly, radar data and theoretical analysis indicate that the algorithms to correct for differential attenuation compare well with each other. In addition the fractional standard error of comparison between the algorithms to correct for attenuation and differential attenuation is in good agreement with theoretical results, providing an indirect verification of the accuracies of the algorithms.
Introduction
C-band radar systems are widely used in Europe for meteorological applications. S-band weather radar systems are commonly used in the United States for operational applications requiring long-range coverage such as few hundred kilometers. Radars that operate at higher frequencies offer the advantage of lower cost resulting from smaller antenna size compared to lowerfrequency radars having the same spatial resolution. However, the resulting spatial resolution at lower cost is offset by attenuation problems. Quantitative interpretation of echo powers at C-band frequencies requires correction for attenuation to avoid errors in estimating precipitation. Attenuation correction for C-band radars can be done with different methods depending on the type of measurements involved. Conventional attenua-tion correction procedures involve a Z-␣ relation where the specific attenuation (␣) is related to the reflectivity factor (Z) by a power law. However, the absence of a unique relation made them difficult to use (Aydin et al. 1989) . Aydin et al. (1989) introduced an attenuation correction procedure for dual-polarization radars parameterizing the ratio of specific attenuation and reflectivity factor (␣/Z) in terms of the differential reflectivity (Z DR ). Bringi et al. (1990) examined an attenuation correction procedure based on the relationship between the specific differential phase (K DP ) and specific attenuation.
Excessively attenuated radar echoes can be spotted on reflectivity maps such as range streaks. However, when attenuation is not excessive (such as a few decibels), the effects are difficult to observe. C-band radar signals fall under this category, where the typical attenuation levels encountered are neither excessive (several tens of decibels) nor negligible (less than 0.15 dB). This poses a problem for applications involving quantitative measurement of reflectivity. Scarchilli et al. (1993) have shown from theoretical studies that when the total attenuation is small (ϳ1 dB) the attenuation correction process introduces errors, which outweigh the VOLUME 37
benefit of the attenuation correction. Gorgucci et al. (1995) introduced a simplified version of the attenuation correction procedure suggested by Aydin et al. (1989) by directly parameterizing the specific and differential attenuation in terms of radar measurements such as Z and Z DR .
In this paper we conduct a detailed study intercomparing the various attenuation correction procedures using theoretical simulations as well as data collected by the C-band polarization diversity radar POLDIRAD operated by Deutsche Forschungsanstalt für Luft-und Raumfahrt (DLR) (Germany). The data reported in this paper were collected as part of a collaborative program between the Radar Meteorology Group of the Institute of Atmospheric Physics (IFA) of the National Research Council (CNR) of Italy and the DLR Institute of Atmospheric Physics of Germany.
Our paper is organized as follows: Section 2 presents the various attenuation correction procedures. In section 3 we conduct an error study of the attenuation correction procedures considered. Section 4 describes the dataset and instrumentation. In section 5 the intercomparison of the attenuation correction estimates from radar data is presented. Section 6 summarizes the important results of this paper.
Attenuation correction procedures at C band
Reflectivity measurements at C band are affected by attenuation of radar signals passing through precipitation that exists between the radar and the measurement cell. Differential reflectivity measurements at C band are similarly affected by the differential attenuation between horizontally (H) and vertically (V) polarized waves. The distributions of raindrop size and shape determine the values of the radar observables as, for example, the reflectivity factor Z, the differential reflectivity Z DR , and the specific attenuation ␣. The gamma distribution model adequately describes the natural variation of the raindrop size distribution (RSD). This is given by
where N 0 , D 0 , and are the parameters of the RSD and D 0 is the median volume diameter (Ulbrich 1983 ). The equilibrium shape of a raindrop falling at its terminal fall speed is determined by the balance between the forces due to surface tension, hydrostatic pressure, and aerodynamic pressure from airflow around the drop. The shape of a raindrop can be approximated by an oblate spheroid with the axis ratio (b/a) of the drop approximated by the relationship
where D e is the equivolumetric spherical diameter of a raindrop in millimeters, and a and b are the major and minor axes of the drop, respectively (Beard and Chuang 1987; Chandrasekar et al. 1988 ). The radar measurements such as the reflectivity factor at horizontal and vertical polarization Z H,V and Z DR can be expressed in terms of the RSD as follows:
where H,V are the radar cross sections of raindrops corresponding to H and V polarizations, Seliga and Bringi 1976) . We refer to the article by Bringi and Hendry (1990) for details regarding polarization diversity measurements.
The specific attenuation at horizontal polarization, ␣ H (attenuation per unit length), and the specific differential attenuation, ␣ D (differential attenuation per unit length), between the two polarization states H and V are related to the RSD as follows (Bringi et al. 1990 ):
where f H,V are the forward scattering amplitudes at H and V polarization states, respectively, and Jm refers to imaginary part of a complex number. Scarchilli et al. (1993) have studied the variability of ␣ H and ␣ D as a function of rainfall rate at C-band frequencies. Their results show that specific attenuation rates can be as high as 0.5 dB km Ϫ1 and ␣ D can be as high as 0.15 dB km Ϫ1 . These results show that the absolute attenuation through large rain cells could be easily several decibels in magnitude, while comparable values of differential attenuation could also reach as much as a few decibels.
There are essentially three different ways to correct for the attenuation caused by precipitation. The first is based on the conventional procedure, which involves estimation of attenuation using a power-law relation to approximate ␣ H in term of Z H (Hildebrand 1978) . The second procedure utilizes polarimetric measurements and was introduced by Aydin et al. (1989) to correct for the attenuation in C band parameterizing the relationship between the ratio (␣ H /Z H ) and Z DR . Gorgucci et al. (1995) simplified this procedure to directly estimate ␣ H and ␣ D using Z H and Z DR . Bringi et al. (1990) and Scarchilli et al. (1993) examined a third procedure to correct for attenuation and differential attenuation using K DP measurements. In this paper we conduct a detailed study of the error structure of all these procedures and also present an intercomparison between the different techniques. 
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The coefficients C H , C D , a 1 , a 2 , b 1 , and b 2 vary with temperature, but not extensively. Tables 1 and 2 show the coefficients in the parameterizations (7) and (8) as a function of temperature. The parameterization for 10ЊC is used in this paper (to fit the environment of the radar data presented). Figure 1a shows a scatterplot of versus ␣ H , whereas Fig. 1b shows
RSDs (Ulbrich 1983) . Figures 1a and 1b show the ability of the parameterization in (7) and (8) 
Figure 2 shows a scatterplot of versus ␣ H , and Table ␣ Z 3 shows the variability of the coefficients in (9), which are obtained with the same technique as in (7) and (8), as a function of temperature. We can see from a comparison of Fig. 1a with Fig. 2 that the algorithm given by (7) tracks attenuation significantly better than the algorithm given by (9) using reflectivity only.
Attenuation and differential attenuation cumulatively increase with the range. Therefore, echoes from cells close to the radar are not attenuated as much as the echoes from storm cells farther from the radar. It can be assumed that the closest echo is not attenuated and the attenuation cumulatively adds up from that point. Therefore, the attenuation is estimated from the first range echo point and then the reflectivities are corrected sequentially in range. A cumulative procedure in range is used similar to the one used by Aydin et al. (1989) to correct for attenuation and differential attenuation. The algorithm for attenuation is as follows:
H n H n H i iϭ1
where (Ẑ H ) n is the reflectivity at range bin n corrected for attenuation, ( ) n is the measured reflectivity at m Z H range bin n, ⌬r is the range gate spacing, and ( ) i is ␣ H the estimate (7) of the specific attenuation at range bin VOLUME 37
Scatterplot of the estimate of specific attenuation ( ) using ␣ Z Z H as a function of specific attenuation (␣ H ) for different RSDs. 
where (Ẑ DR ) n is the estimate of differential reflectivity at range bin n corrected for differential attenuation, ( ) n is the measured differential reflectivity at range m Z DR bin n, and ( ) i is the estimate (8) of the specific dif-␣ D ferential attenuation at range i. Similar to the parameterization in terms of Z H and Z DR , ␣ H and ␣ D can also be parameterized in terms of K DP as follows:
D D DP Table 4 shows the coefficients in the parameterizations (12) and (13) at C band as a function of temperature. Figure 3a shows a scatterplot of versus the true value ␣ * H of ␣ H , whereas Fig. 3b shows versus the true value
The range-cumulative two-way differential phase 
where R c is the range to the observation cell. Since ␣ H and ␣ D are nearly related to K DP in rainfall, we can estimate A H and A D directly from ⌽ DP measurements, which can be used to correct attenuation and differential attenuation. In the following section we study the error structure of the above-mentioned attenuation correction procedures.
Error structure of attenuation correction procedures
There are potentially two sources of errors that can affect these correction algorithms, namely, (a) random measurement fluctuations and (b) error in the absolute gain of the radar system (which results as a bias in the estimate of Z H ). The effect of random measurement fluctuations is analyzed in this paper using radar signal simulations. Algorithms (7), (9), and (12) as well as (8) and (13) can be used to estimate ␣ H and ␣ D , respectively. Table 5 summarizes the accuracies in the estimation of specific and differential attenuation using the various techniques discussed in this paper. The accuracy is described by the fractional standard error (FSE), which is defined as the standard error normalized with respect to the mean. The first column in Table 5 shows the accuracy in the algorithms due to the parameterization process. We can see in Table 5 that , , and can
estimate ␣ H to an accuracy of 11.9%, 27.5%, and 38.4%, respectively. The above error estimates were obtained by averaging over many different RSDs (Ulbrich 1983 24.1% and 77.8%, respectively. We need to note here that the above accuracies are reported in the absence of measurement error. However, measurement errors play a significant role in the error structure of all algorithms. We have used radar system simulations (Chandrasekar et al. 1986 ) to study the effect of measurement errors on the attenuation correction algorithms. The principal assumptions in our simulation are as follows: Gaussian Doppler spectrum with spectrum width of 2 m s Ϫ1 , pulse repetition time of 1 ms, sample pairs number of 64, wavelength of 5.5 cm, and cross correlation between the horizontal and vertical polarized return signals H,V of 0.99. We note here that Z H and Z DP are point measurements (measured at each range gate), whereas K DP is estimated as the slope of the ⌽ DP range profile. For estimating K DP we have assumed a uniform path. We have considered two pathlengths, namely, 6 and 12 km, corresponding to 20 and 40 gates with a gate spacing of 300 m. The second column in Table 5 Since a 12-km path may be considered too long for uniform precipitation approximation, we have repeated the computations for a 6-km path and the results were similar. Note here that even though we have used 6-and 12-km paths to estimate an average specific attenuation for analysis purpose, it does not mean that the attenuation correction is affected. The cumulative attenuation due to the rain cell along a path is represented by an average value over the path. This is done strictly to reduce statistical errors in comparisons, and the attenuation correction procedure can be applied to any pathlength. Table 5 provides an idea about the average accuracy of the attenuation correction procedure. However, the accuracy also changes with the value of specific attenuation. Figure 4 shows the FSE in the estimates , , and as a function of ␣ H . The FSEs are ob-
tained for a 12-km path, including the effect of measurement errors. We can see in Fig. 4 that the specific attenuation can be estimated to an accuracy between 5% and 25% when ␣ H Ͼ 0.2 dB km Ϫ1 . Among the algorithms to estimate specific attenuation, has the lowest ␣ H error. However, the estimate has an important ad-␣ * H vantage that it is not at all affected by errors in radar calibration. Large absolute calibration errors can affect the estimates significantly, as discussed by Aydin et ␣ H al. (1989) . Therefore, it is important to ensure that the radar is well calibrated before applying reflectivitybased attenuation correction algorithms. Another point to note in Fig. 4 is that, when specific attenuation is negligible (Ͻ0.05 dB km Ϫ1 , light rain), the accuracy of and estimates is comparable. Figure 5 
