This paper presents a new wide-ranging correlation for the viscosity of ammonia based on critically evaluated experimental data. The correlation is designed to be used with a recently developed equation of state, and it is valid from the triple point to 725 K at pressures up to 50 MPa. The estimated uncertainty varies depending on the temperature and pressure, from 0.6% to 5%. The correlation behaves in a physically reasonable manner when extrapolated to 100 MPa; however, care should be taken when using the correlation outside of the validated range. Ó
Introduction
In a series of recent papers, reference correlations for the viscosity of refrigerants 1, 2 and also selected common hydrocarbon fluids [3] [4] [5] [6] [7] have been developed that cover a wide range a)
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of temperature and pressure conditions, including the gas, liquid, and supercritical phases. In this paper, the methodology adopted in the aforementioned papers is extended to developing new reference correlations for the viscosity of ammonia, a fluid very important for agricultural fertilizer production and also as a refrigerant.
There have been several assessments [8] [9] [10] [11] of the viscosity of ammonia in the past, but only Fenghour et al., 12 in 1995, proposed a correlation of the viscosity data for both gaseous and liquid ammonia based on a critical assessment of all published experimental measurements at that time. The correlation of Fenghour et al. 12 employed the 1993 Tillner-Roth and Harms-Watzenberg 13 equation of state (EoS). Very recently, Gao et al.
14 developed a new EoS for ammonia (including a slightly different critical point than the values used by Tillner-Roth and Harms-Watzenberg 13 ). The present work employs this new EoS and (a) a new set of measurements of viscosity published by Laesecke et al. 15 in 1999, (b) a new set of kinematic viscosity data published by Estrada-Alexanders and Hurly in 2008, 16 and (c) a low-temperature set of measurements by Wong and Tobias 17 that were not considered in the previous correlation.
The analysis that will be described follows the procedure also adopted by Fenghour et al., 12 applied to the best available experimental data for the viscosity. Thus, a prerequisite to the analysis is a critical assessment of the experimental data. For this purpose, two categories of experimental data are defined: primary data, employed in the development of the correlation, and secondary data, used simply for comparison purposes. According to the recommendation adopted by the Subcommittee on Transport Properties (now known as The International Association for Transport Properties) of the International Union of Pure and Applied Chemistry, the primary data are identified by a wellestablished set of criteria. 18 These criteria have been successfully employed to establish standard reference values for the viscosity and thermal conductivity of fluids over a wide range of conditions, with uncertainties in the range of 1%. However, in many cases, such a narrow definition unacceptably limits the range of the data representation. Consequently, within the primary data set, it is also necessary to include results that extend over a wide range of conditions, albeit with a higher uncertainty, provided they are consistent with other lower uncertainty data or with theory. In all cases, the uncertainty claimed for the final recommended data must reflect the estimated uncertainty in the primary information.
The Correlation
The viscosity h can be expressed 1, [4] [5] [6] [7] as the sum of four independent contributions, as
where r is the molar density, T is the absolute temperature, and the first term, h 0 (T ) 5 h(0,T ), is the contribution to the viscosity in the dilute-gas limit, where only two-body molecular interactions occur. The linear-in-density term, h 1 (T) r, known as the initial density dependence term, can be separately established with the development of the RainwaterFriend theory [19] [20] [21] for the transport properties of moderately dense gases. The critical enhancement term, Dh c (r,T ), arises from the long-range density fluctuations that occur in a fluid near its critical point, which contribute to divergence of the viscosity at the critical point. This term for viscosity is significant only in the region very near the critical point, as shown in the studies of Vesovic et al. 22 and Hendl et al.
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Since we do not have data very close to the critical point, Dh c (r,T ) will be set to zero in Eq. (1) and not discussed further in this work. Finally, the term Dh(r,T), the residual term, represents the contribution of all other effects to the viscosity of the fluid at elevated densities including manybody collisions, molecular-velocity correlations, and collisional transfer. The identification of these four separate contributions to the viscosity and to transport properties in general is useful because it is possible, to some extent, to treat h 0 (T ), h 1 (T ), and Dh c (r,T) theoretically. In addition, it is possible to derive information about both h 0 (T ) and h 1 (T ) from experiment. In contrast, there is little theoretical guidance concerning the residual contribution, Dh(r,T ), and therefore its evaluation is based entirely on an empirical equation obtained by fitting experimental data. Table 1 summarizes, to the best of our knowledge, the experimental measurements [15] [16] [17] of the viscosity of ammonia reported in the literature. The majority of these measurements were employed by Fenghour et al. 12 in their 1996 reference correlation for ammonia, with 11 of them denoted as primary data. We adopted these same data sets as primary data in this work and also included several additional sets. The measurements of Bhattacharyya et al. 27 were performed in an oscillating-disk viscometer with an uncertainty of 0.6% and were here considered as primary data to extend the temperature range down to 217 K. Furthermore, in addition to these measurements, three more studies are considered as primary data. In 2008, Estrada-Alexanders and Hurly 16 performed very accurate measurements of the kinematic viscosity of ammonia in a Greenspan acoustic viscometer, calibrated with a series of vapors, with an uncertainty of 0.6%. These measurements were included in the primary data set. The saturated liquid measurements of Laesecke et al. 15 were performed in a sealed gravitational viscometer with a straight vertical capillary and an uncertainty of 3.3%. These were included in the primary data set. Finally, also included in the primary data set were the low-temperature measurements of Wong and Tobias 17 performed in a modified Ubbelohde capillary with a 0.5% uncertainty. This set, although dated 1966, was not included in the paper of Fenghour et al.
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Figures 1 and 2 show the ranges of the primary measurements outlined in Table 1 , and the phase boundary may be seen as well. The development of the correlation requires densities; Gao et al.
14 very recently developed an accurate, wide-ranging EoS that is valid from the triple point up to 725 K and 1000 MPa. In the vapor phase, the uncertainties in density are 0.1% at temperatures between 410 K and 580 K with pressures below 100 MPa and 0.05% at temperatures between 220 K and 400 K with pressures below 10 MPa. In the liquid phase, the uncertainty in density is 0.05% at temperatures between 190 K and 400 K with pressures below 200 MPa. The uncertainty in density is 1.5% at pressures between 200 MPa and 1000 MPa. In the critical region, the uncertainty in density is estimated to be 1%. The uncertainty in saturated liquid density is 0.1% at temperatures between 195 K and 400 K. The uncertainty in saturated vapor density is 2% at temperatures between 220 K and 395 K. We also adopt the values for the critical point from Gao et VISCOSITY OF AMMONIA 023102-3 2.1. The dilute-gas limit and the initial-density dependence terms
The dilute-gas limit viscosity, h 0 (T) in mPa s, can be analyzed independently of all other contributions in Eq. (1). According to the kinetic theory, the viscosity of a pure polyatomic gas may be related to an effective collision cross section, which contains all the dynamic and statistical information about the binary collision. For practical purposes, this relation is formally identical to that of monatomic gases and can be written as
where
) is a reduced effective cross section, M is the molar mass in g mol 21 , s is the length scaling parameter in nm, f h is a dimensionless higher-order correction factor according to Chapman and Cowling, 62, 63 and S(2000) is a generalized cross section that includes all of the information about the dynamics of the binary collisions that govern transport properties and in turn are governed by the intermolecular potential energy surface. 61 The reduced effective cross section is usually expressed in the functional form
where T * is the reduced temperature, «/k B is an energy scaling parameter in K, and k B is Boltzmann's constant.
The temperature dependence of the linear-in-density coefficient of the viscosity h 1 (T) in Eq. (1) is very large at subcritical temperatures and must be taken into account to obtain an accurate representation of the behavior of the viscosity in the vapor phase. It changes sign from positive to negative as the temperature decreases. Therefore, the viscosity along an isotherm should first decrease in the vapor phase and subsequently increase with increasing density. 61 Vogel et al. 64 have shown that fluids exhibit the same general behavior of the initial density dependence of viscosity, which can also be expressed by means of the second viscosity virial coefficient B h (T)
Note that in Eq. (5), if the dilute-gas limit viscosity, h 0 (T), is expressed in mPa s, then the initial-density viscosity, h 1 (T), will be expressed in mPa s m 3 kg 21 . The second viscosity virial coefficient can be obtained according to the theory of Rainwater and Friend 19, 20 as a function of a reduced second viscosity virial coefficient, In Eq. (6), M is the molar mass in g mol 21 given in Table 2 and N A is Avogadro's number. The coefficients b i from Ref. 61 are given in Table 2 .
Equations (2)-(7) present a consistent scheme for the correlation of the dilute-gas limit viscosity, h 0 (T), and the initialdensity dependence term, h 1 (T). In order to calculate the dilute-gas limit viscosity, we employed all measurements considered by Fenghour et al. 12 and followed their adopted procedure. As already mentioned, we in addition included the measurements of Estrada-Alexanders and Hurly 16 and Bhattacharyya et al. 27 Furthermore, for the scaling parameters s and «/k B , we employed the values proposed by Fenghour et al. 12 shown in Table 2 . Hence, Eqs. (2)- (7) were optimized to obtain the coefficients a i of Eq. (3). These are also shown in Table 2 . 023102-4 MONOGENIDOU, ASSAEL, AND HUBER Figure 3 shows the dilute-gas viscosity as a function of the temperature, while Fig. 4 shows the percentage deviations between the dilute-gas viscosity, h 0 [calculated with Eqs. (2)- (4) and the parameters in Table 2 ], and the experimental viscosity values, as a function of temperature. Of the data sets used in the regression, the highest quality sets are those of Iwasaki and coworkers, 25, 29, 31 with estimated uncertainties ranging from 0.5% to 1.5%. Based on comparisons with these data, the estimated expanded relative uncertainty of the dilute gas at temperatures from 293 K to 408 K at a 95% confidence level is 0.6%. All uncertainties stated concerning the correlations presented in this work are expanded uncertainties at the 95% confidence level. Below 293 K, the underlying data have larger uncertainties, and we estimate the expanded uncertainty of the correlation to be on the order of 2%. For temperatures above 408 K, again the underlying data have larger uncertainties and we estimate the expanded uncertainty of the correlation to be also 2%. In Fig. 4 , the correlation proposed by Fenghour et al.
12 is also shown. As expected, since they are primarily based on the same measurements, their agreement is within 1% up to 600 K. Figure 5 shows the experimental and calculated values of the intial-density viscosity. Having obtained the dilute-gas viscosity, the initial-density viscosity is calculated from Eqs. (5)- (7), and the low-density primary measurements of Table 1 , extrapolated to zero density. Only those measurements that could be extrapolated to zero density were employed.
The residual term
As stated in Sec. 2, the residual viscosity term, Dh(r,T), represents the contribution of all other effects to the viscosity of the fluid at elevated densities including many-body collisions, molecular-velocity correlations, and collisional transfer. Because there is little theoretical guidance concerning this term, its evaluation here is based entirely on experimentally obtained data.
The procedure adopted during this analysis used symbolic regression software 65 to fit all the primary data to the residual viscosity. Symbolic regression is a type of genetic programming that allows the exploration of arbitrary functional forms to regress data. The functional form is obtained by the use of a set of operators, parameters, and variables as building blocks. Most recently this method has been used to obtain correlations for the viscosity of R161, 1 n-undecane, 3 and R1234yf and R1234ze(E). 2 In the present work, we restricted the operators to the set (1, 2, 3, /) and the operands (constant, T r , r r ), with T r 5 T/T c and r r 5 r/r c . In addition, we adopted a form suggested from the hard-sphere model employed by Assael et al., 66 Dh(r r ,T r ) 5 (r r 2/3
)F(r r ,T r ), where the symbolic regression method was used to determine the functional form for F(r r ,T r ). For this task, the dilute-gas limit and the initial density dependence term were calculated for each experimental point, employing Eqs. (2)- (7), and subtracted (2)- (7) and parameters from 
Coefficients c i are given in Table 3 , and Dh is in mPa s. Table 4 summarizes comparisons of the primary data with the correlation. We have defined the percent deviation as PCTDEV 5 100 3 (h exp 2 h fit )/h fit , where h exp is the experimental value of the viscosity and h fit is the value calculated from the correlation. Thus, the average absolute percent deviation (AAD) is found with the expression AAD 5 (S│PCTDEV│)/n, where the summation is over all n points, and the bias percent is found with the expression BIAS 5 (SPCTDEV)/n. The AAD of the fit for all primary data is 0.98%, with a bias of 0.07%. The uncertainty varies depending on the region of the phase diagram the data are located in. As mentioned earlier, the dilute-gas region has an estimated expanded uncertainty ranging from 0.6% to 2% depending on the temperature. The estimated expanded uncertainty for the liquid at pressures near atmospheric or saturation pressure from the triple point to 285 K is 2%. Along the saturated liquid boundary over the temperature range from 285 K to 335 K, the estimated expanded uncertainty is the same as the data of Laesecke et al., 15 namely, 3.3%. At higher pressures, the primary data are rather limited, especially above 10 MPa, where only the data of Carmichael et al. 32 exist. We estimate the expanded uncertainty at a 95% confidence level for pressures up to 40 MPa over the temperature range from 310 K to 480 K to be about 4% and also 4% for the supercritical fluid up to 600 K and 12 MPa. Outside of this range, we estimate the expanded uncertainty of the liquid viscosity to be 5% at pressures up to 50 MPa. The correlation behaves in a physically realistic manner at pressures up to 100 MPa, and we feel it may be extrapolated to this limit, although the uncertainty will be larger, especially at lower temperatures, and may be on the order of 25% near the triple-point temperature at 100 MPa. Additional experimental data at high pressures are necessary to validate the correlation or make improved correlations possible in the future. The EoS 14 is valid up to extremely high pressures, 1000 MPa, but we do not recommend the use of the correlation at these conditions. Figure 6 shows the percentage deviations of all primary viscosity data from the values calculated by Eqs. (1)- (8), as a function of temperature, while Figs. 7 and 8 show the same deviations but as a function of the pressure and the density. Table 5 shows the AAD and the bias for the secondary data. Finally, Fig. 9 shows a plot of the viscosity of ammonia as a function of the temperature for different pressures. The plot demonstrates the extrapolation behavior at pressures higher than 50 MPa and at temperatures that exceed the 725 K limit of the EoS.
Recommended Values
In Table 6 , viscosity values are given along the saturated liquid and vapor lines, calculated from the present proposed correlations between 200 and 400 K, while in Table 7 viscosity values are given for temperatures between 200 and 700 K at selected pressures. Saturation pressure and saturation density values for selected temperatures, as well as the density values for the selected temperature and pressure, are obtained from the EoS of Gao et al. 14 The calculations are performed at the given temperatures and densities. For computer verification of values, the following points may be used for the given T, r conditions: T 5 300 K, r 5 0 kg m Fenghour et al. 12 However, we believe that the proposed correlation should be preferred as it describes better the lowpressure liquid range (new measurements of EstradaAlexanders and Hurly 16 and Laesecke et al. 15 ) and more specifically the low-temperature region (measurements of Wong and Tobias 17 ), while it also incorporates the new EoS of Gao et al. 
Conclusions
A new wide-ranging correlation for the viscosity of ammonia was developed based on critically evaluated experimental data, including a data set along the saturated liquid boundary 15 not available when the viscosity surface of Fenghour et al. 12 was developed. The correlation is expressed in terms of temperature and density and is designed to be used with the very recent EoS of Gao et al. 14 It is valid from the triple point to 725 K, at pressures up to 50 MPa. The correlation behaves in a physically realistic manner at pressures up to 100 MPa, and we feel that the correlation may be extrapolated to this limit, although the uncertainty will be larger and caution is advised when extrapolating to 100 MPa. The uncertainty in the critical region also will be larger since the critical enhancement term has been omitted. Additional liquid-phase experimental data, especially at pressures from 10 to 100 MPa, and also measurements very close to the critical point, are necessary to validate the correlation or to make improved correlations possible in the future. 
