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We have run a total of 311 Direct Numerical Simulations (DNS) of decaying three-dimensional
Navier-Stokes turbulence in a periodic box with values of the Taylor length-based Reynolds number
up to about 300 and an energy spectrum with a wide wavenumber range of close to −5/3 power-law
dependence at the higher Reynolds numbers. On the basis of these runs we have found a critical
time when (i) the rate of change of the square of the integral length-scale turns from increasing to
decreasing, (ii) the ratio of interscale energy flux to high-pass filtered turbulence dissipation changes
from decreasing to very slowly increasing in the inertial range, (iii) the signature of large-scale coher-
ent structures disappears in the energy spectrum and (iv) the scaling of the turbulence dissipation
changes from the one recently discovered in DNS of forced unsteady turbulence and in wind tunnnel
experiments of turbulent wakes and grid-generated turbulence to the classical scaling proposed by
G.I. Taylor in 1935 and A.N. Kolmogorov in 1941. Even though the customary theoretical basis
for this Taylor-Kolmogorov scaling is a statistically stationary cascade where large scale energy flux
balances dissipation, this is not the case thoughout the entire time-range of integration in all our
DNS runs. The recently discovered dissipation scaling can be reformulated physically as a situation
where the dissipation rates of the small and the large scales evolve together. We advance two hy-
potheses which may form the basis of a theoretical approach to unsteady turbulence cascades in the
presence of large-scale coherent structures.
I. INTRODUCTION
Non-linear dynamics present a major challenge to
much of current physics. In high Reynolds number tur-
bulent flows non-linear dynamics generate an energy cas-
cade which determines the dissipation properties of the
turbulence. The turbulence dissipation rate is key for de-
termining the number of degrees of freedom, drag, turbu-
lence decay, turbulence diffusion, entrainment and mean
flow profiles in various turbulent flows (see [20, 25]). An
understanding of the non-linear energy cascade in Navier-
Stokes turbulence can be expected to have an even wider
impact if it can serve as a paradigm or reference case for
energy cascades in many other physical systems governed
by non-linear field equations.
In many turbulent flows, such as various turbulent
wakes and jets and also turbulence generated by various
types of grids, the turbulence starts by building up along
the downstream direction and then, when the turbulence
production becomes insufficient, carries on decaying fur-
ther downstream. Recent wind tunnel experiments have
revealed a dissipation law in the decay regions of vari-
ous turbulent wakes and various grid-generated turbulent
flows which appears to belong to some universality class
but is at odds with Kolmogorov’s equilibrium cascade
(see [4, 15, 25]). Kolmogorov’s equilibrium cascade is the
only type of turbulence cascade for which an accepted
theory exists; it has been a cornerstone or at least a term
of reference for nearly all predictive and modelling ap-
proaches and theories of turbulence since the 1940s. In
the remainder of this paper we use the terms “statis-
tically stationary cascade” and “Kolmogorov stationar-
ity” when refering to Kolmogorov’s equilibrium cascade
to avoid confusions which can arise from the various uses
of the word “equilibrium” in physics and mechanics in
general.
The dissipation law implied by Kolmogorov’s statisti-
cally stationary cascade is ǫ = CǫK
3/2/L where K is the
turbulent kinetic energy per unit mass, ǫ is the rate of
dissipation of turbulent kinetic energy per unit mass, L
is an integral length-scale and Cǫ is a dimensionless con-
stant. The new dissipation law mentioned above is such
that Cǫ is not constant but proportional to the square
root of a global/inlet/inital Reynolds number divided by
the local Taylor length-based Reynolds number Rλ (see
[4, 15, 25]). Recently we have confirmed and in fact ex-
tended the universality of this new dissipation law [8, 9]
by showing that it is also present in Direct Numerical
Simulations (DNS) of both forced and decaying incom-
pressible Navier-Stokes turbulence with periodic bound-
ary conditions in all three directions. In the forced case
it is imperative that the resulting turbulence should be
unsteady over significant time scales for this new dissi-
pation law to hold (see [8, 25]). Steady turbulence is
an exceptional case of turbulence where the Kolmogorov
statistically stationary cascade rules and the dissipation
scaling is the well known classical scaling (see [5, 8, 25]).
Wind tunnel experiments of grid-generated turbulence
have also shown, however, that there can exist a far down-
stream region [10, 23, 25], downstream of the decay re-
gion described two paragraphs above, where the dissipa-
tion law appears classical. There is no evidence for such
change of behaviour in DNS of forced unsteady turbu-
lence [8, 9], but in this paper we report that there ac-
2tually is something similar in DNS of decaying spatially
periodic turbulence.
This paper reports on DNS of freely decaying periodic
turbulence and is organised as follows. In section II we
show that the new dissipation law holds in a first period
of decay which lasts a few turnover times and that it is
then followed by a second period where the relation be-
tween dissipation rate and Reynolds number is radically
different from the new dissipation law.
In section III we correlate this relatively abrupt change
in dissipation behaviour to an equally abrupt change in
the evolving unsteadiness of the small-scale turbulence.
In section IV we discuss an existing non-Kolmogorov the-
ory of decaying turbulence and confront it with our DNS
data. Then, in section V, we transform the new dissi-
pation law into an equivalent statement which is easier
to interpret physically and in section VI we show how
the hypotheses of the longest standing non-Kolmogorov
theory of decaying turbulence can be reduced and weak-
ened to avoid disagreement with our DNS data and at
the same time obtain the new dissipation law. In section
VII we derive the consequences of our new approach for
the interscale energy flux and in section VIII we intro-
duce the concept of unsteady balance in an attempt to
account for the properties of the second period of decay.
In section IX we conclude with a summary and short
discussion of our results.
II. TURBULENCE DISSIPATION SCALING
Our DNS of decaying turbulence are identical to the
DNS of decaying turbulence of [8]. We numerically inte-
grate the Navier-Stokes equations with periodic bound-
ary conditions (periodic domain of box size 2π) in
three orthogonal direction using the fourth-order Runge-
Kutta-Gill scheme. The spatial derivatives are evalu-
ated by Fourier spectral method where aliasing errors
are removed by the phase-shift technique. Like [8] we
first run a forced DNS with their exact same forcing f
on the right hand side of the Navier-Stokes equation,
i.e. f = (− sin(kfx) cos(kfy), cos(kfx) sin(kfy), 0) with
kf = 4 and, also like them, we turn off the forcing at
time t0 when the dissipation has reached a maximum.
We subsequently let the turbulence decay. (We have
also repeated this procedure in some cases with a ran-
dom white-in-time forcing and found similar results as
the ones reported in this paper.)
The initial condition consists of small disturbances over
all wavenumbers k with energy spectrum proportional to
k−1 and random phases. The initial condition’s energy
(per unit mass) is O(10−4), while the energy at t0, when
the forcing is switched off, is O(1). We run many sim-
ulations with many such initial conditions produced by
different sets of random phases. The results we present
in this paper are ensemble averages over these runs. We
run a number NR of simulations per simulation size N
3;
NR = 100 for N = 128, 256, and 512, NR = 10 for
N = 1024 and NR = 1 for N = 2048. The spatial resolu-
tion kmaxη (where kmax is the largest resolved wavenum-
ber and η is the Kolmogorov microscale) is slightly above
1 at t0 for all these simulations. Higher values of N corre-
spond to higher Reynolds numbers and kmaxη increases
throughout the decay.
The integral length-scale is calculated from
L(t) =
3π
4
∫ ∞
0
k−1E(k, t)dk/K(t)
(where E(k, t) is the energy spectrum and K(t) is the
turbulent kinetic energy per unit mass) and varies some-
what from realisation to realisation but is always within
±20% of the ensemble-averaged integral length scale L(t)
which we plot in Fig. 1. In this figure we plot both L
and ddtL
2
as functions of the number of turnover times
t̂ ≡
∫ t
t0
u′
L
dt
where 32u
′2(t) = K(t) and u′(t) is ensemble-averaged.
Our definition of t̂ assumes that each one of our ensem-
bles of NR simulations is statistically equivalent to a sin-
gle very large domain simulation which would contain
a number of integral scale regions equal to the sum of
integral length scale regions in each realisation of the en-
semble. There is no reason to expect our results to be so
sensitive to subtle differences in the statistical definition
of t̂.
Looking at ddtL
2
one can make two observations.
Firstly, the sudden removal at time t = t0 (i.e. t̂ = 0)
of the force f removes a long range correlating agent and
the integral scale starts to decrease till a time tg when it
starts growing again because of the natural growth of the
largest eddies of freely decaying turbulence. Secondly,
after tg there is a second time tc when
d
dtL
2
reaches a
maximum. Note that L(t) is smaller than a tenth of the
box size 2π from t̂ = 0 to t̂ = 4 for our three simulation
ensembles with the highest Reynolds numbers (see [21]
where it is shown that the integral length-scale is not sig-
nificantly affected by the domain size if it is a tenth of
that size or less) and that the range t̂ ≤ 4 includes the
time tc. In fact there is about one turnover time from
t = tc to t̂ = 4. Note also that there are typically two or
more turnover times from tg to tc.
The ensemble-averaged Reynolds numbers Rλ(t) are
plotted in Fig. 2; Rλ(t) ≡ u′(t)λ(t)/ν, where λ is the
Taylor microscale and ν is the kinematic viscosity. One
can also define a Reynolds number based on the inte-
gral length scale, i.e. u′(t)L(t)/ν, and at time t = t0
this Reynolds number is R0 ≡ u′(t0)L(t0)/ν. In some in-
stances we may refer to the ensemble-averaged Reynolds
number R0. Note that the highest Reynolds numbers
achieved in our DNS of freely decaying turbulence are
the highest ever for integration times as long, ratios of
box size to integral length scale as large and small-scale
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FIG. 1. Average integral scale L (a) and dL
2
dt
(b) versus num-
ber of turnover times t̂ for different simulation ensembles. Red
N = 2048; blue N = 1024; grey N = 512; black N = 256;
light blue N = 128. See Fig. 2 for how this colour coding
corresponds to different Reynolds numbers. The thick part
of the lines marks the range tg ≤ t ≤ tc where tg is the time
when dL
2
dt
starts being positive and tc is the time when
dL
2
dt
stops growing.
resolutions as good as here. Higher values of Rλ have
been achieved with DNS of forced periodic turbulence
where the integral scale is comparable to the box size
(see e.g. [27]).
Fig. 3 shows how the dissipation coefficient Cǫ (de-
fined by ǫ = Cǫu
′3/L = Cǫ(2K/3)3/2/L where ǫ(t) is the
turbulence dissipation per unit mass) starts off, once the
forcing has been removed, as an increasing function of
time till it quite abruptly turns into an approximate con-
stant. This change of trend is clear in the insert of Fig.
3(a) where values of Cǫ are plotted versus time for 10
different realisations of the N = 512 simulation ensemble
and in the main Fig. 3(a) where the ensemble-averaged
Cǫ is plotted for each one of our five simulation ensem-
bles. Incidentally, it is remarkable how our slightly differ-
ing initial conditions at time t = 0 (several eddy turnover
times prior to t = t0) can lead to up to 20% differences
in the long time values of Cǫ, an observation which is
about the same for all the Reynolds numbers we are try-
ing here. It is this observation and similar ones for the
integral length-scale by us and by [21] which have forced
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FIG. 2. Rλ(t) versus t̂ for the five simulation ensembles. Red
N = 2048; blue N = 1024; grey N = 512; black N = 256;
light blue N = 128. The thick parts of the lines mark the
range tg ≤ t ≤ tc.
us to present our results in terms of ensemble averages.
This means, in particular, that our results for N = 2048
(where NR = 1) are meaningful only qualitatively.
The change of trend observed in Fig. 3 is effectively the
same as the one observed in wind tunnel experiments of
grid-generated turbulence (compare Fig. 3 with Fig. 4 in
[25] where this change of trend is apparent in wind tunnel
experiments) where streamwise distance corresponds to
time in our DNS. In Fig.4 we plot Cǫ/
√
R0 versus Rλ
which we have actually found to be nearly identical to
Cǫ/
√
R0 versus Rλ. This figure shows that our data
collapse is in some agreement with the new dissipation
law for the higher Reynolds numbers of each simulation
ensemble (see also uncollapsed data in the figure’s insert),
i.e. Cǫ/
√
R0 ∼ 1/Rλ or Cǫ ∼
√
R0/Rλ [4, 8, 9, 15, 25].
It is also clear from the thick parts of the curves in Fig.
3 and Fig. 4 that the time tc when the rate of growth
of the square integral length suddently stops increasing
and starts decreasing is also the time when the time-
dependence of the dissipation coefficient Cǫ qualitatively
changes trends. (Even though this two-stage behaviour
is clear, Cǫ is not perfectly constant at times t > tc,
particularly for the lower Reynolds number cases.)
III. UNSTEADINESS
High Reynolds number turbulence dissipation is the
result of a turbulence cascade. To study the turbulence
cascade in homogeneous or periodic turbulence one often
starts from the scale-by-scale energy balance
∂K>(k, t)
∂t
= Π(k, t)− ǫ>(k, t) (1)
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FIG. 3. Cǫ versus (a) time t− t0 and (b) number of turnover
times t̂ for five simulation ensembles. See Fig. 2 for the
colour coding corresponding to different Reynolds numbers.
The thick part of the lines marks the range tg ≤ t ≤ tc.
The insert in (a) is a plot of Cǫ versus time for 10 different
realisations of the N = 512 simulation ensemble (grey curves
in the main plots).
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FIG. 4. Log-log plot of Cǫ(t)/
√
R0 versus Rλ(t). The dotted
line in the plot represents Rλ
−1
. See Fig. 2 for the colour
coding corresponding to different Reynolds numbers. The
insert is a log-log plot of Cǫ(t) versus Rλ(t). The thick part
of the lines marks the range tg ≤ t ≤ tc.
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FIG. 5. Interscale energy flux to wavenumbers larger than k
divided by the turbulence dissipation in wavenumbers larger
than k. This ratio’s departure from 1 is a measure of how
unsteady the cascade is at wavenumber k. 20483 run; curves
from black to grey and from the lower to the upper parts of
the plot correspond to k = 4, 8, 16, 32, 64, 128 (kf = 4).
where we use the same notation as [9] defined in terms
of the energy spectrum E(k, t):
K>(k, t) ≡
∫ ∞
k
E(k, t)dk (2)
and
ǫ>(k, t) ≡ 2ν
∫ ∞
k
k2E(k, t)dk (3)
are, respectively, the turbulent kinetic energy and the
turbulence dissipation in wavenumbers larger than k and
Π(k, t) is the interscale flux of turbulent kinetic energy
from wavenumbers smaller to wavenumbers larger than k
(we omit “per unit mass” in all three cases for brevity).
Kolmogorov stationarity is a situation where∣∣∣∣∂K>(k, t)∂t
∣∣∣∣≪ ǫ>(k, t)
and therefore
Π(k, t) ≈ ǫ>(k, t)
at wavenumbers k smaller than wavenumbers where vis-
cous effects dominate.
The forcing is at a small wavenumber of the DNS, i.e.
a length-scale larger than L(t0) in every realisation of
our simulation ensembles. Before cutting off the forcing,
which in our case is at wavenumber kf = 4 < 2π/L, one
may expect small values of Π(k, t), i.e. close to 0, for
k ≤ kf .
At wavenumbers k > kf , while the forcing might have
been setting a tendency towards a Kolmogorov statistical
stationarity Π(k, t) ≈ ǫ>(k, t) at the higher wavenum-
bers, the removal of the forcing just leaves us with (1).
The cascade time-lag observation of [3] and [9] implies
that Π(k, t) will react to the absence of large-scale power-
input well before ǫ>(k, t) has had time to react to it.
5Π(k, t) will therefore accelerate its decline before ǫ>(k, t)
does so too. Hence, we must expect Π(k, t)/ǫ>(k, t)
to decrease with time for all k > kf . This implies
that ∂K
>(k,t)
∂t increases in magnitude with time for these
wavenumbers. There must therefore be a tendency for
increased unsteadiness in the wavenumber range k > kf
after removal of the forcing, in other words a departure
from Kolmogorov stationarity which increases with time.
These expectations are confirmed up to a point by
our DNS of periodic turbulence decay. Fig. 5 is a plot
of Π(k, t)/ǫ>(k, t) as a function of number of turnover
times t̂ for various wavenumbers. Π(k, t)/ǫ>(k, t) de-
creases sharply for all wavenumbers larger than kf = 4
till the same time tc, irrespective of wavenumber, when
d
dtL
2
and Cǫ change trends. At times larger than tc,
Π(k, t)/ǫ>(k, t) exhibits a slow growth. We can expect a
long time tν(k) to exist when ǫ
>(k, t) is very much smaller
than ǫ and K>(k, t) very closely vanishes. At such long
times Π(k, t)/ǫ>(k, t) is dominated by direct viscous ef-
fects. Note, when looking at Fig. 5, that k = 128 cor-
responds to a wavelength of about 10η at t̂ = 6 for the
N = 2048 simulation.
Our preliminary considerations at the start of this sec-
tion prepared us for an initial decrease of Π(k, t)/ǫ>(k, t)
at large enough wavenumbers resulting from the time-
lag imposed by the energy cascade [3, 9] in an unsteady
turbulence (such as decaying turbulence). But they did
not prepare us for a critical time when Π(k, t)/ǫ>(k, t)
at such wavenumbers change behaviour and start grow-
ing very slowly, nor did they prepare us for this critical
time to be tc, the time when
d
dtL
2
changes trends and
when the dissipation scaling transitions from an increas-
ing function of time similar to Cǫ ∼
√
R0/Rλ, to a slow
varying function near an approximate constant.
The time range t0 < t < tc is therefore, indeed, an
increasingly non-stationary range given that |∂K>∂t |/ǫ>
increases with time and therefore moves, progressively,
further and further away from Kolmogorov stationarity.
Note that the time range tc < t < tν(k) is also a non-
stationary range given that |∂K>∂t |/ǫ> is never negligibly
small in that range. In our data the turbulence is always
well away from Kolmogorov stationarity. Such stationar-
ity might be reached at very much higher Reynolds num-
bers and much longer times if the time ts(k) to reach it is
smaller than tν(k) for a significant range of wavenumbers
smaller than where the dissipation range starts. Simula-
tions and experiments which can reach such very far time
ranges at such extremely high Reynolds numbers seem
impossible nowadays and will remain so for many years
to come. This point also suggests that Kolmogorov sta-
tionarity, even if it were to exist in unsteady turbulence,
would be of limited relevance.
In the next section we start with a critical examina-
tion of what we believe to be the longest standing non-
Kolmogorov theory of unsteady small-scale turbulence by
George [6] and Barenblatt & Gavrilov [1] and confront it
with our DNS data. We then advance a few hypotheses
in sections V and VI which are quite powerful but nev-
ertheless weaker than the hypotheses underpinning the
theory of [1, 6] and which can account for some aspects
of freely decaying unsteady turbulence.
IV. AN EXISTING NON-KOLMOGOROV
THEORY OF FREELY DECAYING
TURBULENCE
To our knowledge, there are two currently available
non-Kolmogorov theories of unsteady turbulence, one by
Yoshizawa [28] and one by George [6]. An approach to
unsteady turbulence dissipation based on [28] is currently
being proposed by [2] for forced unsteady turbulence of
the type discussed in [8, 9]. Here we examine George’s [6]
theory of freely decaying turbulence which is similar to
(if not effectively the same as) the theory of Barenblatt
& Gavrilov [1] who explained how their approach is more
general than Sedov’s [16, 17]. Barenblatt & Gavrilov [1]
and Sedov [16, 17] worked on the Ka´rma´n-Howarth equa-
tion whereas George [6] worked on the equivalent Lin
equation. Equation (1) is the integral of the Lin equa-
tion
∂
∂t
E(k, t) = − ∂
∂k
Π(k, t)− 2νk2E(k, t).
George’s [6] theory of decaying homogeneous turbu-
lence hypothesises that a single length-scale l(t) exists
such that, for all wavenumbers k,
E(k, t) = K(t)l(t)f(kl, R0)
and
Π(k, t) = P (t)g(kl, R0)
where f and g are dimensionless functions. The pref-
actor K(t)l(t) in E(k, t) = K(t)l(t)f(kl, R0) is imposed
by K(t) =
∫∞
0
E(k, t)dk. Given the well known expres-
sions of L(t) and λ(t) in terms of integrals over k in-
volving the energy spectrum E(k, t), it is immediate that
L(t) ∼ l(t) ∼ λ(t). Injections of George’s self-similar
forms for E(k, t) and Π(k, t) in the Lin equation leads
to ddt (Kl) = c1K
dl
dt , Pl = c2K
dl
dt and 2ν = c3
dl2
dt where
c1, c2 and c3 are dimensionless numbers independent of
time. The functions f and g are related by
c1f + κ
∂
∂κ
f = −c2 ∂
∂κ
g − c3κ2f. (4)
where κ ≡ kl.
To work out what this theory’s prediction is for ǫ one
can use ǫ = − ddtK. From ddt (Kl) = c1K dldt and 2ν =
c3
dl2
dt it follows that
ǫ = (1− c1) ν
c3
K/l2. (5)
It is clear that this theory cannot lead to Kolmogorov’s
cascade prediction ǫ ∼ K3/2/L (see [25] and [9] for
6an explanation of how this prediction follows from the
Kolmogorov stationary cascade theory). As for the
new dissipation law Cǫ ∼
√
R0/Rλ, equivalently ǫ ∼√
K0L0K/L
2, George’s [6] theory leads to ǫ ∼ K/L2, i.e.
Cǫ ∼ 1/Rλ, by setting l(t) = L(t) without loss of general-
ity. This theory therefore captures the time dependence
of ǫ but the full formula ǫ ∼ √K0L0K/L2 can only be
derived from this theory with extra hypotheses concern-
ing c1 and c3. Having set l(t) = L(t) one can make the
reasonable hypothesis that dl
2
dt =
dL2
dt is independent of
viscosity thereby implying that c3 ∼ R−10 . The new dissi-
pation law ǫ ∼ √K0L0K/L2 follows provided one makes
the additional hypothesis that c1 is independent of R0.
George’s [6] theory also makes a prediction about the
interscale flux Π(k, t). From Pl = c2K
dl
dt and 2ν = c3
dl2
dt
it follows that P (t) = ν c2c3K/l
2. From (5) it then follows
that
P (t) =
c2
1− c1 ǫ.
To conclude that Π(k, t) = ǫG(kl) with G independent
of R0 one requires the extra, rather ad hoc, hypothesis
that G = c21−c1 g(kl, R0) should be independent of R0 (at
least over a particular targeted range of wavenumbers).
It is interesting that this theory can lead to
Π(k, t) = ǫG(kl) (6)
which is partly similar to Kolmogorov’s stationary cas-
cade prediction Π(k, t) ≈ ǫ in the inertial wavenumber
range.
George’s [6] theory neither predicts nor assumes the
critical time tc in Fig. 1 which also appears as the criti-
cal time for a qualitative change of trends in Fig. 3, Fig.
4 and Fig. 5. Another discrepancy between George’s [6]
theory and our DNS is that the theory does not distin-
guish between wavenumbers smaller or larger than 2π/L
whereas Fig. 5 suggests that the time-dependence of
Π(k, t)/ǫ>(k, t) in our DNS is very different for such dif-
ferent wavenumbers in the time range t0 < t < tc.
In the following sections we modify this theory in a way
which respects the qualitative difference between k .
2π/L and k & 2π/L yet preserves the prediction ǫ ∼√
K0L0K/L
2 and replaces (6) with a relation which can
account for the increasing unsteadiness in Fig. 5. In so
doing we replace the hypotheses of the theory with fewer
and weaker ones, some of which may also be physically
more tangible.
V. A PHYSICAL INTERPRETATION OF THE
DISSIPATION SCALING ǫ(t) ∼ K(t)/L2(t)
The theory presented in the previous section is based
on five hypotheses: (G1) E(k, t) = K(t)L(t)f(kL,R0)
and (G2) Π(k, t) = P (t)g(kL,R0) for the entire
wavenumber range; (G3) dL2/dt independent of viscos-
ity; (G4) dc1/dR0 = 0; and (G5) d(c2g)/dR0 = 0. In this
section we discuss a necessary but not sufficient condition
for (G1).
This condition is that ǫ>(2π/L, t) and
ǫ<(2π/L, t) ≡ 2ν
∫ 2π/L
0
k2E(k, t)dk,
and therefore also ǫ(t), vary in time in the same way.
This is implied by (G1) but the inverse implication does
not hold.
Given that
∫ 2π/L
0
k2E(k)dk must scale as K/L2 and
defining Φ ≡ ǫ<(2π/L, t)/ǫ(t) it follows directly from
ǫ(t) = ǫ>(2π/L, t) + ǫ<(2π/L, t)
that
ǫ(t) =
Cν
Φ
K
L2
(7)
where C is given by ǫ<(2π/L, t) = CνK/L2.
Time-independence of Φ (the necessary but not suffi-
cient condition implied by G1) is therefore equivalent to
time-independence of ǫL2/K, i.e. time-independence of
CǫRλ.
In the presence of large-scale coherent structures in
the turbulence, the time-independence of Φ, equivalently
of ǫ<(2π/L, t)/ǫ>(2π/L, t), could be interpreted as fol-
lows: if the large-scale coherent vortex was to have too
little dissipation then it would last comparatively long
and have the time to organise the random small-scale
turbulence with the result to decrease ǫ>(2π/L, t) and
bring the ratio ǫ<(2π/L, t)/ǫ>(2π/L, t) back up; but if
the large-scale coherent vortex was to have too much
dissipation, i.e. if ǫ<(2π/L, t) was too high, then its
energy would decay too fast and its strain rates would
also decay too fast given that they directly depend on
the coherent energy. This would bring ǫ<(2π/L, t), and
therefore the ratio ǫ<(2π/L, t)/ǫ>(2π/L, t), back down.
As a result, one might expect ǫ<(2π/L, t)/ǫ>(2π/L, t),
and therefore Φ, to be about constant in time in the
presence of large-scale coherent structures. This picture
is consistent with the existence of a hierarchy of vor-
tices of various sizes sustained by the large-scale coher-
ent structures [7]. In this picture, vortices at each level
of the hierarchy are sustained by the larger-scale strain
of vortices one level larger than them and the ratio of
strain rates at different consecutive length-scale levels is
the same at all levels. This ratio is kept unchanged dur-
ing decay causing ǫ<(2π/L, t) which is determined by
the strain of the large-scale coherent vortices to decay
together with ǫ>(2π/L, t) which is determined by the
smaller scale strains.
From (7), this coherent structure-related time-
independence of Φ implies time-independence of ǫL2/K,
i.e. of CǫRλ. The presence of such structures in the
time range t ≤ tc is evidenced by the spectral spikes at
kL ≈ 2 in Fig. 6 where we plot the three-dimensional
energy spectrum of the present DNS turbulence in the
time-range tg ≤ t ≤ tc. These spectral spikes are absent
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FIG. 6. Normalised energy spectra at times t in the range
tg ≤ t ≤ tc for simulation N = 2048. The normalisation
follows E(k, t) = ǫL
3
√
K0L0
f(kL) as explained in section VI. The
dotted line is proportional to (kL)−5/3.
from the spectra at times t > tc (not shown for brevity),
and it is indeed at times t < tc that our data show some
evidence of CǫRλ being constant in time whereas CǫRλ
is definitely not constant at times t > tc .
The point we are making in this section is that, by
using (7), we can transform the statement that CǫRλ is
constant in time into a different but equivalent statement
which can be more easily interpreted physically. This
new statement is that Φ = ǫ<(2π/L, t)/ǫ is constant in
time and we have provided an example of how it might
be interpreted physically two paragraphs above. Proving
or disproving this interpretation is a major task and we
must leave it for future works, but the task is now de-
fined. However, as explained in the following paragraph,
equation (7) can also be used to shed some more light
on how well CǫRλ ≈ Const fits our data particularly if
we complete the Reynolds number dependence and note
that CǫRλ ∼
√
R0 is equivalent to Φ ∼ R−10 .
In Fig. 7 we plot R0ǫ<(2π/L, t)/ǫ(t) versus t̂ for our
five DNS ensembles. This plot is in fact nearly identical
to R0ǫ<(2π/L, t)/ǫ(t) versus t̂. Fig. 7 does give some
support to the time-independence of ǫ<(2π/L, t)/ǫ(t)
(and of ǫ<(2π/L, t)/ǫ(t) also given that it is about the
same) in the time range tg < t < tc, particularly for our
simulation ensemble N = 1024. This simulation ensem-
ble has the second highest Reynolds numbers (see Fig.
2) and covers NR = 10 realisations whereas we have only
one realisation for our N = 2048 simulation which has
the highest Reynolds numbers. Given the sensitivity to
initial conditions reported in section III, some single re-
alisations of the N = 1024 ensemble do not return val-
ues of R0ǫ
<(2π/L, t)/ǫ(t) which are as constant in time
as in Fig. 7, which means that we cannot expect the
N = 2048 curve in this figure to be statistically repre-
sentative. For our DNS to agree with the constancy in
time of ǫ<(2π/L, t)/ǫ(t) in the range tg < t < tc we
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FIG. 7. Plot of R0ǫ<(2π/L, t)/ǫ versus t̂. See Fig. 2 for the
colour coding corresponding to different Reynolds numbers.
The thick part of the lines marks the range tg ≤ t ≤ tc.
The vertical bars on the lines indicate the magnitude of the
standard deviation in the statistical ensemble.
need a combination of high Reynolds numbers and suf-
ficient number of realisations. Note that the values of
Rλ are all below 100 at t ≥ tg for the simulation ensem-
bles N = 128, 256, 512 (see Fig. 2) and that the best
DNS agreement with CǫRλ ∼
√
R0 was obtained by [8]
for their DNS which could reach values of Rλ equal to
or larger than about 200. The various wind tunnel ex-
periments where this new dissipation scaling has been
observed (see [4, 15, 25]) also reached such relativey high
Rλ values. This may explain the imperfect collapse in
Fig. 4 and more clearly in the equivalent Fig. 7. It must
be stated, however, that multiplying ǫ<(2π/L, t)/ǫ(t) by
R0 to plot R0ǫ<(2π/L, t)/ǫ(t) instead of ǫ<(2π/L, t)/ǫ(t)
in Fig. 7 has definitely helped to bring the curves close
to each other. Note, finally, how these curves diverge and
grow in the range t > tc, in agreement with our observa-
tion that Cǫ changes behaviours when the critical time
tc is crossed. Equation (7) shows that the slow varying,
perhaps close to constant, behaviour of Cǫ at times t > tc
(see Fig. 2) agrees with the growth of ǫ<(2π/L, t)/ǫ(t)
at these times. These are also the times when there is
no evidence of large-scale coherent structures in the en-
ergy spectrum in agreement with our interpretation of
the constancy in time of ǫ<(2π/L, t)/ǫ(t) in the range
tg < t < tc which relies on the presence of large-scale
coherent structures as is indeed clear in the spectrum.
Our DNS of decaying turbulence cannot reach
Reynolds numbers that are high enough to clearly
demonstrate the independence of the turbulence dissi-
pation rate on viscosity even though our two simulation
ensembles with the highest Reynolds numbers seem to
return curves close to each other in Fig. 3. In the fol-
lowing section we advance a few hypotheses which can
help us make some progress beyond (7) and also obtain
a scaling for the energy spectrum.
8VI. FROM (7) TO ǫ(t) ∼ √K0L0K(t)/L2(t) AND
SPECTRAL SCALING
In dealing with the time range tg < t < tc, we replace
hypothesis (G1) with a set of two hypotheses (H1) and
(H2) which, even when combined together, are weaker
than (G1): (H1) Φ is independent of time and (H2)
E(k, t) = A(t)f(kL,R0) for kL & 1 where f is a dimen-
sionless function. As we have seen in the previous section
(see paragraph containing (7)), (H1) immediately implies
that the time dependencies of ǫ(t) and K(t)/L2(t) are
the same, a result also obtained in the theory described
in section IV as a direct consequence of (G1) which is far
stronger than (H1).
We drop hypothesis (G2). Unlike (G1) and (G2),
hypotheses (H1) and (H2) allow spectral dynamics at
wavenumbers above and below L−1 to be different, as
observed in our DNS. Note that (H2) is only for kL & 1,
not for the entire wavenumber range as is assumption
(G1).
To show that ǫ is independent of viscosity and therefore
ǫ ∼ √K0L0K/L2, the theory in section IV makes use of
hypotheses (G2), (G3) and (G4). Here we drop all three
of them and replace them with a single hypothesis (H3)
which we introduce at the appropriate place below. We
also drop (G5) which was needed in section IV to derive
a relation between Π(k, t) and ǫ.
From (H2), (3), and (H1) in the form ǫ>(2π/L, t) =
ǫ(t)(1− Φ(R0)) it follows that
A(t)
∫ ∞
2π
κ2f(κ,R0)dκ =
ǫ
2ν
L3(1− Φ(R0)).
It then follows that the time dependence of A(t) must be
the same as the time dependence of ǫ(t)L3(t) and more
specifically that
A(t) =
ǫL3√
K0L0
J−1
where
J ≡ R−10 (1− Φ(R0))−1I2(2π)
with
I2(x,R0) ≡
∫ ∞
x
κ2f(κ,R0)dκ.
We therefore get
E(k, t) =
ǫL3√
K0L0
J−1f(kL,R0) (8)
where J depends only on R0. Fig. 6 shows that our DNS
offers acceptable support for this scaling, hence for (H2),
at wavenumbers kL > 3 and times tg < t < tc. The spec-
tra are in principle hardest to collapse in this time range
because this is the time range where Rλ varies the most.
Note that the spectra at wavenumbers kL ≤ 2 evolve in a
way that cannot be described by the self-similar form (8)
and that the absence of such self-similarity is linked to the
presence of large-scale coherent structures as evidenced
by the evolving spike at kL ≈ 2 in the spectrum (Fig. 6).
Hypothesis (G1) is too strong as it imposes single-scale
self-similarity throughout the spectrum and can there-
fore not account for the different evolution of large-scale
coherent structures. On the contrary, hypotheses (H1)
and (H2) allow spectral dynamics at wavenumbers below
and above 2L−1 to be different.
Now note that
∫ 2π/L
0
E(k, t)dk must scale as K. Given
that K(t) =
∫∞
0
E(k, t)dk, it then follows that K(t) ∼∫∞
2π/L
E(k, t)dk and using (8) yields I0(2π)J
−1ǫ ∼√
K0L0K/L
2 where I0(x,R0) ≡
∫∞
x
dκf(κ,R0). It is
here that the extra hypothesis (H3) is needed. This hy-
pothesis states that the ratio I0(2π,R0)/J(R0) does not
depend on R0 in the limit where R0 →∞. Hence
ǫ(t) ∼
√
K0L0K(t)/L
2(t). (9)
One can work out from (5) that (G3) and (G4) play
the same role as (H3) in ensuring that the turbulence
dissipation is independent of viscosity and that (H3) is
a little weaker. In fact, hypothesis (H3) replaces hy-
potheses (G2), (G3) and (G4) but is admitedly as ad
hoc as (G4). However, (H3) does have the merit of be-
ing expressed in terms of integral quantities involving
only the energy spectral shape f and its dependence
on Reynolds number. One can therefore try different
functions f and see whether they are consistent with
(H3) and thereby (9). For example a function f which
is proportional to (kL)−5/3 and independent of R0 for
1 < kL ≤ L/η ≡ R4/30 and has a sharp fall off with kL at
kη ≤ 1 (as in Fig. 6) satisfies (H3), and also (H2). One
cannot make such a statement for (G4) which is there-
fore more opaque than (H3). Equation (4) makes it clear
that an asssessment of (G4), i.e. of dc1/dR0 = 0, would
involve both functions f and g as well as the other di-
mensionless coefficients c2 and c3 of the theory in section
IV.
In summary, hypothesis (G1) has been replaced by the
weaker set of hypotheses (H1) and (H2) which yielded the
spectral scaling (8), the most important result of this sec-
tion, and hypotheses (G3) and (G4) have been replaced
by the weaker hypothesis (H3). (G2) and (G5) which
concern the interscale energy flux have been dropped. In
the next section we derive expressions for the energy flux
in the time range tg < t < tc with no further hypotheses
and no use of (H3).
9VII. THE ENERGY FLUX Π(k, t) AT TIMES
SHORTER THAN tc
We derive a formula for Π(k, t) for kL & 1 by using
(1), (2) and (8):
√
K0L0Π(k, t) =
√
K0L0ǫ
>(k, t)− ǫ
2
dL2
dt
J−1kLf(kL,R0)
+
d
dt
(ǫL2)J−1I0(kL,R0) (10)
for kL & 1. This expression implies that, at any given
time t in the range tg < t < tc, Π(k, t) − ǫ>(k, t) is
proportional to (kL)1−p if f ∝ (kL)−p. Fig. 8, where we
plot [Π(k, t)− ǫ>(k, t)]/[Π(2π/L, t)− ǫ>(2π/L, t)] versus
kL, shows that this is not too far from being the case with
p close to 5/3. The Kolmogorov theory which predicts
p = 5/3 (for steady turbulence) does not predict such a
dependence of Π(k, t) on wavenumber.
1 10 102
1
10
10 -3
10 -2
10 -1
kL(t)
Π
(k
,t
)
−
ǫ>
(k
,t
)
Π
(2
π
/L
(t
),
t)
−
ǫ>
(2
π
/L
(t
),
t)
FIG. 8. Plot of [Π(k, t)− ǫ>(k, t)]/[Π(2π/L, t)− ǫ>(2π/L, t)]
versus kL for various times in the range tg < t < tc. N =
2048. The dotted line is proportional to (kL)−2/3.
To show that our hypotheses (H1) and (H2) are con-
sistent with our observation that Π(k, t)/ǫ>(k, t) is a de-
creasing function of time till t = tc (Fig. 5) we look at
the time dependence in expression (10). This expression
involves the time derivative of ǫ which we evaluate by dif-
ferentiating (7) with respect to time and by making use
of (H1) in the form dΦdt = 0. Making also use of
dK
dt = −ǫ
we obtain
dǫ
dt
= − ǫ
2
K
− ǫ
L2
dL2
dt
. (11)
By injecting (11) in (10) and making one more use of (7)
we conclude that
− ∂K
>(k, t)
∂t
/
ǫ>(k, t)
= 1− Π(k, t)
ǫ>(k, t)
=
ǫ(t)
2ǫ>(k, t)
[
dL2
dt
kLf(kL,R0)√
K0L0J(R0)
+
2C
ΦR0
I0(kL,R0)
J(R0)
]
(12)
for kL & 1.
Expression (12) makes it clear that Π(k,t)ǫ>(k,t) is a decreas-
ing function of time for a given inertial range wavenumber
k mainly because of the growth of dL
2
dt , but also, albeit
to a lesser exent, because of the relatively slow growth
of ǫ(t)ǫ>(k,t) . This demonstrates that hypotheses (H1) and
(H2) which imply (12) are consistent with the increasing
inertial range non-stationarity evidenced in Fig. 5 for any
given inertial range wavenumber. They are also consis-
tent with the observation (both in Fig. 5 and in [8]) that
there is a tendency towards Kolmogorov stationarity at
the higher wavenumber end of the inertial range. This is
clearly evident if we set f(kL) ∼ (kL)−5/3 in the inertial
range which additionaly shows that this tendency is slow
because it scales as k−2/3.
Expression (12) for Π(k,t)ǫ>(k,t) − 1 can also be used to pre-
dict Π(2π/L(t), t) by setting k = 2π/L and using (H1)
in the form ǫ>(2π/L, t) = ǫ(t)(1− Φ):
Π(2π/L, t)
ǫ(t)
= 1− Φ(R0)− dL
2
dt
πf(2π,R0)√
K0L0J(R0)
−
√
3
2
C
ΦR0
I0(2π,R0)
J(R0)
(13)
Clearly, hypotheses (H1) and (H2) imply that
Π(2π/L, t) and ǫ(t) do not have the same time de-
pendence at times t < tc. In Fig. 9 we plot both
Π(2π/L, t)/ǫ and Π(2π/L, t)/(u′3/L) versus t̂ (which
turn out to be effectively identical with the respective
plots of Π(2π/L, t)/ǫ and Π(2π/L, t)/(u′
3
/L) versus t̂).
The decrease of Π(2π/L, t)/ǫ is in agreement with the in-
crease of dL
2
dt . The constancy in time of Π(2π/L, t)/ǫ and
Π(2π/L, t)/(u′3/L) for sufficiently high R0 in the range
t > tc cannot be accounted for by (13) as
dL2
dt decreases
with time in that range. In the next section we briefly
discuss the time range t > tc.
VIII. TIMES LONGER THAN tc
From Fig. 9, equation (13) and the dissipation law
ǫ(t) ∼ K(t)/L2(t) we deduce that Π(2π/L, t) does not
scale as u′3/L in the time range t < tc. Such a scaling
is not supported by either hypotheses (H1) and (H2) or
by our DNS results. However, Fig. 9 also shows that
Π(2π/L, t) does scale as u′3/L in the time range t > tc
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FIG. 9. (a) Π(2π/L, t)/(u′3/L) versus t̂. (b) Π(2π/L, t)/ǫ
versus t̂. See Fig. 2 for the colour coding corresponding to
different Reynolds numbers. The thick part of the lines marks
the range tg ≤ t ≤ tc. The vertical bars on the lines indicate
the magnitude of the standard deviation in the statistical en-
semble.
provided R0 is large enough. Given that Π(2π/L, t) and
ǫ(t) vary in time in the same way in this far time range as
seen in Fig. 9(b), it follows that this time range is such
that ǫ(t) ∼ u′3/L(t). Fig. 3(b) supports this conclusion.
This conclusion might be a little surprising because
the far time range is the lower Reynolds number range for
each one of our simulation ensembles and because the tur-
bulence is far from Kolmogorov stationarity in this range
too (see Fig. 5). It would therefore appear that the de-
caying turbulence in the far time range t > tc is close to a
state of balanced non-equilibrium (in fact not perfectly so
as Fig. 5 suggests) which is a state where all three terms
in (1) remain approximately proportional to each other
during decay for k ∼ 1/L(t) (see also [26]). This is the
only way that a turbulence can be out of Kolmogorov sta-
tionarity while at the same time approximately respect-
ing Π(2π/L, t) ∼ ǫ(t) and the Taylor-Kolmogorov scaling
ǫ ∼ u′3/L [11, 19]. Indeed, the presence and influence of
the large-scale coherent vortices having subsided in the
long time regime t > tc, the memory of initial conditions
at t = t0 has also subsided meaning that Π(2π/L(t), t)
must scale as u′3(t)/L(t) and therefore
ǫ(t) ≈ ǫ>(2π/L(t), t) ∼ u′3(t)/L(t)
by virtue of the approximate balanced non-equilibrium.
This is very different from Kolmogorov stationarity which
implies Π(2π/L(t), t) ≈ ǫ(t) instead of Π(2π/L(t), t) ∼
ǫ(t). Indeed, Π(2π/L(t), t) ≈ 0.55ǫ(t) for the highest
values of R0 in Fig. 9(b).
One may ask whether the time tc results from or is
at least partly determined by the finite size of the pe-
riodic DNS box. Even though the integral scale is less
than a tenth of the box size from t̂ = 0 to t̂ = 4 for
our three simulation ensembles with the highest Reynolds
numbers and even though previous studies such as [21]
have determined that this is enough for a fair deter-
mination of the integral length-scale, we cannot rule
out such a finite size effect. Nevertheless, the classical
Π(2π/L(t), t) ∼ ǫ(t) ∼ u′3/L(t) are present at times
t > tc, i.e. t̂ > 3.2, in the three DNS ensembles with
the highest R0. If the finite size box is responsible for
the existence or even just the value of tc, one would then
have to ask if it is also, at least partly, responsible for
these classical scalings and the related non-equilibrium
balance. DNS runs with an even higher box size to L ra-
tio and same Reynolds number and small-scale resolution
would be needed to answer this question and this is not
currently feasible. We recall, however, that dissipation
scalings such as the ones obtained in the present DNS
have also been obtained in wind tunnels [25], the classi-
cal scaling appearing downstream of the scaling (9) as in
our DNS, for various ratios of the wind tunnel size to the
integral scale including significantly larger than 10.
IX. CONCLUDING DISCUSSION
It can be expected that the most common nonlinear
turbulence cascades in nature and engineering are un-
steady energy cascades. We have identifed two differ-
ent types of unsteady energy cascade for incompressible
three-dimensional turbulence, each one with a different
turbulence dissipation scaling associated to it. And we
have also shown that, during decay, the turbulence tran-
sits quite abruptly from one unsteady energy cascade to
the other. Both these cascades are fundamentally differ-
ent from Kolmogorov’s statistically stationary cascade.
It has proved to be computationally extremely de-
manding to obtain reliable cascade-related information
from DNS of decaying periodic turbulence because of
the need for high enough Reynolds numbers combined
with large numbers of realisations and long integra-
tion times. Our DNS have nevertheless unambiguously
demonstrated that a critical time tc exists when there is a
simultaneous qualitative change in (i) the instantaneous
scalings of ǫ(t), (ii) the ratio of the interscale energy flux
to the high-pass turbulence dissipation which quantifies
the non-stationarity of the small-scale turbulence, (iii)
the rate of change of the integral length-scale and (iv)
the shape of the energy spectrum at length-scales com-
parable to L.
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(i) The turbulence dissipation rate coefficient changes
from a scaling comparable to Cǫ ∼
√
R0/Reλ which was
also found in various other wind tunnel and DNS turbu-
lent flows [4, 8, 9, 15, 25] to Cǫ ≈ Const at times t > tc
and high enough values of R0.
(ii) The ratio of the interscale energy flux to the high-
pass filtered turbulence dissipation starts out as a de-
creasing function of time till t = tc when it stops decreas-
ing and proceeds to very slowly increase. This behaviour
is observed for all inertial range wavenumbers. It means
that the cascade becomes increasingly non-stationary till
the critical time tc when the cascade starts to slowly de-
crease its degree of non-stationarity. However the cas-
cade remains highly non-stationary throughout our sim-
ulations, even when Cǫ ≈ Const at times t > tc. We
introduce the concept of balanced non-equilibrium to ex-
plain this long time behaviour but warn that it should
not be expected to be perfectly present in general as
Cǫ ≈ Const is also often not perfectly present, for ex-
ample in far-downstream grid-generated turbulence (see
Fig. 4 in [22]).
(iii) dL
2
dt changes from an increasing function of time
at times t < tc to a decreasing function at times t > tc.
(iv) At times t < tc there is a clear peak in the energy
spectrum which suggests the presence of large-scale co-
herent structures at length-scales comparable to L. This
spectral peak disappears after the critical time tc.
One is naturally led to an interpretation of our results
in terms of effective predominance of large-scale coherent
structures at times t < tc and absence if not just weak
presence of such structures at times t > tc. This interpre-
tation, which we relate to a physically meaningful way of
stating the new dissipation scaling in section V, is also
supported by previously published data. For example,
the new dissipation scaling has turned out to be better
defined in regular grid than in fractal grid turbulence (see
[24]) and [12] have shown that the vortex shedding signa-
ture is much stronger in regular grid than in fractal grid
turbulence. The new mean wake scalings which result
from the new dissipation scaling are also much better de-
fined for the low than for the high iteration fractal plates
used by [14] as wake generators (see their table II), and
[13] have shown that the vortex shedding signature is
much stronger in low than in high iteration fractal plate
wakes (see their Fig. 13b). In fact, the wake scalings
seem to tend towards the classical ones which follow from
Cǫ = Const as the vortex shedding signature decreases.
Finally, [12] have recently shown for grid-generated tur-
bulence that the integral scale increases faster in the pres-
ence of large-scale coherent structures than in the absence
of such vortex shedding structures.
To account for the effects of the large-scale coher-
ent structures on the turbulence cascade and dissipa-
tion at times t < tc, we have therefore advanced two
hypotheses, (H1) and (H2), in section VI. These hy-
potheses lead to the scaling (8) of the energy spec-
trum which is fairly well supported by our DNS and
to equation (12) for the interscale energy flux which
agrees qualitatively with the increasingly non-stationary
nature of the turbulence cascade at times t < tc. Our
DNS show that, at times t < tc, the turbulence en-
egy spectrum has a well-defined k−5/3 range at high
Reynolds numbers. This spectrum is nevertheless very
different from Kolmogorov’s E(k) ∼ ǫ2/3k−5/3 and scales
as E(k) ∼ ǫL3√
K0L0
(kL)−5/3 ∼ KL(kL)−5/3 (using ǫ ∼√
K0L0K/L
2) as originally concluded by [18] from their
wind tunnel experiments.
Finally it is worth mentioning that (H1) and (H2) also
lead to equation (11) which is reminiscent of the K-ǫ
equation for homogeneous turbulence. It is conceivable
that one might therefore consider future possibilities of
improved one-point turbulence modelling for unsteady
turbulence in the presence of large-scale coherent struc-
tures.
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