Abstract. An important class of heuristics for constraint satisfaction problems works by sampling information during search in order to inform subsequent decisions. One of these strategies, called the "weighted degree heuristic", is based on weighting constraints according to their involvement in failure during search. Recently, a new approach to sampling based on weighted degree was introduced, that uses a form of "random probing" to gain information that is less subject to sampling bias. This approach also involves restarting in order to enhance the initial choices made during search. The present research analyses the characteristics of the sampling process and the manner in which information is used, to better understand strategies based on constraint weights. Using a framework based on two performance principles, the well-known Fail-First and a "Contention Principle", we study the properties of both the sampling and variable selection components. We show that the critical factor in search enhancement is improved fail-firstness (rather than initial choices), that the important concept wrt sampling is contention rather than failure, that probing effectiveness depends on the quality of the sample, and that random probing seems to balance two basic forms of heuristic action to improve overall search efficiency.
Introduction
There are two main approaches to the study of algorithms. In the formal analysis of algorithms, we establish bounds on time and space complexity that tell us something about the basic efficiency of the algorithm. However, there is a separate statistical/ experimental approach to algorithmics that allows us to evaluate average-case performance and performance on specific classes of problems. The latter is especially important when problems are intractable, both because the range of performance can be extreme and because different classes of problems can vary greatly in their amenability to particular strategies. In addition, there is the problem that working programs designed to solve such problems are often complex packages of strategies. As a result, it is often difficult to know the basis for a difference in performance between algorithm and an alternative algorithm.
Algorithms for intractable problems often employ heuristics, and these rules of thumb, which are related to the basic non-determinism of the algorithms, can have enormous effects on the efficiency of search. In recent years, new heuristics have been devised for constraint satisfaction algorithms that depend on sampling before or during search in order to make more informed decisions. A notable example is the "weighted degree" heuristic [1] , which tallies failures that occur in the course of search in order to select variables associated with the greatest number of failures.
A recently proposed method uses a more rigorous approach to sampling failure. Instead of interleaving sampling and heuristic search, sampling occurs during an initial information gathering phase in which variables are chosen at random and search is run repeatedly to a fixed cutoff (i.e. a fixed number of search nodes or failures) [2] [3] .
This method, called random probing, was devised to address two perceived deficiences in the original weighted degree algorithm. The first is that in the original weighted degree heuristic the initial choices, which are often the most important, are made without information based on edge weights. The other is that sampling in weighted degree is heavily biased by the path of search. The algorithm may therefore be too sensitive to local as opposed to global conditions of failure.
The initial results with random probing were very encouraging. For many problem classes, this approach makes search more effective than the original weighted degree algorithm [2] [3] . It appeared to us, therefore, that the original hypotheses about the deficiences in weighted degree and the basis for the effectiveness of random probing were correct. However, the evidence was still indirect. Moreover, in the course of our investigations we realized that neither weighted degree nor random probing had been adequately characterised.
Our initial results led to three hypotheses concerning the improvements due to random probing:
That improvements are due in large part to better variable selections at the top of the search tree. That random probing serves to locate "global" rather than "local bottlenecks". That random probing enhances fail-firstness, in keeping with the Fail-First Principle of [4] .
Of course, these hypotheses are not mutually exclusive; nonetheless, it is important to determine the significance (or lack thereof) of each factor in the overall pattern of results. This is one goal of the present research. In addition, experiments have been carried out to determine the nature of sampling in more detail and to better characterise the nature of the variable ordering based on random probing.
Characterising Algorithms Based on Constraint Weighting

Background: Constraint satisfaction problems
The present work pertains to search methods for constraint satisfaction problems (CSPs). Basically, a CSP is a labeling problem in which each variable in a set must be labeled (or assigned or instantiated) with a "value" drawn from another distinguished set, called the domain of that variable. This must be done whilst respecting any constraints between (sub)sets of variables. A simple example is the -colouring problem, where each node of a graph must be labelled with one of colours so that no adjacent nodes have the same colour.
More formally, a CSP is a tuple ( ) where: = is a set of variables which must be assigned values; = is the set of domains for those variables consisting of possible values which may be assigned; and = is the set of constraints. Constraints express relations among domain values that that can be assigned to the variables in the scope of the constraint, (
). In this paper we are concerned with binary constraint problems, so a constraint has at most two variables in its scope. A solution to a problem is an assignment or mapping from variables to values, = , that includes all variables ( ) and does not violate any constraint. There are many methods for solving CSPs. Here, we consider complete algorithms that use backtracking. In most cases we use MAC (maintaining arc-consistency), a hybrid search procedure in which local consistency is interleaved with search decisions. In MAC, the problem is made arc-consistent after each assignment, i.e. all values which are arc-inconsistent with that assignment are removed from the current domain of their variable. (A constraint satisfaction problem is said to be arc-consistent when every value in every domain has at least one support in the domain of every neighboring variable.)
Complete search involves a succession of choices, either of the next variable to assign or the next assignment to make to that variable. The present work is concerned with heuristics (rules of thumb) for choosing the next variable to instantiate during search. A well-known example is one that minimises the value of domain/degree, where "domain" is the current domain size and "degree" is the number of constraints that a variable is associated with [5] . Although effective in many cases, this heuristic bases its choices on very generic information. At the same time it does combine knowledge of local conditions -via the current domain size -with general structural features -via the degree of a variable.
Description of heuristics based on constraint weights
The weighted degree heuristic is designed to enhance variable selection by incorporating knowledge gained during search, in particular knowledge derived from failure. In this procedure, a constraint's weight is incremented during arc consistency propagation whenever this causes a domain wipeout. This information is used during variable selection by calculating the sum of the weights of the constraints associated with a variable and choosing the variable with the largest sum. This constraint-weight sum is referred to as a "weighted degree" and the heuristic for selecting a variable can therefore be called the "weighted degree heuristic". In practice, only constraints associated with uninstantiated, or "future", variables are used to calculate the constraint-weight sum.
In addition to the basic weighted degree heuristic just described (wtdeg), information in the form of edge weights can be incorporated into the domain/degree heuristic, by using the weighted (forward) degree in the denominator (dom/wdeg). Given the general effectiveness of the domain/degree strategy, this will be the method used in most experiments reported in this paper.
As noted above, random probing uses a different strategy to apply information about failure during search to variable selection. It employs restarting together with more adequate methods of sampling to overcome apparent deficiencies in the basic weighted degree procedure. It begins with a series of "random probes", in which variable selection is done randomly, and weights are incremented in the usual fashion but are not used to guide search. Probing is run to a fixed cutoff , and for a fixed number of restarts . On the last restart (final run), the cutoff is removed and the dom/wdeg heuristic (or the wtdeg heuristic) is used, based on the accumulated weights for each variable.
There are two strategies one can pursue in the final run. The first is to use these weights as the final weights for the constraints. The second is to continue to update them during this run, updating global weights with weights which are local to the particular part of the search space that one is in.
Characterisation of constraint weighting procedures
The weighted degree procedures can be conceived in terms of an overall strategy that combines two heuristic principles. The first is the Fail-First principle: "to succeed, you must first search where you are most likely to fail" [4] [6] . At the same time, sampling strategies are based on an additional Contention Principle, which says that variables directly related to failure (domain wipeouts) are more likely to cause failure if they are chosen instead of other variables. A somewhat more precise statement of this principle is:
Contention Principle. If a constraint is identified as a source of contention, then a variable associated with that constraint is more likely to cause failure after instantiation than variables not associated with such a constraint.
This leads to the rule-of-thumb: Choose the variable associated with the most contentious constraints, which is the basis for the weighted degree heuristic.
The validity of the Contention Principle depends on the undirected character of constraints. Suppose the domain of variable is wiped out after assigning values to variables , , , . In this case, if is assigned a value before these other variables, then at least one of the domains of the latter will be reduced. Moreover, the greater the number of sets of assignments affecting , the greater the likelihood that assigning a value early in search will affect some other variable. (Note that a similar argument can be made even if the domain of is only reduced.) There are two aspects or phases in the weighted degree procedure (in any of its forms) that must be characterised: a sampling phase and a variable selection phase. We consider these briefly.
In the sampling phase, we are trying to sample the likelihood of failure. This is done by tallying domain wipeouts. A "wipeout" is actually a complex event consisting of a set of domain deletions that comprise an entire domain. In addition, these deletions are associated via episodes of constraint propagation with a set of assignments. A wipeout therefore has two aspects: the reduction itself and the 'context' of that reduction including both a set of assignments and the constraint associated with the final domain reduction. However, in practice wipeouts are tallied without distinguishing specific contexts except for . (Nor are different sets of reductions leading to a wipeout distinguished.) One way to characterise such "elementary events" of the sample space [7] is that they consist of a particular set of assignments, and a set of value restrictions comprising an entire domain:
where , are the variables that have been assigned and is the variable whose domain is wiped out, together with a distinguished constraint that is associated with the last reduction.
Constraint weights combine these elementary events into event-classes involving all the assignments that can lead to the same wipeout via constraint plus the set of assignments that can lead to a wipeout of domain via the same constraint. These event-classes therefore partition the set of elementary events, so the sum of their probabilities still equals 1.
A significant aspect of the weighted degree algorithm is that sampling is done in the context of systematic search. This means that the same elementary event cannot be sampled more than once. At the same time, sampling is heavily biased in favour of assignment tuples related to the order of instantiation, and this may or may not be related to the events that should be sampled in accordance with the overall rationale of the procedure. Moreover, the sampling bias changes during the course of search because partial assignments are increasingly determined by the results of the sampling itself. This creates a negative feedback effect, since variables associated with high weights are selected earlier in search, after which their weights are less likely to increase since their constraints are removed from the current problem.
Random probing allows us to sample more systematically. In doing so, we may be able to uncover cases of "global contention", i.e. contention that holds across the entire search space. We also assume that variables associated with global contention are those most likely to reduce overall search effort if they are instantiated at the top of the search tree.
In the variable selection phase, estimates of failure in the form of constraint weights are used to guide heuristic selection. As noted above, constraint weights give an estimate of overall failure or contention associated with that variable. However, because of sampling biases as well as possible dependencies among failures, the relative values of these sums have an unknown relation to sizes of probabilities associated with the underlying compound events.
Basic Experimental Methods
The bulk of the present analysis employs two sets of problems, one composed of 100 random binary, the other of 100 random -colouring problems. Problem parameters were chosen so the resulting problems were fairly easy to solve (although in both cases, the problems are in the critical complexity region); this facilitated the collection of data for the many analyses that were run. The basic sets of problems had solutions. Reference will be made from time to time to results for more difficult problems of the same types; in most cases these results corroborate the present ones. In addition, partial results have been collected for random problems with the same parameters that had no solutions.
Unless otherwise noted, results are for chronological backtracking using maintained arc consistency (MAC). In experiments on search efficiency, search was for one solution. The solvers used in these experiments were written in Common Lisp and run either using XLisp on a Dell Work Station PWS 330 running at 1.8 GHz or in MCL on an iMac. In these tests, search nodes as well as constraint checks and runtimes were collected (also "choice nodes", i.e. nodes involving variables with non-singleton domains). Because of the high correlation among these measures, the results in this paper are presented in terms of search nodes.
The results to be presented for random probing are for the final run following the sampling phase. Elsewhere we have shown that such methods perform competitively on hard problems even when the work required by sampling is included (references above). Since in this work we are seeking to assess the quality of search given different kinds and amounts of information, measures of effort are confined to the search itself. (Probing effort can be easily calculated from the number of restarts and the cutoff when the latter is in terms of nodes.) In the following tables, means for probing are means of ten experimental means, each over the entire problem set.
Results for probing were obtained for "frozen weights". That is, in the final run weights were no longer incremented after failure. The results, therefore, allow us to assess the quality of information provided by the probing without contamination by further updating during the complete search carried out in the final run. Selected results for various heuristics are shown in Table 1 . These heuristics were chosen because of their association with one or the other of the two basic forms of heuristic action: buildup of contention and simplification of the future part of the problem [8] . The domain/degree heuristics were described earlier; the present variants use either the static degree in the constraint graph ("stdeg") or the degree with respect to the uninstantiated variables (forward degree, or "fwddeg"). FF2 and FF3 are specialized heuristics that maximise approximations to a formula for the probability of failure if the variable is chosen [9] . Static degree and forward degree maximize the number of constraints that a variable has with all other variables or with uninstantiated variables, respectively. The Brélaz heuristic uses the minimum domain size, with ties broken by maximum forward degree, and was devised specifically for colouring problems. Minimum domain/forward-degree and maximum forward degree are the foundation heuristics used by weighted degree and random probing, and therefore serve as reference heuristics for evaluating the more elaborate methods. As a general indication of problem difficulty, results for lexical variable ordering are also included. (Here and elsewhere search was done with lexical value ordering.)
Search Efficiency with Weighted Degree Strategies
The ordinary weighted degree procedure was tested in combination with either max forward degree or min dom/fwddeg. Table 2 gives results, using the same sets of problems as the results shown in Table 1 . When reference heuristics are elaborated by incorporating the results of sampling from wipeouts, there is consistent improvement in average search effort. For the stronger dom/deg version, in one case (random problems), the results are better than any of the basic heuristics, while for colouring problems, the mean is almost as good as the best heuristic in Table 1 . Probing results for random problems are shown in Table 3 . The first thing that should be noted is that every combination of restarts and node cutoff gives an improvement over dom/wdeg. In the best cases there is about a 25% improvement. At the same time, some combinations of restarts and cutoffs give better overall performance than others; hence, different probing regimes yield information of varying quality. (An analysis of variance showed the statistical significance of these effects.) This is initial evidence that quality of search after probing depends on the adequacy of sampling.
Corresponding data for colouring problems are shown in Table 4 . Somewhat different restart and cutoff values were tested with the expectation that good estimates of failure would require more extensive search than with random problems because with inequality constraints propagation cannot occur until a domain is reduced to one value. In this case, search after random probing is consistently inferior to the interleaving strategy used by weighted degree. Table 3 .
Results obtained to date suggest that interleaving sampling and search during the final run (i.e. not freezing the weights after probing) does not improve search to a significant degree and may sometimes impair it. Thus, for the random problems, using 40 restarts and a 50-node cutoff gave a mean of 1285 search nodes (versus 1237 in Table  3 ). Comparable results were found for the colouring problems using 40 or 100 restarts with a 50-node cutoff. For much more difficult problems of this type, freezing weights sometimes yields markedly better performance than the interleaving strategy [3] .
Another issue is whether probing with a node cutoff can mask a varying number of failures and, therefore, variations in quality of sampling from this cause. In fact, there is a high degree of consistency in the relation between failures and nodes. Thus, for the random problems a failure-count cutoff of 50 was associated with a node-count of about 70, with a total range of 60-87 across 100 problems and 4000 runs. Similar results were found for the colouring problems. This means the basic results would not be altered if failures were used instead of nodes. Nonetheless, in some subsequent experiments we use failure-cutoffs in order to control this factor directly.
Tests of the Hypotheses
Hypothesis 1: Importance of initial choices
The hypothesis that search effectiveness following random probing is based on initial selections can be tested by limiting the levels of search at which such information is used. In our initial tests using the 50-variable random problems, we selected the first variables using dom/fwddeg; then we switched to domain/frozen-wdeg. Here, probing was done with 40 restarts and a 50-node cutoff. When , the grand mean for search nodes was 1243, which is similar to the baseline condition (cf. Table 3 ). With , the grand mean was 1413, and with , the grand mean was 1503. The difference between the mean for and the mean for the original 40-restart, 50-node-cutoff condition is not statistically significant, while the means for can be distinguished from either of the former conditions (two-sample tests with df=18).
Although there is some fall-off with higher levels of , the results would seem to refute our original hypothesis. The mild impariments observed for may be due mostly to diminished fail-firstness. In other words, we are preventing rapid detection of failure when we do not use constraint weight information immediately.
Conversely, contention information can be restricted to the first choices, followed by variable selection using dom/fwddeg. For , 3 or 5, the respective grand means were 1461, 1404 and 1351, using the same probing parameters as above. (These are all significantly different from the reference mean of 1237.) These results show that the full effect of probing is cumulative, and goes beyond even the first five variables. Again, this can be accounted for by varying degrees of fail-firstness, without ascribing any peculiar significance to the initial selections. This does not, of course, imply that earlier selections are not more important than later ones, but it suggests that there are no special principles involved in early selections.
Hypothesis 2: Local versus global contention
Questions related to context of sampling include the depth of search when failure occurs. On average we would expect that the greater the depth of failure, the more specific the context of that failure. Also, if failures occur deeper in the search tree, their context is likely to be more similar, i.e. the assignments leading to failure will have more values in common. We approach this issue in two different ways: by limiting sampling to particular search depths and by limiting sampling by the number of assignments involved in a wipeout.
Experiments with depth-limited sampling were carried out on the random problems with depth ranges of 1-10, 6-10, 6-15, 11-15, 14-18. In these experiments, 40 restarts were used. In order to control for total weight, a failure-based cutoff was used. That is, a probe did not end until a total of 30 weight increments occurred. Contrary to expectation, limiting sampling to deeper levels of the search tree has no effect on subsequent search. Thus, the grand means for the conditions listed above were: 1221, 1242, 1267, 1233, and 1193, respectively (non-significant differrences from the 40R50C condition shown in Table 3 (two-sample tests with df=18)).
More precise data on the context of failure can be obtained by collecting the variables whose instantion led to a domain reduction. Then, in the case of wipeout, weights are incremented only if the number of such "preclusion variables" is within a certain range. Probing was again done with 40 restarts and a failure cutoff of 30. When the number of preclusion variables was required to be 3, 4, or 5 the grand means were 1247, 1252 and 1281 nodes, respectively (differences from the original 40R50C condition were non-significant (two-sample tests with df=18)). When the number was 3 or 4, the grand means were 1404 and 1270, respectively. The former is significantly different from the 40R50C condition. These results together with the previous set of experiments contradict the hypothesis that greater specificity of context (in the sense used here) will lead to poorer estimates of contention and failure.
It is possible that these tests do not really pertain to the question of global versus local contention. A more direct test is to restrict probing to a particular part of the search space. This was done by choosing the first variables according to a fixed (lexical) order before randomly selecting variables. Values of tested were 1, 3, 5, 10 and using 40 restarts and a fixed cutoff of 50 nodes. For these conditions, the grand means were 1264, 1561, 2081, and 3565, respectively, while the mean for the condition was 4003. (In the last case, there was no need to collect data from more than one run.) The differences between these grand means and that for the 40R50C condition were statistically significant in all but the first case. Even more compelling results were from tests in which the first variables were chosen by minimum degree, since this excludes high-degree variables that are likely sources of global contention. For , the grand means were 1358 and 1594; both are significantly different from the reference condition.
These results support the idea that the effectiveness of probing depends on sampling across the entire search space. In view of this, the earlier results can be interpreted as showing that, if one samples across the search space, sets of precluding variables of different cardinality will target the same variables and constraints, to give failure estimates of similar quality. This means that in these problems there are sources of global contention, and these are sensitive to contexts with varying degrees of specificity.
Hypothesis 3: Enhancement of fail-firstness
This hypothesis can be tested directly, using measures of search quality based on a Policy Framework [10] [6] . In this framework quality is measured under two conditions: (i) when search is on a solution path, i.e. the present partial assignment can be extended to a solution, (ii) when a mistake has been made and search is in an insoluble subtree. In the first case, an optimal policy maximises the likelihood of remaining on the solution path; in the second, the optimal policy minimizes the size of the refutation (insoluble subtree) needed to prove the incorrectness of the initial wrong assignment. These policies are referred to as the "promise" and "fail-first" policies, and measures of adherence to each policy have been developed, which are referred to by the same names. The promise measure is basically a sum of probabilities across all complete search paths; the fail-first measure is the mean "mistake tree" size, where a mistake tree is an insoluble subtree rooted at the first non-viable assignment (i.e. the initial 'mistake').
In the present situation, it was expected that sampling would have its major effect on fail-firstness, in line with the Contention and Fail-First Principles. In addition, it was important to determine whether this was also the basis for improvements over weighted degree when random probing was used.
For fail-first assessments, search was for one solution; this gives somewhat less reliable results than with all-solutions search, but it is much less time-consuming. (Promise calculations necessarily involve an all-solutions search [10] .) To cope with the fact that variable selection under interleaved sampling or random probing is not well-defined or easily replicated, the following strategy was used. After a run, the solution was savedin the order obtained. Quality assessment was based on this ordering, which was therefore fixed throughout search. This means that search is less efficient than it would be if the ordering were dynamic, taking into account changes in domain size. On the other hand, this allows better assessment of information gained by the end of sampling both for the interleaved and the probing methods. For comparison, the same tests were done with orderings produced by dom/fwddeg. Notes. 50,10,0.183,0.631 problems. Means of 100 problem-means. "badtree" is mean mistake-tree size. " dom " and "fwd-deg" are for variables chosen in search.
Results of this analysis (Tables 5 and 6) show that the major difference is in the failfirstness of these orderings, reflected in the magnitudes of mistake-tree sizes. Measures of promise are highly similar. Table 6 shows that the variable ordering associated with constraint weights based on random probing gives much smaller mistake trees than orderings based on dom/wdeg and that the biggest differences are found with errors at the top of the search tree. Notes. 50,10,0.183,0.631 problems. Means of 100 problem-means. "level" is level in search tree at which the mistake (initial bad assignment) was made.
The Nature of Contention
The Contention Principle does not specify a particular event to be sampled. Although wipeouts are the events most obviously related to failure, it may be possible to sample other contention-related events and still improve search. For example, any inconsistency is evidence for contention, so it may be possible to sample for the latter simply by tallying the number of deletions. In addition, the size of the domain reduction may reflect the degree of contention, and it may therefore be possible to refine the sampling method by increasing weights in proportion to the size of the domain reduction. Specifically, we consider the following:
wipeout-tallies in which in each case the relevant constraint weight is increased by the size of the domain reduction leading to the wipeout tallies of all deletions; i.e. whenever a domain is reduced in size during constraint propagation, the weight of the constraint involved is incremented tallies of all deletions, where constraint weights are increased by the size of the domain reduction tallies of all deletions except those leading to a wipeout
The last-mentioned 'strategy' is included to evaluate sampling that can be distinguished from domain wipeout. Enhancement of search after this form of sampling would be direct evidence that sampling is related to contention rather than to failure in particular. Notes. 50,10,0.183,0.631 problems. "R" and "C" are restarts and node-cutoff on each run before the final one.
The results (Table 7) show, first of all, that any of these events can serve as an indicator of contention. For the dom/wdeg heuristic, sampling either deletions and failures gives comparable results. For random probing, on the other hand, direct sampling of failure is reliably better than sampling deletions. (Differences between relevant means are statistically significant using two-sample tests with df=18.) In no case does the size of the domain reduction clearly improve the efficiency of search (two-sample tests).
These results are further evidence that effectiveness of search after probing is affected by the quality of sampling, since events that are directly associated with failure (and, therefore, with greater degrees of contention) give a better indication of failfirstness than events related to contention that do not necessarily imply failure. Nonetheless, it is significant that search is very efficient in all cases.
These effects are magnified with more difficult problems. For example, for 200, 10, 0.0153, 0.55 problems, which ordinary dom/fwddeg requires 119,662 nodes on average to solve, dom/wdeg based on wipeouts gave a mean of 41,202 nodes, random probing based on the same events gave a mean of 28,579 nodes, while probing based on all deletions gave 49,307 nodes and deletions without wipeouts gave 47,184 nodes. (Each test of probing was done with 40 restarts and a 100-node cutoff.)
Further insight into the nature of variable selection under these sampling strategies can be obtained from the method of factor analysis. This approach to heuristic analysis has been described elsewhere ( [8] ); suffice it to say that it is a method based on the matrix of correlations among a set of measures, which seeks to resolve the results into a small number of "factors" that approximate the original matrix as closely as possible. The present results confirm previous analyses in giving evidence for two factors which together account for most of the variance in these experiments. One is apparently a buildup-of-contention factor; the other is a future-problem-simplification factor (cf. [8] ). The first is exemplified by the dom/deg heuristics as well as the Brélaz heuristic; the second by the max forward degree heuristic. In some cases a compound heuristic involving both domain size and degree may change its pattern of correlations with different problems; thus for the random problems, ff2 and ff3 are contention heuristics, while for colouring problems they act as simplification heuristics. Together with Table 1, these results also show that the marked deterioration in performance in some heuristics applied to colouring problems is related to the contention/simplification dichotomy. For colouring problems, simplification heuristics perform poorly, and this is undoubtedly related to the limited domain reduction (hence, the limited simplification) that occurs with these problems.
For the present analysis, heuristics based on constraint weighting were added to the set of standard heuristics shown in Table 1 . The most important results were, (1) dom/wdeg and weighted degree behaved similarly to their foundation heuristics, so they are most highly correlated with the contention and simplification factors, respectively, and this was found for both sets of problems, (2) in marked contrast to this, random probing produced a distinct pattern of correlations: for random problems there were moderate loadings on both factors, which were almost equally balanced, while for colouring problems the loading were smaller, and most of the variance associated with this variable selection strategy was unique to it. Although the results in Table 8 are for one set of parameters and one run, for random problems the same pattern was found for each of the remaining nine runs when those results were substituted in the analysis. In addition, selected analyses based on results for other probing regimens also gave similar results.
The significance of this finding is that it has been shown that the most powerful form of heuristic action is one that combines the two basic factors [11] . It appears that with random problems, random probing supports this combination and in a form that is known to give the best results (equal weighting; cf. [11] ). With colouring problems it is not as successful. On the one hand, selection is now more closely related to the contention factor, which, as the other results show, is decidely more efficacious; but on the the other hand, it produces a strongly idiosyncratic pattern of variation, which may be related to the weaker results in comparison with dom/wdeg.
Conclusions.
The present work has clarified the action of heuristics that use constraint weights. Both the original weighted degree algorithm and random probing are successful because they improve fail-firstness, i.e. they limit the size of the mistake-trees. (Promise, on the other hand, appears to be only slightly affected.) This evidently occurs because of more rapid failure effected by selection of variables that have been identified as sources of contention through previous failure (or domain reduction).
The factor analytic results indicate that, for random problems, variable selection based on contention information gained by probing acts through the dual action of building up contention and simplifying the future part of the problem. (Both actions can enhance fail-firstness, cf. [8] .) This can be explained if we assume that by continuously selecting contentious variables we increase the probability of conflict with both past and future variables.
Greater fail-firstness is attained by assessing contention during search. Ordinarily, this is done by the simple expedient of tallying failures. While this is still the method of choice, it is not the only effective technique, as shown by the results where deletions were tallied that did not lead to failure. This shows that the key idea in assessment is contention.
We have also shown that quality of search following random probing depends on the adequacy of sampling. The best results occur when a sufficient portion of the search space has been explored, as shown by improvements with larger numbers of restarts and higher cutoffs, as well as the deterioration in search when probing is done with even a small number of fixed variable selections.
In this and earlier work, we have shown that search based on random probing can be more effective than the original weighted degree procedure. However, as the present results show, this is not always the case. This raises important questions regarding the use of global and local information that we have only begun to address. However, we have already obtained some intriguing results related to the problem of combining global and local information. For homogeneous random problems, the most effective combination was one that restricted information about local conditions to domain size alone. This was the case when weights were frozen and dom/frozen-wdeg was used (seen most clearly in [3] ). In contrast, allowing weights to vary during search as in dom/wdeg, which presumably makes degree calculations more sensitive to local conditions, gave results for colouring problems that were better than probing with frozen weights.
The present research is a contribution to the experimental analysis of algorithms, in particular, search algorithms for NP-complete problems. One of the questions raised by such work is the proper place of experimental analysis in a field such as algorithmics, which is based on human constructions rather than 'natural' phenomena. In a field of this type, is experimental analysis in any way as fundamental as it is in the empirical sciences? Or are such studies a stopgap prior to the emergence of more adequate theoretical analysis that will allow us to obtain the present results deductively? Hopefully, the development of adequate experimental methods in this area as well the accumulation of a body of significant results will help to answer these questions.
