Conclusions
Considering linear DAEs as common generalization of linear ordinary dierential equations and linear algebraic equations, the aim of the present paper was to dene a counterpart of a least squares solution in the case of inconsistent data and/or nonuniquely solvable problems. For this, we followed the approach taken for linear algebraic equations. In particular, we embedded DAEs of a certain type into a minimization problem which was then shown to be uniquely solvable. The corresponding solution operator turned out to satisfy axioms of Penrose type in a general setting of conjugates with respect to some dual systems. In this sense we dened least squares solutions of a large class of DAEs or, in other words, Moore-Penrose pseudoinverses of the corresponding dierential-algebraic operators.
a reduced DAE that is uniquely solvable. We can therefore carry over all results obtained so far as long as they do not depend on the specic choice ofx 3 . Recognizing that only for the fourth Penrose axiom this choice was utilized, we nd that (35) xes a so-called (1,2,3)-inverseD 0 ofD satisfying the axioms (13a,b,c). Keeping the spaces as before, we arrive at the following result.
Theorem 12 The operatorD 0 dened by (35) is a (1,2,3)-inverse ofD, i.e. the endomorphismDD 0 has a conjugate such that (13a,b,c) hold forD andD 0 .
Again dening the operator D 0 by D 0 = Q QD 0 P P then gives a (1,2,3)-inverse of the operator D. We nish this part with a number of remarks. Thus by discretization we come back to a nite dimensional problem of the form (3) where we know how to compute generalized inverses. But because any numerical scheme will couple x +1 at least with x due to replacing the derivative by some dierence approximation. It is not clear whether there is a (1,2,3)-inverse such that x does not depend on values of the coe cients at points in the future. The reason for this is that a (1,2,3)-inverse of a lower block triangular matrix is in general not lower block triangular.
A simple way out of this problem is to choose the undetermined part to be zero. In the following we shall investigate this approach in the context of generalized inverses.
For that we consider the matrix functions given by (t) = (I 0 E (t)E(t) + )A(t)(I 0 E (t) + E (t)) (33) and 5(t) = E (t) + E (t) + (t) + (t): 
replacing (16). The preceding results say that again the problem transforms covariantly with the application of P P and Q Q so that we only need to solve (35) for DAEs in standard form. Because (35) here impliesx 3 = 0 by construction, we remain with .
, , -Using D + for solving DAEs with undetermined solutions components, however, bears at least two disadvantages. First the undetermined componentx 3 need not satisfy the given initial value and second instead of an initial value problem we must solve a boundary value problem which means that values of the coe cients in future times in uence the solution at the present time. We remark here that the objective functional in a standard linear quadratic control problem often contains pointwise symmetric and positive matrix functions as additional parameters. Problem (29), however, represents no loss of generality because using the Cholesky decomposition of such matrix valued functions, which is smooth, we can rescale the unknowns by linear transformations such that these matrix functions become pointwise identities. The unique solution is then given in the formx = (x; y; u).
We are now ready to dene an appropriate operatorD + :Ỹ !X as follows. For = (~1;~2;~3) 2Ỹ the imagex = (x 1 ;x 2 ;x 3 ) =D +~s hall be the unique solution of (23) with (26) and (27). Note thatD +~2X becausex 1 as part x of (31) is continously dierentiable andx 1 (a) = 0. Moreover, because the Riccati dierential equation in (31) does not depend on the inhomogeneities, the operatorD + is linear, hence a homomorphism. 
Proof. Eliminating y with the help of the algebraic constraint and using a Lagrangian multiplier (see e.g. after sorting and integration by parts. For (x; u; ) to be a minimum a necessary condition is that for all variations the coe cient of vanishes. This at once yields (30). Now let (x + x; u + u; + ) be a second minimum. Without loss of generality we have 0. Then ( x; u; ) must solve the corresponding homogeneous problem. In particular, we must have _x = A x + u:
Observe that here is the place where pointwise invertibility of the matrices , is needed in order to satisfy the constraints. But it is clear that weak solvability or smooth completion of solutions may be applied to generalize our results.
Taking a closer look at system (23) one immediately recognizes a linear quadratic control problem wherex 3 takes the role of the control. But compared with the standard problem of linear quadratic control the constraints appear to be more general due to the occurrence of inhomogeneities. See e.g. 
with~1 (t) = (t) _ x 1 (t) 0 A 11 (t)x 1 (t) 0 A 12 (t)x 2 (t) 0 A 13 (t)x 3 (t) 0~1(t); 2 (t) = 0A 21 (t)x 1 (t) 0 (t)x 2 (t) 0~2(t); 3 (t) = 0~3(t); The constraint is easily satised by choosing an arbitrary continuous functionx 3 , takingx 1 to be the solution of the linear initial value problem _ x 1 (t)= (t) 01 [A 11 (t) 0 A 12 (t) (t) 01 A 21 (t)]x 1 (t)+ + (t) 01 [A 13 (t)x 3 (t) +~1(t) 0 A 12 (t) (t) 01~2 (t)];x 1 (a) = 0;
and nally settingx
Thus we remain with the problem of minimizing 1 2 kxk 2 under the constraints (26) and (27). 
To simplify notation we use here and in the following bold letters to denote operators standing for pointwise application of the corresponding matrix function, e.g. E E x(t) = E (t)x(t). Similarly, one has to interprete superscripts at such operators, e.g. Q Q T x(t) = Q(t) T x(t). In this way the matrix functions P and Q x operators In accordance with the theory of dierential equations we call D a dierentialalgebraic operator.
Since kxk = kQ Q T xk = kxk; kDx 0 k = kP P (P P TD Q Q T x 0 )k = kDx 0~k; (21) hold.
As for matrices the four axioms (13) guarantee uniqueness of the Moore-Penrose pseudoinverse whereas existence in general can not be shown. (c) The pair (X; X 3 ) is called a dual system if and only if it is a left as well as a right dual system. It is common sense not to state the bilinear form explicitly. Requiring (X; X 3 ) to be some dual system therefore includes that there is a related xed bilinear form with the above properties. 
holds for all x 2 X and x 3 2 X 3 .
For a unique declaration of a Moore-Penrose pseudoinverse we of course need at least uniqueness of a conjugate. In addition we also need the inversion rule for the conjugate of a product. emma Let (X; X 3 ) be a left dual system and A: X ! X be an endomorphism. There is at most one endomorphism A 3 : X 3 ! X 3 being conjugate to A. Let the endomorphisms A 3 ; 3 : X 3 ! X 3 be conjugate to the endomorphisms A; : X ! X .
Then A has a conjugate (A ) 3 which is given by (A ) 3 = 3 A 3 : (12) Proof. See e.g. [13] . Observing that the third and fourth Penrose axiom in (6) require some endomorphisms to be selfconjugate we must restrict to selfdual systems, i.e. to X 3 = X . At this point we have everything prepared to dene a Moore-Penrose pseudoinverse of an appropriate class of homomorphisms. 
this is that the initial condition is homogeneous, i.e. that x 0 = 0. This, however, can be obtained without loss of generality by shifting x(t) to x(t) 0 x 0 which changes the inhomogeneity from (t) to (t) 0 A(t)x 0 .
Summarizing this section, considering the current state of research, it seems reasonable to concentrate on those linear DAEs with homogeneous initial condition E (t) _x(t) = A(t)x(t) + (t); x(a) = 0 (9) that can be transformed into the standard form indicated by (7) (10) Thus we are not in the pure setting of Banach spaces nor of Hilbert spaces. See [1] for details on generalized inverses of operators on Hilbert spaces. In this section we therefore build up a scenario for dening a Moore-Penrose pseudoinverse which is general enough to be applicable in the setting of linear spaces of continuous functions.
Looking at (6) we nd two essential ingrediences in imposing the four Penrose axioms. These are the binary operation of matrix multiplication and the transposition of square matrices. In the language of mappings they must be interpreted as composition of homomorphisms (we shall still call it multiplication) and the adjoint of endomorphisms. While the rst item is trivial in any setting, the notion of an adjoint is heavily based on the presence of a Hilbert space structure. The most general substitute we can nd here is the concept of conjugates with respect to dual systems (pairs), cp.
[13]. Hence the set of possible inhomogeneities may be restricted even in the case of uniquely solvable problems by additional smoothness requirements or even by inner point conditions depending on the given matrix functions E and A. For a unied treatment we must therefore impose some restrictions on the functions E and A. It must, however, be clear that the remaining class of DAEs is reasonably large. The class selected here are DAEs of so-called uniform index one. This is, we assume throughout the rest of the paper that for given E and A there are P 2 ([a; b] ; R m;m ) and Q 2 1 ([a; b]; R n;n ), both pointwise orthogonal, such that we can transform (1) to the standard formẼ (t) _ x(t) =Ã(t)x(t) +~(t) (7) whereẼ (t) = P (t)E(t)Q(t) = 6 (t) 0 0 0 0 0 0 0 0
A 11 (t) A 12 (t) A 13 (t) A 21 (t) (t) 0 0 0 0
with and pointwise nonsingular and all blocksizes are allowed to be zero. In [16, 17, 18, 20] it has been shown that under some constant rank assumptions concerning the matrix functions E and A a given DAE with su ciently smooth coe cients can indeed be transformed in such a way that the set of solutions remains the same and the above requirement is satised. It is currently under investigation how far the constant rank assumptions can be relaxed if one still requires classical solutions or how weaker solvability concepts can be obtained by dropping further assumptions. See [3, 20] . Note further that the transformation procedure introduced in [3, 16, 17 , 18] does not determine E , A and uniquely but up to multiplication by a pointwise orthogonal matrix function from the left. Thus we must take care that our approach does not depend on such transformations.
In order to treat problems of the form (1), (2) that have no unique solution along the lines of the treatment of (3) a necessary condition is that in the uniquely solvable case the mapping which maps on the unique solution x for xed E and A is linear. In particular, we must have the trivial solution for 0. Necessary for (b) The DAE (1) there is a (unique) solution of (1) satisfying (2). Under certain circumstances it is possible and necessary to weaken the smoothness requirements for a solution. We shall come back to this point when it becomes important.
Unfortunately it seems to be impossible to deal with (1) in full generality. Without any further restrictions many undesired phenomena can occur. Compare the observations made in the following examples with the fact that linear dierential equations given by E pointwise nonsingular are uniquely solvable for any continuous coe cients E , A, and . am e 3 Consider the so-called standard problem of index two 0 1 0 0 _ x 1 (t) _ x 2 (t) = 1 0 0 1 x 1 (t) x 2 (t) + 1 (t) 2 (t) which has the unique solution x 1 (t)= 0 _ 2 (t) 0 1 (t) x 2 (t)= 0 2 (t) independent of the interval of interest. Obviously we must at least require to be continuously dierentiable on the entire interval to be able to write down the solution. Because of the special shape of E which cancels the entry _ x 1 we may even be theoretically satised although the above denition would need to be twice continuously dierentiable. see e.g. [1, 6] . In turn, for given A 2 R m;n the four axioms x a unique matrix A + 2 R n;m whose existence follows for example by the solvability of (4). It is the aim of the present paper to generalize this concept for linear equations to a large class of linear dierential-algebraic equations with variable coe cients. In particular, we develop an appropriate generalized inverse of some operator representing (1), (2) dened between some function spaces in the spirit of the Moore-Penrose pseudoinverse. Note that a dierent type of generalized inverse, the so-called Drazin inverse, can also be found in the theory of DAEs, see e.g. [6, 7] . There it is used for equations with constant coe cients to give an explicit representation of the set of solutions and consistent initial values and inhomogeneities in contrast to our approach where in the case of variable coe cients a unique function shall be xed in spite of inconsistent initial values or inhomogeneities or even undetermined components.
The present paper is organized as follows. In Section 2, we give a standard form of DAEs required for the subsequent construction, thus specifying the class of DAEs we can treat in the theory to follow. The appropriate analytical context on the basis of dual systems is outlined in Section 3. We then treat two possible embeddings of (1), (2) into minimization problems in Section 4 both leading to generalizations of the Moore-Penrose pseudoinverse for matrices. Finally we give some conclusions in Section 5.
n r for of s
In order to treat (1) as generalization of linear equations on one hand as well as of dierential equations on the other hand we must carefully select suitable denitions for solvability and related questions tting to both extreme cases. Even nding an appropriate notion of solvability of (1) seems to be a hard problem. See e.g. [2, 4, 5, 8, 10 , 11] for dierent denitions of solvability in the context of DAEs. Many of them are orientated at properties of linear dierential equations and ignore results known for the special case (3) one of which for example is that (3) is solvable (in the sense that there is a solution) if and only if rank A = rank(A; b). In view of (1) the weakest possible meaning of a (strong or classical) solution is given in the following denition. , theoretical investigations of (1) mostly require the DAE to have a unique solution for consistent initial values x 0 . This reduces the considerations not only to the case = but also prohibits the occurrence of undetermined solution components. This, however, excludes DAEs that may be found e.g. in the study of optimal control problems for descriptor systems, see [15] .
In the theory of linear equations the problem of undetermined solution components or inconsistent right hand sides is overcome by embedding (3) 
