Recent heritability analyses have indicated that genome-wide association studies (GWAS) have the potential to improve genetic risk prediction for complex diseases based on polygenic risk score (PRS), a simple modelling technique that can be implemented using summary-level data from the discovery samples. We herein propose modifications to improve the performance of PRS. We introduce threshold-dependent winner's-curse adjustments for marginal association coefficients that are used to weight the SNPs in PRS. Further, as a way to incorporate external functional/annotation knowledge that could identify subsets of SNPs highly enriched for associations, we propose variable thresholds for SNPs selection. We applied our methods to GWAS summary-level data of 14 complex diseases. Across all diseases, a simple winner's curse correction uniformly led to enhancement of performance of the models, whereas incorporation of functional SNPs was beneficial only for selected diseases. Compared to the standard PRS algorithm, the proposed methods in combination led to notable gain in efficiency (25-50% increase in the prediction R 2 ) for 5 of 14 diseases. As an example, for GWAS of type 2 diabetes, winner's curse correction improved prediction R 2 from 2.29% based on the standard PRS to 3.10% (P=0.0017) and incorporating functional annotation data further improved R 2 to 3.53% (P=2×10 -5 ). Our simulation studies illustrate why differential treatment of certain categories of functional SNPs, even when shown to be highly enriched for GWAS-heritability, does not lead to proportionate improvement in genetic risk-prediction because of non-uniform linkage disequilibrium structure.
Introduction 1
Large genome-wide association studies (GWAS) have accelerated the discovery of dozens or 2 even hundreds of common single nucleotide polymorphisms (SNPs) associated with individual 3 complex traits and diseases, such as height 1; 2 , body mass index 3 and common cancers (e.g., 4 breast 4 and prostate 5 cancers). Although individual SNPs typically have small effects, cumulative 5 results have provided insight about underlying biologic pathways and for some common diseases 6 like breast cancer have yielded levels of risk-stratification that could be useful as part of 7 prevention efforts 6 . Analyses of GWAS heritability using algorithms such as GCTA 7; 8 have 8 shown that common SNPs have the potential to explain substantially larger fraction of the 9 variation of many traits.
0
The future yield of GWAS studies, for both discovery and prediction, depends heavily on the 1 1 underlying effect-size distribution (ESD) of susceptibility SNPs 9; 10,6 . A number of alternative 1 2 types of analyses of ESD now point towards a polygenic architecture for most complex traits, in 1 3 which thousands or even tens of thousands of common SNPs, each with small estimated effect 1 4 sizes together can explain a substantial fraction of heritability 11; 12 . Mathematical analyses of 1 5 power indicates that because of the polygenic nature of complex traits, future studies will need summary-level results for M SNPs from a GWAS. We assume that each genotypic value is 5 0 normalized to have mean zero and unit variance and that m βˆ is rescaled to correspond to the of the standard normal distribution.
8
Motivated from the simplification of the popular machine learning algorithm lasso 18 in the 5 9 orthonormal case, we propose considering a lasso-type thresholding for constructing PRS in the and may reduce performance. Instead, we use the LD-clumping procedure implemented in 1 0 4 PLINK 23 that chooses the most significant SNP from a set of SNPs in LD guided by GWAS P-1 0 5 values. After LD-clumping, no SNPs with physical distance less than 500kb have LD
Expanding HP SNP set through LD 1 0 7
Suppose S 1 is a given HP set defined based on external annotation data (see section Annotation 1 0 8 datasets). Any SNP in high LD with a SNP in S 1 is also considered to be an HP SNP. Thus, we We performed simulations to evaluate the performance of six PRS prediction methods: 1D and 1 1 3
2D PRS without winner's curse correction and with lasso/MLE winner's curse correction. To 1 1 4 make simulations realistic in terms of the distribution of minor allele frequencies (MAF) and LD, 1 1 5
we simulated quantitative traits with specific genetic architecture by conditioning on the 1 1 6 genotypes of a lung cancer GWAS 24 , which had 11,924 samples of European ancestry and 1 1 7 485,315 autosomal SNPs after quality control. The simulation scheme is summarized in the 1 1 8
following steps: 1 1 9
(1) We performed LD-pruning implemented in PLINK so that no SNPs within 500kb were in (2) Denote 1 S as the putative HP SNP set and 1 2 \ S S S = as the LP SNP set. We selected a 1 2 3 set of 5000 "causal" SNPs (denoted as C ) from the pruned SNP set S . If C is randomly The enrichment fold change Δ ranged from 2 to 4 in simulations.
1 2 8
(3) We simulated quantitative traits according to
, where s t β were 1 2 9 simulated independently from a Gaussian mixture distribution
Here, 2 1 σ , 2 2 σ and ) ( i Var ε were scaled so
The phenotypic variances explained by the two components were (4) We randomly selected 10,000 samples as a discovery set and 1,924 as a validation set. Figure 1B shows the optimal P-value thresholds for including SNPs that maximize the 3 0 0
prediction of 2D PRS. The optimal P-value threshold for including HP SNPs is more liberal than 3 0 1 that for LP SNPs and the difference diminishes as the training sample size becomes very large. correction had a prediction R 2 =2.29% by including SNPs with P2×10 -3 . The winner's curse 3 0 5 correction improved R 2 to 3.10% using the lasso-type correction and 2.67% using the MLE Next, we investigated whether functional annotation could further improve risk prediction. We 3 0 8 considered CR-SNPs, eSNPs and meSNPs in adipose tissue, and SNPs related with different 3 0 9
histone marks and their combinations as HP SNP sets. These SNPs were enriched in T2D 3 1 0 GWAS, exemplified by the QQ plot in Figure 2B for a HP SNP set comprising of unlikely due to an artifact related to extensive LD. Figure 2C illustrates how the prediction R 2 of 3 1 4 a 2D PRS depends on the P-value thresholds for the HP and LP SNPs. The prediction R 2 was 3 1 5 maximized using a more liberal P-value threshold 0.03 for HP SNPs and a more rigorous 3 1 6 threshold 0.005 for LP SNPs. This optimal 2D PRS had 8,018 HP SNPs and 2,033 LP SNPs. 3 1 7 Figure 2D reports the prediction R 2 , AUC and the significance for testing of whether an 3 1 8
alternative PRS method could improve the standard 1D PRS. The best predictions were achieved 3 1 9
by the 2D PRS with lasso-type correction: R 2 =3.48% using eSNPs/meSNPs and CR-SNPs and
Results are summarized in Figure 3B (prediction R 2 ), Table S4 (AUC and Nagelkerke R 2 ), Table   3 4 0 S5 (P-value for testing significance of improvement) and Simulation results 3 7 6
The simulation results are summarized in Figure 4 . First, the winner's curse corrections, both simulations and in particular improved more for the 1D PRS than the 2D PRS. We also observed 3 7 9
that the two winner's curse correction methods performed similarly. Second, if HP SNPs were 3 8 0 chosen randomly in the LD-pruned SNP set and were strongly enriched for causal SNPs, the 2D 1B), the optimal P-value threshold for HP SNPs was more liberal than that for LP SNPs (Table   3 8 6 S10). However, when we used CR-SNPs as the HP SNPs, the improvement of 2D PRS was less number is 6.4 (median=2) for non-CR SNPs. See also the histograms in Figure S1 . Thus, CR-3 9 6
SNPs are enriched in regions with strong LD and may suggest a possible explanation why CR- SNPs (and other functional categories with similar LD structure) may not lead to improvement in 3 9 8 risk prediction as much as would be expected based on enriched heritability. Discussion 4 0 0
Our study demonstrates that the predictive performance of GWAS PRS models can be improved The simple winner's curse correction of SNP weights using the lasso-type method leads to an Lasso-type weights can be expected to be optimal under a double exponential distribution 18; 55 , 4 1 2
and it is possible that the weighting could be improved further under alternative models of effect- theoretical expectations, for each of the traits, the optimal thresholds selected were more liberal 4 2 7
for the associated category of high-prior SNPs than those for complementary set. Our simulation study illustrated how the improvement in performance of the PRS model due to 4 2 9 differential treatment of certain categories of SNPs is modest even when these SNPs have been improvement in the performance of the model (Figure 1 ). Our simulation studies showed that a SNPs are selected randomly from the genome. However, when we simulated high-prior SNPs 4 3 8
based on the exact location of the CR-SNPs, the improvement was modest, within the range of 4 3 9
observed data. The CR-SNPs represent a highly unusual linkage disequilibrium pattern in that 4 4 0 they are in high degree of LD with an unusually large number of neighboring SNPs ( Figure S1 ). We used several different metrics for evaluating the potential impact of an improved PRS for 4 6 3 risk-stratification. The percentage gain in prediction R 2 due to improved PRS is substantial for
several diseases. For these diseases, the impact of an improved PRS on overall discriminatory 4 6 5
performance of the models is noticeable but small (increase in AUC value between 1-2%).
6 6
However, even a modest increment in AUC value can lead to identification of substantially 4 6 7
higher fraction of individuals who are at the tails of risk distribution and hence likely to consider 4 6 8 clinical decisions (Table S12 ).
6 9
A limitation of our method is that we use stringent LD-pruning for creating sets of independent 4 7 0
SNPs. However, this may result in loss of predictive power of models as SNPs in moderate or 4 7 1 low LD may still harbor independent association signals. The LD-pred 54 method has been 4 7 2
proposed to better account for correlated SNPs in building PRS using GWAS summary-level 4 7 3
data and has been shown to lead to improved performance over standard PRS for some diseases 4 7 4 such as schizophrenia. The LD-pred method also uses a specific form of prior distribution for 4 7 5
obtaining "shrunken" estimates of the regression coefficients for the SNPs in the model. Although we did not make direct comparisons, it appears that the LD-pred method gains over algorithm, which used stringent LD pruning, the gain in performance over the standard PRS In conclusion, we have proposed a set of simple methods for constructing PRS for genetic risk onerous and yet show a noteworthy gain in performance. A major strength of our study is that we Suppose that for a given SNP, we have the two-sided P-value ܲ , the regression coefficient
. The lasso-type 4 9 8
shrinkage estimator conditioning on ܲ ߙ is given as
Note that the bias correction depends on the p-value threshold ߙ for including SNPs. an explicit density function
We derived the estimator ߚ መ by maximizing the conditional likelihood numerically using R. efficiency, we pre-calculated ߚ መ at a required precision for all predefined p-value thresholds. Suppose that for a given trait of interest ܻ , there are two predefined SNP sets: the high priority modeled as follows: 
being an indicator function.
2 2
The predictive correlation coefficient (PCC) for the predictive model can be expressed as
Following Chatterjee et al. (2014), one can verify that PCC follows a normal distribution by the 5 2 4
central limit theorem and the strong law of large numbers. Therefore, the expected value of PCC 5 2 5
can be approximated as In our numerical calculations, we assumed that the effect sizes of the susceptibility SNPs in the 5 3 0 HP and LP sets followed the same distribution investigators, their support staff, and their funding support who contributed to GWAS of lung 1  3  3  0  -1  3  3  5  .  6  6  3   3  4   3  2  .  V  o  i  g  h  t  ,  B  .  F  .  ,  S  c  o  t  t  ,  L  .  J  .  ,  S  t  e  i  n  t  h  o  r  s  d  o  t  t  i  r  ,  V  .  ,  M  o  r  r  i  s  ,  A  .  P  .  ,  D  i  n  a  ,  C  .  ,  W  e  l  c  h  ,  R  .  P  .  ,  Z  e  g  g  i  n  i  ,  E  .  ,  H  u  t  h  ,  C  .  ,  6  6  4  A  u  l  c  h  e  n  k  o  ,  Y  .  S  .  ,  T  h  o  r  l  e  i  f  s  s  o  n  ,  G  .  ,  e  t  a  l  .  (  2  0  1  1  )  .  T  w  e  l  v  e  t  y  p  e  2  d  i  a  b  e  t  e  s  s  u  s  c  e  p  t  i  b  i  l  i  t  y  l  o  c  i  6  6  5  i  d  e  n  t  i  f  i  e  d  t  h  r  o  u  g  h  l  a  r  g  e  -s  c  a  l  e  a  s  s  o  c  i  a  t  i  o  n  a  n  a  l  y  s  i  s  (  v  o  l  4  2  ,  p  g  5  7  9  ,  2  0  1  0  )  .  N  a  t  u  r  e  G  e  n  e  t  i  c  s  4  3  ,  6  6  6  3  8  8  -3  8  8  .  6  6  7  3  3  .  R  i  p  k  e  ,  S  .  ,  N  e  a  l  e  ,  B  .  M  .  ,  C  o  r  v  i  n  ,  A  .  ,  W  a  l  t  e  r  s  ,  J  .  T  .  R  .  ,  F  a  r  h  ,  K  .  H  .  ,  H  o  l  m  a  n  s  ,  P  .  A  .  ,  L  e  e  ,  P  .  ,  B  u  l  i  k  -S  u  l  l  i  v  a  n  , figures, the y-coordinate is the prediction R 2 in the observational scale. "1D" denotes 1D PRS; 7 7 3 "2D, blood eSNPs" denotes 2D PRS using blood eSNPs as high-prior SNP set. In the x-axis, four complex diseases estimated based on independent validation samples. 
