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Abstract
An existence result for a generalized vector equilibrium problem is proved in a general topological vector
space. As applications, existence results are derived for vector equilibrium problems and vector variational-like
inequalities with set-valued mappings under -monotonicity condition and maximal -monotonicity condition.
These results extend and unify a number of existence results for vector variational inequalities in the previous
literature. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let E; F be real topological vector spaces. Let A be a nonempty convex subset of E and let
C :A→ F a set-valued mapping such that for each x∈A, C(x) is a convex cone of F with C(x) =F
and intC(x) = ∅. Let  :A×A→ F be a set-valued mapping. We consider the following generalized
vector equilibrium problems (GVEP): <nding xˆ∈A such that
(xˆ; y) ∩ (F \ −intC(xˆ)) = ∅ for all y∈A: (1)
The GVEP (1) has been discussed in [1,16–18,2,11,13,21] which include as special case generalized
vector variational-like inequalities (GVVLI) involving (x; y)=〈T (x); (y; x)〉 and generalized vector
variational inequalities (GVVI) involving (x; y)=〈T (x); y−x〉, where T :A→ L(E; F) is a set-valued
mapping, L(E; F) denotes the space of all linear continuous operators from E into F , and  :A ×
A → E is a single-valued mapping. The GVVLI and the GVVI have been extensively studied
in [3,8,9,12,14,20,21]. The relationships between the GVVI with T a subdiDerential and a vector
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optimization problem was also discussed in [20]. When  is a single-valued mapping, problem (1)
reduces to the following vector equilibrium problem (VEP): <nd xˆ∈A such that (xˆ; y) ∈ −intC(xˆ),
for all y∈A where  :A × A → F is a single-valued mapping. The VEP has been studied in
[6,10,16,17,23].
In this paper, we <rst prove an existence result for a generalized equilibria, where the problem
involves sets given by a set-valued map instead of convex cones. As applications, we derive some ex-
istence results for vector equilibrium problems and vector variational-like inequalities with set-valued
mappings. We also present several conditions which ensure the assumptions of theorems are satis-
<ed. Our results extend and unify a number of existence results for vector equilibrium problems and
vector variational inequalities in the previous literature.
2. Generalized equilibria
Let X be a topological space. A set-valued mapping G :X → F is said to be upper semicontinuous
at x0 (see [5]), if for every open set Q ⊃ G(x0), there exists an open neighborhood U of x0 such that
G(x) ⊂ Q for all x∈U . Let Gx∈X; G is said to be C( Gx)-upper semicontinuous at x0 (see [15,21]) if
for every open set Q ⊃ G(x0), there exists an open neighborhood U of x0 such that G(x) ⊂ Q+C( Gx)
for all x∈U . G is said to be upper semicontinuous (C( Gx)-upper semicontinuous) on X if G is upper
semicontinuous (C( Gx)-upper semicontinuous) at every point of X .
Let A be a subset of a topological space X . A is said to be compactly closed (resp. open) in X
if for every nonempty compact subset K of X , A ∩ K is closed (resp. open) in K .
De<ne the compact closure of A, denoted by cclA (see [7]),
cclA= ∩{B ⊂ X |A ⊂ B and B is compactly closed in X }:
It is easy to see that A is compactly closed if and only if cclA=A, and for any nonempty compact
subset K of X , we have cclA ∩ K ⊃ clK(A ∩ K).
Let G :X → Y be a set-valued mappings from X to another topological space Y . G is said to be
transfer (resp. compactly) closed valued on X (see [22,7]) if for every x∈X; y ∈ G(x), there exists
an x′ ∈X such that y ∈ clG(x′) (resp. y ∈ cclG(x′)).
Clearly, if G has (resp. compactly) closed values then it is transfer (resp. compactly) closed valued
on X ; if G is transfer closed valued on X then it is also transfer compactly closed valued on X . In
[21], we proved the following lemma.
Lemma 2.1. Let X be a nonempty convex subset of a real topological vector space E; A ⊂ X a
nonempty subset; and K ⊂ X nonempty and compact. Let G :A→ X be a set-valued mapping
(a) If G satis7es the following conditions:
(1) for every compact and convex subset X0 of X and for each 7nite subset N of A ∩ X0,
co(N ) ⊂ ∪y∈NclX0(G(y) ∩ X0);
(2) for each 7nite subset N of A, there exists a nonempty compact convex subset LN of X
containing N such that
∩
y∈LN∩A
clLN (G(y) ∩ LN ) ⊂ K;
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then K ∩ (∩y∈AcclG(y)) = ∅;
(b) If G is transfer compactly closed valued on A, then ∩y∈AcclG(y) = ∩y∈AG(y).
If for every y∈A; G(y) is compactly closed in A, Lemma 2.1 reduces to a known KKM type
theorem in [19]. Lemma 2.1 also improves Theorem 2.1 of [7].
Example 2.1 (See Tian [22]). Let X =K=[0; 2] ⊂ R and let A=(0; 1=4)∪(1=3; 1) which is noncom-
pact and nonconvex. For each x∈A; let G(x) = (x; 2]. Then; for any x∈A; G(x) is not compactly
closed in X and x ∈ G(x) so we cannot apply Theorem 3 in [19]. It is easy to show that all the
hypotheses of Lemma 2.1 are satis<ed. Hence ∩x∈AG(x) = ∅.
Let E; F be real topological vector space, A ⊂ E nonempty convex, K ⊂ A nonempty compact.
Let  :A×A→ F;  :A×A→ F be set-valued mappings and D′; D′′ :A→ F set-valued mappings.
Theorem 2.1. Suppose that the following conditions are satis7ed:
(i) y → {x∈A |(x; y) ∩ D′′(x) = ∅} is transfer compactly closed valued on A;
(ii) for every 7nite subset N of A and every x∈ co(N ); there exists y∈N such that (x; y) ∩
D′(x) = ∅;
(iii) for each 7nite subset N of A; there exists a nonempty compact convex subset LN of A
containing N such that
∩
y∈LN
clLN {x∈LN |(x; y) ∩ D′(x) = ∅} ⊂ K ;
(iv) for all x; y∈A;(x; y) ∩ D′(x) = ∅ implies (x; y) ∩ D′′(x) = ∅;
then there exists xˆ∈K such that (xˆ; y) ∩ D′′(xˆ) = ∅ for all y∈A. If; in addition;
(v) for every x∈A; (x; y) ∩ D′′(x) = ∅ for all y∈A implies (x; y) ∩ D′(x) = ∅ for all y∈A;
then (xˆ; y) ∩ D′(xˆ) = ∅ for all y∈A.
Proof. De<ne a set-valued mapping G :A→ A by
G(y) = {x∈A |(x; y) ∩ D′(x) = ∅}:
It is clear that conditions (ii); (iii) imply (a) (1); (2) in Lemma 2.1; respectively. Therefore; from
Lemma 2.1; one has K ∩ (∩y∈AcclG(y)) = ∅. By (iv); we have

















Thus there exists xˆ∈K such that (xˆ; y)∩D′′(xˆ) = ∅ for all y∈A. In view of (v); (xˆ; y)∩D′(xˆ) = ∅
for all y∈A.
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Corollary 2.1. Suppose that the following conditions are satis7ed:
(ia) for each nonempty compact subset B of A; D′′ :A→ F is a closed set-valued mapping on B;
(ib) for each y∈A; the mapping x → (x; y) is upper semicontinuous with nonempty compact
images on B;
(ii) for every 7nite subset N of A and every x∈ co(N ); there exists y∈N such that (x; y) ∩
D′(x) = ∅;
(iii) for each 7nite subset N of A; there exists a nonempty compact convex subset LN of A
containing N such that for each x∈LN \ K; there is a y∈LN with (x; y) ∩ D′′(x) = ∅;
(iv) for all x; y∈A; (x; y) ∩ D′(x) = ∅ implies (x; y) ∩ D′′(x) = ∅;
then there exists xˆ∈K such that (xˆ; y) ∩ D′′(xˆ) = ∅ for all y∈A. If; in addition;
(v) for every x∈A; (x; y) ∩ D′′(x) = ∅ for all y∈A implies (x; y) ∩ D′(x) = ∅ for all y∈A;
then (xˆ; y) ∩ D′(xˆ) = ∅ for all y∈A.
Proof. In virtue of Theorem 2.1; we need only show that conditions (i) and (iii) of Theorem 2.1
are satis<ed for each y∈A and for each nonempty compact subset B of A; let {x} be a net in the
set
G(y) ∩ B= {x∈B |(x; y) ∩ D′′(x) = ∅}
converging to some x∈B. Hence for each ;
(x; y) ∩ D′′(x) = ∅:
Let z ∈(x; y)∩D′′(x). Since x → (x; y) is upper semicontinuous with compact images; its graph
is closed and {z ∈F | z ∈(x; y); x∈B} is compact. Without loss of generality; we may assume that
{z} converges to some z ∈(x; y). By the closedness of D′′; we have z ∈(x; y) ∩ D′′(x). Hence
G(x)∩B is closed in B and hence (i) of Theorem 2.1 is satis<ed. From the above proof and condition
(iv); we have
clLN {u∈LN |(u; y) ∩ D′(u) = ∅} ⊂ {u∈LN |(u; y) ∩ D′′(x) = ∅}:
This; together with (iii); implies (iii) in Theorem 2.1.
Remark 2.1. From the proofs of Theorem 2.1 and Corollary 2.1; one sees that the set-valued map-
pings  and D′(x) in (ii)–(iv) can be chosen diDerently from that one in condition (v).
3. Applications
By choosing D′(x) = F \ −intC(x) and D′′(x) = F \ intC(x) in Theorem 2.1, we obtain
Theorem 3.1. Let ; :A × A → F be set-valued mappings with nonempty images such that the
following conditions are satis7ed:
(i) for every x; y∈A with (x; y) ⊂ intC(x); there exist y′ ∈A and a compactly open neighbor-
hood U (x) of x such that (u; y′) ⊂ intC(u) for all u∈U (x);
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(ii) for every 7nite subset N of A and every x∈ co(N ); there exists y∈N such that (x; y)∩ (F \
−intC(x)) = ∅;
(iii) for each 7nite subset N of A; there exists a nonempty compact convex subset LN of A
containing N such that
∩
y∈LN
clLN {x∈LN |(x; y) ∩ (F \ −intC(x)) = ∅} ⊂ K ;
(iv) for each x; y∈A; (x; y) ∩ (F \ −intC(x)) = ∅ implies (x; y) ∩ (F \ intC(x)) = ∅;
then there exists xˆ∈K such that (xˆ; y) ∩ (F \ intC(xˆ)) = ∅ for all y∈A. If; in addition;
(v) for every x∈A; (x; y)∩ (F \ intC(x)) = ∅ for all y∈A implies (x; y)∩ (F \ −intC(x)) = ∅
for all y∈A;
then (xˆ; y) ∩ (F \ −intC(xˆ)) = ∅ for all y∈A.
Conditions (iv) and (v) are called -monotonicity condition and maximal -monotonicity condi-
tion in [18], respectively.
When F=R, C(·) ≡ R+,  is a real-valued function, condition (i) reduces to the so-called transfer
(compactly) lower semicontinuity of  in [22,7].
Corollary 3.1. Let (x; y)=(y; x) in Theorem 3.1. Then the conclusions of Theorem 3.1 remain
true if condition (v) is replaced by
(vi) (x; x) ∩ (F \ −intC(x)) = ∅ for every x∈A;
(vii) for every x; y∈A and if (u; x) ∩ (F \ intC(x)) = ∅; for all u∈ ]x; y[; then (u; y) ∩ (F \
−intC(x)) = ∅ for all u∈ ]x; y[;
(viii) for every x; y∈A; if (x; y) ⊂ −intC(x); then there exists u∈ ]x; y[ such that (u; y) ⊂
−intC(x).
Proof. It suLces to verify condition (v) of Theorem 3.1. To this end; let x∈A with (y; x) ∩ (F \
intC(x)) = ∅ for all y∈A. Assume on the contrary that (x; Gy) ⊂ −intC(x) for some Gy∈A. By
(vi); x = Gy. From (viii); there exists Gu∈ ]x; Gy[ such that ( Gu; Gy) ⊂ −intC(x). Since (u; x) ∩ (F \
intC(x)) = ∅ for all u∈ ]x; Gy[; from (vii) we have (u; Gy) ∩ (F \ −intC(x)) = ∅ for all u∈ ]x; Gy[;
This leads to a contradiction.
Remark 3.1. Condition (viii) is satis<ed if  is v-hemicontinuous; i.e.; for every x; y∈A the mapping
t → (ty + (1− t)x; y) from [0; 1] to F is upper semicontinuous at 0.
In what follows, we shall provide some conditions which ensure conditions (i), (ii) in Theorem
3.1 and condition (vii) in Corollary 3.1 are satis<ed.
Let G :X → F be a set-valued map. G is said to be locally compact at x if there exists a
neighborhood U (x) of x such that G(U ) is compact.
Proposition 3.1. Suppose that for every compact subset B of A; D′′(x) = F \ intC(x) is a closed
set-valued mapping on B. Suppose that for each x∈B; y∈A; (·; y) is C(x)-upper semicontinuous
at x with closed images on B; and if the mapping C(·) is not constant valued; then (·; y) is
locally compact at x. Then condition (i) in Theorem 3.1 is satis7ed.
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Proof. For C(·) being constant valued; see [21; Remark 3]. Suppose C(·) is not constant valued and
x∈B; y∈A with (x; y) ⊂ intC(x). Since (·; y) is locally compact at x and (x; y) is closed;
(x; y) is compact. Hence there exists some k ∈ intC(x) such that (x; y) ⊂ k+intC(x). Otherwise;
there exists a sequence {vn} ⊂ (x; y) such that vn ∈ (1=n)k0 + intC(x); for some k0 ∈ intC(x).
Without loss of generality; we may assume that vn → v∈(x; y). Hence v ∈ intC(x); a contradiction.
Since (·; y) is C(x)-upper semicontinuous at x; there exists a neighborhood U (x) of x such that
(u; y) ⊂ k+intC(x) for all u∈U (x)∩B. Note that (·; y) is locally compact at x. Without loss of
generality; we may assume that (U (x) ∩ B; y) is compact. Note that intC(x)−k is a neighborhood
of 0. We have
(U (x) ∩ B; y) ⊂ (U (x) ∩ B; y) + intC(x)− k ⊂ intC(x):
Since (U (x) ∩ B; y) is compact and D′′(x)=F \ intC(x) is a closed set-valued mapping on B; it is
easy to show that there exists an open neighborhood V (x) ⊂ U (x) of x such that (u; y) ⊂ intC(u)
for all u∈V (x) ∩ B.
When F = R and C = R+, if (·; y) is single-valued lower semicontinuous, then the assumption
of Proposition 3.1 is satis<ed.
Proposition 3.2. Condition (ii) in Theorem 3.1 is satis7ed if one of the following conditions hold:
(10) for every x∈A, (x; x) ∩ (F \ −intC(x)) = ∅ and the set {y∈A |(x; y) ⊂ −intC(x)} is
convex;
(20) for every x∈A, (x; x)∩ (F \−intC(x)) = ∅ and (x; ·) is right naturally C(x)-quasiconvex,
i.e., for every y1; y2 ∈A and ∈ [0; 1] there exists ∈ [0; 1] such that
(x; y1 + (1− )y2) ⊂ (x; y1) + (1− )(x; y2)− C(x);
(30) for every x∈A, ∅ =(x; x) ⊂ C(x) and (x; ·) is left naturally C(x)-quasiconvex, i.e., for
every y1; y2 ∈A and ∈ [0; 1], there exists ∈ [0; 1] such that
(x; y1) + (1− )(x; y2) ⊂ (x; y1 + (1− )y2) + C(x):
Proof. It is clear that (20) ⇒ (10). Assume on the contrary that there exists a <nite subset N =
{y1; : : : ; yn} of A and an element x =
∑n
i=1 #iyi with #i¿ 0 and
∑n
i=1 #i = 1 such that (x; yi) ⊂
−intC(x) for all 16 i6 n; i.e.; N ⊂ {y∈A |(x; y) ⊂ −intC(x)}. If (10) holds; then (x; x) ⊂
−intC(x); a contradiction; if (30) holds; since  is left naturally C(x)-quasiconvex; there exists
i ∈ [0; 1] with
∑n
i=1 i = 1 such that
∑n
i=1 i(x; yi) ⊂ (x; x) + C(x) ⊂ C(x); a contradiction.
If (x; ·) is properly C(x)-quasiconvex, i.e., for every y1; y2 ∈A and ∈ [0; 1], we have either
(x; y1) ⊂ (x; y1 + (1− )y2) + C(x)
or
(x; y2) ⊂ (x; y1 + (1− )y2) + C(x);
then it is left naturally C(x)-quasiconvex.
We do not know whether condition (30) implies condition (10).
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The class of right naturally C(x)-quasiconvex maps contains the class of C(x)-quasiconvex-like
maps in [2] and the class of left naturally C(x)-quasiconvex maps contains the class of C(x)-
quasiconvex maps in [11]. When  is single-valued, these two classes coincide.
Proposition 3.3. Condition (vii) in Corollary 3.1 are satis7ed if one of the following conditions
hold:
(10) for every x; y∈A and every u=x+(1−)y, ∈ (0; 1), we have (u; x)=−(1−)(u; y)
(in particular, (x; y) = 〈T (x); y − x〉);
(20) for every x∈A, (x; x) ⊂ C− and (x; ·) is C−-convex, where C− = ∩x∈AC(x) = ∅, i.e.,
for every ∈ [0; 1] and y1; y2 ∈A
(x; y1) + (1− )(x; y2) ⊂ (x; y1 + (1− )y2) + C−;
(30) for every x∈A, C(x) is closed and (x; x) ⊂ C− and  is explicitly C(x)-quasiconvex, i.e.,
for every y∈A, z ∈F and for every Gu∈ ]x; y[, ( Gu; x)∩ (z−C(x)) = ∅ and ( Gu; y)∩ (z−C(x)) = ∅,
we have
(u; $) ∩ (z − C(x)) = ∅ for all $∈ ]x; y[
and, in the case
(u; x) ⊂ (u; y) + intC(x);
we have
(u; x) ⊂ (u; $) + intC(x) for all $∈ ]x; y[:
Proof. Condition (10) is obvious.
(20) Suppose that (u; x)∩(F\intC(x)) = ∅ for all u∈ ]x; y[ and there exists some Gu=x+(1−)y
with ∈ (0; 1) such that ( Gu; y) ⊂ −intC(x). Then there exist z1 ∈( Gu; x) \ intC(x) and for every
z2 ∈( Gu; y), z2 ∈− intC(x). Hence z1 + (1− )z2 ∈ C(x). By the C−-convexity of (x; ·); we have
z1 + (1− )z2 ∈( Gu; Gu) + C− ⊂ C− ⊂ C(x), a contradiction.
(30) Suppose that (u; x)∩(F\intC(x)) = ∅ for all u∈ ]x; y[ and there exists some Gu=x+(1−)y
with ∈ (0; 1) such that ( Gu; y) ⊂ −intC(x). (1) If ( Gu; x) ⊂ C(x), then
(u; x) ⊂ (u; y) + intC(x):
From the assumption, we have
(u; x) ⊂ (u; $) + intC(x) for all $∈ ]x; y[:
Hence
(u; x) ⊂ (u; u) + intC(x) ⊂ intC(x):
This is a contradiction. (2) If ( Gu; x) ⊂ C(x), then there exist z1 ∈( Gu; x) \ C(x). For every
z2 ∈( Gu; y), we have z2 ∈ − intC(x). By Lemma 2.2 in [6], there exists z ∈ C(x) such that
z1; z2 ∈ z − C(x). Hence ( Gu; x) ∩ (z − C(x)) = ∅ and ( Gu; y) ∩ (z − C(x)) = ∅. By the assumption,
we have
(u; $) ∩ (z − C(x)) = ∅ for all $∈ ]x; y[:
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Hence
(u; u) ∩ (z − C(x)) = ∅:
Since ( Gu; Gu) ⊂ C(x), we deduce that z ∈C(x). This is a contradiction.
We observe that condition (20) implies condition (30) in Proposition 3.2.
Let (x; y) = 〈T (x); (y; x)〉, (x; y) = −〈T (y); (y; x)〉 in Theorem 3.1 we easily obtain the
following result.
Corollary 3.2. Let T :A→L(E; F) be a set-valued mapping with nonempty images and  :A×A→
E a single-valued mapping. Assume that for all x; y∈A the following conditions are satis7ed:
(i) for every x; y∈A with 〈T (y); (y; x)〉 ⊂ −intC(x); there exist y′ ∈A and a compactly open
neighborhood U (x) of x such that 〈T (y′); (y′; u)〉 ⊂ −intC(u) for all u∈U (x);
(ii) T satis7es generalized L−-condition; i.e.; for every 7nite subset {y1; : : : ; yn} of A; x=
∑n
i=1 #iyi
with #i¿ 0 and
∑n
i=1 #i = 1; there exists z ∈T (x) such that 〈z;
∑n
i=1 #i(yi; x)〉 ∈ −intC(x);




clLN {x∈LN | 〈T (x); (y; x)〉 ∩ (F \ −intC(x)) = ∅} ⊂ K ;
(iv) for each x; y∈A; 〈T (x); (y; x)〉∩(F\−intC(x)) = ∅ implies 〈T (y); (y; x)〉∩(F\−intC(x)) = ∅.
Then there exists xˆ∈K such that
〈T (y); (y; xˆ) ∩ (F \ −intC(xˆ)) = ∅ for all y∈A:
If; in addition
(v) for each x∈A; 〈T (y); (y; x)〉 ∩ (F \ −intC(x)) = ∅ for all y∈A implies 〈T (x); (y; x)〉 ∩ (F \
−intC(x)) = ∅ for all y∈A;
then
〈T (xˆ); (y; xˆ) ∩ (F \ −intC(xˆ)) = ∅ for all y∈A:
Proof. In view of Theorem 3.1; we need only show that condition (ii) in Theorem 3.1 is satis<ed.
Assume on the contrary that there exists a <nite subset N = {y1; : : : ; yn} of A and an element
x =
∑n
i=1 #iyi with #i¿ 0 and
∑n
i=1 #i = 1 such that





#i(yi; x)〉 ⊂ −intC(x);
a contradiction.
Remark 3.2. The generalized L − -condition was introduced in [8]. If (y; x) is aLne in the <rst
argument and; for every x∈A; there exists v∈T (x) such that 〈v; (x; x)〉 ∈ −intC(x); in particular;
(x; y) = y − x; then T satis<es generalized L− -condition.
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Conditions (iv) and (v) are called -pseudomonotonicity condition and -pseudodissipativity con-
dition in [4], respectively. An example of a -pseudomonotone and -pseudodissipative single-valued
operator is given in [4], which is not v-hemicontinuous.
Corollary 3.2 generalizes Theorem 2.1 in [4] to the set-valued case.
By choosing D′(x) = D′′(x) = F \ −intC(x) in Corollary 2.1, we can prove the following result.
Theorem 3.2. Let ; :A× A→ F be a set-valued mapping with nonempty images such that for
all x; y∈A the following conditions are satis7ed:
(ia) for each compact subset B of A; D′′(x) = F \ −intC(x) is a closed set-valued mapping on B;
(ib) for each y∈A; x → (x; y) is upper semicontinuous with nonempty compact images on B;
(ii) for every 7nite subset N of A and every x∈ co(N ); there exists y∈N such that (x; y)∩ (F \
−intC(x)) = ∅;
(iii) for each 7nite subset N of A; there exists a nonempty compact convex subset LN of A
containing N such that x∈LN \ K; there exists y∈LN such that (x; y) ⊂ −intC(x);
(iv) for every x; y∈A; (x; y) ∩ (F \ −intC(x)) = ∅ implies (x; y) ∩ (F \ −intC(x)) = ∅.
Then there exists xˆ∈K such that
(xˆ; y) ∩ (F \ −intC(xˆ)) = ∅:
If; in addition;
(v) for every x∈A; (x; y)∩ (F \−intC(x)) = ∅ for all y∈A implies (x; y)∩ (F \−intC(x)) = ∅
for all y∈A;
then (xˆ; y) ∩ (F \ −intC(x)) = ∅ for all y∈A.
Remark 3.3. In virtue of Proposition 3.2; Theorem 3.2 contains Theorem 2.1 in [2] as a special
case: when (x; y) =−(y; x) and  = Theorem 3.2 generalizes Theorems 2 and 3 [13] to the
set-valued case. Let (x; y) = 〈T (x); (y; x)〉; (x; y) = 〈T (y); (y; x)〉 in Theorem 3.2; we easily
obtain:
Corollary 3.3. Let T :A →L(E; F) be a set-valued mapping with nonempty compact images and
 :A × A → E a single-valued mapping such that for all x; y∈A the following conditions are
satis7ed:
(i) for each compact subset B of A; D′′(x) = F \ −intC(x) is a closed set-valued mapping on B;
(ii) (x; y) is a9ne in the 7rst argument; continuous in the second argument on B; and (x; x)=0
for all x∈A;
(iii) for each 7nite subset N of A; there exists a nonempty compact convex subset LN of A
containing N such that x∈LN \ K; there exists y∈LN such that 〈T (y); (y; x) ⊂ −intC(x);
(iv) 〈T (x); (y; x)〉∩ (F \−intC(x)) = ∅ implies 〈T (y); (y; x)〉∩ (F \−intC(x)) = ∅ for all x; y∈A.
Then there exists xˆ∈K such that
〈T (y); (y; xˆ)〉 ∩ (F \ −intC(xˆ)) = ∅:
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If; in addition;
(v) for every x; y∈A the mapping t → 〈T (ty + (1− t)x; (y; x)〉 from [0; 1] to F is upper semi-
continuous at 0;
then 〈T (xˆ); (y; xˆ)〉 ∩ (F \ −intC(xˆ)) = ∅ for all y∈A.
Proof. Notice Remark 3.2; we need only prove that (v) of Theorem 3.2 is satis<ed. Indeed; let
x∈A be such that 〈T (y); (y; x)〉 ∩ (F \ −intC(x)) = ∅ for all y∈A. Assume the contrary that
〈T (x); ( Gy; x)〉 ⊂ −intC(x) for some Gy∈A. Since the mapping t → 〈T (ty + (1− t)x); (y; x)〉 from
[0; 1] to F is upper semicontinuous at 0; there exists *∈ (0; 1) such that 〈T (t Gy+(1− t)x); ( Gy; x)〉 ⊂
−intC(x) for t ∈ (0; *). Since (x; y) is aLne in the <rst argument and (x; x) = 0; we have
〈T (t Gy + (1− t)x); (t Gy + (1− t)x; x)〉= t〈T (t Gy + (1− t)x); ( Gy; x)〉 ⊂ −intC(x):
This contradicts that 〈T (y); (y; x)〉 ∩ (F \ −intC(x)) = ∅ for all y∈A.
Corollary 3.3 improves Theorem 3 in [9].
Let (x; y) =(x; y) = 〈T (x); (y; x)〉 in Theorem 3.2 we easily obtain the following result.
Corollary 3.4. Let T :A→L(E; F) be a set-valued mapping with nonempty images and  :A×A→
E a single-valued mapping such that for all x; y∈A the following conditions are satis7ed:
(ia) for each compact subset B of A; D′′(x) = F \ −intC(x) is a closed set-valued mapping on B;
(ib) x → 〈T (x); (y; x)〉 is upper semicontinuous on B;
(ii) for every 7nite subset N of A and every x∈ co(N ); there exists y∈N such that 〈T (x); (y; x)〉∩
(F \ −intC(x)) = ∅;
(iii) for each 7nite subset N of A; there exists a nonempty compact convex subset LN of A
containing N such that x∈LN \ K; there exists y∈LN such that 〈T (x); (y; x) ⊂ −intC(x).
Then there exists xˆ∈K such that
〈T (xˆ); (y; xˆ)〉 ∩ (F \ −intC(xˆ)) = ∅ for all y∈A:
Corollary 3.4 improves Theorem 1 in [8].
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