Computation of the Chiral Anomaly in the Bulk Quantization by Klose, Thomas & Marculescu, Sorin
ar
X
iv
:h
ep
-th
/0
20
21
02
v2
  2
6 
Ju
n 
20
02
Preprint typeset in JHEP style - HYPER VERSION hep-th/0202102
Computation of the Chiral Anomaly in the Bulk
Quantization
Thomas Klose and Sorin Marculescu
Fachbereich Physik, Universita¨t Siegen, D-57068 Siegen, Germany
E-mail: klose@cip-lx1.physik.uni-siegen.de,
marculescu@aleph.physik.uni-siegen.de
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1. Introduction
Recently, a new version of stochastic quantization [1], [2] called bulk quantization has been
proposed [3], [4], [5]. The approach seems to be especially convenient for gauge theories
(including matter).
Bulk quantization is expressed in terms of a 4 + 1-dimensional stochastic action dy-
namically equivalent to the Langevin equation. Of course, for spinor matter the Langevin
equation has a non-trivial kernel [6]. The full stochastic action for QCD type theories
and the associated propagators are written in superfield form in reference [7]. Translation
invariance is extended to the fifth coordinate, assuming therefore trivial initial conditions.
By adding to the action above a certain topological term a new symmetry called (fictitious)
time reversal appears. On the basis of the translational and time reversal invariances it
is possible to show that the correlations of physical observables in the bulk quantization
and in the conventional Euclidean four-dimensional theory are the same. It follows further
that if the four-dimensional theory has a global invariance the associated Ward identities
hold on a fictitious time-slice of the five-dimensional theory.
This property does not apply if the four-dimensional Ward identity is anomalous [5].
This means that some correlation functions of the current divergence do not vanish. We
shall show that the equal time limit of such a correlation coincides – as expected – with
the result of the conventional Euclidean theory. The fact that the equal time limit of
the triangle correlator is ambiguous [4] plays no role, because additional requirements like
symmetry considerations, consistency conditions or vector-current conservation provide a
unique anomaly.
While the full merits of stochastic quantization are revealed in a non-perturbative anal-
yse, it is customary to check that perturbation calculations lead to standard results. Such
a test has been performed long time ago for pure Yang-Mills theories at one and two-loop
– 1 –
level [8], [9]. Since we are not aware of similar computations in the spinor sector of gauge
theories we consider the present work also as a tentative to fill this gap, too. Nevertheless
there were attempts to regularize stochastic quantization of gauge field theories with ficti-
tious time as cut-off parameter [10]. For instance, the consistent anomaly was computed in
this regularization scheme by using a variant of the Fujikawa method [11]. More recently,
a mathematically rigorous proof of the Atiyah-Singer index theorem has been achieved on
the basis of a graded stochastic calculus [12].
The paper is organized as follows: In section 2 the regularization of the effective action
of the conventional theory of massless fermions coupled to an external non-Abelian gauge
field is performed in the framework of bulk quantization. It appears that the divergent part
of the effective action is gauge invariant implying a finite BRS variation. By an appropriate
extension of the BRS operation we are able in section 3 to regularize the Ward identity
and to compute the chiral anomaly. Some technical details are collected in the appendix.
2. Effective Action and Its Divergent Part
Consider the stochastic action of a system of free fermions:
S0 ≡
∫
d4xdτ
[
2λb†(x, τ)/∂b(x, τ) + b†(x, τ)
(
∂
∂τ
− λ
)
q(x, τ)
+ q†(x, τ)
( ←
∂
∂τ
−λ
←

)
b(x, τ)
]
, (2.1)
where q(x, τ), q†(x, τ) denote the quark fields and b(x, τ), b†(x, τ) the auxiliary fields which
represent the Lagrange multipliers for the spinor Langevin equations. For simplicity we
integrated out the (commuting) spinor ghosts and antighosts. Throughout this work the
spinor fields are in the representation of a compact Lie gauge group with anti-Hermitean
generators T a. The parameter λ has no direct physical meaning and could be set equal to
one. However, we keep it explicitly because it turns out to be a convenient book keeping
quantity for the expansion about the equal time limit. Further notations and conventions
are explained in the appendix.
The correlations of the left chiral current
jaµ(x, τ) ≡ −q
†(x, τ)T aγµPLq(x, τ) (2.2)
are obtained from the effective stochastic action
W (A) ≡ ln
∫
[dqdq†dbdb†](x, τ) exp
[
−S0 +
∫
d4xdτj
a
µ(x, τ)A
a
µ(x, τ)
]
= ln
∫
[dqdq†dbdb†](x, τ)
× exp
[
−S0 −
∫
d4xdτq
†(x, τ) /A(x, τ)PLq(x, τ)
]
. (2.3)
– 2 –
In the last line a Lie algebra valued form has been used for the vector field Aµ(x, τ) ≡
Aaµ(x, τ)T
a. The classical field Aaµ(x, τ) acts as a source for the left chiral composite object
(2.2). It has mass dimension 3 and is related to the external non-Abelian gauge field aaµ(x)
by
Aaµ(x, τ) = a
a
µ(x)δ(τ) , (2.4)
but for many purposes it is sufficient to assume that the source Aaµ(x, τ) is a homogeneous
function of degree −1:
Aaµ(x, ρτ) = ρ
−1Aaµ(x, τ) . (2.5)
The effective action of the conventional four-dimensional theory of massless fermions
coupled to an external non-Abelian gauge field aaµ(x) is given by
W (a) = ln
∫
[dψdψ†](x) exp
{
−
∫
d4xψ
†(x)
[
/∂ + /a(x)PL
]
ψ(x)
}
. (2.6)
Here we used the possibility [13] of writing the gauge coupling of a general massless
fermionic matter in left chiral form.
The correlations obtained from (2.6) have ultraviolet divergences. Since the source
term in (2.3) becomes the interaction of the conventional model (2.6) when the identification
(2.4) is made, one can use the effective action in the bulk quantization to regularize the
effective action of the conventional theory.
We proceed by expanding (2.3) according to the number of external lines
W (A) =
∞∑
n=2
Wn(A) , (2.7)
where the (divergent) contribution of the tadpole diagram
W1(A) ≡ −i
∫
d4xdτ
∫
d4p
(2π)4
tr
[
/p
p2
/A(x, τ)PL
]
(2.8)
has been neglected in (2.7) because the integrand of (2.8) is odd in momentum. (This
argument works also when the gauge group is not semi-simple, i. e. trT a 6= 0.)
The contribution of a loop with n ≥ 2 external lines is given by
Wn(A) ≡
∫ n∏
i=1
dτi
∫ n∏
i=1
d4ki
(2π)4
W(n)µ1...µn (τ1, . . . , τn; k1, . . . , kn−1)
× (2π)4δ4
(
n∑
i=1
ki
)
tr [Aµ1(−k1, τ1) . . . Aµn(−kn, τn)] , (2.9)
where the loop integral has the form
W(n)µ1...µn ≡ W
(n)
µ1...µn
(τ1, . . . , τn; k1, . . . , kn−1)
= −
in
n
∫
d4p
(2π)4
exp
(
−λ
n∑
i=1
p2i ti
)
tr
(
/p1
p21
γµ1 . . .
/pn
p2n
γµnPL
)
(2.10)
– 3 –
and where the Fourier transform is defined by
Aµ(k, τ) ≡
∫
d4xe
−ikxAµ(x, τ) . (2.11)
The following abbreviations were used in (2.10)
p1 ≡ p ; pi ≡ p+
i−1∑
j=1
kj for i = 2, . . . , n ; (2.12)
t1 ≡ |τn − τ1| ; ti ≡ |τi − τi−1| for i = 2, . . . , n . (2.13)
Occasionally, we write
k ≡
n−1∑
j=1
kj ; l ≡ k + kn−1 ; t ≡
n∑
i=1
ti . (2.14)
Note that in (2.10) the parameter λ multiplies all time differences ti. The limit
λ→ 0
therefore has the same effect as making the identification (2.4) and in addition it is a
convenient method to separate and classify the divergences.
For n ≥ 5 the integral (2.10) converges at λ = 0, such that the identification (2.4) can
be made in (2.9). The infinite part of the effective action consists of divergent contributions
of loops with two, three and four external lines
W div(a) =
4∑
n=2
W divn (a) . (2.15)
The two-leg contribution W2(A) splits into two parts, a transversal part W2 ⊥(A) and
a remaining W2 ‖(A) which turns out to be zero. In order to see this let us write the
remaining part in the form
W2 ‖(A) =
∫
dτ1dτ2
∫
d4k
(2π)4
W(2 ‖) (τ1, τ2; k)
× tr [Aµ(−k, τ1)Aµ(k, τ2)] , (2.16)
where we introduced
W(2 ‖) = −
∫
d4p
(2π)4
exp
{
−λ
t
2
[
p2 + (p+ k)2
]}
tr
[
/p
p2
/p+ /k
(p+ k)2
PL
]
(2.17)
with t ≡ 2|τ2 − τ1|. We use now a mixed parameterization, a Feynman parameter u for
combining denominators and a parameter β for exponentiating the resulting denominator.
By an appropriate shift in the loop momentum p and subsequent symmetric integration
one obtains
W(2 ‖) = −
1
(4π)2
∫ 1
0
du
∫ ∞
0
dβ
β
B3
exp
{
−
k2
B
(
λt
2
+ βu
)[
λt
2
+ β(1 − u)
]}
×
{
1 +
k2
B
(
λt
2
+ βu
)[
λt
2
+ β(1− u)
]}
, (2.18)
– 4 –
where B ≡ λt+ β. (The required formulae are given in the appendix.) Following the trick
of reference [14] one writes (2.18) as
W(2 ‖) =
∂
∂ρ
1
(4π)2
∫ 1
0
du
∫ ∞
0
dβ
β
B3ρ
× exp
{
−ρ
k2
B
(
λt
2
+ βu
)[
λt
2
+ β(1 − u)
]}∣∣∣∣
ρ=1
. (2.19)
Inserting (2.19) into (2.16), scaling both fictitious time variables by the same ρ and using
the homogeneity property (2.5) of the current sources one can remove any ρ dependence
from the integral. Hence (2.16) vanishes.
The transversal part is given by
W2 ⊥ =
∫
dτ1dτ2
∫
d4k
(2π)4
(
kµkν − δµνk
2
)
W(2 ⊥) (τ1, τ2; k)
× tr [Aµ(−k, τ1)Aν(k, τ2)] , (2.20)
where
W(2 ⊥) = −
1
8π2
∫ 1
0
du
∫ ∞
0
dβ
β
B4
(
λt
2
+ βu
)[
λt
2
+ β(1− u)
]
× exp
{
−
k2
B
(
λt
2
+ βu
)[
λt
2
+ β(1− u)
]}
(2.21)
diverges logarithmically in the limit t = 0 or λ = 0. Since we are interested just in such
behavior we can discard terms of order λt and obtain
W(2 ⊥) = −
1
8π2
∫ 1
0
du
∫ ∞
0
dβ
β3
B4
u(1− u) exp[−Bk2u(1− u)]
× [1 +O(λt)] . (2.22)
We are now in the position to apply the results stated in the appendix. Since P (u, 0) =
u(1 − u) we use (A.10) and find
W(2 ⊥) = −
1
48π2
ln
(
λtk2
)
+O(λt) . (2.23)
In order to separate the ultraviolet divergence from the infrared one, we introduce a
mass scale µ. Recall that the classical theory is massless, so there is no natural mass scale
available. We use now the expansion
ln(λtk2) = ln(λtµ2) +
k2 − µ2
µ2
+ . . . (2.24)
in (2.22) and subsequently in (2.20). By making the identification (2.4) one can see that
the divergence of W2(A) comes entirely from the logarithm and is given by
W div2 (A) = −
1
48π2
∫
dτ1dτ2 ln(λtµ
2)
×
∫
d4x tr [Aµ(x, τ1) (∂µ∂ν − δµν)Aν(x, τ2)] . (2.25)
– 5 –
The τ integration can be restricted to the interior of a small square around the origin
2|τ1 ± τ2| ≤ T ≪
1
µ2
. (2.26)
Using a mean value theorem one can extract the logarithmic term in front of the τ integral
and perform the τ integration according to (2.4). The result is:
W div2 (a) = −
ln(λTµ2)
48π2
∫
d4x tr [aµ(x) (∂µ∂ν − δµν) aν(x)] . (2.27)
The loop diagram with three external lines is given by
W3(A) =
∫
dτ1dτ2dτ3
∫
d4k1d4k2
(2π)8
W(3)µνρ (τ1, τ2, τ3; k1, k2)
× tr [Aµ(−k1, τ1)Aν(−k2, τ2)Aρ(k, τ3)] , (2.28)
where
W(3)µνρ =
i
3
tr (γαγµγβγνγγγρPL)
∫
d4p
(2π)4
pα(p+ k1)β(p+ k)γ
p2(p + k1)2(p+ k)2
× exp
{
−λ
[
p2t1 + (p+ k1)
2t2 + (p + k)
2t3
]}
. (2.29)
Since we now have two independent external momenta k1 and k2 it is convenient to make
an expansion of the integrand in order to have two independent denominators, say p2 and
(p + k1)
2:
pα(p + k1)β(p+ k)γ
p2(p+ k1)2(p+ k)2
=
pα(p + k1)β
p4(p + k1)2
[
(p+ k)γ −
2(kp)pγ
p2
]
+ . . . . (2.30)
We now use the mixed parameterization (u, β), shift the loop momentum p and perform
the symmetric integration in the shifted momentum. In the limit λt→ 0 one can simplify
the resulting exponent to
−(λt+ β)k21u(1− u) (2.31)
with t ≡ t1 + t2 + t3.
After performing the parameter integrals one can exhibit the logarithmically divergent
contribution
W(3)µνρ =
i
72π2
{
ln(λtk21)
[
δµν(k2 − k1)ρ − δνρ(k1 + 2k2)µ + δµρ(2k1 + k2)ν
]
+
1
2
ǫµνρα
[(
1−
3t1
t
)
k1α −
(
1−
3t3
t
)
k2α
]}
+O(λt) . (2.32)
In getting (2.32) we use (A.9) or (A.10) for each covariant. Due to gauge invariance the
logarithmic contributions group together in the manner indicated and the factor in front
is computed from (A.10). The term in the last line is finite but cannot be absorbed in the
logarithm. It has been obtained from (A.9).
– 6 –
By the method of section 3 one can show that the ǫ-term in (2.32) does not contribute
when inserted into (2.28) and one makes the identification (2.4). Finite contributions are
obtained by expanding the logarithm according to (2.24). The divergent contribution of
the three-leg diagram is
W div3 (A) = −
1
24π2
∫
dτ1dτ2dτ3 ln(λtµ
2) (2.33)
×
∫
d4x tr {[∂µAν(x, τ1)− ∂νAµ(x, τ1)]Aµ(x, τ2)Aν(x, τ3)} .
Proceeding as above one can restrict the τ integration to the interior of a small cube
centered at the origin:
|τ3 ± τ1|, |τ2 ± τ1|, |τ3 ± τ2| ≤
T
3
. (2.34)
Because the τ integral is invariant under a scaling we can always adjust the linear dimension
of the cube to coincide with that of the square, i. e. the quantity T in (2.26) and (2.34)
has the same value. The result is:
W div3 (a) = −
ln(λTµ2)
24π2
∫
d4x tr {∂µaν(x) [aµ(x), aν(x)]} . (2.35)
The four-leg diagram is given by
W4(A) =
∫
dτ1 . . . dτ4
∫
d4k1d4k2d4k3
(2π)12
W(4)µνρσ (τ1, . . . , τ4; k1, k2, k3)
× tr [Aµ(−k1, τ1)Aν(−k2, τ2)Aρ(−k3, τ3)Aσ(k, τ4)] , (2.36)
where
W(4)µνρσ = −
1
4
tr (γαγµγβγνγγγργδγσPL)
×
∫
d4p
(2π)4
pα(p+ k1)β(p+ k1 + k2)γ(p + k)δ
p2(p+ k1)2(p + k1 + k2)2(p+ k)2
(2.37)
× exp
{
−λ
[
p2t1 + (p+ k1)
2t2 + (p+ k1 + k2)
2t3 + (p+ k)
2t4
]}
.
In the expansion of the integrand of (2.37) we could keep only the first term. Still it is
useful to have some k dependence in the denominator. We propose the following expansion:
pα(p+ k1)β(p+ k1 + k2)γ(p+ k)δ
p2(p+ k1)2(p+ k1 + k2)2(p+ k)2
=
pαpβpγpδ
p6(p+ k1)2
+ . . . . (2.38)
The next steps are the mixed parameterization and the symmetric integration over the
shifted momentum. As before the exponent can be simplified to (2.31) in the limit λt→ 0
where now t ≡ t1 + . . . + t4. After performing the parameter integrals and expanding the
logarithm one obtains the contribution relevant for our purpose
W(4)µνρσ =
ln(λtµ2)
96π2
(δµνδρσ + δµσδνρ − 2δµρδνσ − ǫµνρσ) . (2.39)
– 7 –
By inserting (2.39) into (2.36), restricting the τ integration to the interior of a hypercube
around the origin:
|τ4 ± τ1|, |τ2 ± τ1|, |τ3 ± τ2|, |τ4 ± τ3| ≤
T
4
, (2.40)
applying the mean value theorem and making the identification (2.4) we get the divergent
contribution of the four-leg diagram:
W div4 (a) =
1
48π2
ln(λTµ2)
∫
d4x tr {aµ(x) [aµ(x), aν(x)] aν(x)} . (2.41)
By adding (2.27), (2.35) and (2.41) one finds a local, gauge invariant expression for
the divergent part of the effective action of the conventional theory
W div(a) = −
1
96π2
ln(λTµ2)
∫
d4x tr [fµν(x)]
2 , (2.42)
where we used the covariant field strength in Lie algebra valued form
fµν(x) ≡ ∂µaν(x)− ∂νaµ(x) + [aµ(x), aν(x)] . (2.43)
In order to have a finite effective action it is sufficient to subtract (2.42) from (2.6).
Since (2.42) is gauge invariant we have
σW (a) = σ
[
W (a)−W div(a)
]
(2.44)
where σ is the conventional BRS operator defined by
σaµ(x) = ∂µω(x) + [aµ(x), ω(x)] σω(x) = −ω
2(x) . (2.45)
Eq. (2.44) plays a crucial role in understanding the anomaly. We mention here only two
consequences:
(i) SinceW (a)−W div(a) is finite, the right hand side of the Ward identity (the anomaly)
is always finite.
(ii) Because the classical action is gauge invariant the only possible violation of the Ward
identity could come from the path integral spinorial measure. This fact has been
exploited in [15].
3. The Anomalous Ward Identity
We extend the BRS operation on the classical source Aµ(x, τ) by introducing a ghost
function Ω(x, τ) with the properties:
ΣAµ(x, τ) = ∂µΩ(x, τ) +
∫
dτ ′
[
Aµ(x, τ − τ
′),Ω(x, τ ′)
]
; (3.1)
ΣΩ(x, τ) = −
∫
dτ ′Ω(x, τ − τ ′)Ω(x, τ ′) . (3.2)
– 8 –
One can check the nilpotency Σ2 = 0. For consistency we have to assume that Ω(x, τ) is
homogeneous of degree −1 with respect to τ
Ω(x, ρτ) = ρ−1Ω(x, τ) (3.3)
and to take it of mass dimension 2. In particular Σ describes the conventional BRS σ
transformation (cf. (2.45)) in the limit
Aµ = aµ(x)δ(τ) ; Ω(x, τ) = ω(x)δ(τ) . (3.4)
It is instructive to write (3.1) and (3.2) in k-space
ΣAµ(k, τ) = ikµΩ(k, τ) +
∫
dτ ′dk′
[
Aµ(−k
′, τ − τ ′),Ω(k + k′, τ ′)
]
(3.5)
ΣΩ(k, τ) = −
∫
dτ ′dk′Ω(−k′, τ − τ ′)Ω(k + k′, τ ′) . (3.6)
The action of Σ on (2.3) is written in the form
ΣW (A) =
∞∑
n=1
Un(A) +
∞∑
n=2
Vn(A) (3.7)
where Un(A) and Vn(A) are associated to the derivative and to the commutator part in
(3.5), respectively. They are given by
Un(A) ≡
∫ n+1∏
j=1
dτj
∫ n∏
i=1
d4ki
(2π)4
U (n)µ1...µn (τ1, . . . , τn+1; k1, . . . , kn) (3.8)
× tr [Aµ1(−k1, τ1) . . . Aµn(−kn, τn)Ω(k, τn+1)]
Vn(A) ≡
∫ n+1∏
j=1
dτj
∫ n∏
i=1
d4ki
(2π)4
V(n)µ1...µn (τ1, . . . , τn+1; k1, . . . , kn−1) (3.9)
× tr
{
Aµ1(−k1, τ1) . . . Aµn−1(−kn−1, τn−1) [Aµn(−kn, τn),Ω(k, τn+1)]
}
.
The corresponding loop integrals have the following expressions:
U (n)µ1...µn ≡ U
(n)
µ1...µn
(τ1, . . . , τn+1; k1, . . . , kn) (3.10)
= in
∫
d4p
(2π)4
exp

−λ n+1∑
j=1
p2j tj

 tr [(/p1
p21
−
/pn+1
p2n+1
)
γµ1
/p2
p22
γµ2 . . .
/pn
p2n
γµnPL
]
V(n)µ1...µn ≡ V
(n)
µ1...µn
(τ1, . . . , τn+1; k1, . . . , kn−1) (3.11)
= − in
∫
d4p
(2π)4
exp

−λ n∑
j=1
p2j t¯j

 tr(/p1
p21
γµ1 . . .
/pn
p2n
γµnPL
)
.
– 9 –
We use the abbreviations (2.12) – (2.14) with n replaced by n+1. In addition we introduce
t¯1 ≡ |τn + τn+1 − τ1| ; t¯i ≡ ti for i = 2, . . . , n− 1 ;
t¯n ≡ |τn + τn+1 − τn−1| ; t¯ ≡
n∑
i=1
t¯i . (3.12)
Notice that V1(A) = 0 since the trace of a commutator vanishes. The integrals (3.10) and
(3.11) are convergent for λ = 0 when n ≥ 5. We can set λ = 0, insert them in (3.8) and
(3.9) respectively and make the identification (3.4). One gets
Un(a) + Vn(a) = 0 for n ≥ 5 . (3.13)
If 1 ≤ n ≤ 4 the integrals are divergent in the limit λ = 0. We shall now show however
that the sum Un(A) + Vn(A) remains finite in the limit (3.4). For n = 1 we have
U1(A) =
∫
dτ1dτ2
∫
d4k
(2π)4
U (1)µ (τ1, τ2; k)
× tr [Aµ(−k, τ1)Ω(k, τ2)] (3.14)
where
U (1)µ = i
∫
d4p
(2π)4
exp
{
−λ
t
2
[
p2 + (p+ k)2
]}
× tr
{[
/p
p2
−
/p+ /k
(p + k)2
]
γµPL
}
. (3.15)
Following the way described in section 2 (eqs. (2.18), (2.19)) we obtain the interesting
relation
U (1)µ = 2ikµW
(2 ‖) . (3.16)
By inserting it into (3.13) and using the homogeneity properties (2.5) and (3.3) of both
Aµ(x, τ) and Ω(x, τ) we find that U1(A) vanishes.
A similar method is used for the scalar part of V2(A). The starting point is
V2(A) =
∫
dτ1dτ2dτ3
∫
d4k1d4k2
(2π)8
V(2)µν (τ1, τ2, τ3; k1)
× tr {Aµ(−k1, τ1) [Aν(−k2, τ2),Ω(k, τ3)]} , (3.17)
where
V(2)µν = −
∫
d4p
(2π)4
exp
{
−λ
t¯
2
[
p2 + (p + k1)
2
]}
× tr
[
/p
p2
γµ
/p+ /k
(p+ k1)2
γνPL
]
(3.18)
and t¯ ≡ 2|τ2 + τ3 − τ1|. One can separate (3.18) in a scalar and a transversal part:
V(2)µν = δµνV
(2 ‖) +
(
k1µk1ν − δµνk
2
1
)
V(2 ⊥) . (3.19)
– 10 –
Exactly as before one can show that the integrated version of the scalar part V2 ‖(A)
vanishes.
The remaining integrals U
(2)
µν , U
(3)
µνρ, V(2 ⊥) and V
(3)
µνρ are expected to be logarithmically
divergent in the limit λ = 0. The way to show this is very similar to the method developed
in section 2. We expand the integrand in power of the external momenta ki, introduce a
mixed parameterization, perform the loop integral and discard the terms O(λt). As a result
we obtain a homogeneous polynomial in ki whose coefficients are expressions logarithmic in
λ and/or λ independent. In particular U
(4)
µνρσ turns out to be convergent and vanishing in
the limit λ = 0. We shall show later that V4(a) = 0, despite the fact that the corresponding
loop integral V
(4)
µνρσ is logarithmically divergent in the limit λ = 0.
Due to the scaling properties of Aµ(x, τ) and Ω(x, τ) with respect to the fictitious time
τ most of the λ independent expressions can be included in the logarithmic divergence.
Those finite terms which cannot be absorbed by the logarithm because they have a different
k-structure form the anomaly. Since as we shall show the logarithmic divergences exactly
cancel between Un(A) and Vn(A) only the anomalous terms survive on the right hand side
of the Ward identity. Their sum in the limit λ = 0 makes up the chiral anomaly:
σW (a) = [U2(a) + V2(a)] + [U3(a) + V3(a)] (3.20)
To show explicitly the cancelation it is convenient to replace the loop variable p by
p+ kn.
Let us compute
U2(A) =
∫
dτ1dτ2dτ3
∫
d4k1d4k2
(2π)8
U (2)µν (τ1, τ2, τ3; k1, k2)
× tr [Aµ(−k1, τ1)Aν(−k2, τ2)Ω(k, τ3)] , (3.21)
where
U (2)µν = tr (γαγµγβγνPL)
∫
d4p
(2π)4
[
(p+ l)α
(p+ l)2
−
(p+ k2)α
(p+ k2)2
]
(p+ k)β
(p+ k)2
× exp
{
−λ
[
(p+ k2)
2t1 + (p + k)
2t2 + (p+ l)
2t3
]}
(3.22)
and l ≡ k1 + 2k2. The expression in square brackets is expanded as
(p+ l)α
(p+ l)2
−
(p+ k2)α
(p+ k2)2
= kλ
(
δαλ
p2
− 2
pαpλ
p4
)
(3.23)
+ (lλlθ − k2λk2θ)
(
4
pαpλpθ
p6
−
δαλpθ + δλθpα + δθαpλ
p4
)
+ . . . .
We introduce now the mixed parameterization (u, β), shift the integration variable p and
perform the symmetric integration. We further simplify the exponent to (cf. (2.31))
−Bk2u(1− u) = −(λt+ β)k2u(1− u) . (3.24)
Moreover, one can discard all O(λt) terms resulting from performing the parameter inte-
grals. The remaining terms contain several covariants whose coefficients are evaluated by
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(A.9) or (A.10). The result is
U (2)µν =
1
24π2
{[
k2µk2ν − k1µk1ν −
(
k22 − k
2
1
)
δµν
]
ln(λtk2)
+
t1 − t3
2t
(k1µk2ν + k1νk2µ + δµνk1k2) (3.25)
−
3(t1 + t3)
2t
ǫµναβk1αk2β
}
+O(λt) .
After inserting it into (3.21) one can use the symmetry under the simultaneous exchange
τ1 ↔ τ2, k1 ↔ k2 and µ ↔ ν. The term in the middle line of (3.25) gives a vanishing
contribution and one obtains
U2(A) = −
1
24π2
∫
dτ1dτ2dτ3
∫
d4k1d4k2
(2π)8
ln(λtk2)
(
k1µk1ν − k
2
1δµν
)
× tr {[Aµ(−k1, τ1), Aν(−k2, τ2)] Ω(k, τ3)} (3.26)
+
r
16π2
ǫµναβ
∫
d4x tr [∂αaµ(x)∂βaν(x)ω(x)] ,
where the number r is defined by
r ≡
∫
dτ1dτ2dτ3δ(τ1)δ(τ2)δ(τ3)
|τ3 − τ1|+ |τ3 − τ2|
|τ3 − τ1|+ |τ2 − τ1|+ |τ3 − τ2|
(3.27)
It can be evaluated in several steps
r = 2
∫
dτ1dτ2dτ3δ(τ1)δ(τ2)δ(τ3)
|τ3 − τ1|
|τ3 − τ1|+ |τ2 − τ1|+ |τ3 − τ2|
= 2
∫
dτ1dτ2dτ3δ(τ1)δ(τ2)δ(τ3)
|τ2 − τ1|
|τ3 − τ1|+ |τ2 − τ1|+ |τ3 − τ2|
(3.28)
= 1−
∫
dτ1dτ2dτ3δ(τ1)δ(τ2)δ(τ3)
|τ2 − τ1|
|τ3 − τ1|+ |τ2 − τ1|+ |τ3 − τ2|
.
The first line is obtained by the exchange τ2 ↔ τ1 in the second term of (3.27), the second
line by the exchange τ3 ↔ τ2 and the last line is a consequence of the identity t1+t3 = t−t2.
It follows
r =
2
3
. (3.29)
For computing the transversal part of V2(A) it is convenient to start with
V(2)µν = tr (γαγµγβγνPL)
∫
d4p
(2π)4
(p+ k2)α(p+ k)β
(p+ k2)2(p+ k)2
× exp
{
−λ
t¯
2
[
(p+ k2)
2 + (p+ k)2
]}
. (3.30)
We expand
(p+ k2)α
(p+ k2)2
=
(p+ k2)α
p2
−
(2pk2 + k
2
2)pα + (pk2)k2α
p4
+
4(pk2)
2pα
p6
+ . . . , (3.31)
– 12 –
use the mixed parameterization (u, β), shift the variable p, perform the symmetric integra-
tion and simplify the exponent to (3.24).
Since one is interested in the transversal part one can ignore all δαβ terms in the
integrand and keep only
k1αk1β
tr (γαγµγβγνPL)
(4π)2
∫ 1
0
du
∫ ∞
0
dβ
β
B2
exp
[
−Bk2u(1− u)
]
×
[(
1−
λt¯
B
)2(
u−
1
2
)2
−
1
4
]
. (3.32)
The transversal combination k1µk1ν −k
2
1δµν can be obtained by replacing the factor k1αk1β
in front of the last integral (eq. (3.32)) by k1αk1β +
1
2k
2
1δαβ . Therefore (3.32) gives directly
V(2 ⊥). After integrating over β and u following the instructions of the appendix one gets
V(2 ⊥) =
1
24π2
ln(λt¯k2) +O(λt) . (3.33)
By inserting (3.33) into (3.17) one can adjust τi such that t¯ = t. Taking into account that
the scalar part of V2(A) is vanishing one obtains
V2(A) =
1
24π2
∫
dτ1dτ2dτ3
∫
d4k1d4k2
(2π)8
ln(λtk2)
(
k1µk1ν − k
2
1δµν
)
× tr {Aµ(−k1, τ1) [Aν(−k2, τ2),Ω(k, τ3)]} . (3.34)
By adding (3.26) to (3.34) the logarithmic terms cancel out and we get
U2(a) + V2(a) =
1
24π2
ǫµναβ
∫
d4x tr [ω(x)∂αaµ(x)∂βaν(x)] . (3.35)
Let us now compute
U3(A) =
∫
dτ1 . . . dτ4
∫
d4k1d4k2d4k3
(2π)12
U (3)µνρ (τ1, . . . , τ4; k1, k2, k3)
× tr [Aµ(−k1, τ1)Aν(−k2, τ2)Aρ(−k3, τ3)Ω(k, τ4)] . (3.36)
The loop integral is given by
U (3)µνρ = tr (γαγµγβγνγγγρPL)
∫
d4p
(2π)4
[
(p+ l)α
(p+ l)2
−
(p+ k3)α
(p+ k3)2
]
(p+ k13)β(p + k)γ
(p+ k13)2(p+ k)2
× exp
{
−λ
[
(p+ k3)
2t1 + (p+ k13)
2t2 + (p + k)
2t3 + (p+ l)
2t4
]}
, (3.37)
where k13 ≡ k1 + k3 and l ≡ k1 + k2 +2k3. It is convenient to use the following expansion:[
(p+ l)α
(p+ l)2
−
(p+ k3)α
(p+ k3)2
]
(p+ k13)β(p+ k)γ
(p + k13)2(p + k)2
=
[
kα −
2(kp)pα
p2
]
pβpγ
p4(p+ k)2
+ . . . . (3.38)
– 13 –
By going through all the steps, which are standard by now, one finds
U (3)µνρ =
i
24π2
[
ln(λtk21) (δµνkρ + δνρkµ − 2δµρkν)
−
1
2
ǫµνραkα
]
+O(λt) . (3.39)
Inserting (3.37) into (3.36) one gets
U3(A) =
i
24π2
∫
dτ1 . . . dτ4
∫
d4k1d4k2d4k3
(2π)12
ln(λtk2) (δµνkρ + δνρkµ − 2δµρkν)
× tr [Aµ(−k1, τ1)Aν(−k2, τ2)Aρ(−k3, τ3)Ω(k, τ4)] (3.40)
−
1
48π2
ǫµνρα
∫
d4x tr [aµ(x)aν(x)aρ(x)∂αω(x)] .
Let us consider
V3(A) =
∫
dτ1 . . . dτ4
∫
d4k1d4k2d4k3
(2π)12
V(3)µνρ (τ1, . . . , τ4; k1, k2)
× tr {Aµ(−k1, τ1)Aν(−k2, τ2) [Aρ(−k3, τ3),Ω(k, τ4)]} , (3.41)
where
V(3)µνρ = tr (γαγµγβγνγγγρPL)
∫
d4p
(2π)4
(p+ k3)α(p + k13)β(p+ k)γ
(p+ k3)2(p+ k13)2(p+ k)2
× exp
{
−λ
[
(p+ k3)
2t¯1 + (p+ k13)
2t¯2 + (p + k)
2t¯3
]}
. (3.42)
The relevant expansion in the integrand amounts to
(p + k3)α(p+ k13)β(p+ k)γ
p4(p+ k)2
−
pαpβpγp (k1 + 2k3)
p6(p+ k)2
+ . . . (3.43)
with the result
V(3)µνρ =
i
24π2
{
ln(λt¯k2)
[
δµν(k2 − k1)ρ + δνρ(2k1 + k2)µ − δµρ(k1 + 2k2)ν
]
−
1
2
ǫµνρα
[(
1−
3t¯1
t¯
)
k1α −
(
1−
3t¯3
t¯
)
k2α
]}
+O(λt¯) . (3.44)
When (3.44) is inserted into (3.41) the second line does not contribute because of the
antisymmetry in the exchange (k1, τ1) ↔ (k2, τ2). Hence after rescaling τi such that t¯ = t
one gets
V3(A) = −
i
24π2
∫
dτ1 . . . dτ4
∫
d4k1d4k2d4k3
(2π)12
ln(λtk2) (δµνkρ + δνρkµ − 2δµρkν)
× tr [Aµ(−k1, τ1)Aν(−k2, τ2)Aρ(−k3, τ3)Ω(k, τ4)] . (3.45)
From (3.40) and (3.45) one finds
U3(a) + V3(a) =
1
48π2
ǫµνρα
∫
d4x tr {ω(x)∂α [aµ(x)aν(x)aρ(x)]} . (3.46)
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Finally let us discuss
V4(A) =
∫
dτ1 . . . dτ5
∫
d4k1 . . . d4k4
(2π)16
V(4)µνρσ (τ1, . . . , τ5; k1, k2, k3)
× tr {Aµ(−k1, τ1) . . . [Aσ(k4, τ4),Ω(k, τ5)]} . (3.47)
The logarithmic divergence comes from
V(4)µνρσ = −
1
4
tr (γαγµγβγνγγγργδγσPL)
×
∫
d4p
(2π)4
(p+ k4)α(p + k14)β(p+ k124)γ(p + k)δ
(p+ k4)2(p+ k14)2(p+ k124)2(p + k)2
(3.48)
× exp
{
−λ
[
(p+ k4)
2t¯1 + (p+ k14)
2t¯2 + (p + k124)
2t¯3 + (p+ k)
2t¯4
]}
,
where k14 ≡ k1 + k4 and k124 ≡ k1 + k2 + k4. The relevant factor in the integrand (second
line of (3.48)) is expanded to
pαpβpγpδ
p6(p+ k1)2
+ . . . . (3.49)
The integration can be easily done and one obtains
V(4)µνρσ =
1
12π2
ln(λt¯k2)
[
1
2
(δµνδρσ + δνρδµσ)− δµρδνσ
]
+O(λt) . (3.50)
After inserting the result into (3.47) one can use the symmetry in (τi, ki) and the trace
properties to show that (3.47) vanishes.
Putting together (3.35) and (3.46) we get for the right hand side of (3.7) after the
identification (3.4)
σW (a) =
1
24π2
ǫµνρσ
∫
d4x tr
{
ω(x)∂σ
[
∂µaν(x)aρ(x)
+
1
2
aµ(x)aν(x)aρ(x)
]}
. (3.51)
Eq. (3.51) is the celebrated chiral anomaly.
We conclude with some comments on the derivation. The coefficient in front of (3.51)
arose by evaluating the apparently ambiguous fictitious time integral (3.27). Moreover,
we discarded several finite contributions to σW (a) on a similar ground. We can avoid
the computation of ambiguous integrals by using the consistency conditions [16]. We first
observe that the BRS variation of the effective action is finite and depends only upon the
gauge field and its first derivative. Second order derivatives occur only in the compensating
logarithmically divergent contributions (3.26) and (3.34) of U2(A) and V2(A). We are
now in the position to look for the most general solution of the Wess-Zumino consistency
conditions and obtain the chiral anomaly up to a unknown multiplicative constant. The
procedure was described for the first time in [17], but can be repeated now in a more elegant
way by using the BRS operation. The multiplicative constant in front can be obtained by
comparision with (3.40), which does not involve any ambiguous fictitious time integration.
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4. Conclusions
In this paper we used the bulk quantization as a regularization method for a conventional
theory of massless fermions coupled to an external gauge field. The divergent part turned
out to be gauge invariant. Moreover, the finite part did not contain any local contribution
as could be seen from the second line of (2.32). As a consequence the gauge anomaly has
its origin in the finite but nonlocal part of the effective action.
To compute the gauge anomaly explicitly we regularized the Ward identity by appro-
priately extending the BRS operation to fictitious time dependent sources. This extension
is local in position and fictitious frequency. For completeness we presented the full evalu-
ation of the Ward identity. Some comment at the end of section 3 allowed us to shorten
this calculation considerably.
In performing the full evaluation of the divergent part of the effective action, as well
as of the Ward identity we encountered ambiguous fictitious time integrals. The ambiguity
could be resolved by assuming certain symmetry properties. The procedure is very similar
to that used in conventional field theory when the shift parameter of the loop integral is
fixed in terms of the external momenta.
Finally, we would like to remark that one loop computation in the bulk quantization of
the gauge anomaly is as simple as the traditional point splitting or dimensional reduction.
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A. Appendix
We use Hermitean Dirac matrices γµ with µ = 1, 2, 3, 4, γ5 ≡ −γ1γ2γ3γ4 and the left chiral
projector PL ≡
1
2 (1 + γ5). All the traces over products of Dirac matrices can be resolved
with the following relations:
{γµ, γν} = 2δµν ; γαγµγα = −2γµ ; tr (γµγνPL) = 2δµν ;
tr (γµγνγργσPL) = 2 (δµνδρσ − δµρδνσ + δµσδνρ − ǫµνρσ) . (A.1)
In this work we deal with expressions of the form
∫ n+1∏
j=1
dτj
∫ n∏
i=1
d4ki
(2π)4
X (n)µ1...µn (τ1, . . . , τn+1; k1, . . . , kn;λ)
× tr [Aµ1(−k1, τ1) . . . Aµn(−kn, τn)Ω(k, τn+1)] , (A.2)
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where the one loop integrals X
(n)
µ1...µn are invariant with respect to a scaling of the fictitious
time variables
X (n)µ1...µn
(
ρτ1, . . . , ρτn+1; k1, . . . , kn;
λ
ρ
)
= X (n)µ1...µn (τ1, . . . , τn+1; k1, . . . , kn;λ) . (A.3)
Our aim is to compute these loop integrals in the limit λ → 0. As a first step we can
expand the integrand in an appropriate way, as thoroughly presented in the text.
The parameterization (u, β) is introduced by
1
p2M (p + k)2
=
1
(M − 1)!
∫ 1
0
du(1− u)M−1
∫ ∞
0
dββM
× exp
{
−β
[
p2 + u(k2 + 2pk)
]}
. (A.4)
After shifting in the momentum variable one can perform the symmetric integration. By
using
pα1pα2 · · · pα2n+1 −→ 0 ; pαpβ −→ δαβ
p2
4
;
pαpβpγpδ −→ (δαβδγδ + δαγδβδ + δαδδβγ)
p4
24
(A.5)
the momentum integration can be done explicitly∫
d4p
(2π)4
p2N exp(−Bp2) =
(N + 1)!
(4π)2BN+2
. (A.6)
We are left with a possibly complicated integral over the two parameters u and β.
Being interested in the limit λ = 0 we can simplify at this stage the integrand according
to (2.31) or (3.24). The resulting integral takes the form
I(λ) ≡
∫ 1
0
du
∫ ∞
1
dξ
P (u, ξ−1)
ξ
exp[−λξu(1− u)] (A.7)
where P (u, z) is a polynomial in u and z. On account of (A.3) one can replace I(λ) by
I ′(λ) according to
I(λ) −→ I ′(λ) ≡ I
(
λ
ρ
)
. (A.8)
We shall now prove the following statement:
Under the above assumptions (especially (A.8)) the value of the integral (A.7) is
I ′(λ) =
∫ 1
0
du
∫ ∞
1
dξ
P (u, ξ−1)− P (u, 0)
ξ
+O(λ) (A.9)
if
∫ 1
0 duP (u, 0) = 0 and
I ′(λ) = − lnλ
∫ 1
0
duP (u, 0) +O(λ) , (A.10)
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otherwise.
For the proof one decomposes (A.7) into two integrals by writing
P (u, ξ−1) = P (u, 0) +
[
P (u, ξ−1)− P (u, 0)
]
. (A.11)
In the first term one can perform the β integration and show explicitly the logarithmic
divergence ∫ ∞
1
dξ exp[−λξu(1− u)] = −Ei[−λu(1− u)]
= − γ − ln[λu(1 − u)] +O(λ) . (A.12)
Here Ei(z) denote the integral exponential.
Since the second term contains a polynomial difference it is convergent in the limit
λ = 0. The result up to first order in λ is
I(λ) = −
∫ 1
0
du [γ + lnλ+ lnu(1− u)]P (u, 0)
+
∫ 1
0
du
∫ ∞
1
dξ
P (u, ξ−1)− P (u, 0)
ξ
+O(λ) (A.13)
with γ ≡ −Γ′(1) the Euler-Mascheroni constant. Observe that the second integrand be-
haves as ξ−2 at infinity rendering the corresponding integral convergent.
Suppose now the polynomial P (u, 0) has the form
∑R
M=0 cMu
M . Then each monomial
cMu
M can be explicitly integrated over u. However the whole contribution which is finite
for λ = 0 can be discarded by an appropriate rescaling according to (A.8). The result is:
∫ 1
0
ducMu
M
∫ ∞
1
dξ exp[−λξu(1− u)] = −cM
lnλ
M + 1
+O(λ) . (A.14)
When the total coefficient of lnλ is vanishing, i. e. when we have
∫ 1
0
duP (u, 0) = −
R∑
M=0
cM
M + 1
= 0 (A.15)
the integral (A.7) is convergent at λ = 0 and only the second line of (A.13) contributes.
Because the logarithmic term disappeared no further rescaling is possible. We obtain (A.9).
If (A.15) does not hold, one can perform a new rescaling to get rid of the finite
contribution of the second line in (A.13). The result has been announced in (A.10).
In general there will be several polynomials P (u, ξ−1) associated with the various
covariants contained in one loop integrals X
(n)
µ1...µn , each of them being treated as above.
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