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Sequences of compatible quantum measurements can be contextual and any simulation with a
classical model conforming with the quantum predictions needs to use internal memory. Kleinmann
et al. [New J. Phys. 13, 113011 (2011)] showed that simulating the sequences from the Peres–Mermin
scenario requires at least three different internal states in order to be not in contradiction with the
deterministic predictions of quantum theory. We extend this analysis to the probabilistic quantum
predictions and ask how much memory is required to simulate the correlations generated for se-
quences of compatible observables by any quantum state. We find that even in this comprehensive
approach only three internal states are required for a perfect simulation of the quantum correlations
in the Peres–Mermin scenario.
I. INTRODUCTION
In the standard formulation of quantum theory (QT)
the individual outcomes of measurements are, in general,
not predetermined by the state of the system. Conse-
quently, QT allows us to asses only the probability dis-
tribution over the measurement outcomes. Specker [1]
noted that this is a fundamental property of QT and
if quantum measurements had predetermined outcomes
it would imply that these values depend on the mea-
surement context. In this sense, QT is contextual and
the mathematical formulation of this observation is the
Kochen–Specker theorem [2].
Significant effort has been undertaken to understand
the connection between quantum contextuality and
quantum information theory, for example, with respect to
the advantage of quantum computing over classical com-
puting [3, 4]. Similarly, a quantum system distributed
over several parties can be used to reduce the commu-
nication complexity over what is possible with classical
systems alone [5, 6] and the communication advantage
has been identified as a resource [7–9]. A related concept
is the memory cost in sequential measurements [10, 11],
i.e., the memory needed to simulate the correlations oc-
curring in sequences of quantum measurements by means
of a classical automaton with memory. It has been found
that the memory cost can exceed the amount of informa-
tion that can be stored in the quantum system yielding
a quantum memory advantage [10–12]. We are here in-
terested in the analysis of the memory cost with respect
to quantum contextuality, i.e., to determine the mem-
ory cost when the measurements in a sequence only em-
braces mutually compatible measurements [10]. In this
strict form the question of whether there exists a quan-
tum memory advantage due to contextuality is still open.
In this paper we investigate the situation for one of
the most natural candidates for a quantum memory ad-
vantage, the Peres–Mermin square. We ask, what is
∗ gabrielf@fisica.ufmg.br
the smallest memory for a classical model to reproduce
all contextuality predictions from the Peres–Mermin sce-
nario, for any quantum state. Our focus here is to stay
strictly in the regime of quantum contextuality, i.e., se-
quences of compatible measurements, and to take into
account also the probabilistic predictions of quantum the-
ory, while at the same time to admit the most versatile
classical automaton models.
II. THE PERES–MERMIN SQUARE
A simple proof of the Kochen–Specker theorem was
found by Peres [13] and Mermin [14] and uses 9 quantum
observables arranged in the Peres–Mermin square,A B Ca b c
α β γ
 =
 σz ⊗ 1 1 ⊗ σz σz ⊗ σz1 ⊗ σx σx ⊗ 1 σx ⊗ σx
σz ⊗ σx σx ⊗ σz σy ⊗ σy
 , (1)
where σx, σy, and σz are the Pauli operators. The proof
of the theorem consists of the observations (i) that the
operators within each row and each column form a con-
text, i.e., they are mutually compatible, and (ii) that the
condition
ABC = abc = αβγ = Aaα = Bbβ = −Ccγ = 1 (2)
holds. Therefore, according to QT, the expected value of
the product of the outcomes of observables in one context
is always +1, with the exception 〈Ccγ〉 = −1. In order
to obtain this behavior if the values of the observables
are predetermined, at least one observable needs to have
a context-dependent value, so that, for example, γ has
value +1 in the context αβγ but value −1 in the context
Ccγ.
In QT, the outcomes of all observables within a con-
text can be obtained in a joint measurement. For
the three dichotomic observables in each context of
the Peres–Mermin square, the joint measurement on
two qubits has four distinct outcomes, taken from
the set of the 8 possible combinations of outcomes
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2{ (+1,+1,+1), (+1,+1,−1), . . . , (−1,−1,−1) }. Alter-
natively, the outcomes can be obtained by measuring
the observables in a context sequentially. This approach
has been preferred in recent experiments on quantum
contextuality [15–20]. When an observable X from the
Peres–Mermin square is measured, then the quantum
state ρ changes according to
ρ 7→ Πx|XρΠx|X
tr(ρΠx|X)
, (3)
with Πx|X = 12 (1 + xX) depending on the measurement
outcome x = ±1 of X. In a sense, sequential measure-
ments with this Lüders transformation [21] are a special
way to implement a joint measurement. Since the quan-
tum state changes according to the choice of the observ-
able and the measurement outcome, one can argue that
the quantum state serves as a memory and the contex-
tual behavior is achieved due to the very presence of this
memory.
However, in an extended variant of the Peres–Mermin
square, it has been shown [10] that even if one takes this
perspective, a classical model mimicking the quantum be-
havior would need more than four internal states. This
extended scenario uses quantum predictions for all com-
binations of Pauli matrices on two qubits, resulting in 15
dichotomic observables. The classical model must then
reproduce the predictions from any sequence of compat-
ible observables as well as respect conditions of compati-
bility and repeatability. The latter include conditions on
sequences of incompatible measurements, and thus are
outside the contextuality paradigm. Since the extended
variant also operates on a quantum four-level system and
such systems can carry at most two bits of classical in-
formation [22], this has been identified as an instance of
memory advantage [10–12].
The analysis in Ref. [10] concerns classical models
which reproduce the deterministic predictions of QT
within a sequence. Such predictions are, for example,
that the product of outcomes in the sequence A,B,C is
always +1 or that the value of A is repeated in the se-
quence A,B,A. For the case of the Peres–Mermin square
and when any sequence of measurements consists of ob-
servables from one context, there is a classical model con-
sistent with QT in this sense and which only uses three
internal states. This analysis does not cover the proba-
bilistic predictions of QT, for example, that 〈A〉 = 0 for
certain quantum states and it is not known how much
memory is needed to reproduce also the probabilistic pre-
dictions of QT in the Peres–Mermin square. Since the
Peres–Mermin scenario is tightly linked to contextuality,
we only consider sequences of observables taken from one
context. This includes predictions like 〈BBA〉 = 〈A〉,
but excludes predictions involving incompatible observ-
ables as in 〈ABcγ〉 = −1. In this paper our aim is hence
to determine the smallest memory for a classical model to
reproduce the nondeterministic contextual quantum pre-
dictions from the Peres–Mermin scenario, for any quan-
tum state.
III. SEQUENTIAL CORRELATIONS AND
STOCHASTIC AUTOMATA
The outcomes of a sequence of quantum measurements
may be viewed as an input–output process operating on
a quantum system. The input is the choice of the ob-
servable X and the output is the outcome x of the mea-
surement of the observable. The overall probability for
an output sequence x1, x2, . . . for a given input sequence
X1, X2, . . . is P (x1, x2, . . . |X1, X2, . . . ) and within stan-
dard QT only such correlations can be predicted.
The classical counterpart is modeled by an automa-
ton which operates on classical memory. This memory is
represented by a setM of internal memory states. In ad-
dition, the automaton has access to an external source of
randomness, modeled by an external parameter λ which
is fixed throughout a measurement sequence but ran-
domly distributed among different sequences according
to a distribution function p(λ). We use the model of a
stochastic sequential automaton [23] where the output x
and the state s′ ∈ M after the output only depend on
the input X, the value of λ, and the internal state s ∈M
before the output, cf. Fig 1. The behavior of the automa-
ton is hence summarized by the probability distribution
p(x, s′|X, s, λ). It represents the probability of the out-
put x and subsequent transition to the internal state s′,
given the input X, the current internal state s and the
value of the parameter λ. Similarly, the initial state of
the automaton has a distribution depending on λ, which
we write as p(s0|λ). With this model, the correlations
achieved by the automaton are
P (x1, x2, . . . |X1, X2, . . . ) =∑
λ,s0,s1,s2,...
p(λ)p(s0|λ)p(x1, s1|X1, s0, λ)
× p(x2, s2|X2, s1, λ) · · · . (4)
For a given automaton, i.e., p(x, s′|X, s, λ) and p(s0|λ),
the choice of p(λ) yields different correlations, so that the
correlations predicted by different quantum states can
be reproduced using different choices of the probability
distribution p(λ).
Clearly, it is possible to reproduce all noncon-
textual correlations with only one internal state,
|M | = 1, since in this case the right hand side
of Eq. (4) reduces to a hidden variable model [24],∑
λ p(λ)p(x1|X1, λ)p(x2|X2, λ) · · · . The external param-
eter λ is not always included in such an analysis, see, for
example, the -transducers studied in Ref. [25]. However,
then even noncontextual scenarios could require mem-
ory, since, for example, measuring the sequence σx, σx
on an eigenstate of σz gives a random outcome for the
first measurement, but the second measurement has to
repeat the value of the first measurement. Consequently,
if λ does not occur, the simulation requires two internal
states, while when λ can take two values, no memory
is required. The automaton is allowed to be intrinsi-
cally random, i.e., the distributions p(x, s′|X, s, λ) and
3FIG. 1. Stochastic sequential machine with two internal
states, M = { 1, 2 }. The transitions between the states s and
s′ are represented by arrows. The probability p(x, s′|X, s, λ)
for the output x and the transition from state s to state s′
can depend on the input X and the external parameter λ.
p(s0|λ) may be nondeterministic. As it is evident from
our analysis below, this intrinsic randomness is not re-
quired for simulating the quantum correlations from the
Peres–Mermin scenario.
IV. A MEMORY-OPTIMAL AUTOMATON FOR
THE PERES–MERMIN SCENARIO
As explained above, quantum contextuality is a fea-
ture of sets of compatible observables and we therefore
only consider sequences of measurements where all ob-
servables are taken from one context. That is, the ob-
servables are either taken from one row or one column of
the Peres–Mermin square. Our first concern is the simu-
lation of quantum measurements of a single sequence of
compatible observables. According to QT, certain events
can never occur, examples are the output +1,−1 in the
sequence A,A or the output +1,+1,−1 in the sequence
A,B,C. In Ref. [10], it has been shown that any automa-
ton which obeys all such quantum predictions must have
memory with at least three internal states. An explicit
example of such an automaton is given by [10]
o1 =
+1 +1 +1+1 +1 +1
+1 +1 +1
 , t1 =
1 1 21 1 3
1 1 1
 ,
o2 =
+1 +1 +1−1 +1 −1
−1 −1 +1
 , t2 =
2 1 22 2 2
2 3 2
 ,
o3 =
+1 −1 −1+1 +1 +1
−1 −1 +1
 , t3 =
3 3 31 3 3
2 3 3
 .
(5)
This notation is supposed to be read as follows. Each
matrix oi, i ∈M , represents the deterministic output for
each of the three internal states M = { 1, 2, 3 }. Sim-
ilarly, the transition matrices ti represent the internal
state after the output. In terms of Eq. (4), the distribu-
tion p(x, s′|X, s) is 1 if the entry in the output matrix
os at the position of the observable X is x and the en-
try in the transition matrix ts in the same position is
s′; the distribution is 0 otherwise. Here, x ∈ {+1,−1 },
s, s′ ∈ M = { 1, 2, 3 }, and X ∈ {A,B,C, a, b, c, α, β, γ }.
For example, if the automaton is in state s = 1 and we
provide the observable C as input, then the measure-
ment outcome is x = +1 and the automaton changes to
the state s′ = 2. It is straightforward to verify that this
automaton obeys all deterministic predictions of QT for
any sequence of compatible observables [10] and for any
initial state s0.
However, no quantum state gives deterministic predic-
tions for all 9 observables in the Peres–Mermin square,
because these observables are not all mutually compati-
ble and no common eigenstate can exist. In the following
we extend the automaton from Eq. (5) to use the exter-
nal parameter λ, so that a statistical mixture p(λ) can
reproduce the quantum predictions.
A. Other valid automata
Starting from the automaton in Eq. (5), there are sev-
eral transformations which lead to other automata with
the same properties. First, it is possible to flip the signs
for the output under the constraint that for each row and
each column there is either no flip of signs or there are
exactly two flips of signs. This generates 15 additional
automata. Second, it is possible to make any permuta-
tion of the rows or a permutation of the first and second
column. We restrict ourselves to the three permutations
of rows which leave one row unchanged and to the per-
mutation of the first and second column. This yields 4
additional automata and combined with the first set of
transformations we get in total 16×5 = 80 automata. In
addition, we are free to choose the initial state s0 and get
this way 240 different behaviors. We combine all these
behaviors into a single automaton by allowing 240 dif-
ferent values for λ, i.e., the value of λ determines the
behavior of the automaton.
B. Example: Singlet state
As an example, we reproduce all quantum correlations
for the singlet state (the quantum state yielding 〈C〉 =
〈c〉 = 〈γ〉 = −1) by choosing a distribution p(λ) for λ =
1, 2, . . . , 240. We choose p(λ) = 14 if λ ∈ {λ1, λ2, λ3, λ4 }
and p(λ) = 0 else. For λk, k = 1, 2, 3, the transition
matrices t(k)1 , t
(k)
2 , t
(k)
3 are as in Eq. (5) and the outcome
matrices o(k)s are given by
o
(1)
1 =
−1 +1 −1−1 −1 +1
+1 −1 −1
 , o(1)2 =
−1 +1 −1+1 −1 −1
−1 +1 −1
 ,
o
(1)
3 =
−1 −1 +1−1 −1 +1
−1 +1 −1
 ,
(6a)
4o
(2)
1 =
−1 +1 −1+1 +1 +1
−1 +1 −1
 , o(2)2 =
−1 +1 −1−1 +1 −1
+1 −1 −1
 ,
o
(2)
3 =
−1 −1 +1+1 +1 +1
+1 −1 −1
 ,
(6b)
o
(3)
1 =
+1 −1 −1−1 −1 +1
−1 +1 −1
 , o(3)2 =
+1 −1 −1+1 −1 −1
+1 −1 −1
 ,
o
(3)
3 =
+1 +1 +1−1 −1 +1
+1 −1 −1
 ,
(6c)
o
(4)
1 =
+1 −1 −1+1 +1 +1
+1 −1 −1
 , o(4)2 =
+1 −1 −1−1 +1 −1
−1 +1 −1
 ,
o
(4)
3 =
+1 +1 +1+1 +1 +1
−1 +1 −1
 .
(6d)
The initial state for all four cases is s0 = 2, i.e., we have
p(s0|λ) = 1 if s0 = 2 and zero else. In principle one can
now verify that for sequences of compatible observables,
all quantum correlations from the singlet state are indeed
reproduced. However, there is an infinite number of input
sequences which needs to be considered and it is our next
step to reduce the number of sequences to a finite set.
C. A finite set of sufficient input sequences
We show in this section that a finite number of input
sequences suffices to determine all correlations for all se-
quences. Since we only consider sequences of observables
from one context, as soon as two different observables
occur in a sequence, it is already possible to predict the
reminder of the sequence from the outcome of these two
observables. This is because the product of outcomes of
the three observables of each context is always +1 or −1,
depending on the context, and due to the requirement
that repeated occurrences of an observable in a sequence
produce repeated values.
Hence, it remains to consider sequences where ini-
tially one observable is measured repeatedly, for example,
X,X, Y . In quantum mechanics we have
P (x, x, . . . , x, y|X,X, . . . ,X, Y ) =
tr(Πy|Y Πx|XρΠx|XΠy|Y ) = P (x, y|X,Y ), (7)
for any number of repetitions of the input X and out-
put x. However, for the automaton model we could
have different values for outcome y in the sequences
X,X, . . . ,X, Y , depending on the number of repetitions
of x, since the value of Y does not need to be fixed until Y
is actually measured. Thus, we have to consider how our
specific model behaves in this situation. For any value of
λ, the behavior of our automaton is analogous to the au-
tomaton in Eq. (5) and for this automaton one observes
that the internal state s′ after an `-fold measurement of
X does not depend on `, if ` ≥ 1. Hence, the outcome
of X,X, . . . ,X, Y is x, x, . . . , x, y if and only if X,Y has
outcome x, y.
In summary, our automaton with any choice of p(λ)
reproduces the quantum correlations for a state ρ for all
sequences of compatible observables, if and only if it does
so for all sequences of length two. For practical reasons,
instead of dealing with the correlations P (x, y|X,Y ) we
use the equivalent set of expectation values
〈X〉 =
∑
x,y
xP (x, y|X,Y ), (8a)
〈XYX〉 =
∑
x,y
yP (x, y|X,Y ), and (8b)
〈XY 〉 =
∑
x,y
xyP (x, y|X,Y ), (8c)
where in the second equation we used that the value of X
in the first and in the last position are the same. Note,
that while in QT, we always have 〈XYX〉 = 〈Y 〉, this
does not hold for all ensembles p(λ) in our automaton, as,
for example, in Eq. (5) with initial internal state s = 1,
we have 〈c〉 = 1, but 〈CcC〉 = −1. However, we observe
that 〈XY 〉 = 〈XY 〉 for all p(λ) and all compatible X and
Y , a relation that also holds in QT for any state.
Therefore, we have to take into account 9 values 〈X〉,
18 values 〈XY 〉, and 36 values 〈XYX〉. We enumerate
these values by j = 1, . . . , 63 and collect for each j the
values for all 240 values of λ in a vector ~vj . Then the
expectation values ~q = (q1, . . . , q63) can be achieved if
and only if qj = ~vj · ~p for some probabilities ~p with pλ ≡
p(λ). The set of achievable expectation values ~q is hence
given by the polytope
P = { ~q | qj = ~vj · ~p for all j and some ~p } . (9)
Similarly, for the quantum correlations we have 63 hermi-
tian operators Zj , such that the expectation values ~q can
be attained according to QT if and only if qj = tr(ρZj)
for all j and some quantum state ρ. The set of achievable
expectation values ~q according to QT is consequently the
convex set
Q = { ~q | qj = tr(ρZj) for all j and some ρ } . (10)
This allows us to easily verify the correctness of the
example in Sec. IVB, by comparing ~vj ·~p with tr(ρZj) for
all j and for any quantum state ρ, finding a corresponding
distribution p(λ) reduces to find probabilities ~p with ~vj ·
~p = tr(ρZj) for all j. This can be solved by means of
linear programming and was in fact our method to find
p(λ) for the singlet state in Sec. IVB.
5D. Simulation of the correlations of any quantum
state
We are now equipped with the necessary tools to
prove that the correlations of any quantum state can be
simulated with a construction analogous to the one in
Sec. IVB. According to our previous analysis, the ques-
tion whether the quantum predictions can be simulated
by an appropriate distribution p(λ) reduces to the ques-
tion whether the convex set Q is contained in the poly-
tope P . In order to make this question tractable, we
use an equivalent representation of the polytope, where
it is written as a finite intersection of half-spaces [26]
parametrized by vectors ~h` and numbers α`, so that
P = { ~q | ~h` · ~q ≤ α` for all ` } . (11)
Using this half-space representation, P contains Q if and
only if ~h` · tr(ρ~Z) ≤ α` for all ` and all ρ. By writing
W` = α`1 − ~h` · ~Z, (12)
this further simplifies to tr(ρW`) ≥ 0 for all ` and all
ρ. That is, Q ⊂ P holds if and only if all W` are pos-
itive semidefinite. Conversely, if we find a state with
tr(ρW`) < 0 for some `, and hence W` is not posi-
tive semidefinite, then our automaton cannot simulate
all quantum predictions for this state.
In principle, this can be tested directly. However, since
the polytope P is given in the form of Eq. (9), we need to
compute the half-space representation in Eq. (11). This
can be achieved by using the Fourier–Motzkin elimina-
tion, but is known to be a computationally hard task
and for our problem we were not able to find a direct
solution. The central observation to solve the problem
nonetheless is that Q spans a rather low-dimensional
affine space. In particular, Q is contained in the affine
space ~a + U ≡ {~a+ ~u | ~u ∈ U }, where aj = tr(ρZj) for
some fixed ρ0 (for example, ρ0 = 141 ) and U is the linear
space U = { ~u | uj = tr(GZj) for some G } with G any
hermitian operator obeying tr(ρ0G) = 0. This holds true
since we can always write ρ = ρ0 + G for some G. The
dimension of the linear space U is only dimU = 9, as
can be found by using the linear independence relations
of the operators Zj . Therefore, Q ⊂ P is equivalent to
Q ⊂ P ∩ (~a + U) and our problem reduces to calculate
a half-space representation for the polytope P ∩ (~a+U).
This problem is easily tractable, as we discuss in Ap-
pendix A. We obtain 24 nonzero operators W`, each of
which is positive semidefinite. This proves Q ⊂ P and
thus our automaton can simulate the quantum corre-
lations for any quantum state. We mention that the
nonzero operators W` are, up to an arbitrary positive
factor, exactly those 24 projectors of unit rank which
commute with all observables from one out of the six
contexts in the Peres–Mermin square.
V. CONCLUSIONS
Quantum contextuality is considered as one of the key
differences between the microscopic world and the world
governed by classical mechanics. Recent experimental
demonstrations of this phenomenon proceed by measur-
ing sequences of observables and yield a contradiction
to the assumption of noncontextuality, i.e., the assump-
tion that the value of an observable does not depend of
which other compatible observables are measured along-
side. We revisited this conclusion for the case of the
Peres–Mermin scenario in the light of classical models
which utilize internal memory in order to reproduce the
quantum behavior. We showed that for this scenario an
automaton using only three internal states can reproduce
the quantum correlations from any quantum state for
any sequence of compatible observables. This model is
also optimal, since a lower bound of three internal states
was already established [10]. The memory cost of the
Peres–Mermin scenario is therefore actually lower than
the canonical quantum implementation, which requires
two qubits. Since for quantum correlations involving se-
quences of incompatible observables, the memory cost
can also be larger than the memory of the quantum sys-
tem, this leaves open the question, whether there can
be a quantum memory advantage when restricted to se-
quences of compatible observables and if so, for which
contextuality scenario this occurs.
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Appendix A: Low-dimensional section of a
polyhedral cone
A central step in Sec. IVD is to compute the half-space
representation of the polytope P ∩ (~a+U), where P is a
polytope, ~a ∈ P is a vector and U is a linear subspace of
low dimension.
We first consider the equivalent problem for a polyhe-
dral cone P = {A~r | ~r  0 }, where ~r  0 abbreviates
rk ≥ 0 for all k and A is some matrix with real entries.
For a matrix K, let F be a matrix the range of which is
6the kernel of KA. We have
P ∩ ker(K) = {A~r | ~r  0, K(A~r) = 0 }
= {A~r | ~r  0, ~r = F~s for some ~s }
= {AF~s | F~s  0 }
= AF {~s | F~s  0 } ,
(A1)
where we used that KA~r = 0 implies ~r = F~s for some ~s
and, conversely, (KA)F~s = 0 for any ~s. It follows that
if we can obtain a matrix F ′, such that {~s | F~s  0 } =
{F ′~s | ~s  0 }, then P ∩ ker(K) = {AFF ′~s | ~s  0 }.
For our case, we extend the polytope P from Eq. (9)
to a polyhedral cone P by adding ~e = (1, 1, . . . , 1) to
the vectors ~vj and by dropping the constraint
∑
i pi =
1, i.e., P = {A~r | ~r  0 } and A is the matrix with
rows [e, v1, . . . , v63]. Then (1, ~q) ∈ P if and only if
~q ∈ P . Similarly, we define the linear subspace U =
{ (λ, λ~a+ ~u) | λ ∈ R and ~u ∈ U }, so that (1, ~x) ∈ U is
equivalent to ~x ∈ ~a+ U .
In order to apply Eq. (A1), we choose some matrix K
such that ker(K) = U and some matrix F with range
ker(KA). Despite FT being a larger matrix than A,
we find that F ′ is rather easy to compute. The ma-
trix B = AFF ′ is then only of rank dim(U) = 10 and
a matrix B′ with {B~s | ~s  0 } = { ~y | B′~y  0 } can be
computed at an instance. We use the software cddlib
[27] to generate the matrices F ′ and B′ and iml [28] to
compute K and F . Both packages work with unlimited
exact integer arithmetic and hence our computation of
B′ is exact. We verify independently our results by using
porta [29] to compute K, F , F ′ and B′.
Finally, we have that ~q ∈ P and ~q ∈ ~a+ U if and only
if (1, ~q) ∈ P∩U , i.e., if and only if B′`,1+
∑
j B
′
`,j+1qj ≥ 0
for all `. Therefore, the operators W` defined in Eq. (12)
are given by
W` = B
′
`,11 −
∑
j
B′`,j+1Zj . (A2)
As we showed in the main text, Q ⊂ P ∩ (~a + U) is
equivalent to all W` being positive semidefinite. In our
analysis, all operators W` satisfy this condition.
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