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Abstract
This paper proposes a new algorithm for solving a type of complicated optimal power flow (OPF) problems in power systems,
i.e., OPF problems with transient stability constraints (OTS). The OTS is converted into a semi-infinite programming (SIP) via
some suitable function analysis. Then based on the KKT system of the reformulated SIP, a smoothing quasi-Newton algorithm is
presented in which the numerical integration is used. The convergence of the algorithm is established. An OTS problem in power
system is tested, which shows that the proposed algorithm is promising.
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1. Introduction
In the deregulated power industry, the competitive force will push the transmission system to operate closer the
security and stability limits than before. This results heavier line loadings, increased loop flows, reduction of sur-
plus capacities and decreased margin of stability. All of these will affect the security and stability of a transmission
system. This also presents a challenge for numerical approach in which more efficient and reliable methods are
required.
Optimal power flow (OPF) is a fundamental tool in power system planning and operation, which determines an
optimal operation state of power systems under a particular aim and operation constraints (see [2,4,8,23]). Among
various OPF problems, the OPF with transient stability constraints (OTS) research is an interesting problem since it
not only considers some optimal strategies but also includes all security and stability constraints. However, the OTS
model is a difficult optimization problem due to its complex constraints. The existing methods for solving the OTS
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problem include the time domain approach (e.g., step-by-step integration methods) [8], energy function methods [14]
and so on. In these existing methods, the frequently used technology is the discretization technique, which transfers the
differential equations to the discrete algebraic equations and then solve the optimization with algebraic constraints. This
approach will yield a large number of variables in the optimization problem. Recently, a new method was presented
in [2] where the OTS problem was converted into an optimization problem just with the usual variables and infinite
constraints, i.e., a semi-infinite programming (SIP) problem, then the SQP algorithm for the SIP problem was used.
Over the years, many solution methods have been proposed and implemented to solve SIP problems (see
[6,7,11,19–21] and reference therein). A typical class of methods proposed recently are Newton-type methods
[10,13,17,18,22]. The remarkable advantage of the Newton-type methods is their nice global and locally superlin-
ear convergence properties. Motivated by these solution methods, this paper presents a new algorithm for solving the
OTS problem along to the analysis in [2]. We first reformulate the OTS as a SIP problem by using a similar way in
[2]; then deduce the KKT system of the reformulated SIP problem; and further transfer the KKT system to nonsmooth
equations by the NCP method. Considering the fact that the second order derivative of the function in the resulted KKT
system fails to be used, we propose a smoothing quasi-Newton algorithm for the reformulated system of nonsmooth
equations.
The rest of this paper is organized as follows. In Section 2, we first give a description of power systems and reformulate
the OTS as a SIP problem, then convert the KKT system of the reformulated SIP problem into a system of nonsmooth
equations. In Section 3, the smoothing quasi-Newton algorithm is presented to solve the resulted system of equations.
The convergence of the proposed algorithm is stated. In Section 4, a numerical example of OTS problem is tested.
Some comments are drawn in the last section.
Some words about the notation. For a smooth (continuously differentiable) function  : Rn → Rm, we denote the
Jacobian of  at x ∈ Rn by ′(x), which is an m× n matrix. We denote the transposed Jacobian of  by ∇(x). For a
nonsmooth function G(x), G(x) means the generalized Jacobian of G at x in the sense of Clarke [3]. The Euclidean
norm is denoted by ‖ · ‖.
2. A reformulation of the OTS model
In this section, we first state the OTS problem and reformulate it to a SIP problem via a similar technology proposed
in [2]. Then we convert the KKT system of the reformulated SIP problem into a system of nonsmooth equations by
using a so-called nonlinear complementary problem (NCP) method.
2.1. The OTS model
A practical electric power system can be described by a system of differential and algebraic equations (DAE) as
follows:
x˙ = F(x(t), y(t), z¯), (1)
G(x(t), y(t), z¯) = 0, (2)
H(x(t), y(t), z¯)0, (3)
where t means time, vectors x(t) ∈ Rnx and y(t) ∈ Rny are state variables such as power outputs of generators,
voltage values and angles, while z¯ ∈ Rnz is control variables such as transformer tap positions, phase shifter angle
positions and shunt capacitor/reactors. Generally, z¯ is independent of t and the inequality in (3) is a limit for the system;
F : Rnx+ny+nz → Rnx , G : Rnx+ny+nz → Rny and H : Rnx+ny+nz → Rn are continuously differentiable.
In power systems, a point (x¯, y¯, z¯) is called an equilibrium point if it satisfies F(x¯, y¯, z¯) = G(x¯, y¯, z¯) = 0. The
solution curve t (x(0), z¯) starting from x(0) at t = 0 for y(t) and z¯ is called a trajectory of x(t) if it satisfies (1)–(2)
and det(Gy) = 0.
There are two major types of stability concepts in power systems: steady-state stability and transient stability for
equilibriums. If (1)–(2) starting from an equilibrium (x¯, y¯, z¯) always reaches an equilibrium which is identical to or
close to (x¯, y¯, z¯) for any small disturbance, then (x¯, y¯, z¯) is called steady-state stable. Furthermore, if (x¯, y¯, z¯) satisfies
the limit (3), then it is called a steady-state stable operation point. The steady-state stability is caused by a small
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disturbance and never changes the configuration of systems. On the other hand, a large disturbance will change the
configuration of systems by three stages as follows:
• Pre-disturbance system at t = 0
F(x¯, y¯, z¯) = 0, G(x¯, y¯, z¯) = 0, H(x¯, y¯, z¯)0. (4)
• During-disturbance system for t ∈ (0, tk]
x˙k(t) = Fk1 (xk(t), yk(t), z¯) with initial value x¯, (5)
Gk1(x
k(t), yk(t), z¯) = 0, Hk1 (xk(t), yk(t), z¯)0. (6)
• Post-disturbance system for t ∈ (tk, t¯]
x˙k(t) = Fk2 (xk(t), yk(t), z¯) with initial value x(tk), (7)
Gk2(x
k(t), yk(t), z¯) = 0, Hk2 (xk(t), yk(t), z¯)0, (8)
where k means the kth disturbance, tk is the clearing time of the kth disturbance and t¯ (> tk) is the study period.
Following the process above, the transient stability can be defined as: if following a specified large disturbance,
system (1)–(2) starting from a steady-state stable operation point (x¯, y¯, z¯) reaches a steady-state stable operation point
(which is generally different from (x¯, y¯, z¯)) and further the trajectory during the transient period satisfies the limit (3),
then (x¯, y¯, z¯) is called a transient stable point.
Based on the two stable concepts, there are two types of OPF models called OPF with steady-state stability constraints
and OPF with transient stability constraints (OTS) as follows, respectively.
min
(x¯,y¯,z¯)
f (x¯, y¯, z¯)
s.t. G(x¯, y¯, z¯) = 0,
H(x¯, y¯, z¯)0, (9)
min
(x¯,y¯,z¯,xk(t),yk(t))
f (x¯, y¯, z¯)
s.t. G0(x¯, y¯, z¯) = 0
H 0(x¯, y¯, z¯)0,
x˙k(t) = Fk(xk(t), yk(t), z¯) with xk(0) = x¯,
Gk(xk(t), yk(t), z¯) = 0,
Hk(xk(t), yk(t), z¯)0, k = 1, 2, . . . , m, t ∈ [0, t¯], (10)
where f : Rnx+ny+nz → R is the objective function such as the operating cost of the power system, power transfer
capability and transmission loss. Fk,Gk,Hk are piecewise functions of class C1 as indicated in (4)–(8), k is the kth
disturbance.
The OPF with steady-state stable constraints (9) is a typical nonlinear optimization problem and have been studied
extensively. In this paper, we will focus our attention to the OTS model (10).
2.2. A SIP reformulation of OTS model
We make the following assumption.
Assumption 1. For any point (xk(t), yk(t)) satisfying Gk(xk(t), yk(t), z¯) = 0, Hk(xk(t), yk(t), z¯)0, it holds that
det(Gky(xk(t), yk(t), z¯)) = 0 for t ∈ [0, tk] ∪ (tk, t¯], where k = 1, 2, . . . , m, Gky = Gk/y.
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Under above assumption, from Gk(xk(t), yk(t), z¯) = 0 and the implicit function theorem, we can obtain a unique
C1 mapping qk such that for t ∈ (tk, t¯],
yk(t) = qk(xk(t), z¯) (11)
in the neighborhoods of (xk(t), z¯). Then the transient constraints in (10) is changed to
x˙k = Fk(xk(t), qk(xk(t), z¯), z¯), (12)
Hk(xk(t), qk(xk(t), z¯), z¯)0 (13)
with xk(0) = x¯ at t = 0. Moreover, the differential equations can be handled by an integral approach. Let kt (x¯, z¯)
denote the trajectory of xk(t). Then, (12) implies
xk(t) ≡ kt (x¯, z¯) = x¯ +
∫ t
0
Fk(kt (x¯, z¯), q
k(kt (x¯, z¯), z¯), z¯) dt . (14)
Therefore, the transient constraints is reduced to
Hk(kt (x¯, z¯), q
k(kt (x¯, z¯), z¯), z¯)0, t ∈ [0, t¯]. (15)
Above analysis shows that the OTS problem (10) can be converted equivalently to the following SIP problem:
min
(x¯,y¯,z¯)
f (x¯, y¯, z¯)
s.t. G0(x¯, y¯, z¯) = 0,
H 0(x¯, y¯, z¯)0,
Hk(kt (x¯, z¯), q
k(kt (x¯, z¯), z¯), z¯)0, t ∈ [0, t¯], k = 1, 2, . . . , m. (16)
The remarkable advantage of this equivalent model is that it has the same variables (x¯, y¯, z¯) as the OPF model with
steady-state stable constraints. Note that (16) is a typical SIP. Comparing with the general SIP problems, however,
some efficient evaluations for Hk and Hk are needed in the process of solving (16). We consider them as follows.
(1) The computation of function Hk: The computation is finished by an alternative way as xk(t0) → yk(t0) →
Hk(t0) → xk(t1) → yk(t1) → Hk(t1) → · · · . In details, we discretize the region [0, t¯] as tl (l = 0, 1, . . . , nl) with
t0 = 0, tnl = t¯ first. Then we compute the value of Hk at point tl by the following steps:
• Solve equations Gk(x¯, yk(0), z¯) = 0 to get yk(0) according to xk(0) = x¯.
• Compute Hk at t0 by
Hkt0 ≡ Hk(xk(t0), yk(t0), z¯) = Hk(kt0(x¯, z¯), qk(kt0(x¯, z¯), z¯), z¯). (17)
• Use formula (14) with z¯ and yk(tl−1) to obtain xk(tl) (l = 1, . . . , ml) by a suitable integral approach.
• Solve Gk(xk(tl), yk(tl), z¯) = 0 again to get yk(tl).
• Compute Hk at tl by the obtained values xk(tl), yk(tl) and (17).
(2) The computation of Jacobian of Hk with respect to (x¯, z¯): Since yk(t) satisfies Gk(xk(t), yk(t), z¯)= 0, we have
qk
x
= −(Gky)−1Gkx . (18)
Moreover, from the related variables of Hk , it is not difficult to deduce that
Hk
x¯
= [Hkx − Hky (Gky)−1Gkx]
kt
x¯
, (19)
Hk
z¯
= [Hkx − Hky (Gky)−1Gkx]
kt
z¯
− Hky (Gky)−1Gkz¯ + Hkz¯ , (20)
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where Gkx means the partial derivative of Gk with respect to x and Hkx ,Hky ,Hkz¯ ,Gky and G
k
z¯ in (18)–(20) are
analogous.
Eqs. (19)–(20) show that the Jacobian of Hk can be obtained via the computation of kt /x¯ and kt /z¯. To this
end, we compute the derivative of Eq. (14) with respect to x¯ by two sides and get
kt
x¯
= I +
∫ t
0
[
Fkx
kt
x¯
+ Fky
qk
x
kt
x¯
]
dt = I +
∫ t
0
[Fkx − Fky (Gky)−1Gkx]
kt
x¯
dt , (21)
where the second equality comes from (18). Then it follows:
d
dt
(
kt
x¯
)
= [Fkx − Fky (Gky)−1Gkx]
kt
x¯
(22)
with
k0
x¯
= I ,
which is a system of linear ordinary differential equations and can be solved easily. By using a similar analysis, from
(14) and Gk(xk(t), yk(t), z¯) = 0 again, we also have
kt
z¯
=
∫ t
0
[
Fkx
kt
z¯
+ Fky
yk
z¯
+ Fkz¯
]
dt
and
yk
z¯
= −(Gky)−1
(
Gkz¯ + Gkx
kt
z¯
)
,
which implies
kt
z¯
=
∫ t
0
[(
Fkx − Fky (Gky)−1Gkx
) kt
z¯
− Fky (Gky)−1Gkz¯ + Fkz¯
]
dt . (23)
Finally, we deduce that
d
dt
(
kt
z¯
)
=
(
Fkx − Fky (Gky)−1Gkx
) kt
z¯
− Fky (Gky)−1Gkz¯ + Fkz¯ (24)
with
k0
z¯
= 0.
Above analysis shows that the Jacobian of Hk with respect to (x¯, z¯) can be computed by (19)–(20) with (22) and (24).
2.3. A further reformulation of the SIP problem
The main aim of this subsection is to convert (16) into a system of nonsmooth equations. To this end, we use a
general SIP version in mathematics to express (16) and analyze its KKT system. Denote the general SIP problem as
min f (x)
s.t. gi(x) = 0, i ∈ I = {1, 2, . . . , mI },
hj (x)0, j ∈ J = {1, 2, . . . , mJ },
sl(x, t)0, l ∈ L = {1, 2, . . . , mL}, ∀t ∈ V , (25)
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where V is a nonempty compact box with V = {t ∈ Rq : a tb}. Here, a ∈ Rq , b ∈ Rq and ai < bi for all
i = 1, . . . , q. The functions f, gi (i ∈ I ), hj (j ∈ J ) : Rn → R, sl (l ∈ L) : Rn ×V → R are twice continuously
differentiable.
Let
Jh(x) = {j ∈ J : hj (x) = 0}, Vl(x) = {t ∈ V : sl(x, t) = 0} for every l ∈ L. (26)
We give the following constraint qualification for the SIP problem above.
Definition 2.1. Let x ∈ Rn. We say that the generalized Mangasarian–Fromovitz constraint qualification (GMFCQ)
is satisfied at x for (25) if
(i) {∇g1(x), . . . ,∇gmI (x)} is linearly independent;
(ii) there exists a vector d ∈ Rn such that
∇gi(x)Td = 0, ∀i ∈ I ,
∇hj (x)Td < 0, ∀j ∈ Jh(x) (27)
and for every l ∈ L,
∇xsl(x, t)Td < 0, ∀t ∈ Vl(x). (28)
Based on the GMFCQ condition, we have the following theorem.
Theorem 2.1. Letx ∈ Rn be a local minimizer of (25) and the GMFCQ holds atx. Then there exist=(1, . . . , mI )T ∈
RmI , = (1, . . . , mJ )T ∈ RmJ , positive vectors ul = ((ul)1, . . . , (ul)pl )T, l ∈ L and pl values (t l)k ∈ Vl(x) (k =
1, . . . , pl) such that the following KKT system of (25) holds:
∇f (x) +
∑
i∈I
i∇gi(x) +
∑
j∈J
j∇hj (x) +
∑
l∈L
(
pl∑
k=1
(ul)k∇xsl(x, (t l)k)
)
= 0,
gi(x) = 0, i ∈ I ,
j 0, −hj (x)0, j hj (x) = 0, j ∈ J ,
sl(x, t)0, ∀t ∈ V, l ∈ L,
(ul)k > 0, sl(x, (t l)k) = 0, k = 1, . . . , pl, l ∈ L, (29)
where pln for all l ∈ L.
Proof. Denote
s¯l (x) := max
t∈V sl(x, t).
By Theorems 3.3 and 3.4 in [15], we know that for every l ∈ L, s¯l (x) is quasi-differentiable and
Ms¯l (x) = co
⎛
⎝ ⋃
t∈Vl(x)
{∇xsl(x, t)}
⎞
⎠ , (30)
where Ms¯l (x) is the set of support functions to s¯l (x) at x and co(A) is the convex hull of the set A. From the definition
of s¯l (x), it is obvious that (25) is equivalent to the following optimization problem:
min f (x)
s.t. gi(x) = 0, i ∈ I ,
hj (x)0, j ∈ J ,
s¯l (x)0, l ∈ L. (31)
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This means that x is a locally optimal solution of (31). From the KKT condition of (31), it follows that, there exist
 ∈ R,  ∈ RmI ,  ∈ RmJ , 	 ∈ RmL and xs¯l ∈ Ms¯l (x), l ∈ L such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∇f (x) + ∑
i∈I
i∇gi(x) +
∑
j∈J
j∇hj (x) +
∑
l∈L
	lxs¯l = 0,
gi(x) = 0, i ∈ I,
j 0, −hj (x)0, j hj (x) = 0, j ∈ J,
	l0, −s¯l (x)0, 	l s¯l (x) = 0,
(, , , 	) = (0, 0, 0, 0).
(32)
Since xs¯l satisfies xs¯l ∈ Ms¯l (x) and ∇xsl(x, t) is an n-dimensional vector, by (30), we have that for every l ∈ L, there
exist (t l)k ∈ Vl(x), k = 1, . . . , n, 
l ∈ Rn with (
l )k0 and
∑n
k=1(

l )k = 1 such that
xs¯l =
n∑
k=1
(
l )k∇xsl(x, (t l)k). (33)
Moreover, from the GMFCQ condition, we may claim that  = 0. Consequently, we divide the first equality in (32) by
 and obtain the desired result. The proof is completed. 
In the KKT system (29), x is called a stationary point of the SIP problem; , , ul (l ∈ L) and (t l)k for k =
1, . . . , pl (l ∈ L) are called its Lagrange multipliers and attainers, respectively.
Now, we further reformulate the KKT system (29) as a system of semi-smooth equations by using a similar way of
[10,18].
By the definition ofVl(x) and the last two constrained conditions of (29), for each l ∈ L, (t l)k ∈ Vl(x) (k=1, . . . , pl)
implies that (t l)k (k = 1, . . . , pl) are global minimizers of the following minimization problem:
min − sl(x, t)
s.t. t ∈ V . (34)
On the other hand, the KKT system of (34) can be written as the following variational inequality (VI)
(t ′ − t)T(−∇t sl(x, t))0, ∀ t ′ ∈ V .
Then according to the equivalent relationship between the VI problem and semi-smooth equations, the KKT system of
(34) can be reformulated as follows (see [1,5] for details):
l (x, t) = 0. (35)
Here, l (x, t) is defined by
l (x, t) := t − P(a, b, t + ∇t sl(x, t)) (36)
with the so-called mid-function P defined for i = 1, . . . , q, as
(P (c, d,w))i =
⎧⎪⎨
⎪⎩
ci if wi < ci,
wi if ciwidi,
di if di <wi.
In addition, if we add an assumption of finite optimal points, the infinite constraints in (29) can be omitted. To this end,
we make the following assumption throughout this paper.
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Assumption 2. For any fixed x, the number of local minimizers of (34) is finite.
Under Assumption 2 and the previous derivation, a so-called substationary point concept of the SIP problem can be
stated. We call x to be a substationary point of (25) if there exist  ∈ RmI ,  ∈ RmJ , (ul)k ∈ Rpl and (t l)k ∈ R for
l ∈ L; k = 1, . . . , pl, pln such that
∇f (x) +
∑
i∈I
i∇gi(x) +
∑
j∈J
j∇hj (x) +
∑
l∈L
(
pl∑
k=1
(ul)k∇xsl(x, (t l)k)
)
= 0,
gi(x) = 0, i ∈ I ,
j 0, −hj (x)0, j hj (x) = 0, j ∈ J ,
l (x, (t
l)k) = 0, k = 1, . . . , pl, l ∈ L,
(ul)k > 0, sl(x, (t l)k) = 0, k = 1, . . . , pl, l ∈ L. (37)
From above derivation, we know that under the GMFCQ condition, the solution x of (25) is a stationary point.
Moreover, since the concept of a substationary point comes from that the optimization problem (34) is replaced by the
corresponding KKT system (35), then it follows that under Assumption 2, a stationary point of (25) is a substationary
point. But the opposite conclusion may not hold, i.e., a substationary point of the SIP problem may be not a stationary
point of it.
We consider to reformulate system (37) into equations. To this end, we choose the Fischer–Burmeister function
(a, b) =
√
a2 + b2 − a − b
to handle the complementary conditions, (37) can be reformulated as a system of semi-smooth equations as follows:
∇f (x) +
∑
i∈I
i∇gi(x) +
∑
j∈J
j∇hj (x) +
mL∑
l=1
(
pl∑
k=1
(ul)k∇xsl(x, (t l)k)
)
= 0,
gi(x) = 0, i ∈ I ,
(j ,−hj (x)) = 0, j ∈ J ,
l (x, (t
l)k) = 0, l ∈ L, k = 1, . . . , pl ,
lk((u
l)k,−sl(x, (t l)k)) = 0, l ∈ L, k = 1, . . . , pl . (38)
Remark 2.1. Note that system (38) is not “totally” equivalent to (37). In fact, the last equations in (38) allows the case
that
(ul)k = 0, sl(x, (t l)k)< 0, l ∈ L, k = 1, . . . , pl
holds. If there is a vector satisfying (38), we may drop the part indexed by k where (ul)k = 0 for each l. Thus we can
obtain the solution of (37). On the other hand, the solution of (37) is obviously the solution of (38). In this sense, (37)
and (38) are equivalent. System (38) is a basis of solving the SIP problem (25).
Now we return to the SIP reformulation (16) of OTS and apply the conclusion obtained in (38) to OTS. Denote
H¯ (x¯, z¯, t) ≡ (H 11 , . . . , H 1n ,H 21 , . . . , H 2n , · · · , Hm1 , . . . , Hmn )T, (39)
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where
Hkl = Hkl (kt (x¯, z¯), qk(kt (x¯, z¯), z¯), z¯).
It follows that
∇f (x¯, y¯, z¯) +
ny∑
i=1
i∇G0i (x¯, y¯, z¯) +
n∑
j=1
j∇H 0j (x¯, y¯, z¯) +
m×n∑
l=1
(
pl∑
k=1
(ul)k∇H¯l(x¯, y¯, (t l)k)
)
= 0, (40)
G0i (x¯, y¯, z¯) = 0, i = 1, . . . , ny ,
(j ,−H 0j (x¯, y¯, z¯)) = 0, j = 1, . . . , n,
l (x¯, z¯, (t
l)k) = 0, l = 1, . . . , m × n, k = 1, . . . , pl ,
lk((u
l)k,−H¯l(x¯, z¯, (t l)k)) = 0, l = 1, . . . , m × n, k = 1, . . . , pl , (41)
where l (x¯, z¯, (t l)k) is defined in a similar way of (36), i.e.,
l (x¯, z¯, t) := t − P(0, t¯ , t + ∇t H¯l(x¯, z¯, t)).
Denote K ≡ m × n and
F(x¯, y¯, z¯, , , u, ) ≡ ∇f (x¯, y¯, z¯) +
ny∑
i=1
i∇G0i (x¯, y¯, z¯)
+
n∑
j=1
j∇H 0j (x¯, y¯, z¯) +
K∑
l=1
(
pl∑
k=1
(ul)k∇H¯l(x¯, y¯, (t l)k)
)
, (42)
G0(x¯, y¯, z¯) ≡ (G01(x¯, y¯, z¯), . . . ,G0ny (x¯, y¯, z¯))T, (43)
0(x¯, y¯, z¯, ) ≡ ((1,−H 01 (x¯, y¯, z¯)), . . . ,(n,−H 0n (x¯, y¯, z¯)))T, (44)
(x¯, z¯, ) ≡ (1(x¯, z¯, (t1)1), . . . ,1(x¯, z¯, (t1)p1), . . . ,K(x¯, z¯, (tK)1), . . . ,K(x¯, z¯, (tK)pK ))T, (45)
(x¯, z¯, u, ) ≡ (11((u1)1,−H¯1(x¯, z¯, (t1)1)), . . . ,1p1((u1)p1 ,−H¯1(x¯, z¯, (t1)p1)),
. . . ,K1 ((u
K)1,−H¯K(x¯, z¯, (tK)1)), . . . ,KpK ((uK)pK ,−H¯K(x¯, z¯, (tK)pK )))T, (46)
where
u ≡ ((u1)1, . . . , (u1)p1 , . . . , (uK)1, . . . , (uK)pK )T,
 ≡ ((t1)1, . . . , (t1)p1 , . . . , (tK)1, . . . , (tK)pK )T,
F ∈ Rnx+ny+nz , G0 ∈ Rny , 0 ∈ Rn,  ∈ RK,  ∈ RK .
Denote w = (x¯, y¯, z¯, , , u, ) ∈ Rnx+ny+nz+ny+n+2
∑K
l=1pl
. Then (40) can be rewritten as
Υ (w) ≡
⎛
⎜⎜⎜⎜⎜⎝
F(x¯, y¯, z¯, , , u, )
G0(x¯, y¯, z¯)
0(x¯, y¯, z¯, )
(x¯, z¯, )
(x¯, z¯, u, )
⎞
⎟⎟⎟⎟⎟⎠= 0. (47)
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3. Algorithm and its convergence
Based on the fact that the second derivative of the function in OTS reformulation is unusable, we present a smoothing
quasi-Newton algorithm to solve (47) in this section. The main advantages of this method have three points. First, at
each iteration, only a system of linear equations needs to be solved. Second, we just use the Jacobian of the objective
function and constrained functions. Third, the algorithm enjoys nice convergence properties.
From the nonsmooth property of 0, and , we first introduce some appropriate smooth functions to approximate
them, respectively.
Use ¯ : R2 → R defined by
¯(, w) = 0 +
√
w2 + 42
2
+ t¯ −
√
(t¯ − w)2 + 42
2
to smooth the mid-function P(c, d,w) with c= 0, d = t¯ . Then for each l = 1, . . . , K , we have the smoothing function
of l (x¯, z¯, (t l)k), denoted by ¯l (, x¯, z¯, (t l)k)
¯l (, x¯, z¯, (t
l)k) = (t l)k − ¯
(
, (t l)k + ∇t H¯l(x¯, z¯, (t l)k)
)
. (48)
Use ¯(, a, b) : R3 → R defined by
¯(, a, b) =
√
a2 + b2 + 2 − a − b
to smooth Fisher–Burmeister function  and lk appeared in (40) and denote the smoothing functions as
¯j (, x¯, y¯, z¯, ) ≡ ¯(, j ,−H 0j (x¯, y¯, z¯)), j = 1, . . . , n, (49)
¯lk(, x¯, z¯, u, ) ≡ ¯(, (ul)k,−H¯l(x¯, z¯, (t l)k)), l = 1, . . . , K, k = 1, . . . , pl . (50)
In order to simplify the expressions used above, we denote
¯
0
(, w) ≡ (¯1(, x¯, y¯, z¯, ), . . . , ¯n(, x¯, y¯, z¯, ))T, (51)
¯(x¯, z¯, ) ≡ (¯1(, x¯, z¯, (t1)1), . . . , ¯1(, x¯, z¯, (t1)p1), . . . ,
¯K(, x¯, z¯, (t
K)1), . . . , ¯K(, x¯, z¯, (t
K)pK ))
T
, (52)
¯(, x¯, z¯, u, ) ≡ (¯11(, x¯, z¯, u, ), . . . , ¯1p1(, x¯, z¯, u, ), . . . ,
¯K1 (, x¯, z¯, u, ), . . . , ¯
K
pK
(, x¯, z¯, u, ))T. (53)
It is obvious that for any  = 0, ¯(, ·) and ¯(, ·, ·) are smooth. Then the smoothing approximation system of (47) has
the following version:
Υ¯ (, w) ≡
⎛
⎜⎜⎜⎝
F(x¯, y¯, z¯, , , u, )
G0(x¯, y¯, z¯)
¯
0
(, x¯, y¯, z¯, )
¯(, x¯, z¯, )
¯(, x¯, z¯, u, )
⎞
⎟⎟⎟⎠= 0. (54)
The smoothing function Υ¯ (, w) has some nice properties such as the Jacobian consistency property (see [1]), i.e.,
there exists constant C > 0 such that for any (x¯, y¯, z¯, , , u, ) and > 0,
‖Υ¯ (, w) − Υ (w)‖C, (55)
lim
↓0 dist(∇Υ¯ (, w)
T, CΥ (w)) = 0, (56)
where CΥ (w) is the C-subdifferential of Υ at w [1].
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Based on the smoothing system (54), we use the smoothing Broyden-like algorithm proposed in [9] to solve (47)
in which  is regarded as a smoothing parameter. We just give the statement of the algorithm and refer to [9] for the
detailed description.
Let the iterate index be k. The subproblem in our algorithm is a system of linear equations as
Bkd + Υ (wk) = 0, (57)
where Bk is a nonsingular matrix and is an approximation of ∇Υ¯ (k, w).
The global strategy used in this algorithm is line-search. A natural choice of the merit function is the squared residual
function defined by
k(w) ≡ 12‖Υ¯ (k, w)‖2. (58)
Let N = nx + 2ny + nz + n + 2∑Kl=1pl be the dimension of (47) or (54). We now state the algorithm.
Algorithm 3.1. Step 0: (Initialization). Choose constants1, 2 ∈ (0, 1), 0 < <min{1/2
√
N, 2/
√
N}, 1, 2 > 0.
Choose an initial point w0 ∈ RN , an N × N nonsingular matrix B0, and positive constant 0(/2)‖Υ (w0)‖ and
	0‖Υ (w0)‖. Let k := 0.
Step 1: (Stop Test). Stop if Υ (wk) = 0. Otherwise, solve the system of linear equations (57) to get dk .
Step 2: (Line Search Case-I). If
‖Υ¯ (k, wk + dk)‖2‖Υ¯ (k, wk)‖ − 1‖dk‖2, (59)
then let the step-length  := 1 and go to Step 4.
Step 3: (Line Search Case-II). Let k be the maximum number in the set {1, 1, 21, . . .} such that = i1 satisfies∥∥Υ¯ (k, wk + dk)∥∥− ∥∥Υ¯ (k, wk)∥∥  − 2‖dk‖2 + 	k , (60)
where 	k satisfies
∞∑
k=1
	k	<∞
with constant 	> 0.
Step 4: (Get New Point). Let wk+1 = wk + kdk .
Step 5: (Update Matrix). Update Bk by the Broyden-like formula
Bk+1 = Bk + 
k (k − Bksk)s
T
k
‖sk‖2 , (61)
where sk := wk+1 − wk, k := Υ¯ (k, wk+1) − Υ¯ (k, wk). The parameter 
k is chosen so that |
k − 1| 
¯ with some
constant 
¯ ∈ (0, 1).
Step 6: (Update Smoothing Parameter). Update k by the following rule: If (59) holds or ‖Υ (wk+1)‖k , let
k+1 := min
{

2
‖Υ (wk+1)‖, 12 k
}
.
Otherwise, let k+1 := k .
Step 7: (Update Parameter 	k). Let 	k+1 := min{ 12	k, ‖Υ (wk+1)‖} and k := k + 1. Go to Step 1.
Remark 3.1. It is proved that Bk+1 updated by (61) is nonsingular (see [12]).
Assumption 3. (i) The level set
= {w : ‖Υ (w)‖ 74‖Υ (w0)‖ + 	} (62)
is bounded and is contained in a bounded convex set ¯.
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(ii) For each > 0, ∇Υ¯ (k, w) is nonsingular for any w ∈ .
(iii) All functions appeared in (25) are twice Lipschitz continuously differentiable.
The conditions in Assumption 3 are common in convergence analysis of optimization problems. However, it is not
easy to check them for SIP problems except for the condition (iii). Under above assumptions, it can be proved that
Algorithm 3.1 has the following global convergence (see [9] for detailed proof).
Theorem 3.1. Let Assumption 3 hold and {wk} be generated by Algorithm 3.1. Then we have
lim
k→∞ ‖Υ (wk)‖ = 0. (63)
Moreover, every accumulation of {wk} is a solution of (47).
Remark 3.2. Under BD-regular [16] and strict complementarity conditions, by using a similar analysis, we can prove
the locally superlinear convergence of Algorithm 3.1. We omit the statement of the conclusion.
4. Numerical example
We choose an example proposed in [2] to test Algorithm 3.1. This example is a model of one-machine-infinite-bus
system with a single disturbance. See Fig. 1. Moreover, all variables are fixed except rotor angle (t) of the generator
in this example.
This example considers the available transfer capability computation under the transient stability constraints. The
corresponding OTS problem is
min
¯,(t),(t)
− P(¯)
s.t. − 2Q(¯)2,
0P(¯)2,
˙(t) = (t) with (0) = ¯,
˙(t) = 0
M
[P(¯) − P((t))] − D
M
(t), with (0) = 0,
(t)2.5 t ∈ [0, t¯], (64)
where P and Q are real and reactive power, respectively. M,0,D are constant of the system with M = 5,0 =
314,D = 3. The variable of its stable-state is (¯, ¯) with ¯= (0) = 0.
One disturbance of the system is described as follows:
• pre-disturbance system at t = 0
X = 0.5, P (¯) = sin ¯/0.5, Q() = (1 − cos ¯)/0.5; (65)
Fig. 1. One-machine-infinite-bus system.
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• during-disturbance system for t ∈ (0, t1]
X = ∞, P ((t)) = 0, Q((t)) = 0; (66)
• post-disturbance system for t ∈ (t1, t¯]
X = 0.9, P ((t)) = sin (t)/0.9, Q((t)) = (1 − cos (t))/0.9. (67)
Here X is the transfer impedance from generator, t1 and t¯ (> t1) are the clearing time and the study period of the
disturbance, respectively.
Denote
x¯ =
(
¯
¯
)
, x(t) =
(
(t)
(t)
)
,
F(¯, ¯, (t),(t)) =
(
(t)
0
M
[P(¯) − P((t))] − D
M
(t)
)
. (68)
Note that ¯ is a constant with ¯= 0 in the tested system.
According to the analysis in Section 2, (64) can be converted into the following SIP problem:
min
¯
f (¯) = − sin ¯/0.5
s.t. H 0(¯, ¯) =
⎛
⎜⎝
(1 − cos ¯)/0.5 − 2
sin ¯/0.5 − 2
−2 − (1 − cos ¯)/0.5
− sin ¯/0.5
⎞
⎟⎠ 0,
H(¯, ¯, t) = (t) − 2.50, t ∈ [0, t¯], (69)
where x(t) = ((t),(t))T is computed by the following formulas:
(i) For t ∈ [0, t1],
x(t) =
(
(t)
(t)
)
=
( ¯+ ∫ t0 (t) dt
0 + ∫ t0
[
0
M
sin ¯/0.5 − D
M
(t)
]
dt
)
. (70)
(ii) For t ∈ (t1, t¯],
x(t) =
(
(t)
(t)
)
=
( ¯+ ∫ t0 (t) dt
0 + ∫ t0
[
0
M
sin ¯/0.5 − D
M
(t)
]
dt − ∫ t
t1
0
M
sin (t)/0.9 dt
)
. (71)
Based on the analysis in Section 2, the Jacobian of H(¯, ¯) can be computed by
(
H
¯
,
H
¯
)
=
(
H
(t)
,
H
(t)
)⎛⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠
= (1, 0)
⎛
⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠ , (72)
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where⎛
⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠
is computed by
d
dt
⎛
⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠=
(
0 1
−0
M
dP((t))
d(t)
−D
M
)⎛⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠+
( 0 0
−0
M
dP(¯)
d¯
0
)
. (73)
According to the disturbance, we have two expresses for above formula in details.
(i) For t ∈ [0, t1], it has
d
dt
⎛
⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠= (0 10 −D
M
)⎛⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠+ ( 0 0−0
M
cos ¯/0.5 0
)
. (74)
(ii) For t ∈ (t1, t¯], it has
d
dt
⎛
⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠= ( 0 1−0
M
cos (t)/0.9 −D
M
)⎛⎜⎝
(t)
¯
(t)
¯
(t)
¯
(t)
¯
⎞
⎟⎠+ ( 0 0−0
M
cos ¯/0.5 0
)
. (75)
Formulas (70)–(71) and (74)–(75) are done by some numerical integral methods such as the Runge–Kutta method or
the trapezoidal rule. We set t¯ = 2 and t1 to be various with t1 t¯ in the example.
The parameters used in Algorithm 3.1 are chosen as follows:
1 = 0.5, 2 = 0.1, = 0.02, 1 = 0.2, 2 = 0.1, 0 = 0.004, 	0 = 0.96.
The stopping-test is
Error = ‖Υ (wk)‖‖Υ (w0)‖ = 10
−4
,
and the initial matrix B0 is chosen B0 = 0.6 ∗ I , where I is the unit matrix.
The numerical results presented below are produced on a Pentium IV 1.7G MHz with 224 Mbytes of RAM, running
the Microsoft Windows 2003 Professional operating system. The computing results are reported in Table 1.
Table 1 shows that Algorithm 3.1 is promising.
Fig. 2 is the solution trajectory of the disturbance starting from ¯0 = 0.3 where the clearing time is t1 = 0.1 s. The
study period of the disturbance is set t¯ = 50 s in order to see its stable state of the trajectory. From Fig. 2 we can see
that the trajectory tends gradually to stability and arrives its stable solution point ¯= 1.5706 finally.
Table 1
Test results by Algorithm 3.1
t1 0.1 0.2 0.3 0.4 0.5
¯f 1.5708 1.5706 1.5702 1.5630 1.5695
Iter 26 26 21 21 24
CPU(s) 14.30 13.97 11.78 10.65 11.69
t1 is clearing time of the disturbance; ¯f represents the final value of ¯; Iter represent the iterative number; CPU is the cost time in computation.
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When t1=0.1, the trajectories of the disturbance starting from δ0.
Fig. 2. The trajectory of the disturbance starting from ¯0 = 0.3.
5. Some comments
In this paper, we consider a type of difficult problems arising from power systems—the solution of the OTS problem.
The OTS problem is converted into a system of semi-smooth equations, via the implicit function analysis and some
NCP functions. Based on the reformulation, we present a smoothing quasi-Newton algorithm that has nice convergence
properties. We also test a numerical example of OTS in power systems, which shows that our algorithm is promising.
However, we see that the implicit function computation and integral approach are used in our algorithm, and we omit
the influence of inexact computation in the convergent analysis. In addition, from Theorem 3.1, we obtain that every
accumulation of the sequence generated by Algorithm 3.1 is only a solution of (47), i.e., a substationary point of (16),
it may not be a stationary point of (16). Therefore, how to combine some suitable approximate computation to design
an effective algorithm for the OTS problem and analyze the convergence of algorithm with inexact approach, are our
further research.
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