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Here, we present a study on the Fermi-surface of the Dirac type-II semi-metallic candidate NiTe2
via the temperature and angular dependence of the de Haas-van Alphen (dHvA) effect measured
in single-crystals grown through Te flux. In contrast to its isostructural compounds like PtSe2,
band structure calculations predict NiTe2 to display a tilted Dirac node very close to its Fermi level
that is located along the Γ to A high symmetry direction within its first Brillouin zone (FBZ). The
angular dependence of the dHvA frequencies is found to be in agreement with the first-principle
calculations when the electronic bands are slightly shifted with respect to the Fermi level (εF ),
and therefore provide support for the existence of a Dirac type-II node in NiTe2. Nevertheless,
we observed mild disagreements between experimental observations and density Functional theory
calculations as, for example, nearly isotropic and light experimental effective masses. This indicates
that the dispersion of the bands is not well captured by DFT. Despite the coexistence of Dirac-like
fermions with topologically trivial carriers, samples of the highest quality display an anomalous and
large, either linear or sub-linear magnetoresistivity. This suggests that Lorentz invariance breaking
Dirac-like quasiparticles dominate the carrier transport in this compound.
I. INTRODUCTION
In recent years, electronic topology has emerged as
an important set of concepts shedding new light onto
solid-state systems1–3. Predictions for novel electronic
behavior include topologically protected surface states in
topological insulators4,5, quasiparticles whose behavior is
akin to relativistic Dirac fermions in graphene6, or chi-
ral Weyl fermions, as uncovered in the family of TaAs
compounds7,8, and even Majorana like fermions9 that are
predicted to be relevant for quantum computation10.
Dirac type-I semimetallic systems are characterized by
linearly dispersing electronic bands that touch at a point,
the Dirac node. If these spin-degenerate bands crossed
the Fermi level they would lead to near massless quasi-
particles displaying high mobilities as in graphene. More
recently, several transition metal dichalcogenide (TMD)
compounds, including PdTe2, PtTe2 and PtSe2, were pre-
dicted and found to display tilted Dirac cones11–14 rela-
tive to their Fermi level. For these deemed Dirac type-II
materials, the Hamiltonian consists of the type-I linear
Hamiltonian plus an additional, momentum dependent,
term that breaks Lorentz invariance and leads to quasi-
particles displaying a momentum-energy relation that de-
pends on the direction of travel.
In these TMDs the existence of symmetry protected
Dirac type-II points in their electronic dispersion, was
confirmed through angle-resolved photoemission spec-
troscopy (ARPES)15? –18 and also quantum oscillatory
measurements13,19–21. However, not only their Dirac
nodes are located relatively far from the Fermi level but
the associated Dirac like quasiparticles coexist with topo-
logically trivial carriers which hinders their potential for
applications. Still, these compounds offer the possibility
of displacing the Fermi level towards the valence bands,
where the nodes are located, via chemical doping22,23.
However, this approach introduces disorder and may even
affect the structural stability of these systems.
In contrast, NiTe2 was predicted to host a Dirac type-
II point but very close to the Fermi level24,25. Recent
publications claim to find experimental evidence for its
existence via the mapping of its electronic band structure
through ARPES measurements26 or extracting its Berry
phase from magnetization measurements25. However, de-
tailed information about the Fermi surface topography,
extracted from the angular dependence of the quantum
oscillations, along with a comparison with density func-
tional theory (DFT) calculations is still lacking.
In NiTe2, superconductivity was found through the ap-
plication of hydrostatic pressure displaying a maximum
transition temperature at Tc = 7.5 K
27, which could be
unconventional in character given the topological nature
of NiTe2. And although this compound is not super-
conducting in the bulk, its monolayer was predicted to
become superconducting with a Tc ∼ 5.7 K that might
increase up to ∼ 11 K upon Li intercalation in bilayers28.
Notice that two-Dimensional NiTe2, i.e. down to a mono-
layer, can be synthesized via chemical vapor deposition29,
which offers the possibility of studying unconventional
and perhaps topological superconductivity in the mono-
layer limit.
Given that the precise knowledge of the electronic
structure is crucial for unveiling the topological charac-
ter of NiTe2, and also for predicting its superconducting
pairing symmetry, here we report a detailed study on
the topography of its Fermi surface through the angular
dependence of the de Haas-van Alphen effect. The ge-
ometry of its Fermi surface is in broad agreement with
2FIG. 1. (a) Lateral and (b) top perspective of the unit cell
of NiTe2. Ni atoms are depicted through blue spheres while
Te atoms are depicted as red spheres. (c) Resistivity ρ as
a function of the temperature T for a NiTe2 single crystal.
Inset: ρ(T ) in a log-log scale.
Density functional theory calculations, albeit we also ob-
serve some mild discrepancies. Although High quality
single-crystals grown through a Te flux method display
relatively high transport mobilities, we conclude that it is
not possible to extract a topologically non-trivial Berry
phase from the detected dHvA orbits. Similar results,
confined to lower fields and a restricted angular range
for the field orientation, were published in Ref. 25. This
limited their ability to compare band structure calcula-
tions with their experimental results. Here, we provide
additional information concerning, for example, the value
and anisotropy of the Lande´ g-factor, the correct behav-
ior of the magnetic susceptibility implying the absence
of localized magnetic moments, and re-discuss the Berry
phase for a specific orbit on the Fermi surface showing
that it displays a topologically trivial value in contrast
to the claims in Ref. 25.
II. EXPERIMENTAL RESULTS
Single crystals of NiTe2 were grown via Te flux: Ni
powders (99.999% Alfa Aesar) and Te shots (99.999%
Alfa Aesar) with an atomic ratio of 1:20 were sealed in
an evacuated quartz ampule and subsequently heated up
to 1000 ◦C and held at that temperature for 4 h. Then
the ampule was slowly cooled to 525 ◦C at a rate of 1
◦C/h and subsequently centrifuged. The as-harvested
single crystals were annealed for a few days under a
temperature gradient to remove the residual excess Te.
The composition and phase purity of the as grown crys-
tals were confirmed by powder and single-crystal x-ray
diffraction, see Table S1 and also Fig. S130. Single crys-
tal x-ray diffraction reveals a small amount of interstitial
Ni which should act as magnetic impurities. However,
magnetic susceptibility measured in a commercial Squid
magnetometer and in another crystal indicate that this
compound is a Pauli paramagnet, see Fig. S230. For
this particular crystal, the absence of a Curie-Weiss tail
at low temperatures suggests that not all crystals con-
tain a sizeable fraction of interstitial Ni. This obser-
vation contrasts with the conclusions in Ref. 25 which
claims that NiTe2 would display Curie-Weiss suscepti-
bility and thus break time-reversal symmetry. Conven-
tional magnetotransport experiments were performed in
a physical property measurement system (PPMS) using
a standard four-terminal method under magnetic fields
up to µ0H = 9 T and temperatures as low as T = 2
K. Measurements of the dHvA effect were performed in
both a resistive Bitter magnet under continuous fields
up to µ0H = 31 T and temperatures as low as T ≃
0.3 K, and a superconducting magnet coupled to a dilu-
tion fridge providing fields up to µ0H = 18 T. Measure-
ments of the dHvA effect were performed via a torque
magnetometry technique or by capacitively measuring
the deflection of a Cu-Be cantilever with the sample at-
tached to it. Band structure calculations were performed
through the Wien2k implementation31 of Density Func-
tional Theory, using the Perdew-Burke-Ernzerhof (PBE)
exchange correlation functional32 in combination with a
dense k-mesh of 22×8×8 k-points and a cutoff RKmax
of 7.5. The Fermi surfaces were generated using a k-
point mesh of 51×51×40 and were visualized using the
XCrysden software33. These calculations were replicated
through the QuantumExpresso34 implementation of the
DFT, finding minor shifts in the position of the bands i.e.
in the order of ∼ 20 meV. The angular dependence of the
extremal cross-sectional areas of the Fermi surface, which
are related to the observed de Haas-van Alphen frequen-
cies through the Onsager relation, was calculated using
the SKEAF code35.
Similarly to PdTe2 and PtTe2, NiTe2 crystallizes in
a centro-symmetric trigonal crystallographic structure
with space-group P 3¯m1, whose unit cell is depicted in
Figs. 1(a) and 1(b). This structure is inversion symmet-
ric hence the bands are Kramers degenerate. Resistivity
as a function of the temperature for a NiTe2 single crys-
tal in the absence of an external magnetic field is shown
in the Fig. 1 (c). ρ(T ) displays metallic behavior over
the entire temperature range. The sample also shows a
relatively large residual resistivity ratio (RRR) ρ(T =
300K)/ρ(T = 2K) ≃ 200 and a small residual resistivity
ρ ≃ 0.4 µΩcm, which are comparable to values reported
earlier25. Although this RRR value is not particularly
high, when compared to other layered transition metal
dichalcogenides like MoTe2
36 or WTe2
37, the resulting
residual resistivities are slightly lower, which combined
with the presence of quantum oscillations, confirms that
these crystals are of high quality.
Under a transverse field (µ0H ‖ c), the crystal shows
sub-linear magnetoresistivity as seen in Fig. 2 (a),
while linear magnetoresistance is observed in samples
displaying low RRR (see, Figs. 2(a) and 2(b)). A
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FIG. 2. The (a) Magnetoresistivity, (b) Hall resistivity and (c) Hall conductivity as functions of the magnetic field µ0H applied
along the inter-planar direction for a high quality NiTe2 single-crystal at several temperatures. Notice the sub-linear behavior of
ρ(µ0H) which prevents the extraction of carrier mobilities through the conventional two-band model. However, the maximum
in σxy implies an average transport mobility of ∼ 2174 cm
2/Vs in a plane perpendicular to the field.
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FIG. 3. (a) Transverse component of the magnetization M⊥ for a NiTe2 single-crystal, as extracted from the magnetic torque
τ , as a function of the magnetic field µ0H . This trace was collected under an external field applied nearly along the c-axis
at a temperature T = 0.3 K. (b) Superimposed oscillatory signal, or the dHvA-effect obtained after subtracting the smoothly
varying background, for several temperatures between T = 0.3 K and 20 K. (c) Corresponding fast Fourier transforms (FFTs)
of the oscillatory signals. Peaks, corresponding to extremal cross-sectional areas of the Fermi surface, are labeled with Greek
letters. (d) Amplitude of the main peaks observed in the FFT spectra as a function of T , where solid lines represent fits to the
temperature damping factor in the Lifshitz-Kosevich formalism. For the sake of clarity these amplitudes were multiplied by
distinct re-scaling factors.
4large, linear, and positive magnetoresistivity was al-
ready reported decades ago for Ag based chalcogenides38
and subsequently explained by Abrikosov39 in terms
of gapless semiconductors characterized by linearly dis-
persing quasiparticles analogous to those in Dirac sys-
tems. More recently, linear magnetoresistivity has been
observed in the parent compounds of the Fe based
superconductors40,41, which are predicted to display
Dirac nodes in their electronic dispersion, and in Dirac
semimetallic systems such as Cd3As2
42. The magne-
toresistivity from Cd3As2 single crystals that display the
highest mobilities do display deviations with respect to
linearity42. However, one does not observe sub-linear be-
havior in field as seen here for the best NiTe2 single-
crystals. To explain this effect, it would require a precise
understanding on the scattering mechanisms dominating
carrier transport in NiTe2.
Unlike the anomalously large magnetoresistivity re-
ported for other topological semimetals, for NiTe2 it in-
creases by merely 600 % at T = 2 K under µ0H = 9 T,
probably due to the comparatively large carrier density
in this material. For samples displaying a lower RRR we
observe no saturation in ρ(θ, µ0H) under fields all the
way up to 31 T (see, Fig. S3(b)30). To further evaluate
the electrical transport properties of NiTe2, we conducted
Hall-effect measurements under fields up to µ0H = 9 T
and temperatures between 2 and 300 K. The results are
displayed in Fig. 2(b). The Hall resistivity shows non-
linear behavior at low temperatures, especially at low
fields, which is a clear indication for multi-band trans-
port with contributions from the various electron and
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FIG. 4. Electronic band structure of NiTe2 including spin-
orbit coupling (SOC). A transversal cut of the Dirac type-II
cone is observed along the Γ to A direction with the node
located at ∼ 85 meV above the Fermi level. This node is lo-
cated slightly above 100 meV in the QuantumExpresso34 im-
plementation of DFT. Numbers indicate those bands crossing
εF (indicate by purple line).
hole-like sheets of the Fermi surface. Given the linear or
the sub-linear dependence of the magnetoresistivity with
respect to magnetic field, it is not possible to estimate
the carrier concentrations ne,h and their mobilities µe,h
by simultaneously fitting the magnetoresistivy and the
Hall-effect to a simple two-band model. However, this
approach was used by Ref. 25 that fits only the Hall data
to extract carrier mobilities and concentrations, when in
reality conventional transport theory is clearly not ap-
plicable to this compound. Instead, we estimated the
mean transport mobility in a plane perpendicular to the
external field from the maximum in the Hall conductiv-
ity shown in Fig. 2(c), obtaining µm ≃ 2174 cm
2V/s
at T = 2 K. This value is considerably higher than the
mobilities reported in Ref.25 from the aforementioned
fittings. The observed linear or sub-linear magnetore-
sistivity when combined with the relatively high mobili-
ties, suggests that Dirac-like quasiparticles dominate the
transport properties of NiTe2, despite their coexistence
with topologically trivial carriers.
The magnetic torque τ = V µ0H ×M , where V rep-
resents the volume of the sample, is proportional to the
component of the magnetization perpendicular to the ex-
ternal field (M⊥). Figure 3(a) displays a typicalM⊥ trace
as a function of magnetic field, collected at T = 0.3 K
when θ ∼ 1◦, where θ = 0◦ and 90◦ correspond to fields
along the c-axis and the ab-plane, respectively. The pure
oscillatory or de Haas - van Alphen signal, obtained after
subtracting the torque background is shown in Fig. 3(b).
The fast Fourier transforms (FFT) of the dHvA signal
superimposed onto M⊥ are shown in Fig. 3(c). Several
peaks are observable in the FFT spectra at frequencies F
between 0 and 900 T, each associated to a Fermi surface
cross-sectional area A according to the Onsager relation,
F =
~
2pie
A, (1)
where ~ is the reduced Planck constant and e the electron
charge. In Fig. 3(d), we plot the amplitude of the main
peaks observed in Fig. 3(c) as a function of the temper-
ature, where red lines are fits to the Lifshitz-Kosevich
(LK)43 temperature damping factor, or λT/ sinh(λT )
where λ = 2pi2kBµT/~eB and µ is the carrier effective
mass in units of the free electron mass, from which we
extract the effective masses associated to each frequency.
We also measured theM⊥ for NiTe2 as a function of µ0H
for several T s when θ = 55◦, see all panels in Fig. S430.
The extracted effective masses for both field orientations
are summarized in Table I. We extracted very light ef-
fective masses for both field orientations, i.e. ranging
between 0.094 m0 and 0.303 m0 for those orbits char-
acterized by frequencies inferior to 900 T. A higher fre-
quency Fε= 1962 T yielded an effective mass µε= 0.610
m0.
Figure 4 shows the electronic band structure of NiTe2
with the inclusion of spin orbital coupling. Four bands
cross the Fermi level, the two electron-like bands are dis-
played in blue color, while the hole bands are plotted in
5FIG. 5. Quantum oscillatory frequencies F as a function of the angle θ between µ0H and the c-axis of the crystal for
different placements of the Fermi level. Larger markers depict the experimental frequencies while small dots depict the angular
dependence of F (θ) according to the DFT calculations. Bands 1 (dark blue) and 2 (light blue) yield electron-like Fermi surface
sheets, while bands 3 (red) and 4 (magenta) lead to hole pockets. (a) F (θ) for the position of the Fermi energy εF resulting
from the DFT calculations. (b) F (θ) with εF shifted by 100 meV. (c) F (θ) obtained by separately shifting bands 1 and 4 with
respect to εF , which leads to a better agreement between experiments and calculations. (d) The corresponding Fermi surfaces
within the hexagonal first Brillouin zone for the bands in panel (c).
FIG. 6. (a) Lateral view of the Fermi surface resulting from band 4. (b) Black line represents the raw oscillatory dHvA-signal
for NiTe2 at θ = 0
◦. The frequency related to the β orbit (neck or minimal cross-sectional area) can be separated by applying
a band-pass filter. Solid red line corresponds to the oscillatory component associated solely to the β orbit after the application
of the band-pass filter. (c) Landau fan diagram for the β orbit.
red. Both hole bands intersect along the Γ - A direction
at energies slightly above εF , thus producing the Dirac
type-II cone, which is located at the reciprocal lattice
vectors kD = (0, 0,±0.35)25,26 within the FBZ.
The goal of the this study is to compare the to-
pography of the Fermi surface measured experimentally
through the angular dependence of the dHvA-effect, with
those predicted by the DFT calculations. A good agree-
ment between both would validate these calculations,
and hence support the existence of a tilted Dirac cone
in NiTe2. Therefore, the FFT spectra of the oscillatory
dHvA signal collected at T = 2 K and for various an-
gles is plotted in Fig. S530. Oscillations in the torque
data are observable over the entire angular range. No-
tice that it reveals two spin-zeros for the β-orbit, or angles
where the amplitude of the oscillations approaches zero
6TABLE I. Effective masses of NiTe2 from magnetization mea-
surements, orbits or frequencies indicated with an ∗ were col-
lected at an angle θ = 55◦. Masses with a “B” subscript
indicate calculated band masses.
θ = 0◦ θ = 55◦
Orbit F (T) µ/m0 µB/m0 Orbit F (T) µ/m0 µB/m0 Band
α 44 0.146 0.096 α∗ 47 0.094 0.075 3
β 398 0.210 0.154 β∗ 802 0.212 0.437 4
γ 591 0.303 0.300 4
δ∗ 706 0.202 0.265 2
ε∗ 1962 0.610 1.121 1
due to the spin-dephasing factor Rs = cos(pigµ/2m0) in
the Lifshitz-Kosevich formula43. The cosinusoidal term
reaches zero value whenever pigµ/2m0 = (2n + 1)pi/2.
Here, µ is the effective mass in units of the free electron
mass and g the Lande´ g-factor. If one assumed n = 0 for
the first spin-zero and n = 1 for the second, one would
obtain a large Lande´ g-factor of 4.74 for θ ∼ 23◦ and
g = 14.22 for θ ∼ 53◦ implying a pronounced anisotropy
by a factor of 3. The origin of such large values for
the g-factor remains to be understood, although we have
observed similar values for the Dirac type-II candidates
MAl3
44 (where, M = V, Nb or Ta) suggesting perhaps
a role for electronic correlations in these systems.
Now we proceed to our objective of comparing the an-
gular dependence of the dHvA frequencies with that of
the cross-sectional areas of the Fermi surface predicted
by DFT, as illustrated by Fig. 5. The experimental fre-
quencies are plotted through larger markers whereas the
theoretically predicted ones are indicated by small mark-
ers. Figure 5(a) displays the DFT frequencies for the
position of εF resulting from the DFT calculations. We
observe mild as well as somewhat pronounced band de-
pendent disagreements between calculations and experi-
ments. However, if we followed the ARPES approach in
Ref. 26 and shifted εF by +100 meV one would achieve a
perfect agreement between the DFT calculations and the
experimental frequencies for band 4, see Fig. 5(b). How-
ever, as clearly seen such displacement intensifies the dis-
agreement for the other bands. Therefore, we choose to
displace individual bands with respect to εF to improve
the agreement. This ad-hoc approach assumes that the
exact position of the bands usually depends on the pre-
cise details of the DFT implementation, with these small
displacements correcting for the inherent error of DFT.
Moving band 1 downward by 60 meV with respect to εF
(as shown in Fig. 5(c)) leads to a better match. Nev-
ertheless, displacing all the bands by this same amount
decreases the overall agreement. Therefore, in Fig. 5(d)
the calculated bands 1 and 4 were displaced by -60 meV
and 100 meV relative to εF respectively, leading to a very
good agreement for the observed FS sheets. However,
this independent band shift would lead to the suppression
of the Dirac type-II nodes and hence would be inconsis-
tent with the general good agreement between the band
structure collected by ARPES26 and the calculations. A
similar situation was observed for the Weyl type-II semi
metallic candidate MoTe2 where the electronic bands had
to be independently displaced to match both the ARPES
and the dHvA data45. Subsequent theoretical work46,
supported by an ARPES study? , pointed to the relevant
role played by electronic correlations which tend to renor-
malize the dispersion of the electronic bands. Perhaps,
the deviations seen here might indicate that electronic
correlations are relevant also to NiTe2 although these do
not renormalize the carrier effective masses with respect
to the band masses according to Table I. Instead, correla-
tions would seem to favor a renormalized Lande´ g-factor.
Finally, Fig. 5(d) shows the corresponding Fermi sur-
faces resulting from the displaced bands. As shown in Fig
3(c), for magnetic fields oriented along the c-axis, there
are three distinct frequencies: α, β and γ. Based on their
angular dependence, the α frequency can be assigned to
the very small hole pockets resulting from band 3, while
the β and γ orbits would correspond to the minimum
and maximum cross sectional areas of the hole pocket
associated with band 4 (see, Fig. 6 (a)).
Given the possible presence of Dirac type-II points in
NiTe2, one might expect to detect charge carriers charac-
terized by topologically nontrivial Berry phases. The LK
formula43 describes the quantum oscillatory phenomena
observed in the magnetization M through:
△M ∝ −B1/2RTRDRS sin 2pi
[
F
B
−
(
1
2
− φ
)]
, (2)
where RT is the previously mentioned temperature
damping factor, RD=exp(−λTD) is the Dingle damping
factor, and Rs is the spin dephasing factor. The phase
factor φ = φB/2pi−δ, contains the Berry phase φB and an
additional term that takes values of 0 or ±1/8 (the sign
depends on the cross-sectional area, maxima or minima)
for Fermi surfaces of two- or three-dimensional character,
respectively. In order to extract the correct phase of the
dHvA oscillations, one can use the magnetic susceptibil-
ity △χ = d(△M)/d(µ0H) :
△χ ∼ signRs cos 2pi
[
F
B
−
(
1
2
− φ
)]
, (3)
The Dirac node located along the Γ - A direction, would
touch the extreme tip or the extreme bottom of the hole
Fermi surface resulting from band 4 depicted Fig. 6(a),
if εF was precisely located at the energy of the Dirac
type-II point.
As is shown in Fig. 6(a), the β frequency corresponds
to an orbit around the minimum cross-sectional area of
the hole pocket centered around the Γ-point. It displays
the dominant peak in the FFT spectra seen in Fig. 3(c)
for θ < 25◦. It is also well-separated from the other
frequencies making it a good candidate for the evaluation
of the Berry-phase of NiTe2, as previously done in Ref.
725. For example, one can apply a band pass filter to
extract only the oscillations associated with the β orbit
(Fβ = 398 T). The result of this procedure is shown in
Fig. 6(b). The valleys in the oscillatory signal can be
assigned to Landau indices n, which produces the Landau
fan diagram shown in Fig. 6(c). The phase φ can be
extracted from the intercept of the extrapolation of n
as a function of (µ0H)
−1. For θ = 0◦, we obtain φ =
φB/2pi + 1/8 = 0.85, corresponding to a Berry phase of
φB = 1.45pi. Similar results are obtained for other two
angles satisfying θ < 25◦. However, for a Dirac system
one would expect to extract a Berry phase of pi. This
discrepancy is not at all surprising, given that the β-orbit
does not encircle the Dirac node due its position in the kz
plane relative to the position of the Dirac Type-II node
at kDz = ±0.35. This relative position precludes this orbit
from probing the texture of the Berry curvature around
the Dirac node, as discussed in Ref. 44. In addition, and
as previously mentioned, the spin-dephasing factor RS
changes the sign of the amplitude of the oscillatory term
as the sample is rotated with respect to the external field,
thus affecting the proper extraction of the phase. There
is however another frequency associated to band 4, the
γ-orbit, that corresponds to the maximal cross sectional
area on the FS sheet shown in Fig. 6(a) which is closer
to the nodes. However, its weak amplitude in the FFT
spectra makes it nearly impossible to reliably extract its
Berry phase.
III. SUMMARY
In summary, we unveiled the Fermi surfaces of NiTe2
through measurements of the de Haas-van Alphen effect
and compared it to band structure calculations. The
general trends of the detected Fermi surface sheets are
relatively well captured by density functional theory
calculations. However, the precise position of the bands
relative to the Fermi level had to be independently
displaced to achieve an optimal agreement. The need
for this ad-hoc procedure, in combination with light and
nearly isotropic experimental effective masses, indicates
that density Functional theory fails to capture the finer
details of the electronic band-structure of NiTe2. The
Lande´ g-factor extracted for this system is observed to
be large and anisotropic as previously observed in several
topological semimetals, pointing to either a possible role
for correlations, or a large orbital angular momentum
for these systems. The anomalous magnetoresistivity
displayed by this system in combination with the
relatively high mobilities, suggest that Dirac-like quasi-
particles dominate its transport properties, despite their
coexistence with topologically trivial carriers. It remains
to be understood how these Lorentz invariance breaking
quasiparticles might influence the superconductivity
observed in this compound under pressure.
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