For the Fredholm integral equation u=T u+f on the real line, fast solvers are designed on the basis of a discretized wavelet Galerkin method with the Sloan improvement of the Galerkin solution. The Galerkin system is solved by GMRES or by the Gauss elimination method. Our concept of the fast solver includes the requirements that the parameters of the approximate solution u n can be determined in O(n ) flops and the accuracy u − u n 0,b cn −m f (m) 0,a is achieved where n = n (n) is the number of sample points at which the values of f and K, the kernel of the integral operator, are involved; moreover, we require that, having determined the parameters of u n , the value of u n at any particular point x ∈ (−∞, ∞) is available with the same accuracy O(n −m ) at the cost of O(1) flops. Here · 0,a and · 0,b are certain weighted uniform norms. Using GMRES, the 2m-smoothness of K is sufficient; in case of Gauss method, K must be smoother.
Introduction
In this paper we discuss fast solution of the integral equation where f (x) is m-smooth and K(x, y) is m -smooth, m 2m, and both functions have an exponential or a polynomial decay. As we will see in Section 2, these two decay types are actually equivalent up to a change of variables, so we concentrate our attention on the case of exponential decay. Assume that the homogenous integral equation corresponding to (1.1) has in L 2 (−∞, ∞) only the trivial solution. Our final aim is to design methods that produce approximate solutions u n , n ∈ N, such that • given the values of f and K at O(n ) suitably chosen points (with n = n (n) → ∞ as n → ∞), the parameters of u n are available at the cost of O(n ) flops, and the accuracy sup is achieved, where u is the solution of (1.1), a is the decay exponent for f (x) and K(x, y), 0 < b < a, and c is a constant that is independent of n and f; • having determined the parameters of u n , the value of u n at any particular point x ∈ (−∞, ∞) is available with the same accuracy as (1.2) at the cost of O(1) flops. We call such methods fast (C 0,b (R), C m,a (R)) solvers of Eq. (1.1). The first requirement of this definition and the smoothness assumptions f ∈ C m (R), K ∈ C m (R × R), m 2m, are in a good harmony with the complexity of problem (1.1), see [19] and further references cited there. Namely, let us forget for a moment the requirement m 2m. Then, either using O(n ) sample points for f and K, without restrictions to the amount of arithmetical work, or conversely, using arbitrary rich information about f and K but restricting the arithmetical work to O(n ) flops, one can achieve the accuracy and not more in the worst case allowing also K to vary in C m (R × R); see [19] for more precise formulations. Thus in the case m < 2m we cannot achieve accuracy (1.2) whereas, e.g., in the case m = m, only the accuracy O(n −m/2 ) can be achieved. The second requirement in the definition of the fast solver, although rather natural, is usually omitted in the literature. In our case this requirement excludes the Galerkin solutions u n = |i| N i,n i,n with Daubechies wavelets i,n , since the computation of values of u n with the accuracy O(n −m ) is too laborious. Using the Sloan improvement v n = T u n + f we succeed in satisfying both conditions of the fast (C 0,b (R), C m,a (R)) solver.
In the case of a bounded interval (say, the interval [0, 1]), fast (C[0, 1], C m [0, 1]) solvers have been constructed in [19] on the basis of piecewise polynomial Galerkin method and in [18] on the basis of quadrature methods; see also [11] . With the help of a change of variables, Eq. (1.1) can be reduced to a bounded interval (see Section 2) , and in this way it is possible to design fast (C 0,b (R), C m,a (R)) solvers for Eq. (1.1) starting from piecewise polynomial Galerkin or quadrature methods. In the present paper we, nevertheless, undertake a construction of fast (C 0,b (R), C m,a (R)) solvers on the basis of the wavelet Galerkin method applied directly to Eq. (1.1). Let us mention that in proposed methods nowhere the values of wavelets are really used, all we need is the dilation coefficients h l of the Daubechies scaling function defining the wavelet subspaces. In Section 3 we review some results about the approximation of functions by wavelets. This area seems to be a subject of the mathematical folklore, in a great deal; we present the proofs of main statements we need in the sequel. In Section 4 we specify some results about GMRES. Main results of the paper are presented in extensive Section 5. We start from the standard wavelet Galerkin method for Eq. (1.1) on (−∞, ∞) and the Sloan iteration improvement of the Galerkin solution, determine a suitable truncation to a finite interval [−R n , R n ], introduce and justify the quadrature discretizations of the data in the truncated Galerkin equation and finally design fast (C 0,b (R), C m,a (R)) solvers. The Galerkin system is solved by the Gauss elimination method or by GMRES; the assumptions about the kernel K(x, y) and its discretizations depend on the chosen method. Since the requirements on a fast (C 0,b (R), C m,a (R)) solver are rather tight, a careful error estimation of approximate solutions is the main content of Section 5.
About wavelet Galerkin methods for integral equations on real line see [1] [2] [3] [4] [5] ; see also [21] where wavelet methods are applied to the convolution integral equations of the first kind.
Exponential or polynomial decay?
Introduce the following two spaces of functions on the real line R = (−∞, ∞).
• C m,a (R), a > 0, is the Banach space of m times continuously differentiable functions u on R that satisfy the exponential decay condition
pol (R), a > 0, is the Banach space of m times continuously differentiable functions v on R that satisfy the polynomial decay condition
On the other hand, the change of variables 
pol (R). Hence, the change of variables (2.7) defines a linear isomorphism between C m,a pol and C m,a . Similar relation holds for the integral equations
Namely, the change of variables = sh x, = sh y transforms Eq. (2.9) into Eq. (2.8) with
Thus, with the help of a simple change of variables, an integral equation with a polynomial decay of the data (the free term and the kernel) can be reduced to an integral equation with an exponential decay of the data. On this reason, we concentrate our attention to equations with exponential decay which is easier to be treated. Instead of (2.10), the following decay occurs to be sufficient for our purposes:
Let us point out a relation with integral equations on a bounded interval. The change of variables 
Respectively, we have a possibility to reduce integral equation (2.8) with an exponential decay of data to the integral equation on [−1, 1],
where
] and G(t, s) are defined by w(t) = u( (t)), h(t) = f ( (t)), G(t, s) = K( (t), (s)) (s).
Under conditions (2.10), the kernel G is C m -smooth with respect to t and with respect to s; moreover, G(t, s) vanishes together with derivatives for t = ±1 and for s = ±1. This enables to treat (2.13) also as a periodic integral equation of period 2 and use 2-periodic wavelets. Alternatively, one can extend h(t) and G(t, s) outside [−1, 1] and [−1, 1] × [−1, 1] as 0 and use ordinary wavelets. Nevertheless, in this paper we apply wavelet methods directly to (1.1).
Notice that the mapping from C m,a (R) into C m 0 [−1, 1] defined by (2.11) is not onto, namely, a function w(t) = u( (t)) decays exponentially as t → ±1 that is not expressed by boundary conditions (2.12). It can be checked that the inverse change of variables t = (
Approximation of functions by wavelets
In this section we recall some notions and designations of the theory of wavelets, an elementary result concerning the approximation of functions by wavelets, and some wavelet quadrature formulae. For a more complete exposition of the theory of wavelets, with proofs, see [6, 8, 12, 20] ; about approximation and wavelet quadrature formulae we quote also [1] [2] [3] [4] [5] 7, 9, 16] , although you cannot find there formulations that cover Theorems 3.1-3.3, our main tools. The results included into those theorems can be considered as a kind of mathematical folklore.
Compactly supported wavelets in L 2 (R)
Let ∈ L 2 (R) be a bounded real-valued Daubechies scaling function (often called also father wavelet). This means that has a compact support,
( i,j is the Kronecker symbol), and with some h l ∈ R, M 1 , M 2 ∈ Z, M := M 2 − M 1 1, the following dilation relation holds:
Introduce also the corresponding mother wavelet
(l 0 ∈ Z is a parameter which can be used to make the support of closer to the support of ) and the family wavelets
It occurs that (3.1) and (3.2) imply the relations
and together with those,
We put on stronger moment conditions: with a parameter ∈ N,
Note that (3.5) implies
with any x 0 ∈ R. The length M = M 2 − M 1 of the supports of wavelets and depends on the number of moment conditions (3.5). In [8] , wavelets with M = 2 − 1 that satisfy (3.5) are constructed and the tables of corresponding coefficients h l in (3.2) for different moment levels are presented. Denote, as usual,
where the closures are taken in L 2 (R). Then (3.6) where the symbol ⊕ means the orthogonal direct sum in L 2 (R). Moreover,
Approximation of functions
Clearly, { j,n , j ∈ Z} is an orthonormal basis of the subspace V n ⊂ L 2 (R) and { j,n , j ∈ Z} is an orthonormal basis of the subspace W n ⊂ L 2 (R). Let us denote by P n and Q n the corresponding orthogonal projection operators:
for every x ∈ R, maximally M terms of these series do not vanish.
where constant c = c k is independent of x, u and n.
Proof. Denote by x j,n the center of the interval I j,n , the support of j,n . On the basis of (3.3)-(3.5) we have
the locally uniform convergence of this series follows from inequality (3.8). Moreover, (3.8) implies (3.7):
Wavelet quadratures
Let us discuss quadrature computation of the Fourier coefficients R u(x) j,n (x) dx of a given function u ∈ C k (R). Take an accuracy parameter ∈ N and denote by
the moments of . They can be computed by the recursive formula (see [3] )
Introduce a grid G consisting of points
. . , , the Lagrange fundamental polynomials of degree − 1 for G , i.e.,
, . An explicit formula for is given by
with suitable coefficients a l ∈ R. In accordance to (3.9),
where, for given knots
. . , , the quadrature coefficients are defined via (3.10) and (3.11).
Proof. Consider the polynomial
Clearly u j,n (x) is the interpolation polynomial of degree −1 for u that interpolates u at the points x = 2 −n (j + x ), = 1, . . . , ; these points belong to I j,n where j,n is supported. Due to the projection property of the interpolation,
where v −1 is an arbitrary polynomial of degree ( −1). For u ∈ C k (R), 1 k , taking in the role of v −1 the Taylor polynomial of u of degree k − 1, we obtain
This is (3.12).
then (3.12) simplifies to the one point formula (1 k ):
Proof. Let 0 , 1 0 , be the number for which x 0 = 0. Condition (3.13) together with (3.11) implies
. . , , and the assertion follows.
Let us mention Coifman wavelets or coiflets [8] as an example of Daubechies wavelets that satisfy (3.5) and (3.13) with = . 
Proof. The proof is similar to that of (3.12). Details are as follows:
is a polynomial of degree − 1 with respect to x and y that interpolates K(x, y) at points
in which the double integral over R × R is actually restricted to I i,n × I j,n .
A cascade algorithm
The following [8] is a consequence of (3.1) and (3.2): given f n = j ∈Z c j,n j,n ∈ V n , we can represent it in the basis of V n+1 as f n = j ∈Z c j,n+1 j,n+1 ∈ V n+1 computing c j,n+1 via the formula
Recurrently, f n can be represented in the basis of V n+k , k = 1, 2, . . . . In particular, we can represent i,n as a linear combination of j,n with any n > n. This representation enables an evaluation of integrals R u(x) i,n (x) dx on a higher level n , see Section 5.4.
GMRES

The convergence and the convergence speed of GMRES
Here we remind some basic knowledge about GMRES. Let X be a complex Banach space. Consider the equation
where f ∈ X and A ∈ L(X) are given and u ∈ X is to be determined. The Krylov subspace methods to solve Eq. (4.1) produce approximate solutions in the Krylov subspaces
One of most popular among them is GMRES, the generalized method of minimal residual,
Actually, to obtain easily realizable iteration schemes of GMRES, we have to assume that X is a Hilbert space. We return to this question in the next subsection. Here, discussing the convergence of GMRES, we remain in the Banach space setting. The convergence and the convergence speed can be characterized by the optimal reduction factors [13] 
where k is the set of polynomials p k ( ) = k j =0 j j which satisfy the condition p k (0) = 1. Namely,
and if (A) < 1 then for every ∈ ( (A), 1) there is a k such that
Introduce the following designations: (A) is the resolvent set of A;
is the spectrum of A.
Theorem 4.1. (i) (A) < 1 if and only if
where u n,k ∈ K k (f n , A n ) is the kth GMRES approximation to the solution u n of the equation
Notice that under conditions of (iv), 0 ∈ ∞ (A) ⊂ (A), thus the inverse operator A −1 ∈ L(X) exists, and due to the convergence A n − A → 0, also the inverse A −1 n ∈ L(X) exists, A −1 n − A −1 → 0, and the equation A n u n = f n is uniquely solvable for all sufficiently large n. Notice also that (4.3) implies
We quote to [13] for the proof of assertions (i)-(iii) whereas (iv) is a simple corollary of definitions (see [15] for the proof); in [17] , (4.3) is established under more general conditions in the framework of (abstract) discrete convergence.
Theorem 4.2. Assume that
A n − A → 0 and (A) < 1. Let k = k(n) ∈ N be the first number for which A n u n,k − f n 2 −rn f n ,(4.
4)
where > 0 and r > 0 are parameters and u n,k ∈ K k (f n , A n ) is the kth GMRES solution of the equation A n u n = f n . Then k(n) cn where constant c is independent of n and f n .
More precisely, if ∈ ( (
Proof. In accordance to (4.3) and (4.4), we have 
An iterative algorithm of GMRES
Now we assume that X is a Hilbert space with the scalar product (u, v) and the norm u = (u, u) 1/2 . There are iteration type schemes for the solving of the minimization problems (4.2) that produce the GMRES solution u k on the kth iteration; on every iteration, operator A is applied only once and some scalar products are computed.Assume that 0 ∈ (A). We present an iteration type algorithm that updates u k , its residual v k := Au k − f , the orthonormal basis { 1 , . . . , k } of the subspace span{Af, . . . , A k f } and the basis A) . The algorithm begins with the computing of
This process breaks after k steps if k+1 = 0. This is an unusual situation, it happens only in case where u k = A −1 f, i.e., after k steps we obtain the exact solution of (4.1). So we have to add a stopping rule for the iterations. It can easily be proved (see [15] ) that
which says that u k is already of a high accuracy if k+1 is small. To avoid divisions to too small values of k+1 in the algorithm, it is reasonable to stop the iterations on the first k satisfying Au k − f ε with a given threshold ε; clearly the sequence Au k − f is decreasing.
We will apply this algorithm to solve the approximating equations A n u n = f n with the residual stopping rule (4.4). Of course, other residual levels can be used to stop the iterations. The stopping residual level (4.4) corresponds to the wavelet approximations of integral equations where the dimensions of the approximating problems are of order O(2 n ) or so; notice the great difference between this number and stopping number k(n) = O(n) or o(n).
Wavelet fast solvers (the case of exponential decay)
Basic Galerkin method
Consider the integral equation
where f ∈ C m,a (R) (see (2.1) and (2.2)) and we look for a solution u ∈ C m,a (R); conditions on K will be formulated later (see Theorems 5.1 and 5.3). Take a Daubechies scaling function that satisfies conditions (3.1), (3.2) and (3.5) where parameter m is chosen in accordance to the smoothness condition for f. We approximate Eq. (5.1) by
where T is the integral operator from (5.1),
and P n is the orthogonal projection in L 2 (R) to the subspace V n , see Section 3.1. Having determined the solution u n ∈ V n of Eq. (5.2) we compute the approximation
Usually the error of v n is essentially smaller than the error of u n . In our case this improvement is exposed in the error estimates given in Theorem 5.1 below. We treat (5.1) and (5.2) as equations in the Banach space The constant c in estimates (5.5) and (5.7) is independent of n and f.
Due to the smoothness condition (5.4) on K, the integral operator T is bounded as an operator from E to C m,b (R) and even to C m,a (R), and (5.9) yields
Clearly the operator T ∈ L(E) is compact, and due to the assumption of the Theorem, the inverse operator of I − T exists and is bounded in E. Due to (5.10), for sufficiently large n we have
, and the inverse to I − P n T exists,
For u = (I − T ) −1 f ∈ C m,a (R) and u n = (I − P n T ) −1 P n f we have
that together with (5.9) and (5.11) implies (5.5):
(ii) Using the equality (I − P n T ) −1 = I + (I − P n T ) −1 P n T we rewrite (5.12) in the form u−u n = u−P n u+(I −P n T ) −1 P n T (u−P n u). Together with equalities u = T u+f and v n = T u n + f we obtain that the error u − v n has the representation
It is easy to check that P n L(E) ce bM2 −n → c as n → ∞. Remembering (5.11) it remains to show that
for the solution u = (I − T ) −1 f of (5.1), or more generally, for u ∈ C m,a (R). Since I − P n is a self-adjoint operator in L 2 (R) and I − P n = (I − P n ) 2 , we have
[(I − P n,y )K(x, y)][u(y) − (P n u)(y)] dy,
where the index y in P n,y means that P n is applied to K(x, y) as function of y. Using (5.8) and (5.6) we obtain
that yields (5.13).
Truncation
We begin with a heuristic argument. Let us estimate the solution u ∈ C m,a (R) of Eq. 
Putting v n (x) = 0 for |x| R n , accuracy (5.7) is maintained. Thus the truncation of the Galerkin equation to the interval |x| R n seems to be natural. We see that the length of the truncation interval grows as cn. This is a new situation compared, e.g., with [1] [2] [3] [4] [5] , where an approximate solution u n of a fixed accuracy u − u n ε is looked for and the length of the interval for the truncated problem can be taken independent of n.
To an interval of the unit length there correspond 2 n parameters (Fourier coefficients) of P n f = i∈Z R f (y) i,n (y) dy i,n ∈ V n , thus (5.14) is related to the truncation Proof. First we show that for 0 < b < a, u ∈ C 0,a (R) and N via (5.15),
Indeed, for fixed x ∈ R, at most M terms of the series
u(y) i,n (y) dy i,n (x)
do not vanish, and 
and u n − u n,N E c2 −(m+ )n u m,a for the solutions of (5.2) and (5.16). This together with (5.5) and (5.7) proves the assertions of the theorem.
Integral equation and matrix forms of the truncated Galerkin method
Galerkin equation (5.16) is equivalent to the integral equation The matrix form of Galerkin equations (5.16) and (5.22) reads as follows:
where at some points x i,n , i ∈ I n (these points are used to interpolate T u n,N by piecewise polynomials; we discuss the interpolation in more details later). To approximate the integrals in (5.24) and (5.27) in a cheap but sufficiently accurate way, we may strengthen the smoothness conditions concerning K(x, y). On the other hand, about f we may assume only f ∈ C m,a (R) so far as we intend to construct fast (C 0,b (R), C m,a (R)) solvers.
Discrete approximation of P n,N f
Let us distribute the integers i ∈ Z, |i| N = int (m+ ) log 2 a−b n2 n (see (5.15)) into classes
with the convention that ± (m+ )log 2 a−b n2 n , if integers, are put into I n,n . Denote
Clearly n k = n for k m+ n. About the parameter we assume in this subsection that 1; later, when constructing fast solvers, we will assume that m. For i ∈ I k,n , 1 k n, we first apply the cascade algorithm (see Section 3.4) to represent
and after that we apply quadrature (3.12) on the level n k :
If conditions (3.13) are fulfilled then formula (5.29) simplifies to the form
in particular i,n = 2 −n/2 f (2 −n i) for i ∈ I k,n with k m+ n. 
Proof. We have
To prove (5.30), it is sufficient to establish for |i| N the estimate
Let i ∈ I k,n , 1 k n. According to (5.28) and (5.29),
The number of nonzero coefficients c i,j,n,n k does not exceed (2 n k −n − 1)M + 1, and the Parseval equality for (5.28) implies
Using Theorem 3.2 we obtain
Note that i ∈ I k,n and x ∈ I i,n imply Plugging this into the estimate of | i,n − i,n | we obtain 
Discrete approximations of the Galerkin operator
To discretize the Galerkin operator P n,N T P n,N , we compute the integrals in i,j,n (see (5.24)) via point formula (3.16) resulting to approximations i,j,n . Denote by T n.N the integral operator with the kernel (cf. (5.23))
Lemma 5.2. Assume that K(x, y) has in R × R continuous derivatives with respect to x and with respect to y up to an order m , and
Let us approximate i,j,n , |i|, |j | N, via a point formula (3.16). Then
and the computation cost of
Proof. On the basis of (3.17) and (5.34),
The computation of one i,j,n clearly costs O(1) flops, hence the total computational cost for all i,j,n , |i|, |j | N, is O(N 2 ) flops.
In [3, 4] , an approach is developed for a cheap application of Galerkin matrix (more precisely, its "telescopic" expansion) to vectors based on the approximation by band matrices. For the band width B, the estimate B (c/ε) 1/m holds where ε is the desired accuracy and m is the smoothness parameter for the kernel K(x, y). Accuracy (5.35) with = m corresponds to ε = 2 −m n and B c2 n ; the cost of the construction of the underlying band matrix is O(BN) = O(n2 2n ), almost the full N 2 ∼ n 2 2 2n flops. We see that this approach cannot help us much when fast (C 0,b (R), C m,a (R)) solvers are designed. The constant c in these estimates is independent of n and f.
Discretized Galerkin method
Proof. Letũ n,N andṽ n,N denote the "nondiscretized" approximations (5.17):
Due to inequalities (5.21), (5.30) and (5.35), Eq. (5.37) has for all sufficiently large n a unique solution u n,N of (5.37), and
hence also
Now estimates (5.39) and (5.40) follow from estimates of Theorem 5.2 forũ n,N andṽ n,N . Further,
and due to Theorem 3.2 and inequality (5.34) for derivatives of K(x, y) with respect to y,
For j,n = R u n,N (x) j,n (x) dx we have on the basis of (5.39) 
and define ( n w n,N )(x) for x ∈ J k,n as the interpolation polynomial of degree m + − 1 satisfying
Then by the well-known formula for the interpolation error and (5.43), for x ∈ J k,n , 
Fast (C 0,b (R), C m,a (R)) solvers: case m > 2m
We consider two methods to solve system (5.38).
Gauss elimination
The solving of (2N + 1)-system (5.38) by the Gauss elimination method (and by many other direct methods) costs O(N 3 ) flops. Let us assume the conditions of Theorem 5.3 with m 3m + 1, = 2m + 1. Then the computation of { i,n , |i| N } is asymptotically the most expensive part of work, whereas the solution of system (5.38) and other procedures are cheaper: N 3 ∼ n 3 2 3n c2 m+ m n ∼ n . We obtain the preciseness (5.47) at the cost O(n ) flops, so we have designed a fast (C 0,b (R), C m,a (R)) solver. A disadvantage of this solver is that very strong smoothness conditions on K(x, y) are imposed and, what is worse in practical computations, very strong moment conditions are put on the mother wavelet ((3.5) must hold with = 2m + 1), and very high quadratures with m + = 3m + 1 must be involved to discretize K(x, y). To obtain fast solvers under milder assumptions we have to use cheaper methods for solving system (5.38).
GMRES
Let us assume the conditions of Theorem 5.3 with m 2m + 1, = m + 1. GMRES produces an approximation to u n,N in the L 2 (R) norm which is weaker than the norm · 0,b used everywhere in this Section. We show that, nevertheless, the final error estimate holds in the norm · 0,b (see (5.51)) if the stopping rule for GMRES is chosen in an appropriate manner.
Quoting Section 4 we put X = L 2 (R), A = I − T and A n = I − T n,N . The integral operator T ∈ L(L 2 (R)) with the kernel K(x, y) satisfying the assumptions of Theorem 5.3 is compact and hence the spectrum (A) is at most countable. For T n,N ∈ L(L 2 (R)), the operator from discretized Galerkin equation (5.37), we have T − T n,N L(L 2 (R)) → 0 as n → ∞; note that n → ∞ implies N → ∞ since n and N are related by (5.15). Let us solve Eq. (5.37) by GMRES; this is equivalent to the solving of system (5.38) by GMRES. Together with P n,N f , all GMRES iterations u n,N,k , k = 1, 2, . . . , live in the subspace V n,N = span{ j,n , |j | N }. Choosing some parameters r > m + and > 0 we stop the GMRES iterations on the first k for which
By Theorem 4.2 this happens on an iteration number k = k(n) = o(n). Concerning the norms in (5.48), note that V n,N with the norm and scalar product from
Let us analyze the error of the GMRES solution u n,N,k . Inequality (5.48) implies
where u n,N is the solution of (5.37). Then for w n,N defined in (5.41) and for
Due to the condition r > m + , this implies 
and denote
For the integral in (5.24) with (i, j ) ∈ I k,n × J l,n we now apply the cascade representations (5.28) and quadratures (3.12) on the levels n k and n l : 
Conclusion and final remarks
We have designed fast wavelet (C 0,b (R), C m,a (R)) solvers for integral equation (1.1) assuming that the kernel K is m -smooth, m 2m, and satisfies decay conditions (5.34); in case m = 2m the algorithm is somewhat more complicated than in case m 2m + 1. We have overcome the difficulties caused by the circumstance that we cannot truncate f and K to a bounded interval/square independent of n. Actually we have paid for that by assumption = m + 1 which includes one extra moment condition in (3.5) . It occurs that = m is sufficient and further essential simplifications in the algorithms are possible if supp f and supp K are bounded. Respectively, using the change of variables (2.11) and obtaining integral equation (2.13) with h ∈ C m (R), supp h = [−1, 1] and G ∈ C m (R × R), supp G = [−1, 1] × [−1, 1], more simple wavelet algorithms can be derived; here we must pay by some strengthening of the decay conditions on K. We intend to return to this problem in a forthcoming work.
Our approach was based on the Sloan improvement v n = T u n + f of the Galerkin solution u n = (I − P n T ) −1 P n f . Note that v n satisfies the equation v n = T P n v n + f , and under conditions of Theorem 5.3 or 5.4, there holds T − T P n L(C m,a ,C 0,b ) c2 −(m+ )n , whereas T − P n T is of accuracy O(2 − n ). There is a more precise approximation of this type defined by T n = P n T + T P n − P n T P n , namely, T − T n L(C m,a ,C 0,b ) c2 −(m+2 )n for sufficiently smooth K. In somewhat different situations, with different purposes, this approximation has been thoroughly studied by Pereverzev [14] and Kulkarni [10] . It is worth to be examined whether and how equation w n = T n w n +f can be used to design fast wavelet (C 0,b (R), C m,a (R)) solvers. After a suitable truncation, the problem is how to discretize the computation of w n within O(2 m+2 m n ) flops maintaining the accuracy O(2 −(m+2 )n ).
