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Abstract
Les Rede´marrage et la recherche base´e sur les activi-
te´s sont deux composantes importantes et lie´es des Sol-
veurs SAT Modernes. D’une part, la mise a` jour des acti-
vite´s des variables implique´es dans l’analyse des conflits
vise a` circonscrire la partie la plus importante de la for-
mule boole´enne. Alors que le rede´marrage permet au
solveur de re´organiser les variables en focalisant la re-
cherche sur la partie la plus importante de l’espace de
recherche. Cette combinaison permet au solveur de di-
riger la recherche sur la sous-formule la plus contrai-
gnante. Dans ce papier, nous proposons de mettre en
avant cette recherche base´e sur l’intensification en col-
lectant les variables rencontre´es au cours de la denie`re
analyse de conflit . A chaque rede´marrage, ces variables
sont a` nouveau se´lectonne´es en utilisant l’ordre pre´defini.
Ce simple principe d’intensification apporte des ame´liora-
tions significatives lorsqu’il est inte´gre´ aux solveurs SAT
modernes.
1 Introduction
Le proble`me SAT, i.e., le proble`me de de´cider si
une formule boole´enne sous forme normale conjonc-
tive (CNF) est satisfiable ou non est central en In-
formatique et en Intelligence Artificielle incluant les
proble`me de satisfaction de contraintes (CSP), plani-
fication, raisonnement non-monotone, ve´rification de
logiciels, etc. Aujourd’hui, SAT a gagne´ une audience
conside´rable avec l’apparition d’une nouvelle ge´ne´ra-
tion de solveurs SAT capable de re´soudre de tre`s
grandes instances issues du codage des applications du
monde re´el ainsi que par le fait que ces solveurs consti-
tuent d’importants composants de base pour plusieurs
domaines, e.g., SMT (SAT modulo the´orie), de´mons-
tration automatique, comptage de mode`les, proble`me
QBF, etc. Ces solveurs souvent appele´s Solveurs SAT
Modernes [10, 3], sont base´s sur la proce´dure DPLL
classique [2] renforce´e avec : (i) une mise en œuvre effi-
cace de la propagation unitaire a` travers les structures
de donne´es supple´mentaires et paresseuses (ii) strate´-
gies de rede´marrage [4, 8], (iii) activite´ base´e sur l’heu-
ristique de choix de variables (comme VSIDS) [10], et
(iv) apprentissage de clauses [9, 10].
Les rede´marrage et la recherche base´e sur les acti-
vite´s sont deux composantes importantes et lie´es des
Solveurs SAT Modernes. D’une part, la mise a` jour
des activite´s des variables implique´es dans l’analyse
des conflits vise a` circonscrire la partie la plus impor-
tante de la formule boole´enne. Alors que le rede´mar-
rage permet au solveur de re´organiser les variables en
focalisant la recherche sur cette sous-formule contrai-
gnante. Cette combinaison permet au solveur d’inten-
sifier la recherche et en meˆme temps d’e´viter le tra-
shing. Cette forte connexion bien connue entre les re-
de´marrages et l’ordonnancement des variables a aussi
une conse´quence directe sur la clause apprise. Les ef-
fets de rede´marrage sur la clause apprise ont e´te´ lar-
gement e´tudie´s (e.g. [1, 7, 12]). Notre intuition est que
si les solveurs SAT sont capables de re´soudre effica-
cement des instances applicatives avec des millions de
variables et de clauses, cela signifie que la partie la
plus contraignante de la formule ( ou sous-ensemble
de variables) est de taille raisonnable. Ceci est lie´ a`
l’observation faite pre´ce´demment sur la taille des en-
sembles backdoor [13, 14] observe´ dans plusieurs do-
maines d’applications.
Dans nos travaux pre´ce´dents, et dans le solveur pa-
ralle`le porfolio ManySAT [6], nous avons montre´ com-
ment les deux principes bien connus de diversifica-
tion et d’intensification peuvent eˆtre combine´s dans
le contexte de l’architecture Maˆıtres/Esclaves [5]. Les
Maˆıtres exe´cutent une strate´gie de recherche originale,
en veillant a` la diversification, tandis que les unite´s
restantes, classe´es comme des esclaves sont la` pour in-
tensifier la strate´gie de leur maˆıtre. Par intensification
nous voulons dire que l’esclave explorerait diffe´rem-
ment autour de l’espace de recherche explore´ par le
maˆıtre.
Dans ce papier, nous proposons de mettre en avant
cette recherche base´e sur l’intensification en collectant
les variables rencontre´es au cours de la dernie`re ana-
lyse de conflit. Ainsi, a` chaque rede´marrage, le solveur
se branche en priorite´ sur ces variables. Ce simple prin-
cipe d’intensification apporte des ame´liorations signifi-
catives lorsqu’il est integre´ au solveur SAT Minisat2.2.
2 Intensification de la Recherche
Comme nous avons mentionne´ dans la section pre´-
ce´dente, le lien entre les rede´marrages et les heuris-
tiques d’ordonnancement des variables joue un roˆle im-
portant dans la re´solution SAT. Ainsi, l’ide´e de base
de ce papier est focalise´e sur les relations entre ces
deux composantes. En effet, au cours de la recherche,
a` chaque conflit, un parcours du graphe d’implications
est effectue´ a` partir du conflit jusqu’au dernier UIP
(nœud x11 - coupe 3 dans Figure 1) et l’ensemble des
variables correspondant aux diffe´rents nœuds visite´s
sont inse´re´es dans une queue. A chaque rede´marrage,
le solveur se branche en priorite´ sur les variables col-
lecte´es. Lorsque toutes les variables de la queue sont
affecte´es, le solveur suit l’heuristique de branchement
ordinaire VSIDS [10]. De cette fac¸on, les variables les
plus proches du coˆte´ des conflits sont d’abord affecte´es
en utilisant les polarite´s des litte´raux progressivement
sauvegarde´es [11].
Nous illustrons cette nouvelle approche de re-
cherche base´e sur l’intensification en utilisant un
simple exemple.
Soit Gρ
F
( Figure 1) un graphe d’implications associe´ a`
la formule CNF F et l’affectation partielle ρ. Chaque
nœud dans le graphe d’implications correspond a` une
affectation d’un litte´ral de de´cision ( nœud x4, x17
et x11 affecte´s respectivement au niveau 2, 3 et 5)
ou a` un litte´ral assigne´ par propagation unitaire. Par
exemple le litte´ral x16 est propage´ graˆce a` la clause
c2 au niveau 5. Nous supposons que le dernier conflit
apparu juste avant le rede´marrage est repre´sente´ par
ce graphe de conflit.
L’analyse de conflit qui est l’application de la re`gle
de re´solution a` partir de la clause conflictuelle en uti-
lisant les diffe´rentes implications implicitement enco-
de´es dans le graphe d’implications nous permet de vi-
siter le nœud x11 qui est le dernier UIP. Au cours de
cette analyse, l’ensemble des diffe´rents nœuds visite´s
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Figure 1 – Implication Graph Gρ
F
= (N , E)
est { x18, ¬x5, x3, x1, ¬x10, ¬x2, ¬x12, x16 et x11}.
Cet ensemble de variables est collecte´ dans la queue en
suivant l’ordre selon lequel les diffe´rents nœuds sont vi-
site´s. Au prochain rede´marrage, le solveur se branche
en priorite´ sur cet ensemble de variables.
3 Expe´rimentations
Nos tests furent effectue´s sur un cluster Intel Xeon
quadcore avec 32GB de RAM a` 2.66 Ghz. Pour chaque
instance, nous utilisons un temps limite d’une heure.
Nous utilisons un ensemble d’instances industrielles
pris des compe´titions SAT 2009 et 2011. Le nombre
d’instances diffe´rentes correspond a` 559.
MiniSAT avec notre strate´gie (MiniSat +
Intensification) re´soud 12 instances de plus que
MiniSAT sans intensification. Le nombre d’instances
re´solues en plus est clairement significatif dans la
re´solution pratique de SAT. En effet, si on observe
la re´cente compe´tition SAT 2011, le solveur classe´
premier re´soud seulement 4 instances de plus que
le solveur classe´ deuxie`me. Ces re´sultats obtenus
par notre simple recherche base´e sur l’intensification
sont repre´sente´s dans la figure 2 et figure 3. Ils
repre´sentent les re´sultats des temps cumule´s i.e le
nombre d’instances (axe-x) re´solues en un temps
donne´ en secondes (axe-y). La figure 2 (respective-
ment figure 3), montre les re´sultats obtenus sur les
instances satisifiables (respectivement insatisfiables).
Les ame´liorations sont souvent plus importantes sur
les instances insatisfiables.
Table 1 montre les re´sultats sur certaines familles
d’instances SAT. Cette table montre des ame´liorations
consistantes presque sur toutes les instances quand
notre intensification est inte´gre´ a` MiniSAT. Nous ob-
servons une croissance du nombre d’instances re´so-
lues. Par exemple, si nous conside´rons la famille goldb-
heqc, (MiniSAT + Intensification) re´soud 2 instances
de plus que MiniSAT (les instances goldb-heqc-frg1mul
et goldb-heqc-x1mul). Globalement, les ame´liorations
sont d’un ordre de magnitude (les instances velev-vliw-
uns-4.0-9C1, 9dlx vliw at b iq1 et velev-pipe-sat-1.0-
b10). Ces derniers re´sultats de´montrent clairement que
sur certaines familles, MiniSAT avec Intensification
ame´liore clairement la version basique de MiniSAT.
La table 1 confirme aussi que ces ame´liorations sont
plus significatives sur les instances SAT insatisfiables.
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Figure 2 – Re´sultats sur les compe´titions SAT 2009-
2011 - instances Satisfiables - (Cate´gorie Industrielles)
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Figure 3 – Re´sultats sur les compe´titions SAT 2009-
2011 - instances Insatisfiables - (Cate´gorie Indus-
trielles)
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Instance SAT? MiniSat MiniSat+I
goldb-heqc-alu4mul N 140.94 128.64
goldb-heqc-term1mul N 54.79 38.40
goldb-heqc-i10mul N 187.06 129.14
goldb-heqc-dalumul N 1663.95 181.31
goldb-heqc-frg1mul N – 715.66
goldb-heqc-x1mul N – 2500.59
velev-engi-uns-1.0-4nd N 9.12 14.60
velev-live-uns-2.0-ebuf N 18.53 9.84
velev-pipe-sat-1.0-b7 Y 21.51 23.51
velev-vliw-uns-4.0-9C1 N 3378.39 112.87
velev-pipe-o-uns-1.1-6 N 619.57 28.26
velev-pipe-o-uns-1.0-7 N 446.30 441.81
9dlx vliw at b iq1 N 1964.90 28.86
9dlx vliw at b iq2 N – 70.07
9dlx vliw at b iq7 N 2642.42 1282.10
9dlx vliw at b iq3 N – 189.83
9dlx vliw at b iq4 N 1750.56 283.74
9dlx vliw at b iq8 N 2293.63 1633.04
9dlx vliw at b iq9 N 2410.76 2572.97
9dlx vliw at b iq5 N 1631.90 464.47
9dlx vliw at b iq6 N 1267.90 840.68
velev-pipe-uns-1.0-8 N – 414.21
velev-vliw-uns-4.0-9-i1 N 2095.14 592.52
velev-pipe-sat-1.0-b10 N 77.69 4.61
Table 1 – Re´sultats sur certaines familles d’instances
industrielles
5 conclusion
Dans ce papier, nous proposons une nouvelle ap-
proche de recherche base´e sur l’intensification. Cette
recherche base´e sur l’intensification est applique´e a`
chaque rede´marrage du solveur SAT. Il collecte les
variables rencontre´es durant la dernie`re analyse de
conflit. En utilisant un ordre pre´de´fini. Ces variables
sont encore selectionne´es jusqu’au sommet de l’arbre
de recherche pendant le prochain rede´marrage. Ce
simple principe d’intensification donne des ame´liora-
tions significatives quand il est inte´gre´ aux solveurs
SAT e´tat de l’art.
Notre motivation a` l’origine de ce papier est de mon-
trer qu’il reste encore des possibilite´es l’ame´liorations
des heuristiques d’ordonnancement des variables SAT.
A notre connaissance, cette direction n’a pas retenue
beaucoup d’attentions. Les ame´liorations obtenues par
notre simple strate´gie d’intensification sugge`re que des
e´tudes plus pousse´es sur le lien entre les rede´mar-
rages, les heuristiques d’ordonnancement des variables
et l’apprentissage sont ne´cessaires.
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