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Abstract Robust multiple model fitting plays a crucial role
in many computer vision applications. Unlike single model
fitting problems, the multi-model fitting has additional chal-
lenges. The unknown number of models and the inlier noise
scale are the two most important of them, which are in gen-
eral provided by the user using ground-truth or some other
auxiliary information. Mode seeking/ clustering-based ap-
proaches crucially depend on the quality of model hypothe-
ses generated. While preference analysis based guided sam-
pling approaches have shown remarkable performance, they
operate in a time budget framework, and the user provides
the time as a reasonable guess. In this paper, we deviate
from the mode seeking and time budget framework. We pro-
pose a concept called Kernel Residual Density (KRD) and
apply it to various components of a multiple-model fitting
pipeline. The Kernel Residual Density act as a key differen-
tiator between inliers and outliers. We use KRD to guide and
automatically stop the sampling process. The sampling pro-
cess stops after generating a set of hypotheses that can ex-
plain all the data points. An explanation score is maintained
for each data point, which is updated on-the-fly. We propose
two model selection algorithms, an optimal quadratic pro-
gram based, and a greedy. Unlike mode seeking approaches,
our model selection algorithms seek to find one represen-
tative hypothesis for each genuine structure present in the
data. We evaluate our method (called DGSAC) on a wide
variety of tasks like planar segmentation, motion segmen-
tation, vanishing point estimation, plane fitting to 3D point
cloud, line, and circle fitting, which shows the effectiveness
of our method and its unified nature.
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1 Introduction
Robust multiple model fitting plays a crucial role in many
computer vision applications. Unlike single model fitting
problems, the multi-model fitting has additional challenges,
the unknown number of models and the inlier noise scale are
two most important of them, which are in general provided
by the user using ground-truth or some other auxiliary in-
formation. Mode seeking/ clustering based approaches cru-
cially depends on the quality of model hypotheses gener-
ated. While preference analysis based guided sampling ap-
proaches have shown remarkable performance, they operate
in a time budget framework, and the user provides the time
as a reasonable guess. In this paper, we deviate from the
mode seeking and time budget framework. We propose a
concept called Kernel Residual Density (KRD) and apply it
to various components of a multiple-model fitting pipeline.
The Kernel Robust model fitting is the task of recovering
an underlying geometric structure present in the noisy data
contaminated with outliers. In computer vision, frequently
occurred geometric structures ( or models) are planar homo-
graphies, fundamental matrices, vanishing points, lines, cir-
cles. These geometric models are the backbone of many ap-
plications including, motion segmentation, 3D reconstruc-
tion, visual tracking, image-based 3D modeling. Accurate
estimation of these model parameters facilitates an inter-
pretable and straightforward representation of scene geom-
etry, rigid body motion or camera pose, and can aid scene
understanding. Often, low-level techniques are employed to
obtain features/observations/data points. These techniques
are oblivious to the underlying scene geometry, typically
produce a significant number of outliers, i.e., data points that
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do not adhere to any genuine model instances. We consider
a multiple model fitting scenario, where the given data has
multiple instances of a geometric model, corrupted by noise
and the outliers. The data points/observations that follow a
particular model instance are inliers to that instance and act
as a pseudo-outliers to other instances. The data points that
do not follow any model instances are gross-outliers. It is
highly likely that each model instance may have different in-
lier noise scales. Assume that the three crucial information,
i.e., classification of data points into inliers-outliers, the in-
lier noise scale(s), and the number of model instances are
unknown. The goal of multiple model-fitting approaches is
to recover all genuine model instances and their correspond-
ing inliers. Once the inliers obtained, the model parameters
can be estimated using standard techniques.
The single model fitting problem has been largely stud-
ied in the context of consensus maximization and often solved
using heuristic methods like Random Sample Consensus Fis-
chler and Bolles (1981) (RANSAC) and its variants or op-
timal global method like Chin et al. (2015). However, the
performance of these approaches critically relies on the cor-
rect estimate of the inlier noise scale (or equivalently, the
fraction of inliers), which is usually provided by a user. For
single model fitting, this process can be automated by apply-
ing scale estimation methods Wang et al. (2012, 2013); Ma-
gri and Fusiello (2015b) or by adopting a marginalized over
scale approach Barath et al. (2019). However, in the case of
the multi-model fitting, the problem becomes challenging
due to additional challenges. Many proposed methods Pham
et al. (2014); Chin et al. (2012); Wong et al. (2013); Lai
et al. (2016, 2017); Magri and Fusiello (2014, 2015a, 2016)
like assume, the number of models or inlier scale or both are
known a priori, which introduces user dependency. In this
paper, we achieve automatic robust multi-model fitting by
exploiting the concept of kernel residual density, which is a
key differentiator between inliers and outliers. Inliers yield
a small residual value and form a dense cluster around the
regression surface, whereas outliers (or pseudo-outliers) can
have arbitrarily large residuals and a much lower density.
Geometrically, we can say that inliers are densely packed
around the regression surface, while outliers are spread sparsely
in the residual space. The Density Guided Sampling and
Consensus (DGSAC) is an automatic pipeline for robust multi-
model fitting. We present an illustration of the components
of the DGSAC pipeline and its possible applications in Fig.
1. Our specific contributions are summarized below:
– Kernel Residual Density (KRD): We present a Kernel
Version of Residual Density proposed in Tiwari and Anand
(2018) and its use in various components of multi-model
fitting pipeline.
– Kernel Density Guided Hypothesis Generation: We present
a novel iterative guided sampling approach driven by
KRD based point correlations and is shown to generate
more relevant model hypotheses from all inlier struc-
tures. To best our knowledge, we present the first non-
time budget guided sampling approach, with density-
driven stopping criteria.
– KRD Based Inlier Noise Scale Estimation: We present
an inlier noise scale estimation approach based on sim-
ple yet effective information derived from residual dis-
persion and kernel residual density.
– Model Goodness Score: We propose a model goodness
score, derived from kernel residual density and the esti-
mated inlier noise scale to derive objective/cost function
for model selection algorithms.
– Greedy/Optimal Model Selection: We propose two (greedy
and optimal) model selection algorithms. Both use the
residual density to uniquely identify a model hypothesis
from each genuine structure. The optimal model selec-
tion is modeled as a quadratic program.
– KRD Based Point-to-model assignment: We propose, Ker-
nel Residual Density based hard inlier assignment to han-
dle multi-structure inliers (the inliers that belongs to mul-
tiple structures e.g. In the case of line fitting, the data
points at the intersection of two lines can be referred as
multi-structure inliers.
– Multi-model fitting: We combine the above modules to
engineer an end-to-end automatic multi-model fitting so-
lution that eliminates the need for user input.
– Extensive Evaluation: We extensively evaluate DGSAC
on a wide variety of tasks like motion segmentation, pla-
nar segmentation, vanishing point estimation/line seg-
ment classification, plane fitting to the 3D point cloud,
line and circle fitting.
This paper is an extension of our previous work in Tiwari
and Anand (2018). The following are the substantially im-
proved additions in this paper: Unlike residual density pro-
posed in Tiwari et al. (2016), in this paper, we present an
entirely new kernel version of the residual density. An early
version of the density guided sampling process is presented
in Tiwari and Anand (2018). In this paper, we present a sub-
stantially new Kernel Density Guided Sampling (KDGS)
process with an extensive evaluation and comparison with
other competing methods.
The remainder of the paper is organized as follows. We
categorically discuss recent approaches for guided sampling
and full multi-model fitting, and their limitations in Sec. 2,
a formal problem statement is described in Sec. 4 followed
by DGSAC Methodology in Sec. 5, the preliminaries are de-
scribed in Sec. 6. We introduce Kernel Residual Density in
Sec. 7, guided hypotheses generation in Sec. 8, inlier noise
scale estimation in Sec. 9, model selection algorithms in
Sec. 10 and point-to-model assignment in Sec. 11. The ex-
tensive experimental analysis is shown in Sec. 12 followed
by discussion and conclusion in Sec. 13.
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Fig. 1: DGSAC Overview
2 Related Work
The robust multi-model fitting has a vast literature. In this
section, we review recent approaches that best fit in the con-
text of this work. Individually, we review approaches into
two categories. 1. Approaches for guided sampling for multi-
model fitting. 2. Approaches for full robust multi-model fit-
ting.
2.1 Guided Sampling for Multi-Model Fitting
Preference Analysis Based: Most of the guided sampling
strategies for multi-model fitting approaches exploit the con-
cept of preferences Chin et al. (2012); Wong et al. (2011).
Multi-GS Chin et al. (2012) compute hypothesis preferences
based on ordered residuals to derive a conditional distri-
bution and use it for sampling minimal sample sets. DHF
Wong et al. (2013) and ITKSF Wong et al. (2013) show im-
provement over Multi-GS Chin et al. (2012). Both DHF and
ITKSF use hypothesis and data preferences to simultaneous
sample and prune hypotheses. DHF Wong et al. (2013) fol-
low a per data point strategy, where its goal is to associate a
hypothesis to each data point. These approaches operate in
a time budget framework, and there is no such stopping cri-
teria or time budget constraint that ensures at-least one good
hypothesis for all genuine structures.
Matching Score Based: Recently, two approaches EGHG
Lai et al. (2016) and UHG Lai et al. (2017) has been pro-
posed. These approaches exploit matching scores of a fea-
ture matcher to derive the conditional distribution for sam-
pling minimal sample sets. EGHG maintains two sampling
loops a global and a local. A set of good hypotheses main-
tained by a global sampling loop is used by local sampling
to impose the epipolar constraints further, to improve the hy-
pothesis generation. UHF first cluster the data points using
T-Linkage Magri and Fusiello (2014) to prune out outliers. It
uses the matching score of the clustered data points to derive
conditional distribution for sampling minimal sample sets.
However, the performance of T-Linkage Magri and Fusiello
(2014), depends on the user-specified inlier threshold, which
affects the performance of UHG. The concept of translating
matching scores into inlier probability is not convincing be-
cause false matches may also have a high matching score.
Also, this limits the usability of the algorithm to correspon-
dence based applications. Both EGHG Lai et al. (2016) and
UHF Lai et al. (2017) require user-specified inlier threshold
and operate in a time budget framework. A user provides the
time as a reasonable guess.
2.2 Full Multi-Model Fitting Approaches
Irrespective of the hypothesis generation process, in this sec-
tion, we categorize recent best performing full end-to-end
multi-model fitting approaches based on their model selec-
tion strategies and review them.
Clustering Based: J-Linkage Toldo and Fusiello (2008) and
T-Linkage Magri and Fusiello (2014) are two of widely used
clustering-based approaches in this category. J-Linkage Toldo
and Fusiello (2008) first represents the data points into their
conceptual space and uses an agglomerative clustering called
J-linkage to cluster data points belonging in the conceptual
space. T-linkage Magri and Fusiello (2014) is a variant of J-
Linkage with a continuous conceptual representation of data
points. T-Linkage Magri and Fusiello (2014) show improve-
ment over J-Linkage Toldo and Fusiello (2008). However,
the performance of both methods critically depends on the
user-specified inlier threshold.
Matrix Factorization Based: Recently, matrix factorization
based approaches like RPA Magri and Fusiello (2015a) or
NMU Tepper and Sapiro (2016b) have been proposed for
model selection and have shown to outperform clustering-
based approaches. RPA assumes the knowledge of the inlier
noise scale (albeit for the entire dataset) and the number of
structures known a priori. It constructs a data point similar-
ity matrix and decomposes it using symmetric NMF Kuang
et al. (2015). The decomposed matrix, along with the prefer-
ence matrix, is used for final model selection. NMU outper-
forms RPA by enforcing an additional constraint of under-
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approximation. However, it also requires a user-specified noise
scale estimate.
Optimization Based: This category of approaches form model
selection as an optimization problem. QP-MF Yu et al. (2011)
formulate model selection as quadratic program. RCMSA
Pham et al. (2014) mode formulated the multi-model fit-
ting problem in simulated annealing and graph cut frame-
work. It uses data preferences to construct a weighted graph.
RansaCov Magri and Fusiello (2016) formulate model se-
lection as a set-coverage problem. However, the performance
of these approaches critically depends on the number of mod-
els and inlier threshold provided by a user.
3 Notations
A matrix is represented by capital bold H. Its respective
ithand jth row and column are represented by its counter-
part small bold as hi and hj respectively. The ith row and
jthcolumn element of the matrix H is represented by small
plain text as hji . The sub-vector constituting the first k ele-
ments of the row vector hi is represented by h1:ki . The sub-
vector constituting the elements of the row vector hi whose
indices are in the set w is represented by h{w}i . The cardi-
nality of a setw is denoted by |w|. The mean of the elements
of a vector a is denoted by mean(hi).
4 Problem Statement
We consider a multiple model fitting scenario. Given is the
data set X = {xj , j = 1, . . . , n} of n data points origi-
nated from κmultiple instances of a geometric model. Here,
we call xj a data point in the abstract setting, it can be a
point correspondence in homography fitting, or a 3D point
in plane fitting, a line in vanishing point estimation, a 2D
point in line fitting. Let the fraction of inliers of each model
instance is denoted by fi =
|Ii|
n , i = 1, ..., κ, where Ii is
an index set of inlier points of ith model instance and f0 =
1−∑κi=1 fi denotes the fraction of gross outliers. Our goal
is to output a set of κ tuples (h1, I1), (h2, I2), ..., (hκ, Iκ),
where hi and Ii are the estimated model parameters and in-
lier set of the ith model instance respectively.
Note: We assume the number of models κ, inlier fractions
fi’s ( or the respective inlier noise scales σi’s) are unknown.
However, if provided these parameter can easily be accom-
modated in the proposed pipeline.
5 DGSAC Methodology
DGSAC begins with generating quality hypotheses using
density guided sampling (KDGS) (Sec. 8). The KDGS aims
to generate good model hypotheses for each data point. The
sampling process is guided by the conditional distribution
derived from density-based point correlation and potential
good model hypotheses of each data point (Sec. 8.1). KDGS
maintains a density-driven explanation score for each data
point to ensure every point is explained by at least one good
hypothesis. Once the KDGS terminates, a model hypothesis
is assigned to each data point based on Kernel Residual Den-
sity. The density and residual profiles of the hypotheses ob-
tained from KDGS are used to estimate the inlier noise scale
(Sec. 9), which is then used to compute the goodness score
of each model hypothesis. Hypotheses, along with their good-
ness score, are then feed into either greedy or optimal model
selection algorithm (Sec. 10). On the one hand, the greedy
algorithm (Sec. 10.3) starts with selecting a hypothesis with
a high goodness score, maintaining a model diversity based
on the overlap between estimated inlier sets of already se-
lected and the remaining hypotheses. On the other hand, op-
timal model selection (Sec. 10.4) is solved as a quadratic
program. While the quadratic program’s objective is to max-
imize the total goodness score, we further impose the penalty
(Sec. 10.4.1) of selecting similar hypotheses. The final set of
hypotheses obtained by greedy or optimal model selection
along with their inlier set are then fed into a point-to-model
assignment (Sec. 11) to get the final output of the DGSAC
pipeline.
6 Preliminaries
A model hypothesis hi can be obtained by fitting the model
equation to a set of data points. Usually, this set contains
the minimum number of data points required to estimate the
model parameters, such a set is known as minimal subset
(MSS). For example, if the geometric structure is a line, the
cardinality of the minimal subset η is 2, and hi contains the
value of slope and the line’s intercept.
Residual. Residual of a data point xj w.r.t. a hypothesis hi
is a measure of disagreement of the data point w.r.t. hi. It
is computed using model specific residual function. Assume
that we have generated a total of m model hypotheses H =
{hi}mi=1. We compute residual of all data points with respect
to the hypothesis hi using model specific residual function,
which is defined as ψ(hi, xj) : Rd → R+ and store in a
residual vector ri as given in equation (1).
ri = [r1i = ψ(hi, x1), ..., r
n
i = ψ(hi, xn)] (1)
6.1 Hypothesis/Point preferences
Preference of a hypothesis is the rank ordering of all the data
points based on some criteria e.g. residual Chin et al. (2012)
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or residual density Tiwari and Anand (2018) and vice-versa,
the preference of a data point is the rank ordering of all
model hypotheses. To compute residual based hypothesis
preferences, we sort residuals in the vector ri in ascend-
ing order rq
1
i
i ≤ rq
2
i
i ≤, ...,≤ rq
n
i
i to get the sorted resid-
ual vector ρi = [r
q1i
i , r
q2i
i , ..., r
qni
i ]. The ordered indices of
data points qi = [q1i , q2i , ..., qni ] encodes the preferences of
the hypothesis hi. Similarly we order rj in ascending order
rj
l1j
≤ rj
l2j
≤, ...,≤ rjlmj . The ordered indices of data points
lj = [lj1, l
j
2, ..., l
j
m] encodes the preferences of the data point
xj . Since, we use residual as a ordering criteria, therefore
we refer qi and lj as residual based hypothesis and point
preferences respectively.
Preference analysis has been widely used in robust multi-
model fitting. Previous approaches Chin et al. (2012); Wong
et al. (2011, 2013); Yu et al. (2011) uses residual as a crite-
ria to derive point/hypothesis preferences. We demonstrate
with an example in Fig. 2, a data point’s top preference (a
hypothesis to which it has the smallest residual) does not
always correspond to a good model hypothesis (a model hy-
pothesis that best describes the data point and the underlying
model). The residual-based point’s preference is conditioned
only on the residual of the data point itself, and it ignores
what other points in the neighborhood are preferring. We
show point’s preference derived from the proposed Kernel
Residual Density (KRD), incorporate local consensus infor-
mation, and provide robust, meaningful preferences.
In the next section, we introduce kernel residual density
(KRD) for computing the KRD points preferences. First We
mathematically define the KRD and then discuss its impor-
tance. KRD is the most important component of DGSAC,
we will use it for computing point correlation (sec. 7.3),
guiding hypothesis generation (sec. 8), inlier noise scale es-
timation (sec. 9) and model selection (sec. 10).
7 Kernel Residual Density
Previously in Tiwari and Anand (2018), we have shown that
residual density provides crucial information that helps dif-
ferentiate inliers from outliers. It can be used at various stages
of a multiple-model fitting pipeline and is estimated directly
from the data without any user input. Here, we introduce a
new variant of residual density, which we refer to as vari-
able bandwidth kernel residual density. Mathematically, we
define kernel residual density (KRD) at a data point in the
residual space of the hypothesis hi as follows:
d
qji
i = Φ(hi, xqji ) =
1
n
n∑
k=1
1
b
qji
i
K
(ρji − ρki
b
qji
i
)
=
1
n
n∑
k=1
1
b
qji
i
K
(rqjii − rqkii
b
qji
i
) (2)
Where, bq
j
i
i is the variable bandwidth at the data point xqji
in the one-dimensional residual space of hi. Here, K(.) can
be any kernel function that must be symmetric around the
kernel origin. In this paper, we use Epanechnikov kernel (3).
Other kernels like Gaussian, etc., can also be used.
K(u) =
3
4
(1− u2)
s.t |u| ≤ 1
(3)
The KRD captures the density of the data points in the resid-
ual space.
The critical factor in our KRD formulation is the choice
of variable bandwidth. We choose the bandwidth bq
j
i
i at the
data point xqji in the 1-dimensional residual space of hy-
pothesis hi to be ρji . Our choice of variable bandwidth en-
sures that only one dominating density peak would exist
around the regression surface. All the data points with resid-
ual smaller than ρji contribute in the density estimation at
data point xqji in 1-D residual space of hi. On the other hand,
if we fix the bandwidth, it would give rise to many density
peaks due to spurious local structures. This behavior is also
shown in Wang and Suter (2004).
An example of kernel residual density computed for a good
and bad hypothesis is shown in Fig. 2(d). The correspond-
ing good and bad hypotheses are shown in Fig. 2(c). It can
be seen from the plots; for a good hypothesis, the kernel
residual density is large near the regression surface (inlier
region) compared to the outlier region. For a bad hypothe-
sis, KRD is nearly flat throughout except a small peak near
the regression surface.
Next, we discuss the advantage of using Kernel Residual
Density, but first, we introduce KRD based point prefer-
ences.
7.1 KRD Based Point Preferences
Unlike residual based point preference in Sec. 6.1 where for
each data point we ordered hypotheses in increasing order of
their residual values, in density based point preferences we
rank ordered hypotheses based on decreasing order of ker-
nel densities. For each data point xj , we find permutation
vj = [vj1, v
j
2, ..., v
j
m] such that d
j
vj1
≥ dj
vj2
≥, ...,≥ dj
vjm
. The
permutation vector vj encodes the KRD based point prefer-
ence of jth data point.
Note: hypotheses are ordered in decreasing order of their
density values.
7.2 Why Kernel Residual Density?
We demonstrate the benefit of Kernel Residual Density us-
ing ea line fitting example in Fig. 2. From a pool of hypothe-
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Fig. 2: (a) Ground-Truth Structure, (b) Density based (magenta) and Residual based (green) top-1 preference of 5 inliers of
the ground-truth structure (blue). It can be seen, density based top preference of the data points preferring the hypothesis from
the dense structure, while residual based preferences are arbitrary hypotheses to which data points have small residuals only.
(c) a good (magenta) and a bad (green) hypothesis of the ground-truth structure in (a), (d). the Kernel Residual Density profile
of corresponding good and bad hypothesis shown in (c). It is expected for a good hypothesis to have high density around
regression surface (equivalently inliers are densely packed around the regression surface). For a bas hypothesis density would
be nearly flat except a very small pear around the regression surface due to small spurious structures.
ses, we plotted stop-1 preferred hypothesis of 5 different
inliers of the ground truth structure. The green hypotheses
are the residual-based top-1 preference of jth data point
(i.e. hypothesis with index lj1), while in magenta are the
KRD based top-1 preferred hypothesis (i.e. hypothesis with
index vj1). We can see only density-based top-1 preferences
are the good hypotheses that belong to a genuine geomet-
ric structure. This phenomenon is because, the kernel den-
sity captures the local consensus information, in the form
of data points having similar residuals. Intuitively, density-
based preference of a data point xjsc’s, indirectly accounts
all the data points lying within the variable bandwidth bq
j
i
i of
a hypothesis hi at data point xj .
Another advantage of using kernel density is that it helps
differentiate inliers and outliers. In the case of a good hy-
pothesis, its inliers due to their smaller residuals form a dense
cluster around the regression surface. In contrast, its outliers
due to comparative larger residuals form a nearly flat region
away from the regression surface. The above phenomenon
can be verified from the kernel residual density profiles of a
good and bad hypothesis shown in Fig. 2(d) . We can see that
the good hypothesis has a higher density around the regres-
sion surface and a nearly flat region as we move away from
the regression surface. On the contrary, we can see a bad hy-
pothesis has a nearly flat density profile throughout except
for a small peak near the regression surface. In the following
sections, we show the use of KRD in various components of
DGSAC.
Next, we describe the density-based point correlation
and discuss its advantage over residual-based point corre-
lation.
7.3 KRD based point correlation
We defined pairwise point correlation as the fraction of over-
lapped top-T point preferences. It is computed by applying
the intersection kernel over top-T preferences as shown in
Eq. 4, which shows the pairwise point correlation between
data point xi and xj . Here, vi1:T and v
j
1:T are top-T prefer-
ence of point xi and xj computed as shown in Sec. 7.1.
cji =
vi1:T ∩ vj1:T
T
(4)
Let the pariwise KRD based point correlation matrix (PCM)
is denoted by matrix C, where its elements are computed
using Eq. 4.
7.3.1 Analysis of Residual and KRD Based PC
Similar to the KRD based point correlation, we can compute
residual-based point correlation by replacing the density-
based preferences vJ with residual-based preferences lj (Sec.
6.1) in the Eq. 4. We use breadcubechips example from the
AdelaideRMF dataset Wong et al. (2011), to show a quali-
tative comparison between residual and KRD based PCM in
Fig. 3. Ideally, a good point correlation computation strat-
egy is the one, which provides a high correlation between a
pair of inliers of the same structure and zero correlation oth-
erwise. We show residual and KRD based point correlation
matrix in Fig. 3(a) and 3(b) respectively, with brighter pix-
els indicating higher pairwise correlation. For better illustra-
tion, the points are ordered by structure membership, with
the top set of rows being the gross outliers. For each three
structures bread, cube and chips The percentage of uncorre-
lated outliers (i.e. zeros pairwise correlation value computed
using Eq. 4) varying with the iteration of Algo. 1 is plotted in
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Fig. 3: Residual vs. KRD based point correlation:
breadcubechips example of AdelaideRMF Wong et al.
(2011) dataset (a) Residual based and (b) Density based
point correlation (PC) matrix. For better visualization the
rows and columns in (a) and (b) are ordered by structure
membership. For each of the three structures bread, cube
and chips, plots in (c), (d) and (e) show percentage of un-
correlated outliers varying with iterations of (Algo. 1) re-
spectively.
3(d), (e) and (f) respectively. At each iteration, the percent-
age is significantly larger for density-based PC than residual,
which indicates that a high percentage of inliers are corre-
lated with the other inliers of the same structure. Since the
inliers of a hypothesis have a non-zero correlation with the
other inliers and zero correlation with the outliers, any in-
formation derived from KRD based PC e.g.conditional PMF
in Sec. 8 is robust to the outliers. The value of T is set af-
ter thorough empirical validation independently for both the
residual and KRD based PCM. In the case of residual-based
PCM, the choice of T =b0.1mc is selected according to the
prior work Chin et al. (2012); Wong et al. (2013). In this
work (DGSAC), we use only KRD based point correlation
and the value of T is set to T =5 for all experiments in Sec.
12. Since the value of T is the function of m for residual
based PC, its computation time will increase linearly with
m, while for density-based PC it will be constant w.r.t.m
because the value of T = 5 is fixed. The constant compu-
tation time of pairwise density-based correlation makes it
more advantageous over the residual-based PC.
8 KRD Guided Hypotheses Generation
Hypothesis generation is the critical component of a multi-
model fitting pipeline that operates in a hypothesize-and-
test framework. The quality of generated hypotheses signif-
icantly influences the final result of the multi-model fitting
pipeline, i.e., classification of data point into their respective
genuine structures. The purpose of a guided hypothesis gen-
eration process is to generate good hypotheses for all possi-
ble underlying genuine structures. Generating a hypothesis
is equivalent to sampling its corresponding minimal sam-
ple set (MSS) followed by a deterministic step of the fitting
model equation to the MSS elements. The goal of a guided
sampling algorithm is to sample many pure MSS (contain-
ing elements that are inliers to the same structure).
Most of the multi-structure guided sampling algorithms
take the following approach: sample the first element from
a uniform distribution and sample the other elements from
a conditional probability mass function (CPMF), which is
usually derived from the PCM Chin et al. (2012); Wong et al.
(2013). In the proposed Kernel Density Guided Sampling
(KDGS) algorithm, we adopt a similar strategy except that
we sample first element of MSS deterministically and the re-
maining from the CPMF derived from point correlation ma-
trix (PCM) and potential good hypotheses of the first sam-
pled element. The complete KDGS algorithm is illustrated
in (Algo. 1), which we describe below in detail.
Algorithm 1: KRD Guided Sampling (KDGS)
1 Input: X, η, Output: H, R, D
2 Initialization: C← 1n×n, S← 1n×n,H = R = D = ∅
3 ν ← {1..n}, τjprev = τjcurr = 0
4 while ν 6= ∅ do
5 [Ĥ, R̂, D̂]← generateHyps(C, ν, η, S)
6 H← {H ∪ Ĥ}, R← {R ∪ R̂}, D← {D ∪ D̂}
7 for i← 1 to m (no.of hypotheses in H) do
8 dji = d
j
i/
∑n
j=1 d
j
i , ∀j ∈ [1, ..., n]
9 pii = mean(d
w1
i
:wβi
i )−mean(dw
n−β
i :w
β
i
i )
10 dji = d
j
i × pii, ∀j ∈ [1, ..., n]
11 end
12 V← KRDPointPreferences(D)
13 for j ← 1 to n do
14 θj = {i, s.t rji ≤ ρβi }, ∀i ∈ [1, ...,m]
15 iden = argmaxi ∈ θj d
j
i
16 ires = argmini ∈ θj
(∑β
j=1 ρ
j
i/β
)
17 riden =
max(rires )
rjires
, ∀j ∈ [1, ..., n]
18 sj =
djiden∑
j d
j
iden
× r
j
ires∑
j r
j
ires
, ∀j ∈ [1, ..., n]
19 τjcurr =
∑
i∈θj d
j
i/|θj |
20 end
21 ν ← {j | (τjcurr − τjprev) ≥ ατjcurr} ∀j ∈ {1..n}
22 C← updatePointCorrelation(C, ν)
23 τjprev ← τjcurr
24 end
25 Θ ← ⋃nk=1 vk1
26 H← H{Θ}, R← R{Θ}, D← D{Θ}
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8.1 Complete flow of KDGS
We first outline the complete flow of KDGS and then de-
scribe each component in detail. KDGS maintain an index
set ν that contains indices of data point for which hypothe-
ses is yet to be generated. KDGS starts with initializing the
set ν = [1, ..., n] (Algo. 1, line 3), the PCM C and sampling
weight matrix from potential good hypotheses S (described
later) of size n × n with all elements equals to one (Algo.
1, line 2). The initial C matrix represent that every point
pair is equally correlated. We use routine generateHyps
(Algo. 2), with inputs C,S, ν and η to generate hypotheses.
For each data point j ∈ ν, the routine generateHyps
generate a hypothesis by sampling η points using condi-
tional PMF derived from cj and sj . The important steps in
Algo. 2 are in lines 4,6-8, where for each jth data point
(j ∈ ν), we deterministically select the data point itself to
be the first element of the MSS (M) (Algo. 2, line 4) and
the remaining η−1 elements ofM without replacement (en-
forced by Algo. 2, line 7) using the conditional PMF derived
from cj and sj (Algo. 2, line 6) obtained from KRD point
correlation and potential good hypotheses (Algo. 1, line 18).
Using the data points with indices in the setM, we generate
a model hypothesis h using the function fitModel (Algo.
2, line 11) , which is deterministic function and is known
a priori for different model fitting tasks (plane, homogra-
phy, vanishing point, etc.). We collect the |ν| hypotheses in
H (Algo.2, line 12) and compute the corresponding resid-
ual matrix R (Algo.2, line 14) and residual density matrix D
(Algo.2, line 15).
We combine the outputs of the routine generateHyps,
the generated hypotheses H and the corresponding residual
(R) and kernel density matrix D in the current iteration with
our previous set (Algo. 1, line 6). With a slight abuse of
notation we use set union even with the matrices, only to
emphasize uniqueness of rows after the update. The den-
sity profiles of newly generated hypotheses are then normal-
ized and scaled (Algo. 1, line 8-10). The updated density
matrix is used to recompute the rows of point preference
matrix V (Algo. 1, line 12) as described in (Sec. 7.1). For
each jth data point KDGS maintain an explanation score
τ j , which is the mean of its kernel densities w.r.t. all the po-
tential good hypotheses in θj (Algo. 1, line 14). The expla-
nation score of all data points in the current iteration τcurr is
compared with the previous iteration τprev, if it stop chang-
ing significantly we exclude those data points from the set
ν. For the remaining points in the set ν we update the cor-
responding pairwise correlation values in the point correla-
tion matrix C. The updated correlation matrix and sampling
weight sj , ∀j ∈ {1..n} computed using density and residual
based best potential good hypotheses (Algo. 1, line 14-18),
is further passed to generateHyps routine. The whole
process repeat until the set ν is empty. Finally, we retain the
unique set of hypotheses which are in the top-1 preference
of all points and the corresponding residual and density ma-
trices (Algo. 1, lines 25-26).
Algorithm 2: generateHyps
1 Input: C, ν, η, S, Output: H, R, D
2 foreach j ∈ ν do
3 M← ∅
4 M← {M∪ j}
5 for k ← 2 to η do
6 c← cj × sj
7 c{M} ← 0
8 c← c
Σc
9 M← {M∪ getSample(c)}
10 end
11 h← fitModel(M)
12 H = {H ∪ h}
13 end
14 R← computeResiduals(H)
15 D← computeKernelResidualDensity(R)
Scale density profiles. To make density profiles of all hy-
potheses in H comparable we normalize them sum to 1 (Algo.
1, line 8. We further scale them with the disparity in the
mean kernel density of top-β and bottom-β KRD based hy-
pothesis preferences (Algo. 1, line 9-10). Similar to KRD
based point preferences in (Sec. 7.1), we can find KRD based
preferences of ith hypothesis in vector wi = [w1i , w2i , ..., wni ]
such that dw
1
i
i ≥ dw
2
i
i ≥, ...,≥ dw
n
i
i .
Potential good hypotheses of a data point. We define a hy-
pothesis is potentially good for a data point (equivalently, it
can describe the underlying structure to which the data point
potentially be an inlier) if the point lies within β neighbor-
hood in its residual space. Let the set of all potential good
hypotheses of jth data point is denoted by θj (Algo. 1, line
14). We fix β = 2η, it can be thought of the size of small-
est genuine structure. For fitting tasks like line, plane, circle,
and vanishing point, where η is too small (< 5), we set β to
be at-least 15.
Conditional PMF. For each jth data point we first com-
pute its potential good hypotheses θj (Algo. 1, line 14). Let
iden ∈ θj be the index of the hypothesis to which that
jth data point has the maximum kernel density (Algo. 1, line
14). Similarly, let ires ∈ θj be the index of hypothesis which
has minimum mean residual of top-β data points in the resid-
ual space (Algo. 1, line 15). With iden, ires, we get the best
potential good hypotheses that can best describe the jthdata
point at that instant of the hypothesis generation process.
Note: It may be possible that iden = ires, but it does not af-
fect the further process. Since, iden is obtained using density
and ires using residual information, we derive conditional
sampling weight using density profile and residual profile
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Data (left view only) ν vs Iterations τcurr vs iteration # good hyps per structure
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Fig. 4: Termination analysis of Kernel Density Guided Sampling (KDGS). Refer text in Sec. 8.1.1 for detail.
of iden and ires respectively and then combine them (Algo.
1, line 17-18). The conditional sampling weight using iden
is directly proportional to the density values (higher is the
density value more likely it is an inlier). This choice is made
based on the fact: if jthdata point is the potential inlier of
iden hypothesis, then the data points which has higher den-
sity values in the density profile of iden hypothesis are most
likely also the inliers to the same structure to which jth data
point belongs. Hence, if we sample the jth data point in an
MSS, then the remaining elements of MSS should be sam-
pled using conditional sampling weights derived from a den-
sity profile of iden. Similarly, if jth point is the potential
inlier of ires hypothesis, then the data points with smaller
residuals are also most likely inliers of the same structure
to which jth data point belongs. The conditional sampling
weights using iden and ires hypotheses are computed as
djiden∑
j d
j
iden
and
rjires∑
j r
j
ires
,∀j ∈ [1, ..., n] respectively. Which
is then combined in Algo. 1, line 18) as below:
sj =
djiden∑
j d
j
iden
× r
j
ires∑
j r
j
ires
,∀j ∈ [1, ..., n] (5)
Recall, KDGS aims to generate hypotheses for each data
point. Therefore, for jth data point the conditional PMF for
sampling points in MSS (M) is computed using its pairwise
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point correlation with all other data points in cj and condi-
tional sampling weight sj as shown in Algo. 2, line 6. The cj
and the sj are the corresponding columns of jth data point
in the matrix C and S respectively.
When to stop generating hypotheses?. KDGS maintains
an index set ν that contains indices of data point for which
hypotheses are yet to be generated. KDGS starts with initial-
izing the set ν = [1, ..., n] (Algo. 1, line 3) and stops when
ν is empty. Next, we describe the process of updating the set
ν. In order to identify the points in ν that are well explained
by the hypotheses in H, we introduce an explanation score
τ . For each jth data point, the τj is computed as the mean of
its kernel densities w.r.t. all the hypotheses in its correspond-
ing θj (Algo. 1, line 19). If the explanation score does not
change significantly (Algo. 1, line 21, we fixed α = 0.1 for
all our experiments), we assume the point is well explained
and remove it from the set ν. Ideally, we expect the explana-
tion score of each data point should be high and saturating
when KDGSA terminates. We analyze this behavior in the
next section.
8.1.1 Termination Analysis of KDGS
We analyze the behaviour of explanation score τcurr and ν
with every iteration of while loop of Algo. 1, using two se-
quences each of motion segmentation (top 2 rows) and pla-
nar segmentation (bottom 2 rows) of AdelaideRMF dataset
Wong et al. (2011) in Fig. 4.
We show cardinality of set ν w.r.t. iterations of the while
loop of Algo. 1 in Fig. 4 (column 2). It can be seen that
the cardinality of ν set decreases with every iteration of the
while loop of Algo. 1 and reaches to zero. Simultaneously,
we can see, τcorr of data points of each structure (e.g. st-
1,st-2,...), also saturates at the same iteration when KDGS
terminates. For better illustration, we plotted the mean of the
explanation scores tcurr of the data points belonging to the
same structure w.r.t. the iterations of KDGS. Another im-
portant observation is, along with explanation scores (τcurr),
the number of good hypotheses generated for each structure
also tends to saturate when the algorithm approaches the ter-
mination.
While it is difficult to guarantee that termination of Algo.
1 with an upper bound on the number of generated hypothe-
ses, the strong empirical evidence shown in Fig. 4 indicates
the KDGS terminates few iterations and generates hypothe-
ses for all structures. In Sec. 12, we compare KDGS with
other competitive guided sampling algorithms.
9 KRD Based Inlier Noise Scale Estimation
In Tiwari and Anand (2018), an inlier fraction estimation al-
gorithm estimateFraction is proposed. It takes residual den-
sity Tiwari and Anand (2018), a sorted residual vector, the
size of the MSS, and output the fraction of inliers fˆ . For
each ith hypothesis, we input its kernel Residual Density
(from Sec. 7) di, sorted residual vector ρi (from Sec. 6.1)
and size of MSS η to the fraction estimation algorithm es-
timateFraction and record the estimated fraction in fˆi. The
estimateFraction algorithm estimate the fraction by finding
an inlier/outliers boundary using density disparity, and dis-
persion of residuals. For details we refer reader to Tiwari
and Anand (2018). From estimated fraction we can compute
the number of estimated inliers (ti) as ti = bfˆi nc. The in-
lier noise scale σi is estimated using sorted residual vector
ρi and the estimated number of inliers ti as below in Eq. 6.
The estimated fraction fˆi to estimate noise scale σˆi.
σˆi =
√∑ti
j=1( ρ
j
i −mean(ρ1:tii ) )2
ti − 1 (6)
Note: we estimate noise scale for each hypothesis indepen-
dently, hence cover those cases where different structures
may have different noise scale.
10 Greedy/Optimal Model Selection
In this section, we propose two variants of model selection:
greedy and a quadratic program based optimal model selec-
tion. Before describing model selection algorithms, we first
detail a few preliminaries.
Preliminaries. Using number of estimated inliers ti from
Sec. 9, we can obtain estimated inlier set of each hypothesis
hi as Ii = {q1i , q2i , ..., qfii } from their respective hypoth-
esis preference set qi (Sec. 6.1). Due to the nature of the
hypothesis generation process, there may be multiple model
hypotheses that explain the same inlier structure. The goal
of model selection is to retain the most representative model
hypothesis and discard the redundant ones. To identify the
best model, we need a measure to quantify the goodness
of a model. Since the number of structures is not known a
priori, therefore, we need to measure the redundancy be-
tween model hypotheses before discarding them. For the lat-
ter, we estimate the pairwise correlation between hypotheses
by computing the Spearman-Footrule (SF) distance Wong
et al. (2013); Fagin et al. (2003) between their correspond-
ing inlier only preference lists.
10.1 Hypothesis Correlation using Spearman-Footrule
For each hypothesis pair hi and hk, let their respective top-t
inlier only preference list are denoted by q¯i = [q1i , q2i , ..., qti ]
and q¯k = [q1k, q2k, ..., qtk], where, t = min(ti, tk) (i.e. min-
imum of the number of estimated inliers). The Spearman-
Footrule distance is computed using (7), where Y (q¯i) de-
notes the data points with indexes in q¯i and jq¯i denotes the
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position of the data point (j) in the preference list q¯i. We
use j+ 1 for jq¯i if j /∈ Y (q¯i). Variables for q¯k are similarly
defined.
SF(q¯i, q¯k) = Σj∈Y (q¯i)∪Y (q¯k) |jq¯i − jq¯k | (7)
zki = 1−
1
t× (t+ 1)SF(q¯i, q¯k) (8)
We compute pairwise hypothesis correlation between hi and
hk is computed using (8) as zki ∈ [0, 1]. A perfect correla-
tion of zik = 1 indicates that both hi and hk have identical
inlier only preference lists, while zik = 0 indicates com-
pletely dissimilar. We construct a binary similarity matrix B
by thresholding zik ≥ δ. We say a pair of hypotheses are
similar, i.e. bik = 1, if z
i
k ≥ δ, else dissimilar i.e. bik = 0.
We construct a binary similarity matrix B by thresholding
zij ≥ δ.
10.2 Model Hypothesis Goodness Measure
For each model hypothesis hi we measure it goodness gi, it
is defined as the ratio of median density of estimated inliers
and top-β closest outliers weighted by inverse estimated in-
lier noise scale σˆi. The goodness score gi is computed as
shown below in Eq. 9, where γi = [ti + 1, ..., ti + β] are
the indices of top-β closest outliers in the residual space.
gi =
median(d1:tii )
median(dγii )
× 1
σˆi
(9)
We use goodness scores g = [g1, ..., gm] of all the model
hypothesis in our model selection algorithms, which we de-
scribe in the next sections.
10.3 Greedy Model Selection (GMS)
The complete greedy model selection (GMS) algorithm is
explained in Algo. 3. It starts with initializing the index set
` = {1, ..,m}, which, contains the indices of all gener-
ated hypotheses in H. The Algo. 3 takes model goodness
scores g = [g1, g2, ..., gm] and binary similarity matrix B
(Sec. 10.1) and output the indices of final selected models in
ϑ. The algorithm begins with selecting the hypothesis with
maximum goodness score (Algo. 3, line 4) (say the hypothe-
sis with index k (i.e. hk) has the maximum goodness score).
Next, it identifies the hypotheses similar to kth hypothesis
in the set % and remove them from the set `. The removed
hypotheses are high likely the representative hypotheses the
structure already explained by kth hypothesis. The process
is repeated until the set ` is empty. The final set of fitted
models are in ϑ (Algo. 3, line 6).
Algorithm 3: Greedy Model Selection (GMS)
1 Input: g,B, Output: ϑ
2 Initialization: ϑ← ∅, `← {1, ..,m}
3 while ` 6= ∅ do
4 k ← argmaxi gi, ∀i ∈ `
5 %← {i | bik = 1}, ∀i ∈ `
6 ϑ← {ϑ ∪ κ}
7 `← {` \ %}
8 end
10.4 Global Optimal Model Selection
In this section, we formulate the model selection as a stan-
dard quadratic program for global optimal model selection.
The quadratic program formulation is given in Eq. 10, where,
g = [g1, g2, ..., gm] contains the model goodness score of all
the hypotheses in H, λ is the regularization constant and Q
is the symmetric matrix derived from symmetric hypothesis
correlation matrix Z (Sec. 10.1), diagonal penaly matrix P
(Sec. 10.4.1) and g. The solution of the quadratic program is
a m dimensional vector y ∈ [0, 1]m×1, where m is the num-
ber of hypotheses in H. We use trust region reflective algo-
rithm Conn et al. (2000); Coleman and Li (1996) to solve
the quadratic program in Eq. 10. The trust region is defined
by the linear bounds 0 ≤ yi ≤ 1, ∀i ∈ {1, ...,m}. We use
qudprog solver of Matlab1 to apply trust region reflective al-
gorithm. The initial point y0 for the optimization is set to
y0 = 0.5
m×1, which is a m length vector with all entries
equal to 0.5. The final set of fitted models ϑ are obtained as
ϑ = {i | yi ≥ pi}, where, pi is the threshold we use to hard
select the final set of hypotheses. We set pi = 1e-3 for all
our experiments.
max
y
gT y− λ yTQy
s.t. y ∈ [0, 1]m×1
(10)
We next describe the process of constructing the diagonal
penalty matrix P.
10.4.1 Diagonal Penalty Matrix
The steps for constructing a diagonal penalty matrix is ex-
plained in Algo. 4. We adopt a tree traversal based con-
struction of diagonal penalty matrix similar to proposed Yu
et al. (2011). We first iteratively construct trees by connect-
ing edges between nodes. The node corresponds to the hy-
pothesis and the directed edge between hypotheses hi to hk
indicates gk geq gi and zik > 0.5. The complete process as
follows: for each ith hypothesis we select the maximum
correlated hypothesis (other than itself) (Algo. 4, line 4).
1 https://in.mathworks.com/help/optim/ug/quadprog.html
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Fig. 5: If there are a total of 15 hypotheses present in H, a
possible output of Algo. 4, lines 4-7 looks like this. Note:
This is just for the illustration purpose, the number of trees
and hypotheses may vary.
If the maximum correlated hypothesis (say kth hypothe-
sis) has high goodness score and they are 50% correlated
(Algo. 4, line5), we add an edge from hi to hk (Algo. 4, line
6), otherwise, we add an edge to itself (Algo. 4, line7). We
repeat this process for all the hypothesis in H. A snapshot
of the output of Algo. 4, lines 4-7 is shown in Fig. 5. For
each node (equivalently hypothesis hi), we find its root node
(Algo. 4, line 9). For example, refer Fig. 5, the root node
of h4, h8 h6 and h15 are h3, h3, h9 and h15 respectively.
Let the root node of hi is indexed by ir (Algo. 4, line 10).
For each ith hypothesis, if i 6= ir, we compute the re-
spective diagonal entry in the diagonal penalty matrix P,
i.e. pii = max( g ) × ( ziirgi) (Algo. 4, line 13). The di-
agonal matrix is then added to the scaled hypothesis corre-
lation matrix Z as shown below in Eq. 11 to enforce model
diversity.
Q = max(g)× Z + P (11)
Algorithm 4: Diagonal Penalty Matrix
1 Input: H,Z, g, Output: P
2 Initialization: P← 0n×n
3 for i← 1 to m do
4 k ← argmaxj zij
5 if k 6= i, and gk ≥ gi with zik ≥ 0.5
6 then add an edge from hi to hk (hi → hk)
7 else add an edge to itself from hi to hi (hi → hi)
8 end
9 for each node (hi), perform tree traversal and find its
10 root node hir indexed by ir .
11 for i← 1 to m do
12 if i 6= ir then
13 pii = max(g)× (ziirgir )
14 end
15 end
11 Point-to-Model Assignment
After model selection either greedy (GMS) or optimal (QMS),
we get indices of our final set of selected model hypotheses
in ϑ and their associated inlier sets Ii, i ∈ ϑ. At this stage,
some of the data points may be members of multiple sets Ii
and Ij for i, j ∈ ϑ. This is acceptable for soft partitioning,
however, we reassign the points based on the kernel density
to achieve hard partitioning of data points. That is, a point
(say xj) can be associated to only one inlier set (say Ik),
provided djk ≥ dji ∀i ∈ {ϑ \ k}. We refine the inlier sets
following above kernel density based point-to-model assign-
ment strategy.
12 Experimental Analysis
In this section, we evaluate our proposed DGSAC pipeline.
We first present an experimental evaluation of our KRD Guided
Sampling (KDGS). Next, we evaluate the full DGSAC pipeline.
We present the evaluation of two variants of our full pipeline.
One with guided sampling (KDGS) with greedy model se-
lection (dubbed as DGSAC-G), other is a guided sampling
(KDGS) with optimal (QMS) model selection (dubbed as
DGSAC-O). We evaluate full DGSAC pipeline on wide va-
riety of applications: planar segmentation, motion segmen-
tation, vanishing point estimation/lines classification, plane
fitting to 3D point cloud, line and circle fitting.
Datasets: The datasets we use in this paper for the respec-
tive applications are as follows:
Planar and Motion Segmentation: We use standard Adelai-
deRMF Wong et al. (2011) dataset. It consists of 19 each
sequence for planar and motion segmentation. The dataset
provides labeled SIFT point correspondences in two-view
and the ground-truth labeling for each point correspondence.
We use ground-truth only for the evaluation purpose.
Vanishing Point Estimation: We use the York urban line seg-
ment Denis et al. (2008) and the Toulouse Vanishing Points
Angladon et al. (2015) data sets. The York Urban and Toulouse
Vanishing Point data sets comprise 102 and 110 images of
indoor and outdoor urban scenes.
Plane Fitting to 3D Point Cloud: We use two real examples
CastelVechio and PozzoVeggiani of SAMANTHA Farenzena
et al. (2009) data set. Since the ground truth labeling of data
points is not available. We show qualitative results for this
application.
Line and Circle Fitting: We use Star5 and Circle5 dataset
from Toldo and Fusiello (2008). These examples are syn-
thetically generated with Gaussian noise σ = 0.0075 and
50% outliers.
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Table 1: Qualitative Evaluation of KDGS. #H is the total number of hypotheses generated by each method, #HM(%) is the
percentage of good hypotheses satisfying the all inlier MSS criteria, #HI(%) percentage of good hypotheses having at-least
80% overlap of their estimated inliers with the true inliers, n is the number of point correspondences, O(%) is the outlier
percentage. The T = [T1, T2, ..., Tκ] vector shows the number of true inliers of all κ genuine structures. tim(s) shows the total
time taken in seconds. Image shows two-view visual ground-truth inliers with color coded structural membership. Outliers
are in red. Best result is in bold and second best is underlined.
Planar Segmentation Motion Segmentation
Data MGS ITKSF DHF DGS Data MGS ITKSF DHF DGS
#H 620 218 55 34 #H 380 213 68 154
#HM 9.8 16.7 15.9 86.6 #HM 32.15 57.98 85.23 86.39
#HI 6.0 7.6 8.4 84.6 #HI 55.69 59.41 73.79 97.30
barrsmith, n = 235, O = 69.8%
T = [ 50,21 ]
tim 3.27 3.27 3.27 3.27
biscuitbookbox, n = 258, O = 37.2%
T = [ 67,41,54 ]
tim 4.38 4.38 4.38 4.38
#H 463 201 61 57 #H 328 169 71 157
#HM 18.3 26.8 44.8 96.1 #HM 21.67 32.26 68.34 69.41
#HI 16.7 21.3 31.2 100.0 #HI 44.92 41.50 75.53 95.83
elderhalla, n = 214, O = 60.8%
T = [ 38, 46 ]
tim 1.90 1.90 1.90 1.90
boardgame, n = 266, O = 42.5%
T = [ 63, 63, 27 ]
tim 3.33 3.33 3.33 3.33
#H 611 231 56 64 #H 264 182 68 130
#HM 16.0 23.9 27.5 81.8 #HM 21.79 50.14 72.31 67.53
#HI 11.7 12.5 15.0 82.2 #HI 46.00 73.66 94.45 96.87
elderhallb, n = 245, O = 49.8%
T = [ 38, 25, 60 ]
tim 3.43 3.43 3.43 3.43
breadcartoychips, n = 231, O = 35.5%
T = [ 33, 23, 39, 54 ]
tim 2.37 2.37 2.37 2.37
#H 956 331 68 140 #H 258 181 70 137
#HM 34.3 47.4 70.2 84.8 #HM 27.26 55.98 86.98 76.68
#HI 31.4 34.6 37.8 92.8 #HI 52.40 73.70 89.16 96.24
johnsona, n = 353, O = 21.2%
T = [ 76, 91, 61, 50 ]
tim 11.60 11.60 11.60 11.60
breadcubechips, n = 230, O = 35.2%
T = [ 34, 57, 58 ]
tim 2.15 2.15 2.15 2.15
#H 579 215 59 37 #H 415 237 76 81
#HM 38.3 46.1 58.4 90.8 #HM 28.30 51.56 85.66 80.29
#HI 36.5 34.3 24.5 61.6 #HI 58.80 67.77 90.56 97.29
ladysymon, n = 227, O = 33.5%
T = [ 102, 49 ]
tim 2.65 2.65 2.65 2.65
breadtoy, n = 278, O = 37.4%
T = [ 119, 55 ]
tim 4.57 4.57 4.57 4.57
#H 546 220 56 66 #H 197 135 57 88
#HM 23.6 30.3 42.7 56.3 #HM 21.55 50.67 71.31 75.12
#HI 24.6 25.0 28.3 83.1 #HI 40.44 66.58 82.22 96.82
napierb, n = 237, O = 37.1%
T = [ 46, 33, 70 ]
tim 2.43 2.43 2.43 2.43
breadtoycar, n = 164, O = 34.1%
T = [ 37, 39, 32 ]
tim 1.24 1.24 1.24 1.24
#H 939 343 66 32 #H 176 138 57 84
#HM 48.8 55.2 74.8 95.7 #HM 23.64 50.37 69.42 70.21
#HI 51.9 49.6 50.0 95.2 #HI 50.37 69.12 84.95 92.86
oldclassicswing, n = 363, O = 32.2%
T = [ 181, 65 ]
tim 11.30 11.30 11.30 11.30
carchipscube, n = 164, O = 36.6%
T = [ 18, 33, 53 ]
tim 1.23 1.23 1.23 1.23
#H 141 95 47 10 #H 371 191 73 170
#HM 38.5 39.1 53.6 99.3 #HM 21.53 36.11 86.73 74.94
#HI 33.9 33.3 27.5 100.0 #HI 42.67 48.17 81.37 98.10
physics, n = 103, O = 46.6%
T = [ 55 ]
tim 1.01 1.01 1.01 1.01
cubechips, n = 277, O = 51.6%
T = [ 81, 53 ]
tim 3.73 3.73 3.73 3.73
12.1 Experimental Analysis of KDGS
We compare our guided sampling algorithm with other state-
of-the-art methods like DHF Wong et al. (2013), Multi-GS
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Chin et al. (2012), ITKSF Wong et al. (2013) for which
the authors released the implementations 2. The competing
methods DHF, ITKSF, and Multi-GS, works in a time bud-
get framework and require a user-specified inlier threshold.
In contrast, our method (KDGS) is a non-time budget, self-
terminating, and does not require an inlier-outlier threshold.
Since KDGS is an automated guided sampling method, for
a fair comparison, we first run KDGS and record the time
taken for each data sequence. We run all three competing
methods for the same time budget and evaluate KDGS using
AdelaideRMF Wong et al. (2011) dataset for planar and mo-
tion segmentation. Metrics. The competing methods have
defined a good model hypothesis as a hypothesis fitted on an
all inlier MSS. However, it may be possible that a hypothe-
sis fit on an all inlier MSS results in a bad hypothesis due to
the inherent noise scale Tennakoon et al. (2015). Therefore,
in addition to the all inlier MSS criteria, we define another
strong criterion for defining a good model hypothesis: a hy-
pothesis is a called a good hypothesis if its estimated inliers
have at-least 80% overlap with the true-inliers.
Results. We report quantitative results in Tab. 1. We tabulate
the total number of hypotheses generated by the respective
methods (#H), the percentage of good hypotheses based on
all inliers MSS (#HM(%)), and the percentage of hypothesis
satisfying the 80% overlapping criteria (#HI(%)). The total
time taken tim (in seconds) by the KDGS algorithm is re-
ported. While we have also reported the running time, it may
not be a strictly fair comparison as some parts of the compet-
ing methods are implemented in C programming language.
DGSAC is fully implemented in Matlab; therefore, further
improvement in running time is possible with an optimized
implementation.
Analysis. On the one hand, most of the guided sampling al-
gorithms use 10 seconds as a reasonable time budget for run-
ning the guided sampling algorithm. On the other hand, the
proposed KDGS self-terminates after generating hypothe-
ses explaining all the data points. From the results in Tab.
1 it can be seen that compared to other competing methods,
KDGS can generate a high percentage of good hypothesis
and self-terminate within a time which is an order of magni-
tude smaller (in most of the cases) than the usual time bud-
get (i.e. 10s). In some cases, johnsona, and oldclassicswing,
the time taken by KDGS is slightly more than 10s, while
generating a high percentage of good quality hypotheses.
Any time budget used by the sampling methods is merely
a guess, and there exist no time budget constraints that en-
sure at least one good hypothesis generation for all genuine
structures. While KDGS uses an explanation score to stop
the sampling process, which is a data-driven approach than
2 We thank Hoi Sim Wong for providing the source code of DHF
and ITKSF.
any time budget guess.
Consider breadtoy example, where, #HM is smaller than
#HI, which indicates that not all hypothesis fitted on all in-
lier MSS are good. It happens due to the inherent large noise
scale within the true structure, which leads to a bad hypoth-
esis capable of describing less than 80% of true inliers.
DHF vs KDGS. The closest method to our KDGS is the
DHF. DHF also follows a per point iterative guided sam-
pling approach. We show using the multiple-circle fitting ex-
ample on Circle5 dataset to show the quality of hypotheses
generated by both KDGS and DHF w.r.t. the sampling iter-
ations. The qualitative analysis is shown in Tab. 2. It is ev-
ident, KDGS quickly starts sampling within true structures,
hence, generating meaningful good hypotheses.
Outlier rate(%) vs. % of good hypotheses. We analyze
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Fig. 6: % of good hypotheses w.r.t. the outlier rate (%).
the effect of the outlier rate (%) on the performance of DHF,
ITKSF, Multi-GS, and KDGS. We have plotted the #HM
and #HI metrics against the outlier rate(%) in Fig. 6. We
can observe a drop in the performance i.e. percentage of
good hypotheses generated by DHF, ITKSF, and Multi-GS
with the increase in the outlier rate(%). In contrast, KDGS
performance does not affect by the outlier rate. A similar de-
crease in the number of good hypotheses generated by DHF,
ITKSF, and Multi-GS is observed in Wong et al. (2013).
12.2 Evaluation of full DGSAC Pipeline
In this section, we evaluate two variants of our DGSAC
pipeline: DGSAC-G (KDGS with Greedy Model Selection)
DGSAC-O (KDGS with Optimal Quadratic Program based
Model Selection).
Competing Methods. We compare our full DGSAC pipeline
on variety of tasks with state-of-the-art multi-model fitting
methods for which the source code is publicly released by
the respective authors, like J-Linkage (Jlink) Toldo and Fusiello
(2008), T-Linkage (Tlink) Magri and Fusiello (2014), RPA
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Table 2: Comparison of KDGS with DHF. Both DHF and KDGS focus on generating hypothesis for each data point, the
plotted hypotheses (in red) are of the inliers of five genuine structures (s1,...,s5) shown in column 1. n is the total number
of data points, O% is the ground-truth (GT) percentage of gross outliers. Ground-truth structure is shown in column 1 (in
magenta) and outliers are in green. For better illustration we have plotted hypotheses of each of the five structures separately
in the five different rows.
GT, n=500 DHF KDGS
O%=43.2 iter=1 iter=25 iter=50 iter=75 iter=100 iter=120 iter=1 iter=2 iter=3 iter=4 iter=5 iter=6
st
1,
n1
=6
1
st
2,
n2
=5
5
st
3,
n3
=5
4
st
4,
n4
=5
7
st
5,
n5
=5
7
Table 3: Required user inputs (= inlier/outlier threshold,κ
= no. of structures): (X= Required, ×= Not Required) . In
addition to , Prog-X require more user-defined thresholds,
details are in Barath and Matas (2019).
RPA Tlink RCM DPA Cov QP-MF NMU Prog-X DGSAC-G/O
 X X X X X X X X ×
κ X X × × X X × × ×
Magri and Fusiello (2015a), DPA Tiwari et al. (2016), RCM
Pham et al. (2014), RansaCov (Cov) Magri and Fusiello
(2016), NMU Tepper and Sapiro (2016b), QP-MF Yu et al.
(2011), Prog-X Barath and Matas (2019), L1-NMF Tepper
and Sapiro (2016a). We follow the guidelines mentioned by
the authors in their papers and provide the necessary param-
eters like user specified inlier threshold, number of models,
or both. Our DGSAC-G/O is the only method that does not
require an inlier threshold or the number of models. A com-
parison of competing methods based on the dependency on
user inputs is shown in Tab. 3, these user inputs are mostly
computed from the ground truth.
Metrics. We use Classification Accuracy (CA) as an eval-
uation metric, i.e., the percentage of data points correctly
assigned to their respective true structures or gross outliers
category. All results are averaged over 10 runs. While we
have also reported the running time, it is not a strictly fair
comparison as the programming language varies across the
competing approaches. DGSAC is implemented in Matlab
therefore further improvement in running time is possible
with an optimized implementation.
12.2.1 Motion and Planar Segmentation
We use AdelaideRMF Wong et al. (2011) to evaluate DGSAC-
G/O on motion and planar segmentation tasks. The quanti-
tative results are reported in Tab. 4. NMU achieves the high-
est accuracy for both motion and planar segmentation task,
but it takes highest running time and requires user-specified
inlier threshold. Our DGSAC-G achieves the next best ac-
curacy, lagging by a margin of < 1%, and DGSAC-O gives
competitive results without any user input (inlier threshold
and the number of structures (refer Tab. 3) at all. Moreover,
in terms of average time to run, DGSAC-G and DGSAC-O
are respectively nearly 68× and 75× faster than the NMU
in motion segmentation, and nearly 21× faster in planar
segmentation, with the median run times being even better.
We also compare with recently proposed optimization-based
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Table 4: Quantitative Analysis on Motion Segmentation. Classification Accuracy(CA) in (%), Total time taken includ-
ing both KDGS and model selection in seconds, O(%)= Outliers Percentage, κ = number of true structures, µ=mean,
med=median. * is the DGSAC version proposed in Tiwari and Anand (2018).
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CA(%) Time(s)
n 319 341 258 266 185 231 233 230 278 164 164 295 314 277 239 339 230 324 198
µ med µ medO(%) 57.2 47.5 37.2 42.5 21.5 35.2 32.2 35.2 37.4 34.2 36.6 69.5 28.0 51.6 41.4 44.5 73.5 51.5 36.4
κ 1 2 3 3 1 4 2 3 2 3 3 1 4 2 2 3 1 2 3
Tlink 83.1 97.8 88.8 83.7 82.6 80.5 85.6 82.0 96.8 84.7 88.0 46.3 80.2 95.1 78.8 78.6 77.6 70.6 70.7 81.7 82.6 12.8 11.7
RCM 95.2 92.5 83.7 78.5 94.0 78.8 87.3 83.2 78.4 83.1 78.9 87.9 81.6 90.3 89.6 72.3 90.8 85.4 83.5 85.0 83.7 04.6 03.8
RPA 98.4 96.4 95.8 87.5 97.5 91.7 96.0 95.6 97.2 92.2 94.3 97.2 93.2 96.5 96.3 84.8 95.9 96.9 91.7 94.5 95.9 39.3 38.8
DPA 82.1 97.2 95.1 83.7 90.2 91.6 94.1 94.6 90.6 88.7 86.3 96.9 87.3 92.9 93.6 84.2 97.5 90.9 85.6 90.6 90.9 50.3 46.8
Cov 98.4 97.6 94.0 77.8 97.2 87.3 95.9 88.6 82.4 89.2 88.7 97.1 90.7 93.6 95.5 68.7 92.4 95.5 82.1 90.1 92.4 54.7 47.3
NMU 97.6 98.8 98.1 82.8 100 94.9 97.1 97.4 97.9 92.2 97.6 98.0 87.2 98.6 98.0 84.4 98.7 92.1 91.5 94.9 97.6 399 399
QP-MF 55.8 52.5 62.5 64.4 56.2 65.4 68.2 64.8 63.2 66.3 67.9 67.9 73.1 60.9 60.2 56.9 73.0 60.7 66.5 63.5 64.4 20.3 20.2
DGSAC* 98.2 98.6 97.6 82.6 99.0 87.9 97.7 93.0 90.7 89.5 85.5 96.8 88.6 97.4 97.3 83.9 95.0 98.2 90.4 93.1 95.0 24.2 20.2
DGSAC-G 98.1 98.5 97.3 89.5 99.3 89.0 96.7 97.7 96.1 89.9 88.9 95.9 91.9 97.3 98.03 86.5 97.5 99.0 91.9 94.7 96.7 5.7 5.4
DGSAC-O 88.3 94.8 98.1 83.3 89.3 85.3 89.4 97.8 97.7 93.3 86.6 88.4 94.0 97.4 96.9 85.4 98.7 93.8 89.9 92.1 93.3 5.3 4.9
Table 5: Quantitative Analysis on Planar Segmentation. Notations are same as of table 4.
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CA(%) Time(s)
n 235 948 193 214 245 315 353 624 227 212 292 237 230 241 363 103 236 1784 321
µ med µ medO(%) 68.9 06.2 73.7 60.7 47.8 61.6 20.9 12.0 32.5 55.3 62.9 39.5 36.5 33.5 32.5 45.3 47.2 16.6 76.5
κ 2 6 1 2 3 2 4 7 2 2 2 3 3 2 2 1 2 5 1
Tlink 57.9 60.4 64.3 69.5 57.8 71.6 57.8 70.7 77.7 82.5 81.3 67.7 53.0 53.7 73.8 68.5 84.3 71.9 77.3 69.0 70.7 492 81.3
RCM 84.8 81.7 87.3 75.2 71.5 77.4 83.0 79.4 75.3 77.0 70.7 74.3 71.9 77.6 92.5 54.5 71.7 97.0 90.1 78.6 77.4 5.3 3.4
RPA 62.9 52.9 84.3 99.1 82.0 81.4 91.1 66.8 79.2 63.5 73.3 75.1 78.5 99.2 76.7 100 99.4 88.0 76.1 80.5 79.2 967 247
DPA 97.7 78.0 96.6 96.2 85.9 96.9 87.1 74.4 90.5 95.2 80.6 83.6 80.2 97.4 96.3 98.4 99.8 93.2 98.3 90.9 95.2 37.7 30.1
Cov 70.7 68.6 99.7 77.9 82.8 91.8 86.1 65.2 93.8 92.9 86.6 74.1 72.6 90.8 79.2 99.5 80.4 91.2 99.5 84.2 82.8 145 53.2
NMU 89.6 84.3 98.5 98.1 86.7 98.4 90.6 75.0 96.2 98.1 94.7 78.4 95.9 97.6 98.4 79.3 99.6 94.7 99.2 92.3 96.0 499 298
Prog-X 88.4 74.4 98.3 78.9 80.9 96.9 91.5 82.9 96.2 97.3 87.1 79.2 74.0 96.4 97.7 65.0 97.7 97.4 98.7 88.4 88.7 1.53 1.48
QP-MF 63.9 71.6 73.7 72.9 82.4 55.9 62.2 61.0 60.3 55.4 54.0 73.8 78.8 66.5 77.8 54.7 79.6 80.4 76.5 68.5 71.6 25.2 20.1
DGSAC* 69.6 73.0 98.2 96.8 88.3 97.8 94.9 77.5 91.9 94.2 92.8 82.6 90.6 99.2 94.2 99.4 98.6 92.9 97.1 91.0 94.2 115 23.2
DGSAC-G 89.4 73.4 99.0 99.1 87.6 97.2 94.3 77.6 96.5 97.7 93.8 83.5 88.9 99.6 94.2 100 99.2 92.7 98.8 92.8 94.3 23.8 3.5
DGSAC-O 89.4 72.8 98.4 99.1 87.6 97.5 94.3 77.9 87.4 98.6 89.3 83.5 80.4 99.6 91.8 100 99.2 92.1 98.8 91.5 92.1 24.9 3.4
method Prog-X and another global optimal quadratic pro-
gram based method QP-MF Yu et al. (2011). The Prog-X
require inlier-threshold along with other user inputs (refer
Barath and Matas (2019)), while QP-MF require both user
specified inlier threshold and number of models as an inputs.
Our optimal DGSAC-O outperforms both Prog-X3 and QP-
MF with a significant margin, without any dependency on
the user-specified inputs. We report some sample qualitative
results of both motion and planar segmentation tasks in Fig.
7 where point membership is color-coded.
3 https://github.com/danini/progressive-x. Only planar segmenta-
tion implementation is available.
Table 6: Qualitative Evaluation on VP Estimation. Nota-
tions are same as in table 4.
York Dataset Toulouse Dataset
CA(%) Time(s) CA(%) Time(s)
µ med µ med µ med µ med
RPA 95.4 97.9 04.4 02.4 55.3 54.6 00.8 00.72
Cov 95.6 97.4 01.24 00.26 51.8 50.0 00.04 00.07
L1-NMF 94.1 96.7 00.71 00.31 74.1 75.0 00.07 00.54
DGSAC-G 96.0 98.0 01.29 01.25 92.1 95.9 00.03 00.03
DGSAC-O 95.8 97.9 01.30 01.26 91.9 95.6 00.05 00.05
12.2.2 Vanishing Point Estimation and Line Classification
We use the York urban line segment Denis et al. (2008)
and the Toulouse Vanishing Points Angladon et al. (2015)
dataset to evaluate DGSAC-G/O. We compare with the RANSAC
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Fig. 7: Some Qualitative Results of Motion and Planar Segmentation. Qualitative results are shown for some examples
from AdelaideRMF Wong et al. (2011) dataset. Motion segmentation: Top-3 rows, Planar Segmentation: Bottom-3 rows.
Point membership is color coded. Gross outliers are in red.
like state-of-the-art vanishing point estimation methods. The
quantitative results are reported in Tab. 6. DGSAC-G/O out-
performs in both the data sets. Sample qualitative results are
reported in Fig. 8, where point membership is color-coded,
i.e. lines with the same color belong to the same vanishing
point direction.
12.2.3 Plane Fitting to 3D Point Cloud
We use two real examples CastelVechio and PozzoVeggiani
from SAMANTHA Farenzena et al. (2009) dataset to evalu-
ate DGSAC-G/O. The ground-truth labeling is not provided
with the data set. Therefore, we report qualitative results
in Fig. 9, where point membership is color-coded. Only, J-
Linkage and DGSAC-G/O can recover planes correctly.
12.2.4 Line Fitting
We use Star5 dataset from Toldo and Fusiello (2008). The
qualitative and quantitative results are reported in Fig. 10.
While all the competing methods can recover all the five-line
structures. Our DGSAC-G and DGSAC-O can classify 96%
of the total data points to their respective classes i.e. their
true structures or gross outliers. Both DGSAC-G and DGSAC-
O output the same set of final hypotheses using greedy model
selection and optimal model selection algorithm, hence the
same CA(%).
12.2.5 Circle Fitting
We use Circle5 dataset Toldo and Fusiello (2008). The qual-
itative and quantitative results are reported in Fig. 11. It
can be seen, only DGSAC-G and DGSAC-O are able to re-
cover all the five circles. The next best performing method
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Fig. 8: Sample Qualitative Results on York Urban and Toulouse Vanishing Point dataset.
is RansaCov, which is able to recover 4 out of 5 structures.
J-Linkage leads to over-segmentation of structures, while T-
Linkage is able to recover only 2 structures.
13 Discussion and Conclusion
Inlier noise scale and the ground-truth number of genuine
structures present in the data are the two critical parameters
of the multi-model fitting process. Most multi-model fitting
methods require either or both of the above two parame-
ters to be provided by the user, which introduce user depen-
dency and limit the applicability where automatic execution
is required. The best performing method NMU Tepper and
Sapiro (2016b) is also susceptible to the user-provided inlier
threshold (as presented in the original paper). In this work,
we propose a data-driven unified pipeline for automatic ro-
bust multiple structure recovery. The proposed DGSAC uti-
lizes kernel residual density to differentiate inliers and out-
liers. The KRD is applied to all components of the DGSAC
pipeline. Using the KRD based guided sampling, DGSAC
generates more relevant hypotheses and performs greedy or
optimal model selection by employing kernel density-based
model hypotheses goodness measure. We believe that DGSAC
plays a crucial role in the application that requires the auto-
matic extraction of multiple structures. We plan further to
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Fig. 9: Multiple Plane Fitting to 3D Point Cloud. Dataset: CastelVecchio and PozzoVeggiani examples from SAMANTHA
dataset Farenzena et al. (2009). Point membership is color coded.
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Fig. 10: Multiple Line Fitting. Dataset: Star5 Toldo and Fusiello (2008). Point membership is color coded. Gross outliers
are in red.
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Fig. 11: Multiple Circle Fitting. Dataset: Circle5 Toldo and Fusiello (2008). Point membership is color coded. Gross outliers
are in red.
improve the running time by parallel and optimized imple-
mentation.
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