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THE NEWTONIAN LIMIT ON COSMOLOGICAL SCALES
TODD A. OLIYNYK
Abstract. We establish the existence of a wide class of inhomogeneous relativistic solutions
to the Einstein-Euler equations that are well approximated on cosmological scales by solutions
of Newtonian gravity. Error estimates measuring the difference between the Newtonian and
relativistic solutions are provided.
1. Introduction
The relationship between Newtonian gravity and General Relativity has been the subject of
many investigations over the years going all the way back to the discovery of General Relativity
by Einstein. Most interest in this subject has focused on understanding the relationship in
the setting of isolated systems, and the investigations have almost exclusively involved formal
calculations, see [3, 2, 6, 9, 10, 11, 14, 26, 27, 28] and references therein, with a few exceptions [32,
33, 39] where rigorous results were obtained. More recently, interest has shifted to understanding
the relationship between Newtonian gravity and General Relativity on cosmological scales [5, 12,
8, 17, 18, 20, 19, 23, 24, 31, 37]. This shift in interest is primarily due to questions surrounding
the physical interpretation of large scale cosmological simulations using Newtonian gravity and
the role of Newtonian gravity in cosmological averaging.
At the level of field equations, the relationship between Newtonian gravity and General Rel-
ativity can be established through the introduction of a small parameter ǫ = v/c, where v is a
typical speed of the gravitating matter and c is the speed of light, into the Einstein-matter field
equations. The Newtonian-matter field equations are then recovered in the singular limit ǫց 0
by assuming a particular dependence of the metric and matter fields on the parameter ǫ. At
first glance, this type of formal argument appears to give a clear answer to the relationship be-
tween Newtonian gravity and General Relativity. However, it does not provide any real answers
because the physics is governed by solutions of the Einstein-matter equations, and consequently,
it is the solutions that must be examined in the limit ǫց 0.
Understanding how the solutions of Newtonian gravity and General Relativity are related is
much more difficult than simply sending the parameter ǫ to zero in the field equations. For
isolated dynamical systems, rigorous results concerning the relationship between solutions have
been established in [32, 33, 39]. In the articles [34, 35], we adapted the approach taken in
[32, 33] to the cosmological setting, and we were able to construct 1-parameter families of ǫ-
dependent solutions to the Einstein-Euler equations that limit as ǫ ց 0 to solutions of the
cosmological Poisson-Euler equations of Newtonian gravity. However, as pointed out in [18], the
class of solutions that we constructed were not valid on cosmological scales, and therefore did
not address the relationship between Newtonian gravity and General Relativity on cosmological
scales.
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To see why the results [34, 35] are not valid on a cosmological scale, we recall the more famil-
iar and well studied setting of isolated systems. In this setting, we established the existence of
1-parameter families of ǫ-dependant solutions, 0 < ǫ < ǫ0, to the Einstein-Euler equations that
converge, in a suitable sense, on [0, T ]×R3 to solutions of the Poisson-Euler equations of New-
tonian gravity. In relativistic coordinates, the metrics from these solutions converge uniformly
to the Minkowski metric as ǫ ց 0, while the fluid proper energy densities are of characteristic
size ∼ ǫ and converge, when suitably rescaled, to Dirac delta functions about their centers of
mass. This agrees with the expected behavior for the Newtonian limit of isolated systems. For
readers unfamiliar with this viewpoint on the Newtonian limit, a more traditional viewpoint
is achieved by transforming to Newtonian coordinates by rescaling the spatial coordinates by
a power of ǫ. Expressed in these coordinates, the metrics converge to degenerate two tensors,
while the fluid proper energy densities and spatial components of the four-velocities converge
uniformly to solutions of the Poisson-Euler equations on [0, T ]× R3.
Returning to the cosmological setting, we established in [34, 35] the existence of 1-parameter
families of ǫ-dependant, 0 < ǫ < ǫ0, solutions to the Einstein-Euler equations on [0, T ] × T
n
that converge to solutions of the cosmological Poisson-Euler equations as ǫ ց 0. Lifting these
solutions to the covering space, they become periodic solutions of the Einstein-Euler equations
on [0, T ] × Rn with period ∼ ǫ. This leads, as discussed in [18], to the interpretation of these
solutions as being local since the “size” of the torus on which the solutions are defined is of
characteristic size ∼ ǫ, and hence, shrinks to zero in the limit ǫ ց 0 in complete analogy with
the behavior of isolated systems. One concludes from this that the solutions from [34, 35] do
not represent fully relativistic solutions that converge on cosmological scales to solutions of the
cosmological Poisson-Euler equations, but instead, represent solutions that converge on scales
comparable to isolated systems.
The main aim of this article is to show that the deficiencies identified by [18] in the approach
taken in [32, 33] can be fixed. In order to describe our results, we must first fix our notation.
We begin by recalling that the Einstein-Euler equations for an insentropic perfect fluid with a
cosmological constant are given by
G`ij = 2
(
T` ij − Λg`ij
)
, (1.1)
∇`iT`
ij = 0, (1.2)
where G`ij is the Einstein tensor of the metric
g` = g`ijdx¯
idx¯j , (1.3)
Λ is the cosmological constant, and
T` ij = (ρ¯+ p¯)v¯iv¯j + p¯g`ij (v¯iv¯
i = −1)
is the perfect fluid stress energy tensors with pressures determined by the equation of state
p¯ = ǫ2f(ρ¯), (1.4)
which we assume is smooth, positive and increasing, that is, f, f ′ ∈ C∞(R>0,R>0).
Here, and in the following, we use lower case Latin letters, i.e. i, j, k etc., to label spacetime
coordinate indices that run from 0 to 3, while upper case Latin letters, i.e. I, J,K etc., will
label spatial coordinate indices that run from 1 to 3. We take the (x¯i) (i = 0, 1, 2, 3) to denote
Cartesian coordinates on a spacetime slab of the form M = [0, T ) × R3, and refer to them
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as relativistic coordinates.1 We assume that x¯0 is a time coordinate parameterizing the interval
[0, T ), and we use the vector field ∂¯0 to define a (future) time orientation. The fluid four-velocity
v¯ = v¯i∂¯i is assumed to be future oriented.
What we establish in this article is the existence of 1-parameter families of solutions {g`ijǫ , v¯ǫi , ρ¯ǫ},
0 < ǫ < ǫ0, to (1.1)-(1.2) that are well approximated on cosmological scales by solutions of the
following limit equations:
∂0µ˜+ z˜
I∂I µ˜+ ρ˜∂
I z˜I = 3β˜
′µ˜, (1.5)
ρ˜
(
∂0z˜J + z˜
I∂I z˜J
)
+ f ′
(
ρ˜
)
∂J µ˜ = −
1
4 ρ˜Φ˜J + β˜
′ρ˜z˜J , (1.6)
∂0
(
e−β˜Φ˜I
)
− 4RIRJ
(
e−3β˜ ρ˜z˜J
)
= 0, (1.7)
∂0Φ˜− β˜
′Φ˜ + 4e−2β˜RJ(−∆)
− 1
2 (ρ˜z˜J) = 0, (1.8)
β˜′′ − 12
(
β˜′
)2
= −e−2β˜Λ, (1.9)
where
ρ˜(t,x) = e3β˜(t) + µ˜(t,x). (1.10)
Here, (·)′ = d(·)/dx0 denotes differentiation with respect to time x0, x = (xI) are Cartesian
coordinates on R3, ∂I = ∂/∂x
I , ∆ = δIJ∂I∂J is the Euclidean Laplacian, RI is the Riesz
transform, see (B.4), (−∆)−
1
2 is the Riesz potential, see (B.2), and the spatial indices (i.e.
I, J,K) are raised and lowered with the Euclidean metric δIJ .
As we show in Section 5, solutions to the above limit equations coincide with solutions of
the cosmological Poisson-Euler equations for the type of initial data that we consider. This
provides the interpretation of ρ˜ as the Newtonian fluid density, and (1.10) as a decomposition
of the density into a sum of homogenous and inhomogeneous components given by e3β˜ and µ˜,
respectively. The pressure of the fluid is determined by the equation of state
p˜ = f(ρ˜),
while z˜I , Λ and β˜ represent the conformally rescaled fluid three-velocity, the cosmological con-
stant, and a time dependent conformal factor that accounts for the expansions of space, respec-
tively. In the following, we refer to the coordinates (xi) = (x0, xI) as Newtonian coordinates. The
relationship between the Newtonian and relativistic coordinates is fixed by the simple scaling
relation
x¯0 = x0, x¯J = ǫxJ .
In order for solutions of (1.5)-(1.9) to be cosmologically relevant, the initial data must be
chosen correctly. The main requirement on the initial data is that the inhomogeneous component
of the fluid density should be composed of localized fluctuations that represent local, near-
Newtonian subsystems for which the light travel time between the localized fluctuations remains
bounded away from zero in the limit ǫ ց 0. In particular, we are looking, in relativistic
coordinates, for 1-parameter families of ǫ-dependent families of initial data that can be separated
into homogenous and inhomogeneous components where the homogeneous component has a
regular limit as ǫ ց 0, while the inhomogeneous component consists of a finite number of
1Ultimately, this name is justified by the fact that in the limit ǫց 0 the light cones of the metric g` = g`ijdx¯
idx¯j
converge uniformly to the standard light cones (x¯0)2−δIJ x¯
I x¯J = 0 of the Minkowski metric η = ηijdx¯
idx¯j defined
by the coordinates (x¯i).
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spikes with characteristic width ∼ ǫ that can be centered at arbitrarily chosen, ǫ-independent
points and converge, when suitably rescaled, to Dirac delta functions. Initial data of this type
represents cosmological initial data that deviates from homogeneity due to presence of a finite
number of density fluctuations that remain casually separated from each other and behave as
isolated systems in the limit ǫց 0. To compare with our previous work, this initial data arose
out of our desire to extend the results from [32, 33] to cosmological scales by essentially gluing
together multiple, spatially separated solutions that have local behavior similar to the solutions
from [32, 33].
The starting point for selecting initial data satisfying the above requirements is to separate
it into free and constrained components. For the free initial data, we choose
β˜(0) = βˆ, (1.11)
µ˜|x0=0 = µ˘ǫ,~y :=
1
4e
2βˆ τˆ ǫ,~y00 , (1.12)
z˜J |x0=0 = z˘
ǫ,~y
J :=
1
4eβˆ + τˆ ǫ,~y00
[√
2
3e
−2βˆ
(
e3βˆ + Λ
)
RJ(−∆)
− 1
2 τˆ ǫ,~y00 + τˆ
0J
ǫ,~y
]
, (1.13)
where
τˆ ǫ,
~y
00 (x) =
N∑
λ=1
τˆλ0j
(
x−
yλ
ǫ
)
, τˆ0Jǫ,~y(x) =
N∑
λ=1
τˆ0Jλ
(
x−
yλ
ǫ
)
(1.14)
with
βˆ ∈ R, ~y = (y1,y2, . . . ,yN ) ∈ R
3N , (1.15)
τˆλ00, τˆ
0J
λ ∈ L
6
5 (R3) ∩Hs+1(R3) 1 ≤ λ ≤ N, (1.16)
and s ∈ Z>3/2+1.
Remark 1.1. All Sobolev based function spaces employed in this article are defined with respect
to the Newtonian coordinates. For example, the Hs(R3), s ∈ Z≥0, norm is given by
‖u‖2Hs(R3) =
∑
|α|≤s
∫
R3
|Dαu(x)|2 d3x
where α = (α1, α2, α3) ∈ Z
3
≥0 is a multi-index,
Dαu(x) = ∂1
α1∂2
α2∂3
α3u(x),
and as above, x = (xI) are Cartesian coordinates on R3, and ∂I = ∂/∂x
I are the associated
partial derivatives.
For fixed ǫ > 0, this initial data represents a fluid that initially consists of a homogenous
component e3βˆ superimposed with N density2 fluctuations that are centered at the spatial
(Newtonian) points yλ/ǫ ∈ R
3, λ = 1, 2, . . . , N , and have profiles given by the functions τˆλ00.
Switching to relativistic coordinates, it is clear that this data represents localized density spikes
of characteristic width ∼ ǫ that are centered at the spacetime points (0,yλ), λ = 1, . . . , N .
Since, as we show, the nearby relativistic solutions have light cones that, when expressed in
2We can even take N = ∞ provided that the τˆλ00 and τˆ
0J
λ satisfy
∑
∞
λ=0
(
‖τˆλ00‖L6/5 + ‖τˆ
λ
00‖Hs+1
)
< ∞ and
∑
∞
λ=0
(
‖τˆ 0Jλ ‖L6/5 + ‖τˆ
0J
λ ‖Hs+1
)
<∞, respectively.
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relativistic coordinates, are uniformly close to the standard Minkowskian cones, the light travel
time between the different density spikes remains bounded away from zero in the limit ǫց 0.
Clearly, we must also select βˆ ∈ R in a way that is compatible with the requirement that
eβˆ + 14 τˆ
ǫ,~y
00 (x) ≥ c0 > 0 ∀ (ǫ,x, ~y) ∈ (0, ǫ0)× R
3 × R3N (1.17)
for some positive constant c0 > 0. There are many choices of βˆ and profiles τˆ
λ
00 that satisfy this
condition. For example, we could choose non-negative profiles τˆλ00 ≥ 0, 1 ≤ λ ≤ N , and pick βˆ
arbitrarily.
The constrained initial data is determined in terms of the free data by
β˜′(0) = β˘0 :=
√
2
3e
−2βˆ(e3βˆ + Λ), (1.18)
Φ˜I |x0=0 = Φ˘
ǫ,~y
I := RI(−∆)
− 1
2 (4e−2βˆ µ˘ǫ,~y) (1.19)
and
Φ˜|x0=0 = Φ˘
ǫ,~y := ∆−1(4e−2βˆ µ˘ǫ,~y), (1.20)
where ∆−1 is the Newtonian potential, see (B.3).
With the notation fixed and the setup complete, we are ready to state an informal version
of our main result, which guarantees the existence of 1-parameter families of fully relativistic
solutions to the Einstein-Euler equations that are well approximated, for small ǫ, by solutions to
the IVP consisting of (1.5)-(1.9), (1.11)-(1.13) and (1.17)-(1.20); see Theorem 6.1 for the precise
version which includes a characterization of the initial data used to generate the 1-parameter
family of relativistic solutions. This result was announced previously in [36].
Theorem 1.2. Suppose s ∈ Z>3/2+1, N ∈ Z≥0, βˆ ∈ R, τˆ
λ
0j ∈ L
6
5 (R3) ∩Hs+1(R3), 0 ≤ λ ≤ N ,
and (1.17) is satisfied. Then there exist ǫ0, T > 0 and 1-parameter families of solutions
3
µ˜ǫ,~y, z˜
ǫ,~y
J ,∈
1⋂
m=0
Cm([0, T ),Hs+1−m(R3)), β˜ ∈ C∞([0, T )),
Φ˜ǫ,~yJ ∈
1⋂
m=0
Cm([0, T ),Hs+1(R3)), Φ˜ǫ,~y ∈
1⋂
m=0
Cm([0, T ), L6(R3) ∩Ks+2(R3)),
where (ǫ, ~y) ∈ (0, ǫ0)× R
3N , to the system (1.5)-(1.9) on the spacetime region M = [0, T ) × R3
that satisfy the initial conditions (1.11)-(1.13) and (1.17)-(1.20). Moreover, for each (ǫ, ~y) ∈
(0, ǫ0)× R
3N , there exists maps
ψǫ,~y, ψǫ,
~y
0 , µǫ,~y, u
ij
ǫ,~y, z
ǫ,~y
0 ∈
1⋂
ℓ=0
Cℓ([0, T ),Ks−ℓ(R3) ∩ L6(R3)),
ψǫ,~yI , z
ǫ,~y
I ,Φ
ǫ,~y
I , u
ij
k,ǫ,~y ∈
1⋂
ℓ=0
Cℓ([0, T ),Hs−ℓ(R3)),
αǫ, βǫ ∈ C
∞([0, T )),
3See Appendix A.2 for a definition of the spaces Ks(Rn).
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that
(i) satisfy the estimates
‖uijǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖u
ij
0,ǫ,~y‖L∞([0,T ),Ks−1∩L6)
+‖uijI,ǫ,~y − δ
i
0δ
j
0Φ˜
ǫ,~y
I ‖L∞([0,T ),Ks−1∩L6) . ǫ,
‖ψǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖ψ
ǫ,~y
i ‖L∞([0,T ],Ks−1∩L6) . ǫ,
‖µǫ,~y − µ˜ǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖z
ǫ,~y
0 ‖L∞([0,T ),Ks−1∩L6)
+‖zǫ,~yI − z˜
ǫ,~y
I ‖L∞([0,T ),Ks−1∩L6) . ǫ,
‖αǫ − e
3β˜‖L∞([0,T )) + ‖βǫ − β˜‖L∞([0,T )) + ‖β
′
ǫ − β˜
′‖L∞([0,T )) . ǫ,
and
(ii) determine a solution
g` = g`ijǫ,~y(x¯)∂¯i∂¯j , v¯ = v¯
ǫ,~y
i (x¯)dx¯
i, ρ¯ = ρ¯ǫ,~y(x¯),
in relativistic coordinates to the Einstein-Euler equations (1.1)-(1.2) on the spacetime re-
gion M = [0, T )× R3 according to the formulas:
g`ijǫ,~y(x¯
0, x¯) =
e2(βǫ(x¯
0)+ǫψ¯ǫ,~y(x¯0,x¯))√
− det
(
ˆ¯gklǫ,~y(x¯
0, x¯)
) ˆ¯gijǫ,~y(x¯0, x¯), (1.21)
ρ¯ǫ,~y(x¯
0, x¯) = αǫ(x¯
0) + µǫ,~y(x¯
0, x¯/ǫ), (1.22)
v¯ǫ,~yi (x¯
0, x¯) = e−βǫ(x¯
0)−ǫψ¯ǫ,~y(x¯0,x¯)
(
−δ0i + ǫz
ǫ,~y
i (x¯
0, x¯/ǫ)
)
, (1.23)
where
ˆ¯gijǫ,~y(x¯
0, x¯) = ηij + ǫuijǫ,~y(x¯
0, x¯/ǫ),
∂¯k ˆ¯g
ij
ǫ,~y(x¯
0, x¯) = ǫuijk,ǫ,~y(x¯
0, x¯/ǫ),
ψ¯ǫ,~y(x¯
0, x¯) = ψǫ,~y(x¯0, x¯/ǫ),
∂¯kψ¯
ǫ,~y(x¯0, x¯) = ψǫ,~yk (x¯
0, x¯/ǫ),
and the conformal harmonic gauge condition ∂¯i ˆ¯g
ij
ǫ,~y = 0 is satisfied.
1.1. Overview. The proof of Theorem 1.2 is based on a conformal version of the Einstein-Euler
equations. More specifically, we introduce a first order formulation of the harmonically reduced
conformal Einstein equations in Section 2.1, derive a symmetric hyperbolic formulation of the
conformal Euler equations in Section 2.2, and select an evolution equation for the conformal
factor in Section 2.3. The particular choices of variables used to represent the gravitational field
and the fluid, and the evolution equation for the conformal factor are made so that the resulting
equations, which are singular in ǫ, are in a suitable form to analyze the ǫց 0 limit for the class
of initial data that is considered here. In Section 2.4, we also provide a decomposition of the
stress energy tensor T¯ ij that is subsequently used to show that the components of the stress
energy tensor remain in L2 under evolution. This fact is important for establishing the proof
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of Theorem 1.2, and is not obvious given the evolution equations and initial data that we are
considering.
In Section 3, suitable families of initial data depending on the parameters (ǫ, ~y) are con-
structed using a fixed point argument that relies on the fact that the constraint equations,
unlike the evolution equations, depend regularly on the parameter ǫ for our choice of gravita-
tional and matter variables. Using this initial data, a local uniform existence and uniqueness
result4 for solutions of the reduced conformal Einstein-Euler equations is established in Section
4; see Proposition 4.4. It is also shown that these solutions satisfy the (non-reduced) conformal
Einstein-Euler equations.
Proposition 4.4 is established in 3 steps. In the first step, we establish, see Proposition 4.1, the
local existence of solutions to the reduced conformal Einstein-Euler equations, and also the (non-
reduced) conformal Einstein-Euler equations in the uniformly local Sobolev spaces Hsul. At this
point, the time of existence depends on the parameters (ǫ, ~y). Next, we show in Section 4.3 that
these solutions lie in standard Sobolev spaces, and that the time of existence does not depend
on the parameters ~y. In the final step, we employ a non-local modification of the evolution
equations in conjunction with technqiues from the theory of singular hyperbolic equations to
establish, in Section 4.4, that the time of existence is bounded away from zero for ǫ ∈ (0, ǫ0]
where ǫ0 > 0 is a suitably small fixed constant.
In Section 5, we establish the local existence and uniqueness of solutions to the cosmological
Poisson-Euler equations for suitable initial data that corresponds to the cosmological Newtonian
limit of the relativistic initial data constructed in Section 3; see Proposition 5.1. As in the
relativistic case, the initial data depends on the parameters (ǫ, ~y), and the time of existence is
shown to be uniform in the parameters (ǫ, ~y).
The final step in the proof of Theorem 1.2 is contained in Section 6. There we derive the
equation satisfied by the difference between the fully relativistic solutions and the Newtonian
solutions. This equation is singular in ǫ, and we use techniques from the theory of singular
hyperbolic equations to show that the difference is of order ǫ on a time interval that is indepen-
dent of the parameters ~y and bounded away from zero for ǫ ∈ (0, ǫ0]. This establishes the error
estimate that controls the difference between the fully relativistic solutions and their Newtonian
counterparts, and shows rigorously that the fully relativistic solutions considered here are ap-
proximated on cosmological scales by solutions of Newtonian gravity. The precise statement of
these results are given in Theorem 6.1.
2. The conformal Einstein-Euler equations
In order to define the Newtonian limit, some background structure is required. The appro-
priate background structure in the cosmological setting is provided by a FLRW metric with flat
spatial slices. To take advantage of the fact that such FLRW metrics are conformally flat, we
will work with a conformally rescaled metric g¯ij given by
g¯ij = e
2Ψ¯g`ij (2.1)
instead of the physical one. A particular advantage of this transformation is that it will allow
us to work with a flat background and employ harmonic coordinates without the need for any
gauge source terms.
4That is, local in time and uniform in the parameters (ǫ, ~y).
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Under the conformal transformation, the Einstein equations (1.1) transform as
G¯ij = 2T¯ ij , (2.2)
where G¯ij is the Einstein tensor of the conformal metric (2.1), and
T¯ ij = e−4Ψ¯T` ij − e−2Ψ¯Λg¯ij + C¯ij (2.3)
with
C¯ij = −(∇¯i∇¯jΨ¯ + ∇¯iΨ¯∇¯jΨ¯) +
(
∇¯k∇¯
kΨ¯− 12∇¯kΨ¯∇¯
kΨ¯
)
g¯ij.
Letting Γ`kij and Γ¯
k
ij denote the Christoffel symbols of the metrics (1.3) and (2.1), respectively,
the difference Γ`kij − Γ¯
k
ij is readily calculated to be
Γ`kij − Γ¯
k
ij = −g¯
kl
(
g¯il∇¯jΨ¯ + g¯jl∇¯iΨ¯− g¯ij∇¯lΨ¯
)
.
Using this, we can express the Euler equations (1.2) as
∇¯iT`
ij = 6T` ij∇¯iΨ¯− g¯lmT`
lmg¯ij∇¯iΨ¯. (2.4)
2.1. The Reduced conformal Einstein Equations. Our first step in analyzing the ǫ ց 0
limit is to derive a suitable formulation for the Einstein equations. The formulation that we use
is a slight variation of the one employed in the articles [32, 34].
We begin the derivation by introducing a background metric
h¯ = h¯ijdx¯
idx¯j,
and taking the symmetric 2-tensor u¯ij, defined by
u¯ij =
1
ǫ
(√
|g¯|√
|h¯|
g¯ij − h¯ij
)
, (2.5)
where
|g¯| = − det(g¯ij) and |h¯| = − det(h¯ij),
as our primary gravitational variables. The equivalence of the u¯ij and the conformal metric g¯ij
follows from the formula
g¯ij =
1√
−|h¯|det(ˆ¯gkl)
ˆ¯gij , (2.6)
where
ˆ¯gij = h¯ij + ǫu¯ij. (2.7)
It is clear from this formula, that at each spacetime point x¯ ∈M the pair (ǫ, u¯ij(x¯)), subject to
the restriction5
(ǫu¯) ∈ V x¯ := {s = (s
ij) ∈ S4 | − det(h¯
ij(x¯) + sij) > 0}, (2.8)
completely determines the metric at x¯, and vice-versa.
Substituting (2.6) into the standard formula for the Christoffel symbols gives
Γ¯kij = γ¯
k
ij + ǫ
(
−ˆ¯gl(iD¯j)u¯
kl + 12 ˆ¯g
kl ˆ¯gim ˆ¯gjnD¯lu¯
mn − 14 ˆ¯g
kl ˆ¯gij ˆ¯gmnD¯lu¯
mn + 12 ˆ¯glmδ
k
(iD¯j)u¯
lm
)
, (2.9)
where
(ˆ¯gij) = (ˆ¯g
ij)−1,
5Here, S4 denotes the set of symmetric, 4× 4 matrices.
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D¯k is Levi-Civita connection of h¯ij , and γ¯
k
ij are the corresponding Christoffel symbols. Using
(2.9) to expand the Einstein tensor G¯ij of the metric g¯ij, we find that
|g¯|G¯ij =
ǫ
2
|h¯|
[
ˆ¯gklD¯kD¯lu¯
ij + ǫ
(
a¯ij1 + a¯
ij
2 + a¯
ij
3
)
+ b¯ij + c¯ij1 + ǫc¯
ij
2 +
2
ǫ
G¯ij
]
, (2.10)
where
a¯ij1 =
1
2
(
1
2
ˆ¯gkl ˆ¯gmn − ˆ¯gkm ˆ¯gln
)(
ˆ¯gip ˆ¯gjq − 12 ˆ¯g
ij ˆ¯gpq
)
D¯pu¯
klD¯qu¯
mn, (2.11)
a¯ij2 = ˆ¯gkl
(
2ˆ¯gn(iD¯mu¯
j)lD¯nu¯
km − 12 ˆ¯g
ijD¯mu¯
knD¯nu¯
ml − ˆ¯gmnD¯mu¯
ikD¯nu¯
jl
)
, (2.12)
a¯ij3 = D¯ku¯
ijD¯lu¯
kl − D¯ku¯
ilD¯lu¯
jk, (2.13)
b¯ij = ˆ¯gijD¯kD¯lu¯
kl − 2D¯lD¯ku¯
k(i ˆ¯gj)l, (2.14)
c¯ij1 = −
(
h¯iju¯kl + u¯ij h¯kl
)
R¯kl + 2R¯lkm
(iu¯j)kh¯lm + 2R¯lkm
(ih¯j)ku¯lm (2.15)
and
c¯ij2 = −u¯
iju¯klR¯kl + 2R¯lkm
(iu¯j)ku¯lm. (2.16)
Here, R¯ijk
l, R¯kl, and G¯
ij are the Curvature, Ricci, and Einstein tensors of the metric h¯ij,
respectively.
The gauge is fixed by setting
D¯iu¯
ij = 0.
For ǫ > 0, it is clear from (2.5) that this is equivalent to
D¯i
(√
|g¯|
|h¯|
g¯ij
)
= 0,
which, in turn, is easily seen to be equivalent to the harmonic coordinate condition
g¯ij
(
Γ¯kij − γ¯
k
ij
)
= 0. (2.17)
With the gauge fixed, we define the reduced conformal Einstein tensor G¯ijR by
G¯ijR =
|g¯|
|h¯|
G¯ij −
ǫ
2
b¯ij =
ǫ
2
(
ˆ¯gklD¯kD¯lu¯
ij + ǫ
(
a¯ij1 + a¯
ij
2 + a¯
ij
3
)
+ c¯ij1 + ǫc¯
ij
2 +
2
ǫ
G¯ij
)
, (2.18)
and the reduced conformal Einstein equations by
G¯ijR = 2
|g¯|
|h¯|
T¯ ij. (2.19)
For the remainder of the article, we assume that h¯ij is flat and that the coordinates (x¯
i) are
Minkowskian with respect to h¯ij so that
h¯ij = ηij = diag(−1, 1, 1, 1), D¯j = ∂¯j :=
∂
∂x¯j
, γ¯kij = 0, R¯ijk
l = 0, (2.20)
and the set (2.8) is independent of the spacetime point and given by
V = {s = (sij) ∈ S4 | − det(η
ij + sij) > 0}.
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With the above choice for h¯ij, the reduced Einstein tensor (2.18) is well defined for (ǫu¯) ∈ V
and can be written as
G¯ijR =
ǫ
2
(
ˆ¯gkl∂¯k∂¯lu¯
ij + ǫ
(
a¯ij1 + a¯
ij
2 + a¯
ij
3
))
. (2.21)
From an evolution point of view, it is natural to use a first order formulation. It turns out that
the first order formulation also happens to be optimal for establishing uniform estimates in the
limit ǫց 0. This motivates us to introduce the derivatives
u¯ijk = ∂¯ku¯
ij (2.22)
as independent variables.
In order to make contact with the standard interpretation of the Newtonian limit and also
to facilitate the analysis of the singular limit ǫ ց 0, we convert the first order variables to
Newtonian coordinates by setting
uij(x) = u¯ij(x0, ǫx) and uijk (x) = (u¯
ij
k )(x
0, ǫx), (2.23)
with the understanding that all variables are implicity ǫ-dependent. From these definitions, it
follows immediately that
uij0 = ∂0u
ij, uijJ =
1
ǫ
∂Ju
ij, ∂0u
ij
J =
1
ǫ
∂Ju
ij
0 , (2.24)
and
∂0u
ij
k (x) = (∂¯0∂¯ku¯
ij)(x0, ǫx),
1
ǫ
∂Lu
ij
k (x) = (∂¯L∂¯ku¯
ij)(x0, ǫx). (2.25)
Using the definitions (2.23), we can write the reduced Einstein tensor (2.21) as
G¯ijR =
ǫ
2
(
gˇ00∂0u
ij
0 +
2
ǫ
gˇ0L∂Lu
ij
0 +
1
ǫ
gˇKL∂Ku
ij
L + ǫ
(
aij1 + a
ij
2 + a
ij
3
))
, (2.26)
where
gˇij = ηij + ǫuij, (2.27)
aij1 =
1
2
(
1
2 gˇklgˇmn − gˇkmgˇln
)(
gˇipgˇjq − 12 gˇ
ij gˇpq
)
uklp u
mn
q , (2.28)
aij2 = gˇkl
(
2gˇn(iuj)lm u
km
n −
1
2 gˇ
ijuknm u
ml
n − gˇ
mnuikmu
jl
n
)
, (2.29)
and
aij3 = u
ij
k u
kl
l − u
il
ku
jk
l . (2.30)
The representation (2.26) of the reduced Einstein tensor together with (2.24)-(2.25) allow us to
express the reduced conformal Einstein equations (2.19) in the following first order form:
−gˇ00∂0u
ij
0 = 2u
0I∂Iu
ij
0 +
1
ǫ
gˇIJ∂Iu
ij
J + ǫ
(
aij1 + a
ij
2 + a
ij
3
)
−
1
ǫ
τ ij,
gˇIJ∂0u
ij
J =
1
ǫ
gˇIJ∂Ju
ij
0 ,
and
∂0u
ij = uij0 ,
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where
τ ij(x) := 4
(
|g¯|T¯ ij
)
(x0, ǫx). (2.31)
2.2. The conformal Euler equations. In order to analyze the ǫ ց 0 limit of the fluid, we
need to derive a suitable symmetric hyperbolic form for the Euler equations. To do so, we adapt
the approach employed in [38]. We begin by introducing the conformal fluid four-velocity
w¯i = e−Ψ¯v¯i, (2.32)
and stating a few useful identities. First, we observe that6
w¯iw¯
i = g¯ijw¯
iw¯j = −1 (2.33)
holds by (2.1) and the normalization g`ij v¯
iv¯j = −1. Differentiating (2.33) gives
w¯j∇¯kw¯
j = 0, (2.34)
or equivalently
∇¯kw¯
0 = −
w¯J
w¯0
∇¯kw¯
J . (2.35)
Contracting (2.4) with w¯j gives
w¯j∇¯iT`
ij = w¯j
(
6T` ij∇¯iΨ¯− g¯lmT`
lmg¯ij∇¯iΨ¯
)
.
Using the identity (2.34), we can write this equation as
w¯k∂¯kρ¯+ (ρ¯+ p¯)∇¯jw¯
j = 3(ρ¯+ p¯)w¯k∂¯kΨ¯. (2.36)
Next, we define
L¯kJ = δ
k
J −
w¯J
w¯0
δk0 , (2.37)
and set
L¯Ij = g¯jkL¯
k
I . (2.38)
Applying L¯Ij to (2.4) then yields
L¯Ij∇¯kT`
kj = L¯Ij
(
6T` kj∇¯kΨ¯− g¯lmT`
lmg¯kj∇¯kΨ¯
)
. (2.39)
Noting that L¯Ij satisfies
L¯Ijw¯
j = 0,
a straightforward calculation shows that (2.39) is equivalent to
(ρ¯+ p¯)L¯Ijw¯
k∇¯kw¯
j + L¯kI ∂¯kp¯ = (ρ¯+ p¯)L¯
k
I ∂¯kΨ¯. (2.40)
Using (2.35), we note that the divergence of w¯j can be expressed as
∇¯jw¯
j = L¯kJ∇¯kw¯
J , (2.41)
6In this section, all indices will be raised and lowered with the conformal metric g¯ij .
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and we observe that
L¯Ijw¯
k∇¯kw¯
j =
(
L¯IJ −
w¯J
w¯0
L¯I0
)
w¯k∇¯kw¯
J by (2.35)
=
(
g¯JlL¯
l
I − g¯0l
w¯J
w¯0
L¯lI
)
w¯k∇¯kw¯
J
= M¯ IJ w¯
k∇¯kw¯
J (2.42)
where
M¯ IJ = g¯IJ −
w¯I
w¯0
g¯0J −
w¯J
w¯0
g¯0I +
w¯Iw¯J
(w¯0)2
g¯00. (2.43)
Next, writing (2.33) as
g¯00w¯20 + 2g¯
0J w¯0w¯J + g¯
IJw¯Iw¯J = −1,
we can solve for w¯0 to get
w¯0 =
−g¯0J w¯J +
√
(g¯0J w¯J)2 − g¯00(g¯IJ w¯Iw¯J + 1)
g¯00
. (2.44)
Noting that
w¯0 = g¯0iw¯i,
we see from (2.44) that
w¯0√
−g¯00
∣∣∣∣
w¯J=0
= 1,
which, in turn, implies that
w¯0√
−g¯00
− 1 = w0J
(
g¯ij , w¯I
)
w¯J , (2.45)
where w0J
(
g¯ij, w¯I
)
is analytic for7 (g¯00, g¯0J , g¯IJ , w¯J) ∈ R<0 × R
3 × S3
+ × R3.
Introducing a new density variable
ν¯ = ν¯(ǫ, ρ¯) :=
∫ ρ¯
1
dξ
ξ + ǫ2f(ξ)
, (2.46)
the identities (2.41) and (2.42) together with the equation of state (1.4) and the Euler equations
given by (2.36) and (2.40) show that pair (ν¯, w¯J/ǫ) satisfy the symmetric hyperbolic system
C¯k∂¯k

 ν¯w¯J
ǫ

 = H¯, (2.47)
where
C¯k =
(
f ′(ρ¯)w¯k ǫf ′(ρ¯)L¯kJ
ǫf ′(ρ¯)L¯kI M¯ IJ w¯
k
)
, (2.48)
H¯ =

−ǫf ′(ρ¯)L¯kJ Γ¯Jkl
w¯l
ǫ
+ 3f ′(ρ¯)w¯k∂¯kΨ¯
−M¯ IJ w¯
kΓ¯Jkl
w¯l
ǫ
+
L¯kI
ǫ
∂¯kΨ¯

 (2.49)
7Here, S3
+ denotes the set of 3× 3 positive definite matrices.
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and
ρ¯ = r(ǫ, ν¯). (2.50)
Here, r ∈ C∞
(⋃
ǫ∈R{ǫ} × ν¯(ǫ,R>0),R>0
)
is the inverse of the transformation (2.46), which we
note satisfies
r(0, ν¯) = eν¯ . (2.51)
Next, we define
z¯J =
w¯J
ǫ
and ζ¯ = ν¯ − 3Ψ¯, (2.52)
and observe that z¯J is related to w¯
J/ǫ via the transformation
w¯J
ǫ
= w¯J := g¯JLz¯L +
g¯J0
ǫ
(−1 + ǫz0), (2.53)
where
z0 :=
w¯0 + 1
ǫ
=
1
ǫ
(
−g¯0J w¯J +
√
(g¯0J w¯J)2 − g¯00(g¯IJ w¯Iw¯J + 1)
g¯00
+ 1
)
. (2.54)
Multiplying (2.47) by the transpose of the matrix
Z¯ :=

1 0
0
∂w¯J
∂z¯I

 ,
a short calculation shows that (ζ¯ , z¯J) satisfies
Z¯T C¯kZ¯ ∂¯k
(
ζ¯
z¯J
)
= Z¯T

H¯ −


3f ′(ρ¯)w¯k∂¯kΨ¯ + ǫf
′(ρ¯)L¯KJ
∂w¯J
∂g¯lm
∂¯kg¯
lm
ǫ3f ′(ρ¯)L¯kI ∂¯kΨ¯ + M¯ IJ w¯
k ∂w¯
J
∂g¯lm
∂¯kg¯
lm



 , (2.55)
which is easily verified as symmetric hyperbolic.
To proceed, we separate the conformal factor into homogenous and inhomogenous components
as follows
Ψ¯(x¯) = β(x¯0) + ǫψ¯(x¯). (2.56)
Using this decomposition, we split the proper energy density ρ¯ into homogenous and inhomoge-
nous components according to
ρ¯(x¯) = α(x¯0) + µ¯(x¯), (2.57)
where
α = r
(
ǫ, 3β
)
(2.58)
and
µ¯ = q(ǫ, β, ψ¯, ζ¯) := r
(
ǫ, 3β + ǫ3ψ¯ + ζ¯
)
− r
(
ǫ, 3β
)
. (2.59)
Evaluating q at ǫ = 0, we observe, with the help of (2.51), that
q(0, β, ψ¯, ζ¯) = e3β
(
eζ¯ − 1
)
.
Differentiating the transformation (2.46), we see that
dν¯
dρ¯
=
1
ρ¯+ ǫ2f(ρ¯)
,
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which in turn, implies that derivative of (2.50) satisfies
∂r
∂ν¯
(ǫ, ν¯) = r(ǫ, ν¯) + ǫ2f(r(ǫ, ν¯)).
From this, we see, after differentiating (2.58), that
α′ = 3(α + ǫ2f(α))β′, (2.60)
and using a similar calculation, that
∂¯I µ¯ =
(
α+ µ¯+ ǫ2f(α+ µ¯)
)(
∂¯I ζ¯ + ǫ3∂¯I ψ¯
)
. (2.61)
From (2.6), (2.7) and (2.20), we observe that the metric and its inverse can be expanded as
g¯ij = ηij − ǫ
(
ηilηjmu¯
lm − 12ηijηlmu¯
lm
)
+g ij(ǫu¯) (2.62)
and
g¯ij = ηij + ǫ
(
u¯ij − 12η
ijηlmu¯
lm
)
+g ij(ǫu¯), (2.63)
respectively, where for any R > 0, there exists an ǫ0 > 0 such that the maps g ij(ǫu¯) and g
ij(ǫu¯)
are analytic for (ǫ, u¯) ∈ (−ǫ0, ǫ0)×BR(S4) and satisfy
|g ij(ǫu¯)|+ |g
ij(ǫu¯)| . ǫ2|u¯|2.
Furthermore, differentiating (2.63) shows that
∂¯kg¯
ij = ǫ
(
u¯ijk −
1
2ηlmu¯
lm
k η
ij
)
+ ǫ2
(
1
ǫ
∂g ij
∂ξlm
)∣∣∣
ξ=ǫu
u¯lmk . (2.64)
Using the formula (2.9), it is clear that the Christoffel symbols can be expanded as
Γ¯kij = ǫ
(
−ηl(iu¯
kl
j) +
1
2η
klηimηjnu¯
mn
l −
1
4η
klηijηmnu¯
mn
l +
1
2ηlmδ
k
(iu¯
lm
j)
)
+ ǫ2Υkij(ǫ, u¯, u¯l), (2.65)
where the Υkij(ǫ, u¯, u¯l) are analytic for (ǫ, u¯, u¯l) ∈ (−ǫ0, ǫ0)×BR(S4)× (S4)
4 and satisfy
|Υkij(ǫ, u¯, u¯l)| . |u¯l|.
Switching to Newtonian coordinates and defining
µ(x0,x) = µ¯(x0, ǫx), (2.66)
ζ(x0,x) = ζ¯(x0, ǫx), (2.67)
zI(x
0,x) = z¯I(x
0, ǫx), (2.68)
ψ(x0,x) = ψ¯(x0, ǫx), (2.69)
and
ψk(x
0,x) = (∂¯kψ¯)(x
0, ǫx), (2.70)
a straightforward calculation using the decompositions (2.56) and (2.57), the equation of motion
(2.60), the identity (2.61), the expansions (2.45), (2.37), (2.43), (2.62), (2.63), (2.64) and (2.65),
and the evolutions equations (2.55) shows that the conformal Euler equations are equivalent to
the following symmetric hyperbolic system:
C0∂0
(
ζ
zJ
)
+ CK∂K
(
ζ
zJ
)
= H,
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where
C0 = C˜0 + C0(ǫ, ǫu, ζ, zL, β),
C˜0 =
(
f ′
(
e3β+ζ
)
0
0 δIJ
)
,
CK = C˜K + ǫCK(ǫ, u, ζ, zL, β),
C˜K =
(
f ′
(
e3β+ζ
)
(−uK0 + δKLzL) f
′
(
e3β+ζ
)
δKJ
f ′
(
e3β+ζ
)
δKI δIJ(−u
K0 + δKLzL)
)
,
H = H˜ + ǫH(ǫ, u, ul, ζ, zL, β, β
′, ψ0, ψL),
H˜ =
(
0
−14u
00
I −
1
4δMNu
MN
I − δIJu
J0
0 + β
′zI + ψI
)
,
and
(i) for any R > 0, there exists an ǫ0 > 0 such that the maps C
k and H are smooth in all
variables on the region defined by α+ µ > 0 and (ǫ, u) ∈ (−ǫ0, ǫ0)×BR(S4),
(ii) C0 satisfies
C0(0, 0, ζ, zL, β) = 0
(iii) and H satisfies
H(ǫ, u, 0, ζ, 0, β, β′ , ψ0, 0) = 0.
2.3. Evolution of the conformal factor. Thus far, the conformal factor has been arbitrary.
We now fix conformal factor, up to a choice of initial data, by demanding that Ψ¯ satisfy the
wave equation
g¯ij∇¯i∇¯jΨ¯−
1
2 g¯
ij∇¯iΨ¯∇¯jΨ¯ + e
−2Ψ¯
(
ǫ2f
(
r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ)
)
− Λ) = 0, (2.71)
where we have set
ˆ¯ζ = ζ¯|x¯0=0.
This choice of evolution equation for Ψ¯ is dictated by the requirement that components of the
stress energy T¯ ij, given by (2.3) (see also (2.31)), are bounded in L2, which is a non-trivial
requirement given the choice of initial data that is appropriate for our setting.
Assuming the harmonic gauge condition (2.17), the wave equation (2.71) becomes
g¯ij ∂¯i∂¯jΨ¯−
1
2 g¯
ij ∂¯iΨ¯∂¯jΨ¯ + e
−2Ψ¯
(
ǫ2f
(
r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ)
)
− Λ). (2.72)
In terms of the decomposition (2.56), the wave equation (2.72) is easily seen to be equivalent to
the system
β′′ = 12(β
′)2 + e−2β
(
ǫ2f(α)− Λ
)
, (2.73)
g¯ij ∂¯i∂¯jψ¯ = β
′g¯0j ∂¯jψ¯ +
ǫ
2
g¯ij ∂¯iψ¯∂¯jψ¯
− e−2β
[(
ǫ2f(α)− Λ)
g¯00 + e−2ǫψ¯
ǫ
+ ǫe−2ǫψ¯
(
f
(
r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ)
)
− f(α)
)]
. (2.74)
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Differentiating (2.74) with respect to the spatial coordinates x¯K then shows, with the help of
(2.61), that ∂¯K ψ¯ satisfies the wave equation
g¯ij ∂¯i∂¯j ∂¯K ψ¯ = β
′g¯0j ∂¯j ∂¯K ψ¯ + ǫg¯
ij ∂¯iψ¯∂¯j ∂¯K ψ¯ −
[
∂¯i∂¯jψ¯ −
ǫ
2
∂¯iψ¯∂¯jψ¯ − β
′∂¯jψ¯δ
0
i
]
∂¯K g¯
ij
− e−2β
[(
ǫ2f(α)− Λ)
(
1
ǫ
∂¯K g¯
00 − 2e−2ǫψ¯ ∂¯Kψ¯
)
+ ǫe−2ǫψ¯
{
−ǫ2
[
f
(
r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ)
)
− f(α)
]
∂¯Kψ¯ + f
′(r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ))
[
r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ)
+ ǫ2f
(
r(ǫ, 3β + 3ǫψ¯ + ˆ¯ζ)
)](
∂¯K
ˆ¯ζ + ǫ3∂¯K ψ¯
)}]
. (2.75)
Defining
ψkl(x
0,x) = (∂¯k∂¯lψ¯)(x
0, ǫx), (2.76)
ζˆ = ζ|x0=0, (2.77)
and
gij(x0,x) = g¯ij(x0, ǫx), (2.78)
we see from equations (2.74) and (2.75), the expansions (2.63) and (2.64), and the relation (2.51)
that ψlK satisfies
−g00∂0ψ0K =
2
ǫ
gI0∂Iψ0K +
1
ǫ
gIJ∂IψJK + β
′ψ0K + Λe
−2β
(
2ψK −
1
2δlmu
lm
K
)
+ f ′
(
e3β+ζˆ
)
eβ+ζˆ∂K ζˆ + ǫP
(
ǫ, u, uL, ζˆ , ∂Lζˆ, β, β
′, ψ, ψ0, ψL, ψ00, ψlM
)
,
gIJ∂0ψJK =
1
ǫ
gIJ∂Jψ0K ,
∂0ψ0 = ψ00,
∂0ψK = ψ0K ,
∂0ψ = ψ0,
where
gij = ηij + ǫ
(
uij − 12η
ijηlmu
lm
)
+g ij(ǫu), (2.79)
ψ00 = −
1
g00
(
2g0Jψ0J + g
IJψIJ − β
′g0jψj −
ǫ
2
gijψiψj
+ e−2β
[(
ǫ2f(α)− Λ)
g00 + e−2ǫψ
ǫ
+ ǫe−2ǫψ¯
(
f
(
r(ǫ, 3β + 3ǫψ + ζˆ)
)
− f(α)
)])
,
(2.80)
and for any R > 0, there exists an ǫ0 > 0 such that P is smooth in all variables on the region
(ǫ, u) ∈ (−ǫ0, ǫ0)×BR(S4) and satisfies∣∣P (ǫ, u, ul, ζˆ , ∂Lζˆ , β, β′, ψ, ψ0, ψL, ψ00, ψlM)∣∣ . |∂Lζˆ|+ |ul|+ |ψL|+ |ψlM |.
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2.4. Stress energy tensor decomposition. To fulfill the requirement that the components
T¯ ij of the stress energy tensor, given by (2.3), or equivalently τ ij, given by (2.31), have finite
spatial L2 norm, it is not enough that (2.71) is satisfied. In addition to this, we need that
Θ := e−2β
(
α+ ǫ2f(α)
)
−
(
β′′ + (β′)2
) (2.73)
= e−2β(α+ Λ)− 32(β
′)2
vanishes for all x0 ≥ 0. To verify the consistency of this requirement, we observe, via a straight-
forward computation using the evolution equations (2.60) and (2.73) for the homogenous com-
ponents, that Θ satisfies Θ′ = β′Θ, from which we conclude:
Θ(0) = 0 =⇒ Θ(x0) = 0 ∀ x0 ≥ 0. (2.81)
Therefore, by choosing initial data {β(0), β′(0)} so that the constraint
Θ(0) = 0 (2.82)
is satisfied, we can guarantee that
Θ(x0) = e−2β(x
0)
[
α(x0) + ǫ2f
(
α(x0)
)]
−
[
β′′(x0) +
(
β′(x0)
)2]
= 0 ∀ x0 ≥ 0. (2.83)
In the following, we will always assume that our initial data is chosen to satisfy (2.82).
Next, we observe that the evolution equation (2.71) together with the formula (2.9) and the
the definitions (2.22), (2.23), (2.27), (2.32), (2.56), (2.57) and (2.66)-(2.70) allow us to write
(2.31) as
τij = −4 det(gˇ)
{
e−2β−2ǫψ
(
α+ µ+ ǫ2f(α+ µ)
)
(−δ0i + ǫzi)(−δ
0
j + ǫzj)
+ ǫ2e−2β−2ǫψ
[
f
(
r(ǫ, 3β + 3ǫψ + ζ)
)
− f
(
r(ǫ, 3β + 3ǫψ + ζˆ)
)]
gij
− δ0i δ
0
j
(
β′′ + (β′)2
)
+ǫ
(
Γ0ij − 2δ
0
(iψj)
)
β′ − ǫ
(
ψ(ij) − ǫ
[
Γmijψm − ψiψj
])}
, (2.84)
where
Γkij = −gˇl(iu
kl
j) +
1
2 gˇ
klgˇimgˇjnu
mn
l −
1
4 gˇ
klgˇij gˇmnu
mn
l +
1
2 gˇlmδ
k
(iu
lm
j) . (2.85)
Defining
ιij = e
−2β−2ǫψ
(
α+ µ+ ǫ2f(α+ µ)
)
(−δ0i + ǫzi)(−δ
0
j + ǫzj)− δ
0
i δ
0
j
(
β′′ + (β′)2
)
,
we find, using (2.54) and (2.83), that ιij can be written as
ιij = e
−2β
[(
e−2ǫψ − 1
)
)
(
α+ µ+ ǫ2f(α+ µ)
)
+ µ+ ǫ2
(
f(α+ µ)− f(α)
)]
× (−δ0i + ǫzi)(−δ
0
j + ǫzj) + e
−2β
(
α+ ǫ2f(α)
)[
ǫ(−1 + ǫz0)
(
δ0i δ
K
j zK + δ
0
j δ
K
i zK
)
+ ǫ2δKi δ
L
j zKzL
)
− δ0i δ
0
j
ǫ
g00
(
2g0J (−1 + ǫz0)zJ + ǫg
IJzIzJ +
1 + g00
ǫ
)]
. (2.86)
Additionally, we see from the (2.65) that (2.85) is given by
Γkij = −ηl(iu
kl
j) +
1
2η
klηimηjnu
mn
l −
1
4η
klηijηmnu
mn
l +
1
2ηlmδ
k
(iu
lm
j) + ǫΥ
k
ij(ǫ, u, ul), (2.87)
while det(gˇ) can be expanded, using (2.23) and (2.27), as
− det(gˇ) = 1 + ǫηlmu
lm + g(ǫu), (2.88)
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where g(ǫu) is analytic for (ǫ, u) ∈ (−ǫ0, ǫ0) × BR(S4), with ǫ0 > 0 is chosen sufficiently small
depending on R > 0, and satisfies
|g(ǫu)| . ǫ2|u|2.
We are now in a position to use the expansions (2.79), (2.87) and (2.88) together with (2.86)
to expand the stress energy tensor (2.84) as follows:
τ00 = 4e
−2βµ+ ǫT 00
(
ǫ, u, ul, α, µ, zL, β, β
′, ψ, ψ0, ψL, ψ00
)
− ǫ24 det(gˇ)e−2β−2ǫψ
[
f
(
r(ǫ, 3β + 3ǫψ + ζ)
)
− f
(
r(ǫ, 3β + 3ǫψ + ζˆ)
)]
g00, (2.89)
τ0J = ǫ
{[
−4e−2β(α+ µ) + ǫP(ǫ, u, α + µ, β, ψ)
]
zJ
+ 4
[
β′
(
1
4δlmu
lm
J − ψJ
)
− ψ0J
]}
+ ǫ2T 0J(ǫ, u, ul, β
′, ψ0, ψL, ψ0L)
− ǫ24 det(gˇ)e−2β−2ǫψ
[
f
(
r(ǫ, 3β + 3ǫψ + ζ)
)
− f
(
r(ǫ, 3β + 3ǫψ + ζˆ)
)]
g0J , (2.90)
τIJ = ǫ4
(
−δL(Iu
L0
J) −
1
2δIMδJNu
MN
0 +
1
4δIJηmnu
mn
0 − ψ(IJ)
)
+ ǫ2T IJ
(
ǫ, u, ul, α, µ, zL, β, β
′, ψ, ψ0, ψL, ψLM
)
− ǫ24 det(gˇ)e−2β−2ǫψ
[
f
(
r(ǫ, 3β + 3ǫψ + ζ)
)
− f
(
r(ǫ, 3β + 3ǫψ + ζˆ)
)]
gIJ , (2.91)
where for any R > 0, there exists an ǫ > 0 such that the maps T ij and P are smooth in all their
variables on the region (ǫ, u) ∈ (−ǫ0, ǫ0)×BR(S4) and satisfy
T 00
(
ǫ, u, ul, α, µ, zL, β, β
′, ψ, ψ0, ψL, ψ00
)
. |u|+ |ul|+ |µ|+ |zL|+ |ψ| + |ψ0|+ |ψ00|, (2.92)
|T 0J(ǫ, u, ul, β
′, ψ0, ψL, ψ0L)| . |ul|+ |ψL|+ |ψ0L| (2.93)
and
T IJ
(
ǫ, u, ul, α, µ, zL, β, β
′, ψ, ψ0, ψL, ψLM
)
. |ul|+ |zL|+ |ψL|+ |ψLM |. (2.94)
By definition,
τ ij = gikgjlτlm.
For later use, we write this out explicitly as
τ00
ǫ
=
1
ǫ
(g00)2τ00 + ǫ
(
2g00
g0K
ǫ
τK0
ǫ
)
+ ǫ2
(
g0K
ǫ
g0L
ǫ
τKL
ǫ
)
, (2.95)
τ0J
ǫ
= g00
gJ0
ǫ
τ00 +
(
g00gJK + ǫ2
g0K
ǫ
gJ0
ǫ
)
τK0
ǫ
+ ǫ
(
gJK
g0L
ǫ
τKL
ǫ
)
(2.96)
and
τ IJ
ǫ
= gIKgJL
τKL
ǫ
+ ǫ
(
gI0
ǫ
g0J
ǫ
τ00 +
[
gJK
gI0
ǫ
+ gIK
gJ0
ǫ
]
τK0
ǫ
)
. (2.97)
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2.5. The complete system. Collecting the results from the previous sections, the complete set
of evolution equations for the conformal gravitational variables {uij , uijk }, the conformal factor
variables {β, β0, ψ, ψj , ψjK}, and the fluid variables {δζ, zJ} are given by:
A0∂0
(
uij0
uijJ
)
+
1
ǫ
EK∂K
(
uij0
uijJ
)
+AK∂K
(
uij0
uijJ
)
= F, (2.98)
∂0u
ij − uij0 = 0, (2.99)
B0∂0
(
ψ0L
ψJL
)
+
1
ǫ
EK∂K
(
ψ0L
ψJL
)
+BK∂K
(
ψ0L
ψJL
)
= G, (2.100)
∂0ψ0 − ψ00 = 0, (2.101)
∂0ψK − ψ0K = 0, (2.102)
∂0ψ − ψ0 = 0, (2.103)
β′0 −
1
2β
2
0 − e
−2β
(
ǫ2f(α)− Λ)
)
= 0, (2.104)
β′ − β0 = 0, (2.105)
C0∂0
(
δζ
zJ
)
+ CK∂K
(
δζ
zJ
)
= H − CK∂K
(
ζˆ
0
)
, (2.106)
where
A0 =
(
1− ǫu00 0
0 δIJ + ǫuIJ
)
, (2.107)
AK =
(
−2u0K −uJK
−uIK 0
)
, (2.108)
B0 =
(
1− ǫ
(
u00 + 12ηlmu
lm
)
− g00(ǫu00) 0
0 δIJ + ǫ
(
uIJ − 12δ
IJηlmu
lm
)
+ gIJ(ǫu)
)
, (2.109)
BK =

 −u0K −
2
ǫ
g
0K(ǫu) −
(
uJK − 12δ
JKηlmu
lm
)
−
1
ǫ
g
JK(ǫu)
−
(
uIK − 12δ
IKηlmu
lm
)
−
1
ǫ
g
IK(ǫu) 0

 , (2.110)
EK =
(
0 −δJK
−δIK 0
)
, (2.111)
F =
(
−1ǫ τ
ij + ǫ(aij1 + a
ij
2 + a
ij
3 )
0
)
, (2.112)
G =
(
β′ψ0L +Λe
−2β
(
2ψL −
1
2δlmu
lm
L
)
+ f ′
(
e3β+ζˆ
)
eβ+ζˆ∂Lζˆ + ǫP
0
)
, (2.113)
δζ = ζ − ζˆ, (2.114)
and all other quantities are as previously defined in Sections 2.1, 2.2, 2.3 and 2.4.
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3. Initial Data
As is well known in General Relativity, the initial data cannot be chosen freely on the initial
hypersurface
Σ = {0} × R3.
The restriction on the choice of initial data is governed by the constraint equations consisting
of
G¯0j = 2T¯ 0j (gravitational constraint equations) (3.1)
and
∂¯iu¯
ij = 0, (harmonic gauge condition) (3.2)
which must be satisfied by the initial data. The first step in obtaining solutions to these equations
that behave appropriately in the limit ǫց 0 is to bring them into a suitable form. To this end,
we use (2.14), (2.18) and (3.2) to express the components G¯0j of the conformal Einstein tensor
on the hypersurface Σ as
2
ǫ
|g¯|G¯0j = ˆ¯gLM ∂¯L∂¯M u¯
0j−2ˆ¯g0L∂¯L∂¯M u¯
Mj+δj0 ˆ¯g
00∂¯L∂¯M u¯
LM −δjM ˆ¯g
00∂¯L∂¯0u¯
LM +ǫ(a¯0j1 + a¯
0j
2 + a¯
0j
3 ).
(3.3)
Next, we introduce rescaled gravitational variables in Newtonian coordinates via the definitions
uˆij =
1
ǫ
uij |x0=0 and uˆ
ij
0 = u
ij
0 |x0=0, (3.4)
and note that the harmonic constraint (3.2) can be expressed as
uˆ0j0 = −∂I uˆ
Ij (3.5)
in terms of these variables. We label the initial data for the homogenous component of the
conformal factor by
βˆ = β(0) and βˆ0 = β
′(0), (3.6)
and observe that
αˆ := α(0)
(2.58)
= r(ǫ, 3βˆ) > 0.
Solving the constraint (2.82), we find that the initial data βˆ0 is fixed by
βˆ0 =
√
2
3e
−2βˆ(αˆ+ Λ).
For the inhomogeneous conformal initial data, which we have complete freedom to specify, we
set
ψ|x0=0 = ∂0ψ|x0=0 = 0. (3.7)
This choice of initial data then implies, via the definitions (2.70), (2.76), and (2.80), that
ψj |x0=0 = ψjL|x0=0 = 0
and
ψˆ00 := ψ00|x0=0 = −ǫ
e−2βˆ
gˆ00
[(
ǫ2f(αˆ)− Λ)
gˆ00 + 1
ǫ2
+ f(αˆ+ µˆ)− f(αˆ)
]
,
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where
gˆij := gij |x0=0 = η
ij + ǫ2
(
uˆij − 12η
ijηlmuˆ
lm
)
+ ǫ4
g ij(ǫ2uˆ)
ǫ4
(3.8)
and
µˆ = µ|x0=0. (3.9)
Next, we see, using (2.27)-(2.30), (2.31), (2.89)-(2.91), (2.95)-(2.96), (3.8) and the rescaled
variables (3.4), that the constraint equations (3.1) take the form
gˇLM∂L∂M uˆ
0j−2ǫ2uˆ0L∂L∂M uˆ
Mj+δj0gˇ
00∂L∂M uˆ
LM−δjM gˇ
00∂Luˆ
LM
0 +ǫ
2aˆj(ǫ, uˆ, ∂Luˆ, uˆ0) = δ
j
0τˆ
00+ǫδjI τˆ
0I
(3.10)
where
(i) for any R > 0 there exists an ǫ0 > 0 such that aˆ
j is analytic for (ǫ, uˆ, ∂Luˆ, uˆ0) ∈ (−ǫ0, ǫ0)×
BR(S4)× (S4)
3 × S4 and ∣∣aˆj(ǫ, uˆ, ∂Luˆ, uˆ0)∣∣ . |∂Luˆ|2 + |uˆ0|2,
(ii) τˆ00 and τˆ0J are given by
τˆ00 = (gˆ00)2τˆ00 + ǫ
32
gˆ0L
ǫ2
gˆ00τˆ0L + ǫ
5 gˆ
0L
ǫ2
gˆ0L
ǫ2
τˆLM , (3.11)
τˆ0J = ǫgˆ00
gˆJ0
ǫ2
τˆ00 +
(
ǫ4
gˆ0L
ǫ2
gˆJ0
ǫ2
+ gˆ00gˆJL
)
τˆ0L + ǫ
2 gˆ
0L
ǫ2
gˆJM τˆLM , (3.12)
with
zˆJ = zJ |x0=0, (3.13)
τˆ00 = 4e
−2βˆ µˆ+ ǫT 00
(
ǫ, ǫuˆ, ∂Luˆ, uˆ0, αˆ, µˆ, zˆL, βˆ, βˆ0, 0, 0, 0, ψˆ00
)
, (3.14)
τˆ0J =
{[
−4e−2βˆ(αˆ+ µˆ) + ǫP(ǫ, ǫuˆ, αˆ+ µˆ, βˆ, 0)
]
zˆJ
+ βˆ0δlm∂J uˆ
lm
}
+ ǫT 0J(ǫ, ǫuˆ, ∂Luˆ, uˆ0, βˆ0, 0, 0, 0), (3.15)
τˆ IJ = T IJ
(
ǫ, ǫuˆ, ∂Luˆ, uˆ0, αˆ, µˆ, zˆL, βˆ, βˆ0, 0, 0, 0, 0
)
, (3.16)
(iii) and
gˇij = ηij + ǫ2uˆij .
Theorem 3.1. Suppose s ∈ Z>3/2, βˆ ∈ R,
τˆ00, τˆ
0J , ∂K∂LU
KL, ∂LU
LM
0 ∈ L
6
5 (R3),
U IJ ∈ L6(R3) ∩Ks+2 ∩ L∞(R3), U IJ0 ∈ H
s+1(R3),
τˆ00, τˆ
0J ∈ Hs(R3), and eβˆ + 14 τˆ00(x) ≥ c0 > 0 ∀x ∈ R
3
for some positive constant c0, and let
R = |βˆ|+ ‖∂K∂LU
KL‖
L
6
5
+ ‖∂LU
LM
0 ‖L
6
5
+‖U IJ‖L6∩Ks+2 + ‖U
IJ
0 ‖Hs+1 + ‖τˆ00‖Hs∩L
6
5
+ ‖τˆ0J‖
Hs∩L
6
5
.
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Then there exists constants ǫ0 = ǫ0(c0, R) > 0, C = C(c0, R) > 0, and a 1-parameter family of
maps
uˆ0jǫ ∈ K
s+2(R3) ∩ L6(R3), µˆǫ ∈ K
s(R3) ∩ L6(R3), zˆǫI ∈ H
s(R3) 0 < ǫ < ǫ0
such that
(i) the quadruple {uˆijǫ , uˆ
ij
0,ǫ, µˆǫ, zˆ
ǫ
I}, where
(
uˆijǫ
)
=
(
uˆ00ǫ uˆ
0J
ǫ
uˆI0ǫ ǫU
IJ
)
and
(
uˆij0,ǫ
)
=
(
∂K uˆ
K0
ǫ −ǫ∂KU
KJ
−ǫ∂KU
IK ǫU IJ0
)
,
together with the initial values (3.6) and (3.7) for the conformal factor determine a solution
of the constraint equations (3.1)-(3.2) for 0 < ǫ < ǫ0,
(ii) and
‖µˆǫ − µ˘‖Ks∩L6 + ‖zˆ
ǫ
I − z˘I‖Hs ≤ Cǫ,
‖uˆ00ǫ − u˘
00‖Ks+2∩L6 +
1
ǫ
‖uˆ0Jǫ − ǫu˘
0J‖Ks+2∩L6 ≤ Cǫ
for 0 < ǫ < ǫ0, where
u˘00 = ∆−1τˆ00,
u˘0J = ∆−1
(
τˆ0J − ∂KU
KJ
0
)
,
µ˘ = 14e
2βˆ τˆ00,
z˘J =
1
4eβˆ + τˆ00
[√
2
3e
−2βˆ
(
e3βˆ + Λ
)
RJ(−∆)
− 1
2 τˆ00 + τˆ
0J
]
,
and
‖u˘00‖L6∩Ks+2 + ‖u˘
0J‖L6∩Ks+2 + ‖µ˘‖L
6
5 ∩Hs
+ ‖z˘J‖Hs ≤ C.
Proof. Our method for solving the constraint equation (3.10) is based on a variation of the
method develop by Lottermoser in [29], and begins with prescribing the following free initial
data:
βˆ ∈ R, τˆ00, τˆ
0J , ∂K∂LU
LM , ∂LU
LM
0 ∈ L
6
5 (R3),
U IJ ∈ L6(R3) ∩ L∞(R3), ∂KU
IJ , U IJ0 ∈ H
s+1(R3), τˆ00, τˆ
0J ∈ Hs(R3),
where τˆ00 is chosen to satisfy
eβˆ + 14 τˆ00(x) ≥ c0 > 0 ∀x ∈ R
3 (3.17)
for some positive constant c0. We also set
R = |βˆ|+ ‖∂K∂LU
IJ‖
Ks∩L
6
5
+ ‖∂LU
LM
0 ‖Ks∩L
6
5
+‖U IJ‖L6∩Ks + ‖U
IJ
0 ‖Hs+1 + ‖τˆ00‖Ks∩L
6
5
+ ‖τˆ0J‖
Ks∩L
6
5
. (3.18)
Next, we see from (3.12) that
τˆ0J = −τˆ
0J + ǫT J
(
ǫ, uˆ, τˆ 00, τˆLM
)
(3.19)
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for a map T J that (i) for any fixed Rˆ > 0, is smooth for (ǫ, uˆ, τˆ00, τˆLM )∈ (−ǫ0, ǫ0)× BRˆ(S4)×
R× S3 provided ǫ0 is chosen sufficiently small, and (ii) satisfies the estimate∣∣T J(ǫ, uˆ, τˆ00, τˆLM)∣∣ . |uˆ|(|τˆ00|+ |τˆLM |). (3.20)
From (3.19) and (3.20), it follows, with the help of (2.94) and (3.16), that we can write (3.11)
as
τˆ00 = τˆ00 + ǫ
2T 0
(
ǫ, τˆ 00, τˆ
0L, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ
)
(3.21)
for a map T 0 that (i) for any fixed Rˆ > 0, is smooth for (ǫ, τˆ 00, τˆ
0L, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ) ∈
(−ǫ0, ǫ0)× R× R
3 ×BRˆ(S4)× (S4)
3 × S4 ×R×R
3 ×R provided ǫ0 is chosen sufficiently small,
and (ii) satisfies the estimate∣∣T 0(ǫ, τˆ00, τˆ0L, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ)∣∣ . |uˆ|(|τˆ 00|+ |τˆ0L|) + |uˆ|2(|∂Luˆ|+ |uˆ0|+ |zˆL|). (3.22)
From (3.19)-(3.22), it is then clear that we can write (3.10), (3.14) and (3.15) as
∆uˆ0j = −ǫ2uˆLM∂L∂M uˆ
0j + 2ǫ2uˆ0L∂L∂M uˆ
Mj + (1− ǫ2uˆ00)
(
δj0∂L∂M uˆ
LM
− δjM∂Luˆ
LM
0
)
+ δj0τˆ00 + ǫδ
j
I τˆ
0I + ǫ2Aˆj
(
ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ, τˆ00, τˆ
0L
)
, (3.23)
µˆ = 14e
2βˆ τˆ00 + ǫtˆ0
(
ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ
)
, (3.24)
and
zˆJ =
1
4e−2βˆ(e3βˆ + 14e
2βˆ τˆ00)
[√
2
3e
−2βˆ
(
e3βˆ + Λ
)
δlm∂J uˆ
lm + τˆ0J
+ ǫtˆJ(ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ, τˆ00, τˆ
0L)
]
, (3.25)
respectively, where, for any fixed Rˆ > 0, Aˆj, tˆJ are smooth for (ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ, τˆ00, τˆ
0L) ∈
(−ǫ0, ǫ0)×BRˆ(S4)×(S4)
3×S4×R×R
3×R×R×R3, and τˆ00 is smooth for (ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ)
∈ (−ǫ0, ǫ0)×BRˆ(S4)× (S4)
3×S4×R×R
3×R provided ǫ0 is chosen sufficiently small. Moreover,
these maps satisfy the estimates
|Aˆj
(
ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ, τˆ 00, τˆ
0L
)
. |uˆ|(|τˆ00|+ |τˆ
0L|)
+ |uˆ|2|(|∂Luˆ|+ |uˆ0|+ |zˆL|) + |∂Luˆ|
2 + |uˆ0|
2, (3.26)
|tˆ0
(
ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ
)
| . |uˆ|+ |∂Luˆ|+ |uˆ0|+ |µˆ|+ |zˆL|, (3.27)
and
|tˆJ(ǫ, uˆ, ∂Luˆ, uˆ0, µˆ, zˆL, βˆ, τˆ00, τˆ
0J)| . |∂Luˆ|+ |uˆ0|+ |zˆL|+ |τˆ 00|+ |τˆ
0J |. (3.28)
We solve the system (3.23)-(3.25) using a contraction map starting with the seed solution
ξ˘ǫ =
(
u˘00ǫ , ǫ
−1u˘0Jǫ , µ˘, z˘J
)
,
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where
u˘ǫ =
(
u˘ij
)
=
(
∆−1
(
τˆ00 + ǫ∂K∂LU
KL
)
ǫ∆−1
(
τˆ0J − ∂KU
KJ
0
)
ǫ∆−1
(
τˆ0I − ∂KU
IK
0
)
ǫU IJ
)
,
u˘0,ǫ =
(
u˘ij0
)
=
(
ǫRK(−∆)
− 1
2
(
τˆ0K − ∂LU
KL
0
)
−ǫ∂KU
KJ
−ǫ∂KU
IK ǫU IJ0
)
,
µ˘ = 14e
2βˆ τˆ 00,
and
z˘J =
1
4eβˆ + τˆ00
[√
2
3e
−2βˆ
(
e3βˆ + Λ
)
RJ (−∆)
− 1
2 τˆ00 + τˆ
0J
]
,
which is well defined due to Theorem B.4, and the mapping properties of Riesz potentials and
transforms given in Theorems B.1 and B.2.
On quadruples of the form
ξ˜ =
(
u˜00, ǫ−1u˜0J , µ˜, z˜J
)
,
we define a norm
‖ξ˜‖X = ‖u˜
00‖L6∩Ks+2 + ‖D
2u˜00‖
L
6
5
+ ‖ǫ−1u˜0J‖L6∩Ks+2 + ‖D
2ǫ−1u˜0J‖
L
6
5
+ ‖µ˜‖Hs + ‖z˜J‖Hs ,
and let
X = { ξ˜ ∈ Hs+2loc (R
3)×Hs+2loc (R
3,R3)×Hsloc(R
3)×Hsloc(R
3,R3) | ‖ξ˜‖X <∞}.
In terms of this norm, the seed solution ξ˘ǫ satisfies the estimate
‖ξ˘ǫ‖ ≤ C˘(c0, R)R 0 ≤ ǫ < ǫ0 (3.29)
for some positive constant C˘(c0, R) > 0.
For fixed Rˆ > 0, ǫ0 chosen sufficiently small depending on Rˆ, ǫ ∈ (0, ǫ0), and
ξ˜ =
(
u˜00, ǫ−1u˜0J , µ˜, z˜J
)
∈ BRˆ(X),
we define
J(ξ˜) := ξˆ =
(
uˆ00, ǫ−1uˆ0J , µˆ, zˆJ
)
by requiring {uˆ0jǫ , µˆǫ, zˆ
ǫ
J} to be the unique solution of
∆uˆ0j = −ǫ2u˜LM∂L∂M u˜
0j + 2ǫ2u˜0L∂L∂M u˜
Mj + (1− ǫ2u˜00)
(
δj0∂L∂M u˜
LM
− δjM∂Lu˜
LM
0
)
+ δj0τˆ 00 + ǫδ
j
I τˆ
0I + ǫ2Aˆj
(
ǫ, u˜, ∂Lu˜, u˜0, µ˜, z˜L, βˆ, τˆ 00, τˆ
0L
)
,
µˆ = 14e
2βˆ τˆ00 + ǫtˆ0
(
ǫ, u˜, ∂Lu˜, u˜0, µ˜, z˜L, βˆ
)
,
zˆJ =
1
4eβˆ + τˆ00
[√
2
3e
−2βˆ
(
e3βˆ + Λ
)(
RJ (−∆)
− 1
2 τˆ00
+ ǫ
δlm∂J uˆ
lm −RJ(−∆)
− 1
2 τˆ00
ǫ
)
+ τˆ0J
]
+ ǫtˆJ(ǫ, u˜, ∂Lu˜, u˜0, µ˜, z˜L, βˆ, τˆ 00),
where
u˜ =
(
u˜ij
)
=
(
u˜00 u˜0J
u˜I0 ǫU IJ
)
and u˜0 =
(
u˜ij0
)
=
(
∂K u˜
K0 −ǫ∂KU
KJ
−ǫ∂KU
IK ǫU IJ0
)
.
THE NEWTONIAN LIMIT ON COSMOLOGICAL SCALES 25
That J(ξ˜) is well-defined for ξ˜ ∈ BRˆ(X) follows from Theorem B.4, the mapping properties
of Riesz potentials and transforms given in Theorems B.1 and B.2, the bounds on the initial
data given by (3.17) and (3.18), and the calculus inequalities from Appendix A. It also follows
directly from these estimates that J satisfies a Lipschitz estimate of the form
‖J(ξ˜1)− J(ξ˜2)‖X ≤ ǫC(c0, R, Rˆ)‖ξ˜1 − ξ˜2‖X (3.30)
for all ξ˜1, ξ˜2 ∈ BRˆ(X) and ǫ ∈ (0, ǫ0).
Choosing
Rˆ = 2C˘(c0, R)R,
where C˘(c0, R) is the constant from (3.29), we see that J(ξ˘ǫ) is well defined. Moreover, from
the definition of ξ˘ǫ and (3.29), it is clear that
J(ξ˘ǫ) = ξ˘ǫ + C(c0, R)ǫ 0 < ǫ < ǫ0,
for some constant C(c0, R), and so, it follows from (3.30) that there exists a positive constant
C(c0, R) > 0 such that
‖J(ξ˜)− ξ˘ǫ‖X ≤ ǫC(c0, R)(‖ξ˜ − ξ˘ǫ‖X + 1)
for all ξ ∈ BRˆ(0;X) and ǫ ∈ (0, ǫ0). Choosing ǫ0 > 0 small enough so that
ǫ0C(c0, R, Rˆ) < 1 and ǫ0C(c0, R)
(
Rˆ
4
+ 1
)
<
Rˆ
4
shows that J defines a contraction map on BRˆ/4(ξ˘ǫ;X), and consequently, for each ǫ ∈ (0, ǫ0),
establishes the existence of a unique fixed point ξˆǫ ∈ BRˆ/4(ξ˘ǫ;X), that is, ξˆǫ satisfies J(ξˆǫ) = ξˆǫ
and
‖ξˆǫ − ξ˘ǫ‖X = ‖J(ξˆǫ)− ξ˘ǫ‖X . ǫ. (3.31)
Letting
ξˆǫ =
(
uˆ00ǫ , ǫ
−1uˆ0Jǫ , µˆǫ, zˆ
ǫ
J
)
denote the fixed point, where
(
uˆijǫ
)
=
(
uˆ00ǫ uˆ
0J
ǫ
uˆI0ǫ ǫU
IJ
)
and
(
uˆij0,ǫ
)
=
(
∂K uˆ
K0
ǫ −ǫ∂KU
KJ
−ǫ∂KU
IK ǫU IJ0
)
,
it follows from the definition of the map J that {uˆijǫ , uˆ
ij
0,ǫ, µˆǫ, zˆ
ǫ
J} solves (3.23)-(3.25), and it is
easy to verify that these solutions satisfy the harmonic constraint (3.5). This result together
with the estimate (3.31) completes the proof. 
4. Uniform local existence and uniqueness
The next step in analyzing the ǫց 0 limit is to evolve the 1-parameter families of initial data
generated by Theorem 3.1 for a particular choice of the free data, and show that this initial data
leads to the existence of 1-parameter families of solutions to the Einstein-Euler equations that
exist on a common spacetime region of the form M = [0, T ) × R3. We begin this process by
fixing our choice of free initial data in the next section.
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4.1. Initial data. Our choice of initial data begins by fixing the free components βˆ, τˆ ǫ,~y00 and
τˆ0Jǫ,~y as in (1.14), (1.15) and (1.16). We also assume that this initial data is specified so that
(1.17) holds. From the triangle inequality and the translational invariance of the Lp norms, we
observe the bounds
‖τˆ ǫ,~y00 ‖L
6
5 ∩Hs+1
≤
N∑
λ=1
‖τˆλ00‖L
6
5∩Hs+1
. 1 ∀ (ǫ, ~y) ∈ (0,∞) ×R3N (4.1)
and
‖τˆ0Jǫ,~y‖L
6
5 ∩Hs+1
≤
N∑
λ=1
‖τˆ0Jλ ‖L
6
5 ∩Hs+1
. 1 ∀ (ǫ, ~y) ∈ (0,∞) × R3N . (4.2)
For the remainder of the free initial data, we can take essentially arbitrary bounded ǫ-
dependent sequences. To be definite, we fix 1-parameter families
U IJǫ , U
IJ
0,ǫ ǫ ∈ (0, ǫ0)
satisfying
‖U IJǫ ‖L6∩Ks+3 + ‖∂I∂JU
IJ
ǫ ‖L
6
5
+ ‖U IJ0,ǫ‖Hs+2 + ‖∂IU
IJ
0,ǫ‖L
6
5
. 1 0 < ǫ < ǫ0, (4.3)
with the simplest possibility being U IJǫ = U
IJ
0,ǫ = 0.
Shrinking ǫ0 > 0 if necessary, the bounds (1.17), (4.1), (4.2) and (4.3) on the free initial data
are enough to imply via Theorem 3.1 the existence of corresponding constrained initial data
uˆ0jǫ,~y ∈ K
s+3(R3)∩L6(R3), µˆǫ,~y ∈ K
s+1(R3)∩L6(R3), zˆǫ,~yI ∈ H
s+1(R3) ∀ (ǫ, ~y) ∈ (0, ǫ0)×R
3N
(4.4)
such that the free and constrained components
(i) determine a solution of the constraint equations (3.1)-(3.2) for all (ǫ, ~y) ∈ (0, ǫ0)× R
3N ,
(ii) yield the following initial data for the system (2.98)-(2.106):
(
uij0
)
|x0=0 =
(
∂K uˆ
K0
ǫ,~y −ǫ∂KU
KJ
ǫ
−ǫ∂KU
IK
ǫ ǫU
IJ
0,ǫ
)
, (4.5)
(
uijK
)
|x0=0 =
(
∂K uˆ
00
ǫ,~y ∂K uˆ
0J
ǫ,~y
∂K uˆ
I0
ǫ,~y ǫ∂KU
IJ
ǫ
)
, (4.6)
(
uij
)
|x0=0 =
(
ǫuˆ00ǫ,~y ǫuˆ
0J
ǫ,~y
ǫuˆI0ǫ,~y ǫ
2U IJǫ
)
, (4.7)
ψjL|x0=0 = 0, (4.8)
ψk|x0=0 = 0, (4.9)
ψ|x0=0 = 0, (4.10)
β0(0) =
√
2
3e
−2βˆ(αˆǫ + Λ), (4.11)
β(0) = βˆ, (4.12)
δζ|x0=0 = 0 (4.13)
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and
zJ |x0=0 = zˆ
ǫ,~y
J , (4.14)
where
αˆǫ = r(ǫ, 3βˆ) (4.15)
and
ζˆ =
∫ αˆǫ+µˆǫ,~y
1
dξ
ξ + ǫ2f(ξ)
− 3βˆ =
∫ αˆǫ+µˆǫ,~y
αˆǫ
dξ
ξ + ǫ2f(ξ)
, (4.16)
(iii) and satisfy the bounds
‖µˆǫ,~y − µ˘ǫ,~y‖Ks+1∩L6 + ‖zˆ
ǫ,~y
I − z˘
ǫ,~y
I ‖Hs+1 . ǫ, (4.17)
‖uˆ00ǫ,~y − u˘
00
ǫ,~y‖Ks+3∩L6 +
1
ǫ
‖uˆ0Jǫ,~y − ǫu˘
0J
ǫ,~y‖Ks+3∩L6 . ǫ (4.18)
for all (ǫ, ~y) ∈ (0, ǫ0)× R
3N , where
u˘00ǫ,~y := ∆
−1τˆ ǫ,~y00 ,
u˘0Jǫ,~y := ∆
−1
(
τˆ0Jǫ,~y − ∂KU
KJ
0,ǫ
)
,
µ˘ǫ,~y and z˘
ǫ,~y
J are given by (1.12) and (1.13), respectively, and
‖u˘00ǫ,~y‖L6∩Ks+3 + ‖u˘
0J
ǫ,~y‖L6∩Ks+3 + ‖z˘
ǫ,~y
J ‖Hs+1 . 1 (4.19)
for all (ǫ, ~y) ∈ (0, ǫ0)× R
3N .
As a final remark for this section, we note that (1.17) and (4.1) together with Moser’s estimates
from Corollary A.8 and the definition (1.12) imply that ζˆ, as defined by (4.16), satisfies the
estimate
‖ζˆ − ζ˘ǫ,~y‖L6∩Ks+1 . ǫ ∀ (ǫ, ~y) ∈ (0, ǫ0)× R
3N , (4.20)
where
ζ˘ǫ,~y = ln
(
e3βˆ + µ˘ǫ,~y
)
− 3βˆ and ‖ζ˘ǫ,~y‖L
6
5 ∩Ks+1
. 1. (4.21)
4.2. Local existence and continuation. With the initial data fixed, we now turn to proving
the existence of solutions to the conformal Einstein-Euler equations generated by the initial data
of the previous section. Our basic local existence result is contained in the following proposition.
Proposition 4.1. For each ǫ ∈ (0, ǫ0) and ~y ∈ R
3N , there exists a Tǫ,~y > 0 and a unique
solution8
uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J ∈ L
∞([0, Tǫ,~y),H
s
ul(R
3)) ∩
1⋂
m=0
Cm
(
[0, Tǫ,~y),H
s−m
loc (R
3)
)
,
βǫ0, β
ǫ ∈ C1([0, Tǫ,~y))
to the IVP consisting of the evolution equation (2.98)-(2.106) and the initial data (4.5)-(4.14)
on the spacetime region [0, Tǫ,~y)× R
3. Moreover,
8Hsul(R
3) denotes the uniformly local Sobolev spaces; see [30, §2.3] for a definition.
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(i) if the solution remains bounded in the W 1,∞(R3) norm on the interval [0, Tǫ,~y), the matrices
A0 and B0, see (2.107) and (2.109), satisfy A0, B0 ≥ κ1I for some κ > 0 on the interval
[0, Tǫ,~y), and the solution remains inside a compact subregion of the open region on which
the coefficient functions of the system, e.g. Ak, Bk, F , G, etc., are smooth, then there
exists a unique continuation of the solution to a time T ∗ > Tǫ,~y, and
(ii) the collection {uijk,ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β
ǫ, ψǫ,~y} determine, via (2.6), (2.7), (2.23), (2.32), (2.46),
(2.52), (2.56),(2.67), (2.68), (2.69), (2.77) and (2.114), a classical solution of the conformal
Einstein-Euler equations, given by (2.2) and (2.4), on [0, Tǫ,~y)× R
3.
Proof. For fixed ǫ ∈ (0, ǫ0) and ~y ∈ R
3N , it follows directly from (1.17), (4.2), (4.3), (4.4),
(4.20) and (4.21) that the initial data for the fields uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y and z
ǫ,~y
J
lie in the uniformly local Sobolev space Hsul(R
3), and that ζˆ, defined by (4.16), and ∂K ζˆ, which
enter as time-independent functions in the system (2.98)-(2.106), also lie in Hsul(R
3). Since the
system (2.98)-(2.106) is symmetric hyperbolic and s ∈ Z>3/2+1, standard existence theorems,
see Theorems 2.1 and 2.2 in [30, §2.3], guarantee the existence and uniqueness of a solution
uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J ∈ L
∞([0, Tǫ~y),H
s
ul(R
3)) ∩
1⋂
m=0
Cm
(
[0, Tǫ,~y),H
s−m
loc (R
3)
)
,
(4.22)
βǫ0, β
ǫ ∈ C1([0, Tǫ,~y)) (4.23)
to the IVP consisting of the evolution equation (2.98)-(2.106) and the initial data (4.5)-(4.13)
for some positive time Tǫ,~y > 0. The stated continuation principle is also a direct consequence
of these theorems. Moreover, from the derivation of the system (2.98)-(2.106), it is clear that
the solution (4.22)-(4.23) will also solve reduced conformal Einstein-Euler equations, given by
(2.4) and (2.19), on [0, Tǫ,~y)× R
3 provided that the constraints
c =


c1
c2K
c3
c4
c5
c6I
c7I
c8IJ


=


∂0u
ij
ǫ,~y − u
ij
0,ǫ,~y
uijK,ǫ,~y −
1
ǫ∂Ku
ij
ǫ,~y
Θǫ
βǫ
′ − β0,ǫ
∂0ψ
ǫ,~y − ψǫ,~y0
ψǫ,~yI −
1
ǫ ∂Iψ
ǫ,~y
∂0ψ
ǫ,~y
I − ψ
ǫ,~y
0I
ψǫ,~yIJ −
1
ǫ ∂Iψ
ǫ,~y
J


(4.24)
vanish for 0 ≤ x0 < Tǫ,~y, where
Θǫ = e
−2βǫ(αǫ + Λ)−
3
2(βǫ
′)2 and αǫ = r(ǫ, 3βǫ).
To establish the vanishing of the constraints (4.24), we first observe that the field equations
(2.99), (2.102), (2.103) and (2.105) imply that
c1(x0,x) = c4(x0) = c5(x0,x) = c7I(x
0,x) = 0 ∀ (x0,x) ∈ [0, Tǫ,~y)× R
3. (4.25)
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Furthermore, from (2.81) and the fact that the initial data is chosen so that c3(0) = 0, we have
that
c3(x0) = 0 ∀ x0 ∈ [0, Tǫ,~y).
Next, a short computation using the evolution equations (2.98) and (2.100) shows that
∂0c
2
K = 0 and ∂0c
8
IJ = 0.
Since c2K |x0=0 = c
8
IJ |x0=0 = 0 is satisfied by our choice of initial data, it follows immediately that
c2K(x
0,x) = c8IJ(x
0,x) = 0 ∀ (x0,x) ∈ [0, Tǫ,~y)× R
3, (4.26)
and in particular, that
∂[IψJ ]K(x
0,x) = 0 ∀ (x0,x) ∈ [0, Tǫ,~y)× R
3. (4.27)
A short computation then shows that
∂0(ψIJ − ψJI) =
1
ǫ
(∂Iψ0J − ∂Jψ0I) =
1
ǫ
∂0(∂IψJ − ∂JψI) (4.28)
follows from the field equations (2.100). Setting,
c9IJ = ψIJ − ψJI ,
equation (4.28) and the fact that c6I |x0=0 = c
9
IJ |x0=0 = 0, by our choice of initial data, imply
that
c9IJ(x
0,x) =
1
ǫ
(
∂IψJ(x
0,x)− ∂JψI(x
0,x)
)
∀ (x0,x) ∈ [0, Tǫ,~y)×R
3. (4.29)
Continuing on, we define
c10K = ψ0K −
1
ǫ
∂Kψ0,
and observe that the evolution equations (2.100) imply, with the help of (4.25), (4.26), (4.27)
and (4.29), that the triplet {c6K , c
9
JK , c
10
K } satisfies the system
−gKLg00∂0c
10
K =
2
ǫ
gKLg0J∂0c
9
JK +
1
2ǫ
gKLgIJ∂I
(
c9JK − c
9
KJ
)
+ pKLc10K + q
KLM c9KM + r
KLc6K ,
(4.30)
1
2
gIJgKL∂0c
9
JK =
1
2ǫ
gKLgIJ
(
∂Jc
10
K − ∂Kc
10
J
)
, (4.31)
∂0c
6
K = c
10
K , (4.32)
where the coefficients pKL, qKLM and rKL depend smoothly on the solution. Introducing the
change of variables
c11K = c
10
K +
2g0J
ǫg00
c9JK
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then allows us, using (4.27) and (4.29), to write (4.30)-(4.32) in the following symmetric hyper-
bolic form
−gKLg00∂0c
11
K =
1
2ǫ
gKLgIJ∂I
(
c9JK − c
9
KJ
)
+ pKL
(
c11K −
2g0M
ǫg00
c9MK
)
+
(
qKLM − gKMg00∂0
(
2g0K
ǫg00
))
c9KM + r
KLc6K ,
1
2
gIJgKL∂0c
9
JK = −
2gKLgIJg0M
ǫ2g00
∂M c
0
JK +
1
2ǫ
gKLgIJ
(
∂Jc
11
K − ∂Kc
11
J
)
+
gKLgIJ
2ǫ
(
∂K
(
2g0M
ǫg00
)
c9MJ − ∂J
(
2g0M
ǫg00
)
c9MK
)
,
∂0c
6
K = c
10
K .
But, by our choice of initial data, c6J |x0=0 = c
9
IJ |x0=0 = c
11
J |x0=0 = 0, and so, it follows from the
uniqueness of solutions to hyperbolic systems that
c6J(x
0,x) = c9IJ(x
0,x) = c11J (x
0,x) = 0 ∀ (x0,x) ∈ [0, Tǫ,~y)× R
3,
thereby verifying the vanishing of the constraints (4.24). Thus, we have established that the
solution (4.22)-(4.23) solves the reduced conformal Einstein-Euler equations.
To see that the solution (4.22)-(4.23) also solves the full conformal Einstein-Euler equations,
we employ a variation of a well known argument due originally to Y. Choquet-Bruhat, see [7,
Ch. VI, §8] for details. Writing the reduced conformal Einstein equations as
G¯ij −
ǫ
2
1
|g¯|
b¯ij = 2T¯ ij, (4.33)
which we know from above are satisfied in [0, Tǫ,~y)×R
3, we see, after taking the divergence and
using the contracted Bianchi identity ∇¯iG¯
ij = 0, that b¯ij satisfies
−
ǫ
2
∇¯i
(
1
|g¯|
b¯ij
)
= 2∇¯iT¯
ij in [0, Tǫ,~y)×R
3. (4.34)
Using the Euler equations (2.4), which we know are satisfied in [0, Tǫ,~y)×R
3, a short calculation
shows, with the help of the identity ∇¯i∇¯j∇¯kΨ¯ − ∇¯j∇¯i∇¯kΨ¯ = R¯ijk
l∇¯lΨ¯, that we can express
(4.34) as
−
ǫ
4
∇¯i
(
1
|g¯|
b¯ij
)
= e−4Ψ¯
(
2T` ij − g¯klT`
klg¯ij
)
∇¯iΨ¯ + 2Λe
−2Ψ¯∇¯jΨ¯
−R¯ij∇¯iΨ¯−∇¯
i∇¯i∇¯
jΨ¯− 2∇¯i∇¯jΨ¯∇¯iΨ¯ in [0, Tǫ,~y)× R
3. (4.35)
Next, we express the Ricci curvature tensor as follows:
R¯ij = G¯ij −
1
2
g¯klG¯
klg¯ij
=
1
|g¯|
[
G¯ijR +
ǫ
2
b¯ij −
1
2
(
g¯klG¯
kl
R +
ǫ
2
g¯klb¯
kl
)
g¯ij
]
( by (2.18) and (2.20))
= 2T¯ ij − g¯klT¯
klg¯ij +
ǫ
2
1
|g¯|
(
b¯ij −
1
2
g¯klb¯
klg¯ij
)
(by (4.33)).
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Substituting this into (4.35), we find, after a straightforward computation, that
∇¯i
(
1
|g¯|
b¯ij
)
=
2
|g¯|
(
b¯ij −
1
2
g¯klb¯
klg¯ij
)
in [0, Tǫ,~y)× R
3. (4.36)
Setting
βj = ∂¯iu¯
ij ,
it is not difficult to verify that (4.36) implies that βj satisfies a wave equation of the form
g¯ij ∂¯i∂¯jβ
k +Υkjβ
j = 0 in [0, Tǫ,~y)× R
3,
where the coefficients Υkj depend analytically on the fields (g¯ij , ∂¯kg¯ij, ∂¯iΨ¯) whenever det(g¯ij) < 0.
By our choice of initial data, we know that9
βj |x¯0=0 = 0 and ∂¯0β
j |x¯0=0 = 0.
From the uniqueness of solutions to wave equations, it follows that βj = 0 in [0, Tǫ,~y)×R
3, and
hence, that G¯ijR = G¯
ij . We therefore conclude that the full conformal Einstein-Euler equations
are satisfied in the spacetime region [0, Tǫ,~y)× R
3.

Remark 4.2. Due to singular 1ǫ terms that appear in the system (2.98)-(2.106), see in partic-
ular (2.98), (2.100) and (2.112), the existence result given by Proposition 4.1 leaves open the
possibility that the time of existence Tǫ,~y shrinks to zero in the limit ǫ ց 0. This behaviour
needs to be explicitly ruled out if we are to extract a Newtonian limit on a non-trivial spacetime
region. We also need to establish a lower bound on the time existence that is independent of
the parameters ~y ∈ R3N .
4.3. A posteriori bounds. Next, we show that the solutions from Proposition 4.1 satisfy
better bounds than just being in the uniformly local spaces Hsul(R
3). To this end, we take the
divergence of
τ¯ ij = 4
|g¯|
|h¯|
T¯ ij
to get
∇¯iτ¯ ij = ∇¯i
(
4
|g¯|
|h¯|
)
T¯ ij + 4
|g¯|
|h¯|
∇¯iT¯ ij = 2(Γ¯
k
ki − γ¯
k
ki)τ¯
i
j + 4
|g¯|
|h¯|
∇¯iT¯ ij .
Since ∇¯iT
ij = 0 for solutions of the conformal Einstein equation (2.2) by virtue of contracted
Bianchi identity, we see that
∇¯iτ¯ ij − 2(Γ¯
k
ki − γ¯
k
ki)τ¯
i
j = 0,
which, in turn, implies via (2.17) and (2.20) that
g¯ik∂¯k τ¯ ij − Γ¯
l
kj τ¯
k
l − 2Γ¯
k
kiτ¯
i
j = 0.
Switching to Newtonian coordinates, this implies that the solutions from Proposition 4.1 satisfy
− g00ǫ,~y∂0τ
ǫ,~y
0j −
g0Iǫ,~y
ǫ
∂Iτ
ǫ,~y
0j − g
IJ
ǫ,~y∂I
τ ǫ,~yJj
ǫ
= ǫ
(
ǫ
g0Iǫ,~y
ǫ
∂0τ
ǫ,~y
Ij
ǫ
− Γlkj,ǫ,~yτ
k
l,ǫ,~y − 2Γ
k
ki,ǫ,~yτ
i
j,ǫ,~y
)
. (4.37)
9That βj |x¯0=0 = 0 is satisfied is obvious from our choice of initial data. That ∂¯0β
j |x¯0=0 = 0 is also satisfied is
not so obvious. It is a consequence of the fact that our initial data satisfies the constraint equations; see [7, Ch.
VI, §8] for details.
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Remark 4.3. In the following, we will treat the solution from Proposition 4.1 as being bounded
in certain stronger norms. All of the following calculations are easily justified by using the finite
speed of propagation to first prove them on truncated spacetime cones followed by letting the
width of the cone go to infinity to obtain estimates on the spacetime slab [0, Tǫ,~y) × R
3. For
reasons of economy, we omit these easily reproducible details.
Setting
Ξǫ,~y =
(
uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β0,ǫ, βǫ
)
and
|||Ξǫ,~y|||s =‖u
ij
k,ǫ,~y‖Hs + ‖u
ij
ǫ,~y‖L6∩Ks + ‖ψ
ǫ,~y
jL ‖Hs + ‖ψ
ǫ,~y
0 ‖L6∩Ks
+ ‖ψǫ,~yL ‖Hs + ‖ψ
ǫ,~y‖L6∩Ks + ‖δζǫ,~y‖Hs + ‖z
ǫ,~y
J ‖Hs + |β0,ǫ|+ |βǫ|,
it follows directly from the bounds (4.1), (4.2), (4.3), (4.17), (4.18), (4.19), (4.20) and (4.21) on
the initial data that
|||Ξǫ,~y(0)|||s ≤ R ∀ (ǫ, ~y) ∈ (0, ǫ0)× R
3N
for some positive constant R > 0.
From (2.79)-(2.80), (2.87), (2.89)-(2.91), the evolution equations (2.98)-(2.106), the estimates
(4.20)-(4.21), Sobolev’s inequality, Moser’s estimates as given in Theorems A.4 and A.7, and the
assumption s− 1 ∈ Z>3/2, we observe that
Tǫ,~y = −
1
g00ǫ,~y
[
g0Iǫ,~y
ǫ
∂Iτ
ǫ,~y
00 + g
IJ
ǫ,~y∂I
τ ǫ,
~y
J0
ǫ
+ ǫ
(
ǫ
g0Iǫ,~y
ǫ
∂0τ
ǫ,~y
I0
ǫ
− Γlk0,ǫ,~yτ
k
l,ǫ,~y − 2Γ
k
ki,ǫ,~yτ
i
0,ǫ,~y
)]
satisfies
‖Tǫ,~y(x
0)‖L2 ≤ C(|||Ξǫ,~y(x
0)|||s)|||Ξǫ,~y(x
0)|||s 0 ≤ x
0 < Tǫ,~y (4.38)
for some positive constant C(|||Ξǫ,~y|||s) > 0 independent of (ǫ, ~y) ∈ (0, ǫ0)× R
3N . Writing (4.37)
with j = 0 as
∂0τ
ǫ,~y
00 = Tǫ,~y,
we see, after integrating in time and employing the estimate (4.38), that
‖τ ǫ,~y00 (x
0)‖L2 ≤ ‖τˆ
ǫ,~y
00 ‖L2 +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ.
Combining this with the initial data bound (4.1) then yields the estimate
‖τ ǫ,~y00 (x
0)‖L2 . 1 +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ. (4.39)
We also observe it follows directly from Moser’s estimates, Theorem A.7, together with (2.79)-
(2.80), (2.89), (2.92) and the estimates (4.20)-(4.21) that
‖Dτ ǫ,~y00 (x
0)‖Hs−1 ≤ C(|||Ξǫ,~y(x
0)|||s)|||Ξǫ,~y(x
0)|||s. (4.40)
Next, we see that the expansions (2.95)-(2.97) for τ ij together with the formulas (2.79)-(2.80),
(2.88), (2.90)-(2.91), (2.93)-(2.94), and the estimates (4.20)-(4.21) and (4.39)-(4.40) imply, via
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Moser’s estimates from Theorems A.4 and A.7 and Corollary A.8, the following estimate for Fǫ,~y
(see (2.112)):
‖Fǫ,~y(x
0)‖Hs ≤
1
ǫ
[
C(|||Ξǫ,~y(x
0)|||s)|||Ξǫ,~y(x
0)|||s +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ
]
. (4.41)
Similar considerations also lead to the following estimates for the quantities defined by (2.107)-
(2.110), (2.113) and the right hand side of (2.106):
1
ǫ
‖A0ǫ,~y(x
0)− 1I ‖Ks +
1
ǫ
‖B0ǫ,~y(x
0)− 1I ‖Ks
+ ‖AKǫ,~y(x
0)‖Ks + ‖B
K
ǫ,~y(x
0)‖Ks ≤ C(‖u
ij
ǫ,~y(x
0)‖Ks)‖u
ij
ǫ,~y(x
0)‖Ks (4.42)
‖Ckǫ,~y(x
0)‖Ks . 1 + C(|||Ξǫ,~y(x
0)|||s)|||Ξǫ,~y(x
0)|||s (4.43)
and
‖Gǫ,~y(x
0)‖Hs + ‖Hǫ,~y(x
0)‖Hs +
∥∥∥∥CKǫ,~y(x0)∂K
(
ζˆ
0
)∥∥∥∥
Hs
. 1 + C(|||Ξǫ,~y(x
0)|||s)|||Ξǫ,~y(x
0)|||s. (4.44)
Due to the 1ǫE
K terms and also the source term F , the system (2.98)-(2.106) is clearly singular.
However, ignoring the singular term F for the moment, (2.98)-(2.106) is of a type that has been
well-studied beginning with the pioneering work of Browning, Klainerman, Kreiss and Majda
[4, 21, 22, 25]. The energy estimates, which are non-singular in ǫ, developed in these works are
based on the fact that for symmetric hyperbolic systems of the form
a0(ǫφ)∂0φ+
1
ǫ
cK∂Kφ+ a
K(ǫ, φ)∂Kφ = f(ǫ, φ) (c
K = const.)
only the divergence 1ǫ∂Kc
K of the singular term 1ǫ c
K appears in the estimates, and this van-
ishes because the matrices cK are constant by assumption. Because the matrices EK in (2.98)
and(2.100) are constant , and the A0 and B0 are functions of ǫuij only, we can apply the esti-
mates from [4, 21, 22, 25]10, for example, see Theorem 1’ in [22], to (2.98), (2.100) and (2.106),
while observing (4.42)-(4.44), to obtain the estimates
∂0(‖u
ij
0,ǫ,~y(x
0)‖2Hs + ‖u
ij
J,ǫ,~y(x
0)‖2Hs) .
(
1 + C(‖uijǫ,~y(x
0)‖Ks)‖u
ij
ǫ,~y(x
0)‖Ks
+ ‖Fǫ,~y(x
0)‖Hs
)
(‖uij0,ǫ,~y(x
0)‖2Hs + ‖u
ij
J,ǫ,~y(x
0)‖2Hs)
1
2 ,
∂0(‖ψ
ǫ,~y
0L (x
0)‖2Hs + ‖ψ
ǫ,~y
JL(x
0)‖2Hs) .
(
1 + C(‖uijǫ,~y(x
0)‖Ks)‖u
ij
ǫ,~y(x
0)‖Ks
+ ‖Gǫ,~y(x
0)‖Hs
)
(‖ψǫ,~y0L (x
0)‖2Hs + ‖ψ
ǫ,~y
LJ (x
0)‖2Hs)
1
2
and
∂0(‖δζǫ,~y(x
0)‖2Hs + ‖z
ǫ,~y
J (x
0)‖2Hs) .
(
1 + C(|||Ξǫ,~y(x
0)|||s|||Ξǫ,~y(x
0)|||s
)
(‖ψǫ,~y0L (x
0)‖2Hs + ‖ψ
ǫ,~y
LJ (x
0)‖2Hs)
1
2 .
10A slight generalization of these results is required to take account of the fact that the uij , which appear
in the coefficient matrices Ak, Bk and Ck, lie in the spaces Ks(R3) instead of Hs(R3). Since the modification
required is straightforward and amounts to a substitution of the analogous calculus inequality from Appendix A
that are valid on the Ks(R3) spaces, we omit the details.
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Integrating these estimates in time, we find, with the help of the bounds (4.3), (4.17)-(4.18) and
(4.19)-(4.21) on the initial data, that
‖uij0,ǫ,~y(x
0)‖Hs + ‖u
ij
J,ǫ,~y(x
0)‖Hs . 1 +
∫ x0
0
(
1 + C(‖uijǫ,~y(τ)‖Ks)
)
‖uijǫ,~y(τ)‖Ks + ‖Fǫ,~y(τ)‖Hs dτ,
(4.45)
‖ψǫ,
~y
0L (x
0)‖Hs + ‖ψ
ǫ,~y
JL(x
0)‖Hs . 1 +
∫ x0
0
(
1 + C(‖uijǫ,~y(τ)‖Ks)
)
‖uijǫ,~y(τ)‖Ks + ‖Gǫ,~y(τ)‖Hs dτ
(4.46)
and
‖δζǫ,~y(x
0)‖Hs + ‖z
ǫ,~y
J (x
0)‖Hs . 1 +
∫ x0
0
(
1 + C(|||Ξǫ,~y(x
0)|||s)
)
|||Ξǫ,~y(x
0)|||s dτ. (4.47)
Integrating the remaining evolution equations (2.99), (2.101)-(2.105) in time, we obtain, using
the bounds on the initial data and the calculus inequalities from Appendix A, the estimates
‖uijǫ,~y(x
0)‖L6∩Ks . 1 +
∫ x0
0
‖uij0,ǫ,~y(τ)‖Hs dτ, (4.48)
‖ψǫ,~y0 (x
0)‖L6∩Ks . 1 +
∫ x0
0
1 + C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ, (4.49)
‖ψǫ,~yK (x
0)‖Hs . 1 +
∫ x0
0
‖ψǫ,~y0K(τ)‖Hs dτ, (4.50)
‖ψǫ,~y(x0)‖L6∩Ks . 1 +
∫ x0
0
‖ψǫ,
~y
0 (τ)‖L6∩Ks dτ, (4.51)
and
|β0,ǫ(x
0)|+ |βǫ(x
0)| . 1 +
∫ x0
0
C(|β0,ǫ(τ)|, |βǫ(τ)|)
(
β0,ǫ(τ)|+ |βǫ(τ)|
)
dτ. (4.52)
Combining the estimates (4.45)-(4.47) and (4.48)-(4.52), we arrive at the estimate
|||Ξǫ,~y(x
0)|||s ≤ R(1 + x
0) +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s +
1
ǫ
∫ τ
0
C(|||Ξǫ,~y(σ)|||s)|||Ξǫ,~y(σ)|||s dσ dτ
(4.53)
for the solution Ξǫ,~y, which holds for some positive constant R ≥ R > 0 independent of (ǫ, ~y) ∈
(0, ǫ0)× R
3N . Defining
κ(x0) = sup
0≤τ<x0
|||Ξǫ,~y(τ)|||s, (4.54)
we then have that
|||Ξǫ,~y(x
0)|||s ≤ R(1 + x
0) +
1
ǫ
C(κ(x0))(x0)2 +C(κ(x0))
∫ x0
0
|||Ξǫ,~y(τ)|||s dτ,
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which, after applying Grownwall’s inequality, yields
κ(x0) ≤
[
R(1 + x0) +
1
ǫ
C(κ(x0))(x0)2
]
eC(κ(x
0))x0 0 ≤ x0 < Tǫ,~y. (4.55)
Since κ(0) ≤ R, it follows, from the continuation principle from Proposition 4.1 and the estimate
(4.55) that there exists a Tǫ > 0 such that the solution Ξǫ,~y exists on the time interval [0, Tǫ)
and satisfies
|||Ξǫ,~y(x
0)|||s ≤ 2R 0 ≤ x
0 < Tǫ. (4.56)
4.4. Uniform bounds. With the time of existence bounded below independently of ~y ∈ R3N ,
we are left with bounding the time of existence below by some positive time T > 0 that is
independent of 0 < ǫ < ǫ0. We accomplish this by using a non-local modification of equation
(2.98) of the type used in [32, 33]. The modification removes the singular 1ǫ terms from the
source F in equation (2.98) while retaining an overall structure for the evolution equations.
This allows us derive ǫ-independent energy estimates using the techniques from [4, 21, 22, 25].
The modification begins with the introduction of the quantity
Φǫ,
~y
J = (−∆)
− 1
2RJτ
00
ǫ,~y,
which, as we shall see below, is closely related to the Newtonian gravitational force. First, we
note that Φǫ,
~y
J is well-defined by virtue of the estimates (4.39) and (4.40), and Theorems B.1 and
B.2. We also note that the estimates (4.39) and (4.40) together with (2.90)-(2.91), Sobolev’s
inequality and Moser’s estimates from Theorem A.7 imply that
‖τ00ǫ,~y(x
0)‖Hs . 1 + C(|||Ξǫ,~y(x
0)|||s)
(
|||Ξǫ,~y(x
0)|||s +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ
)
(4.57)
and
1
ǫ
‖τ iJǫ,~y(x
0)‖Hs . 1 + C(|||Ξǫ,~y(x
0)|||s)
(
|||Ξǫ,~y(x
0)|||s +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ
)
, (4.58)
which, in turn, imply, with the help of (2.87), Ho¨lder’s inequality, Sobolev’s inequality and
Moser’s estimates, that
‖Γkij,ǫ,~y(x
0)τ lmǫ,~y(x
0)‖L1∩Hs ≤ C(|||Ξǫ,~y(x
0)|||s)|||Ξǫ,~y(x
0)|||s
(
1 +
∫ x0
0
C(|||Ξǫ,~y(τ)|||s)|||Ξǫ,~y(τ)|||s dτ
)
.
(4.59)
Similar calculations used to derive (4.37) show that
∂0τ
0j
ǫ,~y = −
1
ǫ
∂Iτ
Ij
ǫ,~y − ǫ
(
Γjik,ǫ,~yτ
ik
ǫ,~y − Γ
k
ik,ǫ,~yτ
ij
ǫ,~y
)
,
from which we see that Φǫ,~yI satisfies
∂0Φ
ǫ,~y
I = −RIRJ
1
ǫ
τJ0ǫ,~y − ǫ∂I∆
−1
(
Γ0ikτ
ik,ǫ,~y
ǫ,~y − Γ
k
ik,ǫ,~yτ
i0
ǫ,~y
)
. (4.60)
From this equation, the estimates (4.57)-(4.59), and Theorems B.1 and B.2, it follows that
‖∂0Φ
ǫ,~y
I (x
0)‖Hs . 1 +C(κ(x
0))(|||Ξǫ,~y(x
0)|||s + x
0), (4.61)
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with κ(x0) as defined above by (4.54). Moveover, integrating (4.60) in time shows, with the help
of initial data bound (4.1) and the estimates (4.57)-(4.59), that
‖Φǫ,
~y
I (x
0)‖Hs+1 . 1 + C(κ(x
0))(|||Ξǫ,~y(x
0)|||s + x
0 + (x0)2). (4.62)
Next, we define
u
ij
J,ǫ,~y := u
ij
J,ǫ,~y − δ
i
0δ
j
0Φ
ǫ,~y
J .
Substituting this into (2.98) then gives
A0ǫ,~y∂0
(
uij0,ǫ,~y
u
ij
J,ǫ,~y
)
+
1
ǫ
EK∂K
(
uij0,ǫ,~y
u
ij
J,ǫ,~y
)
+AKǫ,~y∂K
(
uij0,ǫ,~y
u
ij
J,ǫ,~y
)
= F ǫ,~y, (4.63)
where
F ǫ,~y =
(
uJKǫ,~y δ
i
0δ
j
0∂KΦ
ǫ,~y
J −
1
ǫ
(
τ ijǫ,~y − δ
i
0δ
j
0τ
00
ǫ,~y
)
+ ǫ
(
aij1,ǫ,~y + a
ij
2,ǫ,~y + a
ij
3,ǫ,~y
)
−
(
δIJ + ǫuIJǫ,~y
)(
δi0δ
j
0∂0Φ
ǫ,~y
J
)
.
)
. (4.64)
From the estimates (4.57), (4.58), (4.61) and (4.62), and the calculus inequalities from Appendix
A, we obtain the estimate
‖F ǫ,~y(x
0)‖Hs . 1 + C(κ(x
0))(|||Ξǫ,~y(x
0)|||s + x
0 + (x0)2), (4.65)
with the point being that, unlike the estimate (4.41) for Fǫ,~y, this estimate is independent of
ǫ ∈ (0, ǫ0).
Next, we set
ξǫ,~y =
(
δ0ku
ij
0,ǫ,~y + δ
J
k u
ij
J,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β0,ǫ, βǫ
)
,
and note that
‖Φǫ,~yI ‖Hs + |||ξǫ,~y|||s ≈ |||Ξǫ,~y|||s. (4.66)
From the arguments of the previous section, it is clear that the ǫ dependence of the time Tǫ
for which the bound (4.56) holds is due to the ǫ dependence in the estimate (4.41). Because of
the estimate (4.65), we can remove this ǫ dependence by using the evolution equation (4.63) in
favour of (2.98). Doing so, it then follows from similar arguments used in the previous section,
the bound (4.62) and the equivalence of norms (4.66) that there exists a T > 0 such that the
solution Ξǫ,~y exists on the time interval [0, T ) and satisfies
‖Φǫ,~yI (x
0)‖Hs+1 + |||ξǫ,~y(x
0)|||s . 1 ∀ (ǫ, ~y, x
0) ∈ (0, ǫ0)× R
3N × [0, T ). (4.67)
Finally, we note by virtute of our choice of initial data that the time derivative ∂0Ξǫ,~y at
x0 = 0 satisfies
|||∂0Ξǫ,~y(0)|||s−1 . 1 ∀ (ǫ, ~y) ∈ (0, ǫ0)× R
3N .
Then differentiating the evolution equation (4.63) and (2.99)-(2.106) with respect to x0, we ob-
tain an equation for ∂0ξǫ,~y with a similar structure to that satisfied by ξǫ,~y. The same arguments
used to derive the estimate (4.67) go through to show that ∂0ξǫ,~y satisfies a similar estimate,
that is
‖∂0Φ
ǫ,~y
I (x
0)‖Hs + |||∂0ξǫ,~y(x
0)|||s−1 . 1 ∀ (ǫ, ~y, x
0) ∈ (0, ǫ0)× R
3N × [0, T ).
We formalize the above results in the following proposition:
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Proposition 4.4. Let
Ξǫ,~y =
(
uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β0,ǫ, βǫ
)
denote the solution from Proposition 4.1 to (2.98)-(2.106). Then there exists T > 0 such that
the solution Ξǫ,~y exists on the spacetime region [0, T ) × R
3 and satisfies the estimate
|||Ξǫ,~y(x
0)|||s + |||∂0Ξǫ,~y(x
0)|||s−1 . 1
for all (ǫ, ~y, x0) ∈ (0, ǫ0)× R
3N × [0, T ).
Moreover, Φǫ,~yJ , given by
Φǫ,~yJ = (−∆)
− 1
2RJτ
00
ǫ,~y,
is well defined, and the following estimates hold:
‖Φǫ,
~y
I (x
0)‖Hs+1 + ‖∂0Φ
ǫ,~y
I (x
0)‖Hs . 1
and
‖τ00ǫ,~y(x
0)‖Hs + ‖Γ
k
ij,ǫ,~y(x
0)τ lmǫ,~y(x
0)‖L1∩Hs . 1
for all (ǫ, ~y, x0) ∈ (0, ǫ0)× R
3N × [0, T ).
5. Cosmological Poisson-Euler equations
In this section, we establish the local existence of solutions to the limit equations (1.5)-(1.6),
and show that these solutions satisfy the cosmological Poisson-Euler equations of Newtonian
gravity. These solutions will be shown in the next section to provide an accurate approximation
for small values of ǫ to the 1-parameter family of solutions to the Einstein-Euler equations from
Proposition 4.1.
Before proceeding with the existence proof, we first make some observations. Writing (1.5)
as
∂0
(
e−3β˜ µ˜
)
+ ∂J
(
e−3β˜ ρ˜z˜J
)
= 0
and applying 4RI(−∆)
− 1
2 , it follows that
∂0
(
e−β˜RI(−∆)
− 1
2 (4e−2β˜ µ˜)
)
− 4RIRJ
(
e−3β˜ ρ˜z˜J
)
= 0.
Subtracting (1.7) from this equation, we observe that
∂0
(
e−β˜RI(−∆)
− 1
2 (4e−2β˜ µ˜)− e−β˜Φ˜I
)
= 0.
In particular, this shows that the constraint Φ˜I = RI(−∆)
− 1
2 (4e−2β˜ µ˜) propagates, that is, if
initially
Φ˜I |x0=0 = RI(−∆)
− 1
2 (4e−2β˜ µ˜)|x0=0, (5.1)
then
Φ˜I = RI(−∆)
− 1
2 (4e−2β˜ µ˜) ∀ x0 ≥ 0. (5.2)
Taking the divergence of this expression, we see that
∂IΦ˜I = 4e
−2β˜ µ˜ ∀ x0 ≥ 0 (5.3)
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holds. A similar calculation shows that the constraint Φ˜ = ∆−1(4e−2β µ˜) also propagates:
Φ˜|x0=0 = ∆
−1(4e−2β˜ µ˜)|x0=0 =⇒ Φ˜ = ∆
−1(4e−2β˜ µ˜) ∀ x0 ≥ 0. (5.4)
Together, the two constraints (5.1) and (5.4) imply that
Φ˜I = ∂IΦ˜,
from which, we obtain
∆Φ˜ = 4e−2β µ˜ (5.5)
by (5.3). Defining
τ˜00 = 4e
−2β˜ µ˜ and τ˜J0 = −4e
−2β˜ ρ˜z˜J + β˜
′Φ˜J , (5.6)
a short calculation using, (1.5) and (5.3), verifies the conservation law
ηij∂iτ˜ j0 = 0 ∀ x
0 ≥ 0. (5.7)
The equations (1.5), (1.6), (1.8), (1.10) and (5.5) collectively define the cosmological Poisson-
Euler equations of Newtonian gravity. The above calculations show that any solution of the limit
equations (1.5)-(1.9) that satisfy initially the constraints (5.1) and (5.4) determine a solution of
the cosmological Poisson-Euler equations. Since the solutions to the limit equations that we are
interested satisfy these constraints, our approximate solutions are always solutions to the cosmo-
logical Poisson-Euler equations. With the preliminaries out of the way, we turn to establishing
the existence and uniqueness of solutions to the cosmological Poisson-Euler equations.
Proposition 5.1. Let βˆ, µ˘ǫ,~y, z˘
ǫ,~y
J , β˘0, Φ˘
ǫ,~y
I and Φ˘
ǫ,~y be as defined (1.11), (1.12), (1.13), (1.18),
(1.19) and (1.20), respectively and assume that (1.17) is satisfied. Then there exists a T > 0
and a unique solution
µ˜ǫ,~y, z˜
ǫ,~y
J ,∈
1⋂
m=0
Cm([0, T ),Hs+1−m(R3)), β˜ ∈ C2([0, T )),
Φ˜ǫ,~yJ ∈
1⋂
m=0
Cm([0, T ),Hs+1(R3)), Φ˜ǫ,~y ∈
1⋂
m=0
Cm([0, T ), L6(R3) ∩Ks+2(R3))
to the system (1.5)-(1.9) on the spacetime region [0, T )×R3 that satisfies the initial conditions(
µ˜ǫ,~y, z˜
ǫ,~y
J , Φ˜
ǫ,~y
I , Φ˜
ǫ,~y, β˜, β˜′
)
|x0=0 =
(
µ˘ǫ,~y, z˘
ǫ,~y
J , Φ˘
ǫ,~y
I , Φ˘
ǫ,~y, βˆ, β˘0
)
,
and the bounds
sup
0≤x0<T
(
‖µ˜ǫ,~y(x
0)‖Hs+1 + ‖z˜
ǫ,~y
J (x
0)‖Hs+1 + ‖Φ˜
ǫ,~y
J (x
0)‖Hs+1 + ‖Φ˜
ǫ,~y(x0)‖L6∩Ks+2 + |β˜(x
0)|
)
. 1,
sup
0≤x0<T
(
‖∂0µ˜ǫ,~y(x
0)‖Hs + ‖∂0z˜
ǫ,~y
J (x
0)‖Hs + ‖∂0Φ˜
ǫ,~y
J (x
0)‖Hs+1 + ‖∂0Φ˜
ǫ,~y(x0)‖L6∩Ks+2 + |β˜
′(x0)|
)
. 1
for all (ǫ, ~y) ∈ (0, ǫ0)× R
3N . Moreover, the relations
Φ˜ǫ,
~y
I = ∂IΦ˜
ǫ,~y and ∆Φ˜ǫ,~y = 4e−2β˜ µ˜ǫ,~y
hold, and
ζ˜ǫ,~y = ln
(
e−3β˜µ˜ǫ,~y + 1
)
∈
1⋂
m=0
Cm([0, T ),Hs+1−m(R3))
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is also bounded, that is,
sup
0≤x0<T
(
‖ζǫ,~y(x
0)‖Hs+1 + ‖∂0ζǫ,~y(x
0)‖Hs+1
)
. 1
for all (ǫ, ~y) ∈ (0, ǫ0)× R
3N .
Proof. By construction, see Section 4.1, the initial data satisfies the bound
‖µ˜ǫ,~y(0)‖Hs+1 + ‖z˜
ǫ,~y
J (0)‖Hs+1 + ‖Φ˜
ǫ,~y
J (0)‖Hs+1 + ‖Φ˜
ǫ,~y(0)‖L6∩Ks+2 + |β˜(0)| + |β˜
′(0)| . 1 (5.8)
for all (ǫ, ~y) ∈ (0, ǫ0)×R
3N . Due to the estimates for the Riesz transform from Theorem B.2, it
is clear that we can treat the evolution equation (1.7) as an ODE on Hs+1(R3). This allows us
to view (1.5)-(1.7) and (1.9) as a non-local, symmetrizable hyperbolic system. Standard local
existence and uniqueness theorems for such systems, see Theorems 2.1 and 2.2 in [30, §2.3],
together with the initial data bound (5.8) then imply the existence of a T > 0 and a unique
solution
µ˜ǫ,~y, z˜
ǫ,~y
J ,∈
1⋂
m=0
Cm([0, T ),Hs+1−m(R3)), Φ˜ǫ,~yJ ∈
1⋂
m=0
Cm([0, T ),Hs+1(R3)),
β˜ ∈ C2([0, T ))
to the system (1.5)-(1.7) and (1.9) on the spacetime region [0, T ) × R3 that coincides with the
chosen initial data at x0 = 0 and satisfies the estimate
sup
0≤x0<T
(
‖µ˜ǫ,~y(x
0)‖Hs+1 + ‖z˜
ǫ,~y
J (x
0)‖Hs+1 + ‖Φ˜
ǫ,~y
J (x
0)‖Hs+1 + |β˜(x
0)|
)
. 1
for all (ǫ, ~y) ∈ (0, ǫ0)×R
3N . The remainder statements of the proposition follow from a straight-
forward application of the calculus inequalities from Appendix A and the elliptic estimates from
Appendix B. 
For use in the next section, we note that it can be verified via a straightforward calculation
that solutions
(
µ˜ǫ,~y, z˜
ǫ,~y
J , Φ˜
ǫ,~y
I , Φ˜
ǫ,~y, β˜, β˜0 = β˜
′
)
from Proposition 5.1 satisfies the following system
of equations:
EK∂Kωǫ,~y = F˜ ǫ,~y, (5.9)
EK∂Kσǫ,~y = G˜ǫ,~y, (5.10)
β˜′0 −
1
2 β˜
2
0 + e
−2β˜Λ = 0, (5.11)
β˜′ − β˜0 = 0, (5.12)
C˜ǫ0,~y∂0
(
δζ˜ǫ,~y
z˜ǫ,~yJ
)
+ C˜Kǫ,~y∂K
(
δζ˜ǫ,~y
z˜ǫ,~yJ
)
= H˜ǫ,~y − C˜
K
ǫ,~y∂K
(
ζ˘ǫ,~y
0
)
, (5.13)
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where
C˜0ǫ,~y =
(
f ′
(
ρ˜ǫ,~y
)
0
0 δIJ
)
,
C˜Kǫ,~y =
(
f ′
(
ρ˜ǫ,~y
)
δKLz˜ǫ,~yL f
′
(
ρ˜ǫ,~y
)
δKJ
f ′
(
ρ˜ǫ,~y
)
δKI δIJδ
KLz˜ǫL
)
,
F˜ ǫ,~y =
(
2δ
(i
0 δ
j)Lτ˜ ǫ,~y0L
−δi0δ
j
0δ
IJ∂0Φ˜
ǫ,~y
J
)
,
G˜ǫ =
(
e−2β˜
(
−Λ2 Φ˜
ǫ,~y
L + f
′(ρ˜ǫ,~y)ρ˜ǫ,~y∂Lζ˘ǫ
)
0
)
,
H˜ǫ,~y =
(
0
−14Φ˜
ǫ,~y
I + β˜0z˜
ǫ
I
)
,
δζ˜ǫ,~y = ζ˜ǫ,~y − ζ˘ǫ,~y,
ωǫ,~y =
(
ωij0,ǫ,~y
ωijJ,ǫ,~y
)
:=
(
δi0δ
j
0∂0Φ˜
ǫ,~y
−2δ
(i
0 δ
j)LRJ(−∆)
− 1
2 τ˜ ǫ,~yL0
)
and
σǫ,~y =
(
σǫ,~y0L
σǫ,~yJL
)
:=
(
0
e−2β˜RJ(−∆)
− 1
2
[
Λ
2 Φ˜
ǫ,~y
L − f
′(ρ˜ǫ,~y)ρ˜ǫ,~y∂Lζ˘ǫ
]) .
We conclude this section with a technical lemma that will be used in the following section.
Lemma 5.2. Suppose (
uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β0,ǫ, βǫ
)
and (
µ˜ǫ,~y, z˜
ǫ,~y
J , Φ˜
ǫ,~y
I , Φ˜
ǫ,~y, β˜
)
are the solutions from Proposition 4.4 and 5.1, respectively. Then
‖Dǫ−1τJ0ǫ,~y −Dτ˜
ǫ,~y
J0 ‖Hs−2 + ‖∂0DΦ
ǫ,~y
I (x
0)− ∂0DΦ˜
ǫ,~y
I (x
0)‖Hs−2 . |βǫ(x
0)− β˜(x0)|
+ |β0,ǫ(x
0)− β˜′(x0)|+ ‖Dδζǫ,~y(x
0)−Dδζ˜ǫ,~y(x
0)‖Hs−2 + ‖Dz
ǫ,~y
I (x
0)−Dz˜ǫ,~yI (x
0)‖Hs−s
+ ‖DuijK,ǫ,~y(x
0)− δi0δ
j
0DΦ˜
ǫ,~y
K (x
0)‖Hs−2 + ‖Dψ
ǫ,~y
J (x
0)‖Hs−2 + ‖Dψ
ǫ,~y
0J (x
0)‖Hs−2 + ǫ
for all (ǫ, ~y, x0) ∈ (0, ǫ0)× R
3N × [0, T ) and k = 0, 1.
Proof. We begin by observing the bounds on the fully relativistic solution from Proposition
4.4, the expansions (2.79), (2.89)-(2.91) and (2.95)-(2.96), and the calculus inequalities from
Appendix A imply that the difference Dǫ−1τJ0ǫ,~y −Dτ˜
ǫ,~y
J0 can be estimated as
‖Dǫ−1τJ0ǫ,~y −Dτ˜
ǫ,~y
J0 ‖Hs−2 . |βǫ(x
0)− β˜(x0)|+ |β0,ǫ(x
0)− β˜′(x0)|
+ ‖Dδζǫ,~y(x
0)−Dδζ˜ǫ,~y(x
0)‖Hs−2 + ‖Dz
ǫ,~y
I (x
0)−Dz˜ǫ,~yI (x
0)‖Hs−2+
‖DuijK,ǫ,~y(x
0)− δi0δ
j
0DΦ˜
ǫ,~y
K (x
0)‖Hs−2 + ‖Dψ
ǫ,~y
J (x
0)‖Hs−2 + ‖Dψ
ǫ,~y
0J (x
0)‖Hs−2 + ǫ (5.14)
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for all (ǫ, ~y, x0) ∈ (0, ǫ0)× R
3N × [0, T ). Since τ˜ ǫ,~yj0 satisfies
∂0τ˜
ǫ,~y
00 = ∂
J τ˜ ǫ,~yJ0
by (5.7), we can apply the operator ∆−1∂I to this expression to obtain, see (5.2) and (5.6),
∂0Φ˜
ǫ,~y
I = RIR
J τ˜ ǫ,~yJ0 .
Comparing this to (4.60), it follows directly from the bounds from Proposition 4.4, Theorems
B.1 and B.2, and the estimate (5.14) that the difference ∂0DΦ
ǫ,~y
I −∂0DΦ˜
ǫ,~y
I satisfies the estimate
‖∂0DΦ
ǫ,~y
I (x
0)− ∂0DΦ˜
ǫ,~y
I (x
0)‖Hs−2 . |βǫ(x
0)− β˜(x0)|+ |β0,ǫ(x
0)− β˜′(x0)|
+ ‖Dδζǫ,~y(x
0)−Dδζ˜ǫ,~y(x
0)‖Hs−2 + ‖Dz
ǫ,~y
I (x
0)−Dz˜ǫ,~yI (x
0)‖Hs−2+
‖DuijK,ǫ,~y(x
0)− δi0δ
j
0DΦ˜
ǫ,~y
K (x
0)‖Hs−2 + ‖Dψ
ǫ,~y
J (x
0)‖Hs−2 + ‖Dψ
ǫ,~y
0J (x
0)‖Hs−2 + ǫ
for all (ǫ, ~y, x0) ∈ (0, ǫ0)× R
3N × [0, T ). 
6. The cosmological Newtonian limit
We are now ready to prove the main results of this article.
Theorem 6.1. Let(
uijk,ǫ,~y, u
ij
ǫ,~y, ψ
ǫ,~y
jL , ψ
ǫ,~y
j , ψ
ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β0,ǫ, βǫ
)
and
(
µ˜ǫ,~y, z˜
ǫ,~y
J , Φ˜
ǫ,~y
I , Φ˜
ǫ,~y, β˜
)
denote the solutions defined on the spacetime region [0, T ) × R3 from Proposition 4.1 (see also
Proposition 4.4) and Proposition 5.1, respectively. Then
‖uijǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖u
ij
0,ǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖u
ij
K,ǫ,~y − δ
i
0δ
j
0Φ˜
ǫ,~y
K ‖L∞([0,T ),Ks−1∩L6) . ǫ,
‖ψǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖ψ
0,ǫ,~y
j ‖L∞([0,T ),Ks−1∩L6) + ‖ψ
ǫ,~y
jK‖L∞([0,T ),Ks−1∩L6) . ǫ,
‖δζǫ,~y − δζ˜ǫ,~y‖L∞([0,T ),Ks−1∩L6) + ‖z
0,ǫ,~y
I − z˜
0,ǫ,~y
I ‖L∞([0,T ),Ks−1∩L6) . ǫ
and
|βǫ − β˜|L∞([0,T )) + |β0,ǫ − β˜
′|L∞([0,T )) . ǫ
for all (ǫ, ~y) ∈ (0, ǫ0)× R
3N .
Proof. We define
Zǫ,~y =


uij0,ǫ,~y
u
ij
J,ǫ,~y
ψǫ,~y0L
ψǫ,~yJL
δζǫ,~y
zǫ,~yJ
uijǫ,~y
ψǫ,~y0
ψǫ,~yL
ψǫ,~y


− ǫ


ωij0,ǫ,~y
ωijJ,ǫ,~y
0
σǫJL,~y
0
0
0
0
0
0


−


0
0
0
0
δζ˜ǫ,~y
z˜ǫ,~yJ
0
0
0
0


,
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Yǫ =
(
β′ǫ
βǫ
)
−
(
β˜′
β˜
)
,
and
Xǫ,~y = (Φ
ǫ,~y
I )− (Φ˜
ǫ,~y
I ),
and observe that the estimate
‖Zǫ,~y(0)‖L6 + ‖DZǫ,~y(0)‖Hs + |Yǫ(0)| + ‖Xǫ,~y(0)‖Hs . ǫ (6.1)
is a direct consequence of our choice of initial data from Section 4.1.
Next, a straightforward calculation using the evolution equations (2.99)-(2.106) and (4.63)-
(4.64) in conjunction with (5.9)-(5.13) shows that Zǫ,~y, Yǫ and Xǫ,~y satisfy equations of the
form
A0ǫ,~y∂0Zǫ,~y +
1
ǫ
CK∂KZǫ,~y +A
K
ǫ,~y∂KZǫ,~y = LǫZǫ,~y +Rǫ,~y + LǫXǫ,~y +B(Vǫ,~y, Zǫ,~y) + ǫRǫ,~y,
(6.2)
Y ′ǫ +mǫYǫ = b(Wǫ, Yǫ) + ǫrǫ, (6.3)
and
∂0Xǫ,~y = lRǫ,~y, (6.4)
respectively, where:
(i)
A0ǫ,~y =


A0
(
ǫuǫ,~y
)
0 0 0
0 B0
(
ǫuǫ,~y
)
0 0
0 0 C0
(
ǫ, ǫuǫ,~y, ζǫ,~y, z
ǫ,~y, βǫ
)
0
0 0 0 1I

 ,
AKǫ,~y =


AK
(
ǫ, uǫ,~y
)
0 0 0
0 BK
(
ǫ, uǫ,~y
)
0 0
0 0 CK
(
ǫ, uǫ,~y, ζǫ,~y, z
ǫ,~y, βǫ
)
0
0 0 0 0


and
CK =


EK 0 0 0
0 EK 0 0
0 0 0 0
0 0 0 0

 .
(ii) Lǫ, Lǫ, and mǫ are x
0-dependent matrices (independent of the spatial coordinates (xI))
satisfying
|Lǫ(x
0)|+ |Lǫ(x
0)|+ |mǫ(x
0)| . 1 (6.5)
for all (x0, ǫ) ∈ [0, T )× (0, ǫ0) and
PLǫ = 0,
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where
P =


0 0 0 0
0 0 0 0
0 0 1I 0
0 0 0 1I

 .
(iii) b is a constant, bilinear map.
(iv) The non-zero components of Rǫ,~y consist of the differences
1
ǫ τ
0J
ǫ,~y− τ˜
ǫ,~y
0J and ∂0Φ
ǫ,~y
J −∂0Φ˜
ǫ,~y
J ,
and l is the projection map on to the component containing ∂0Φ
ǫ,~y
J − ∂0Φ˜
ǫ,~y
J .
(v) Vǫ,~y is defined by the terms that are either not given by (a) Rǫ,~y, (b) Xǫ,~y or Zǫ,~y multiplied
by an x0-dependent, spatially constant matrix, or (c) a term with a explicit power of
ǫ in front of it. All of the remaining terms on the righthand side of (6.2) can, via a
simple application of Taylor’s theorem, be expressed in the form B(Vǫ,~y, Zǫ,~y) for a suitable
constant bilinear map B.
Moreover, it not difficult to verify, using the estimates from Proposition 4.4 and Lemma 5.2, the
expansions (2.79), (2.89)-(2.91) and (2.95)-(2.96), and the calculus inequalities from Appendix
A, the validity of the following estimates for all (x0, ǫ, ~y) ∈ [0, T ) × (0, ǫ0)×R
3N :
A0ǫ,~y(x
0) ≥ κ1I for some κ > 0, (6.6)
‖Akǫ,~y(x
0)‖L∞ +
1
ǫ
‖P⊥DA0ǫ,~y(x
0)‖Hs−1 + ‖DA
k
ǫ,~y(x
0)‖Hs−1 . 1, (6.7)
‖Vǫ,~y(x
0)‖Hs−1 + ‖Rǫ,~y(x
0)‖Hs−1 + |Wǫ(x
0)|+ |r(x0)| . 1, (6.8)
‖Zǫ,~y(x
0)‖L6 + ‖∂0Zǫ,~y(x
0)‖Hs−1 + ‖DZǫ,~y(x
0)‖Hs−1 . 1, (6.9)
‖Xǫ,~y(x
0)‖Hs . 1 (6.10)
and
‖DRǫ,~y(x
0)‖Hs−2 . ‖DXǫ,~y(x
0)‖Hs−2 + |Yǫ(x
0)|+ ‖DZǫ,~y(x
0)‖Hs−2 + ǫ, (6.11)
where
P
⊥ =


1I 0 0 0
0 1I 0 0
0 0 0 0
0 0 0 0

 .
Differentiating (6.2) and (6.4) spatially, we find that
A0ǫ,~y∂0∂IZǫ,~y +
1
ǫ
CK∂K∂IZǫ,~y + A
K
ǫ,~y∂K∂IZǫ,~y = Fǫ,~y (6.12)
and
∂0∂IXǫ,~y = l∂IRǫ,~y, (6.13)
where
Fǫ,~y =∂IA
K
ǫ,~y∂KZǫ,~y + Lǫ∂IZǫ,~y + ∂IRǫ,~y + Lǫ∂IXǫ,~y +B(Vǫ,~y, ∂IZǫ,~y)
+B(∂IXǫ,~y, Zǫ,~y)− ∂IA
0
ǫ,~yP∂0Zǫ,~y + ǫ
(
−
1
ǫ
P
⊥∂IA
0
ǫ,~y∂0Zǫ,~y + ∂IRǫ,~y
)
.
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We can bound the individual terms in Fǫ,~y using the calculus inequalities from Appendix A
and the estimates (6.5) and (6.7)-(6.11). For example, we can estimate the term B(Vǫ,~y, Zǫ,~y)
as follows:
‖B(Vǫ,~y, Zǫ,~y)‖Hs−2 . ‖Vǫ,~y‖Hs−2‖Zǫ,~y‖Ks−1
. ‖Zǫ,~y‖W 1,6 + ‖DZǫ,~y‖Hs−2
. ‖DZǫ,~y‖Hs−2 ,
where in deriving this result we have used the multiplication inequality from Theorem A.6, two
applications of Soblev’s inequality, and the bound (6.8) on Vǫ,~y. Estimating the remaining terms
of Fǫ,~y in a similar fashion, we find that
‖Fǫ,~y(x
0)‖Hs−2 . ‖DXǫ,~y(x
0)‖Hs−2 + |Yǫ(x
0)|+ ‖DZǫ,~y(x
0)‖Hs−2 + ǫ (6.14)
for all (x0, ǫ, ~y) ∈ [0, T ) × (0, ǫ0)×R
3N .
Due to the estimates (6.5), (6.6)-(6.11), and (6.14) and the fact that the matrices CK are
constant, the system consisting of (6.3), (6.12) and (6.13) is a singular symmetric hyperbolic
system of the type analyzed in [4, 21, 22, 25]. The energy estimates from these works, for
example, see Theorem 1’ in [22], then imply that
‖DXǫ,~y(x
0)‖Hs−2 + |Yǫ(x
0)|+ ‖DZǫ,~y(x
0)‖Hs−2 . ‖DXǫ,~y(0)‖Hs−2 + |Yǫ(0)|+ ‖DZǫ,~y(0)‖Hs−2
holds for all (x0, ǫ, ~y) ∈ [0, T )× (0, ǫ0)×R
3N . As discussed earlier, the key to these estimates is
the constancy of the matrices CK , since the only place that the singular term 1ǫC
K appears in
the energy estimates is in the form 1ǫ ∂KC
K , which vanishes.
Noting the bound (6.1) on the initial data, we conclude, via an application of Sobolev’s
inequality, that
‖Xǫ,~y(x
0)‖Ks−1∩L6 + |Yǫ(x
0)|+ ‖Zǫ,~y(x
0)‖Ks−1∩L6 . ǫ ∀ (x
0, ǫ, ~y) ∈ [0, T )× (0, ǫ0)× R
3N ,
and the proof is complete. 
We conclude with a few remarks:
(i) The inhomogeneous component of the proper energy density µǫ,~y, see (2.59), (2.66)-(2.67),
and (2.114), satisfies
µǫ,~y ∈
1⋂
ℓ=0
Cℓ([0, T ),Ks−ℓ(R3) ∩ L6(R3))
and
‖µǫ,~y − µ˜ǫ,~y‖L∞([0,T ),Ks−1∩L6) . ǫ ∀(ǫ,y) ∈ (0, ǫ0)×R
3N .
This follows directly from Theorem 6.1 and the calculus inequalities from Appendix A.
(ii) From (2.1), (2.6), (2.7), (2.23), (2.32), (2.46), (2.52), (2.56), (2.67), (2.68), (2.69), (2.77)
and (2.114), it is clear that the collection of fields {uijj,ǫ,~y, δζǫ,~y, z
ǫ,~y
J , β
ǫ, ψǫ,~y} determine
a solution {g`ijǫ,~y, v¯
ǫ,~y
i , ρ¯ǫ,~y} via the formulas (1.21)-(1.23) to the Einstein-Euler equations
(1.1)-(1.2) on the spacetime region M = [0, T )× R3.
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Appendix A. Calculus Inequalities
In this section, we collect, for the convenience of the reader, a number of calculus inequalities
that we employ throughout this article.
A.1. Sobolev inequalities. The proof of the following inequalities are well known and may be
found, for example, in the books [1], [13] and [40].
Theorem A.1. [Ho¨lder’s inequality]
(i) If 0 < p, q, r ≤ ∞ satisfy 1/p + 1/q = 1/r, then
‖uv‖Lr ≤ ‖u‖Lp‖v‖Lq
for all u ∈ Lp(Rn) and v ∈ Lq(Rn).
(ii) If 1 ≤ p, q, r ≤ ∞, 0 ≤ θ ≤ 1 and
1
r
=
θ
p
+
1− θ
q
,
then
‖u‖Lr ≤ ‖u‖
θ
Lp‖u‖
1−θ
Lq . ‖u‖Lp + ‖u‖Lq
for all u ∈ Lp(Rn) ∩ Lq(Rn).
Theorem A.2. [Gagliardo-Nirenberg-Sobolev inequalities]
(i) If 1 ≤ p <∞, then
‖u‖Lp∗ . ‖Du‖Lp p
∗ =
np
n− p
for all u ∈ {v ∈ Lp∗(Rn) ∩W 1,ploc (R
n) | ‖Dv‖Lp <∞}.
(ii) If s ∈ Z≥1, 1 ≤ p <∞ and sp < n, then
‖u‖Lq . ‖u‖W s,p p ≤ q ≤
np
n− sp
for all u ∈W s,p(Rn).
(iii) If s ∈ Z≥1, 1 ≤ p <∞ and sp > n, then
‖u‖L∞ . ‖u‖W s,p
for all u ∈W s,p(Rn).
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Theorem A.3. [Product and commutator estimates]
(i) Suppose 1 ≤ p1, p2, q1, q2 ≤ ∞, s = |α|, and
1
p1
+
1
p2
=
1
q1
+
1
q2
=
1
r
. (A.1)
Then
‖Dα(uv)‖Lr(Rn) . ‖D
su‖Lp1 (Rn)‖v‖Lq1 (Rn) + ‖u‖Lp2 (Rn)‖D
sv‖Lq2 (Rn)
and
‖Dα(uv)− uDαv‖Lr(Rn) . ‖Du‖Lp1 (Rn)‖v‖W s−1,q1 (Rn) + ‖Du‖W s−1,p2 (Rn)‖v‖Lq2 (Rn)
for all u, v ∈ C∞0 (R
n).
(ii) If s1, s2 ≥ s3 ≥ 0, 1 ≤ p ≤ ∞, and s1 + s2 − s3 > n/p, then
‖uv‖W s3,p(Rn) . ‖u‖W s1,p(Rn)‖v‖W s2,p(Rn)
Theorem A.4. [Moser’s estimates] Suppose s ∈ Z≥1, 1 ≤ p ≤ ∞, |α| ≤ s, f ∈ C
s(R), f(0) = 0,
g ∈ Cs+1(R) and V is open and bounded in R. Then
‖Dαf(u)‖Lp(Rn) ≤ C
(
‖f‖Cs(V )
)
(1 + ‖u‖s−1L∞(Rn))‖u‖W s,p(Rn)
and
‖Dα(g(u) − g(v))‖Lp(Rn) ≤ C
(
‖g‖Cs+1(V )
)
(1 + ‖u‖s−1L∞(Rn) + ‖v‖
s−1
L∞(Rn))‖u− v‖W s,p(Rn)
for all u, v ∈ C0(Rn) ∩ L∞(Rn) ∩W s,p(Rn) with u(x), v(x) ∈ V for all x ∈ Rn.
Remark A.5. Theorems A.3 and A.4 also hold for the obvious vector/matrix valued generaliza-
tions, that is when u is matrix valued and v is vector valued in Theorem A.3, and u, v are vector
valued in Theorem A.4.
A.2. Zhidkov inequalities. The spaces
Ks(Rn) = {u ∈ L∞(Rn) |Du ∈ Hs−1(Rn) }
with norm
‖u‖Ks(Rn) = ‖u‖L∞(Rn) + ‖Du‖Hs−1(Rn),
are known as the Zhidkov spaces. On these spaces, there are analogous calculus inequalities that
can be proved using a straightforward adaptation of the proofs of the Sobolev space estimates.
Theorem A.6. [Product estimates] If s1, s2 ≥ s3 ≥ 0 and s1 + s2 − s3 > n/2, then
‖uv‖Ks3 . ‖u‖Ks1‖v‖Ks2
for all u ∈ Ks1(Rn) and v ∈ Ks2(Rn), and
‖uv‖Hs3 + ‖uv‖Ks3 . ‖u‖Hs1‖v‖Ks2
for all u ∈ Hs1(Rn) and v ∈ Ks2(Rn).
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Theorem A.7. [Moser’s estimates] Suppose s ∈ Z≥1, |α| ≤ s, F ∈ C
s(R2), g ∈ Cs+1(R),
G ∈ Cs+1(R2), f(ξ, 0) = 0 for all ξ ∈ R, f(0) = 0 and V is open and bounded in R. Then
‖f(u)‖Ks ≤ C
(
‖f‖Cs(V )
)
(1 + ‖u‖s−1L∞ )‖u‖Ks ,
‖F (u, v)‖Hs ≤ C
(
‖F‖
Cs(V
2
)
)
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ )(‖u‖Ks + ‖v‖Hs
)
for all u ∈ C0(Rn)∩Ks(Rn), v ∈ C0(Rn)∩L∞(Rn)∩Hs(Rn) with u(x), v(x) ∈ V for all x ∈ Rn,
and
‖g(u1)− g(u2)‖Ks ≤ C
(
‖g‖Cs+1(V )
)(
1 +
2∑
i=1
‖ui‖
s−1
L∞
)
‖u1 − u2‖Ks ,
‖G(u1, v1)−G(u2, v2)‖Hs ≤ C
(
‖G‖
Cs+1(V
2
)
)
×
(
1 +
2∑
i=1
[
‖ui‖
s−1
L∞ + ‖vi‖
s−1
L∞
])(
‖u1 − u2‖Ks + ‖v1 − v2‖Hs
)
for all ui ∈ C
0(Rn) ∩ Ks(Rn), vi ∈ C
0(Rn) ∩ L∞(Rn) ∩ Hs(Rn) with ui(x), vi(x) ∈ V for all
x ∈ Rn and i = 1, 2.
Corollary A.8. Suppose s ∈ Z≥1, |α| ≤ s, f, F ∈ C
s(R2), g,G ∈ Cs+1(R2), and V is open and
bounded in R.
(i) If |f(u, v)| . |v|3 for all (u, v) ∈ V
2
, then
‖f(u, v)‖Hs ≤ C
(
‖f‖
Cs(V
2
)
)
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ + ‖v‖
2
L6)(‖u‖Ks + ‖v‖Ks∩L6
)
for all u ∈ C0(Rn) ∩Ks(Rn), v ∈ C0(Rn) ∩Ks(Rn) ∩ L6(Rn) with u(x), v(x) ∈ V for all
x ∈ Rn.
(ii) If |g(u, v)| . |v|3 for all (u, v) ∈ V
2
, then
‖g(u1, v1)− g(u2, v2)‖Hs ≤ C
(
‖g‖
Cs+1(V
2
)
)
×
(
1 +
2∑
i=1
[
‖ui‖
s−1
L∞ + ‖vi‖
s−1
L∞ + ‖vi‖
3
L6
])(
‖u1 − u2‖Ks + ‖v1 − v2‖Ks∩L6
)
for all ui ∈ C
0(Rn) ∩Ks(Rn), vi ∈ C
0(Rn) ∩ Ks(Rn) ∩ L6(Rn) with ui(x), vi(x) ∈ V for
all x ∈ Rn and i = 1, 2.
(iii) If |F (u, v)| . |u|2|v| for all (u, v) ∈ V
2
, then
‖F (u, v)‖
Ks∩L
6
5
≤ C
(
‖F‖
Cs(V
2
)
)
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ + ‖u‖
2
L6 + ‖v‖
2
L2)(‖u‖Ks∩L6 + ‖v‖Hs
)
for all u ∈ C0(Rn) ∩Ks(Rn) ∩ L6(Rn), v ∈ C0(Rn) ∩Hs(Rn) with u(x), v(x) ∈ V for all
x ∈ Rn.
(iv) If |G(u, v)| . |u|2|v| for all (u, v) ∈ V
2
, then
‖G(u1, v1)−G(u2, v2)‖
Ks∩L
6
5
≤ C
(
‖G‖
Cs+1(V
2
)
)
×
(
1 +
2∑
i=1
[
‖ui‖
s−1
L∞ + ‖vi‖
s−1
L∞ + ‖ui‖
3
L6 + ‖vi‖
3
L2
])(
‖u1 − u2‖Ks∩L6 + ‖v1 − v2‖Hs
)
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for all ui ∈ C
0(Rn) ∩Ks(Rn) ∩ L6(Rn), vi ∈ C
0(Rn) ∩Hs(Rn) with ui(x), vi(x) ∈ V for
all x ∈ Rn and i = 1, 2.
(v) If |F(u, v)| . |u||v| for all (u, v) ∈ V
2
, then
‖F(u, v)‖
Ks∩L
6
5
≤ C
(
‖F‖
Cs(V
2
)
)
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ + ‖v‖L
6
5
)(‖u‖Ks + ‖v‖
Hs∩L
6
5
)
for all u ∈ C0(Rn) ∩Ks(Rn), v ∈ C0(Rn) ∩Hs(Rn) ∩ L
6
5 (Rn) with u(x), v(x) ∈ V for all
x ∈ Rn.
(vi) If |G(u, v)| . |u||v| for all (u, v) ∈ V
2
, then
‖G(u1, v1)− G(u2, v2)‖
Ks∩L
6
5
≤ C
(
‖G‖
Cs+1(V
2
)
)
×
(
1 +
2∑
i=1
[
‖ui‖
s−1
L∞ + ‖vi‖
s−1
L∞ + ‖vi‖
2
L
6
5
])(
‖u1 − u2‖Ks + ‖v1 − v2‖
Hs∩L
6
5
)
for all ui ∈ C
0(Rn) ∩Ks(Rn), vi ∈ C
0(Rn) ∩Hs(Rn) ∩ L
6
5 (Rn) with ui(x), vi(x) ∈ V for
all x ∈ Rn and i = 1, 2.
Proof. We only prove statements (i) and (ii) as (iii)-(vi) follow from similar arguments.
(i): We estimate
‖f(u, v)‖Hs . ‖f(u, v)‖Ks + ‖f(u, v)‖L2
≤ C
(
‖f‖
Cs(V
2
)
)[
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ )(‖u‖Ks + ‖v‖Ks
)
+‖v3‖L2
]
by Theorem A.7
≤ C
(
‖f‖
Cs(V
2
)
)[
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ )(‖u‖Ks + ‖v‖Ks
)
+‖v‖3L6
]
by Theorem A.1
≤ C
(
‖f‖
Cs(V
2
)
)
(1 + ‖u‖s−1L∞ + ‖v‖
s−1
L∞ + ‖v‖
2
L6)(‖u‖Ks + ‖v‖Ks∩L6).
(ii): Since |g(u, v)| . |v|3, it follows from a Taylor expansion that we can write g(u, v) = g˜(u, v)v3
for some g˜ ∈ C1(R2). Writing the difference g(u1, v2)− g(u2, v2) as
g(u1, v1)− g(u2, v2) =
[
g˜(u1, v1)− g˜(u2, v2)
]
v31 + g˜(u2, v2)(v
2
1 + v
2
2 + v1v2)(v1 − v2),
we see that, using Holder’s inequality and
|g˜(u1, v2)− g˜(u2, v2)| ≤ C
(
‖g˜‖
C1(V
2
)
)
(|u1 − u2|+ |v1 − v2|) ∀u1, u2, v1, v2 ∈ V ,
that
‖g(u1, v1)− g(u2, v2)‖L2 ≤ C
(
‖g˜‖
C1(V
2
)
)(
1 + ‖v1‖
3
L6 + ‖v2‖
3
L6
)(
‖u1 − u2‖L∞
+ ‖v1 − v2‖L∞ + ‖v1 − v2‖L6
)
. (A.2)
So then
‖g(u1, v1)− g(u2, v2)‖Hs . ‖g(u1, v1)− g(u2, v2)‖Ks + ‖g(u1, v1)− g(u2, v2)‖L2
. C
(
‖g‖
Cs+1(V
2
)
)(
1 +
2∑
i=1
[
‖ui‖
s−1
L∞ + ‖vi‖
s−1
L∞ + ‖vi‖
3
L6
])(
‖u1 − u2‖Ks + ‖v1 − v2‖Ks∩L6
)
by Theorem A.4 and estimate (A.2). 
Remark A.9. Theorem A.7 and Corollary A.8 also hold for the obvious vector valued general-
izations.
THE NEWTONIAN LIMIT ON COSMOLOGICAL SCALES 49
Appendix B. Elliptic estimates
In this appendix, we state some well known elliptic estimates and use these to establish related
elliptic estimates that will be used throughout this article.
Letting
∆ = δIJ∂I∂J (I, J = 1, 2, 3) (B.1)
denote the flat Laplacian on R3, we recall that the Riesz potential of a function f(x) that decays
sufficiently rapidly at infinity is defined by
(−∆)−
α
2 (f)(x) = 2−απ−
3
2
Γ
(
3−α
2
)
Γ
(
α
2
) ∫
R3
f(y)
|x− y|3−α
d3y, (B.2)
which we note coincides with the negative of the Newtonian potential
∆−1(f)(x) = −
1
4π
∫
R3
f(y)
|x− y|
d3y (B.3)
for α = 2. The following mapping property of the Riesz potential [16, Theorem 6.1.3] will be
needed below and elsewhere.
Theorem B.1. Suppose 0 < α < 3 and 1 < p < 3/α. Then
‖(−∆)−
α
2 (f)‖
L
3p
3−αp
. ‖f‖Lp
for all f ∈ Lp(R3).
We also require the following estimates for the Riesz transform RI [15, Corollary 4.2.8], which
is defined by
RI = −∂I(−∆)
− 1
2 . (B.4)
Theorem B.2. Suppose 1 < p <∞ and s ∈ Z≥0. Then
‖RI(f)‖W s,p . ‖f‖W s,p
for all f ∈W s,p(R3).
When defined, the Riesz potential and transform satisfy the identities
RI(−∆)
− 1
2 (f) = (−∆)−
1
2RI(f) = ∂I∆
−1(f) = ∆−1∂I(f), (B.5)
RIRJ(f) = −∂I∂J∆
−1(f) = −∆−1∂I∂J (f) = −∂I∆
−1∂J(f) (B.6)
and
δIJRIRJ(f) = −∆∆
−1(f) = −∆−1∆(f) = −f. (B.7)
Next, we prove a variation of the L∞ estimate for the Newtonian potential from [39, Appendix
1] that will be needed below.
Proposition B.3. If 1 ≤ p < 3/2 and 3/2 < q ≤ ∞, then
‖∆−1f‖L∞ . ‖f‖Lp + ‖f‖Lq
for all f ∈ Lp(R3) ∩ Lq(R3).
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Proof. First, we split −4π∆−1(f) as
−4π∆−1(f)(x) =
∫
|x−y|<R
f(y)
|x− y|
d3y +
∫
|x−y|>R
f(y)
|x− y|
d3y.
Estimating the first piece, we find, using Ho¨lder’s inequality, that∣∣∣∣∣
∫
|x−y|<R
f(y)
|x− y|
d3y
∣∣∣∣∣ ≤
(∫
|x−y|<R
1
|x− y|q′
d3y
)1/q′
‖f‖Lq(BR(x))
≤
(∫
|y|<R
1
|y|q′
d3y
)1/q′
‖f‖Lq
. R(3−q
′)/q′‖f‖Lq , (B.8)
where
q′ < 3 and
1
q
+
1
q′
= 1. (B.9)
A similar estimate for the second piece, again using Ho¨lder’s inequality, shows that∣∣∣∣∣
∫
|x−y|>R
f(y)
|x− y|
d3y
∣∣∣∣∣ . R(3−p′)/p′‖f‖Lp (B.10)
where
p′ > 3 and
1
p
+
1
p′
= 1. (B.11)
Setting
R =
(
‖f‖Lp
‖f‖Lq
) 1
3( 1p− 1q )
in (B.8) and (B.10) gives
‖∆−1f‖L∞ . ‖f‖
1−σ
Lq ‖f‖
σ
Lp σ =
1
3
(
1
p −
1
q
) [2− 3
q
]
,
where (q, p) satisfy 1 ≤ p < 3/2 and 3/2 < q ≤ ∞ by (B.9) and (B.11). Finally, applying
Young’s inequality, i.e. ab ≤ ar/r + bs/s with a, b ≥ 0, r, s > 0 and 1/r + 1/s = 1, yields the
desired estimate
‖∆−1f‖L∞ . ‖f‖Lq + ‖f‖Lp .

We are now in the position to establish the key elliptic estimate that will be crucial for the
construction of initial data carried out in Section 3.
Theorem B.4. Suppose 1 < p < 3/2, and
a, c ∈ L∞(R3), b ∈ L∞(R3) ∩ L3(R3), Dw ∈ L
3p
3−p (R3), f,D2v ∈ Lp(R3) ∩ L
3p
3−p (R3).
Then
u = ∆−1
(
aIJ∂I∂Jv + b
I∂Iw + cf
)
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is the unique solution in L
3p
3−2p (R3) ∩W 2,ploc (R
3) of
∆u = aIJ∂I∂Jv + b
I∂Iw + cf
and satisfies the estimate
‖u‖L∞ + ‖u‖
L
3p
3−2p
+ ‖Du‖
W
1,
3p
3−p
+ ‖D2u‖Lp . ‖a‖L∞
(
‖D2v‖Lp
+ ‖D2v‖
L
3p
3−p
)
+
(
‖b‖L∞ + ‖b‖L3
)
‖Dw‖
L
3p
3−p
+ ‖c‖L∞
(
‖f‖Lp + ‖f‖
L
3p
3−p
)
.
In particular for p = 6/5,
‖u‖L∞ + ‖u‖L6 + ‖Du‖H1 + ‖D
2u‖L6/5 . ‖a‖L∞
(
‖D2v‖L6/5
+ ‖D2v‖L2
)
+
(
‖b‖L∞ + ‖b‖L3
)
‖Dw‖L2 + ‖c‖L∞
(
‖f‖L6/5 + ‖f‖L2
)
.
Proof. Setting
F = aIJ∂I∂Jv + b
I∂Iw + cf,
it follows easily from Ho¨lder’s inequality that
‖F‖Lp . ‖a‖L∞‖D
2v‖Lp + ‖b‖L3‖Dw‖
L
3p
3−p
+ ‖c‖L∞‖f‖Lp
and
‖F‖
L
3p
3−p
. ‖a‖L∞‖D
2v‖
L
3p
3−p
+ ‖b‖L∞‖Dw‖
L
3p
3−p
+ ‖c‖L∞‖f‖
L
3p
3−p
.
Since 1 < p < 3/2, it follows from Theorems B.1 and B.2, Proposition B.3, the identities
(B.5)-(B.7), and the above estimates that
u = ∆−1(F )
is well defined and satisfies
‖u‖L∞ + ‖u‖
L
3p
3−2p
+ ‖Du‖
W
1,
3p
3−p
+ ‖D2u‖Lp . ‖F‖Lp + ‖F‖
L
3p
3−p
and
∆u = F.

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