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Abstract
The objective of this research is to understand the underlying physical processes responsible
for the synergistic interactions between hydrogen and noble gases in materials under fusion
relevant conditions. The formation of He bubbles within plasma-facing components is a
common phenomena that is expected to occur in the structural materials and first-wall,
as well as the divertor, and is has been shown to strongly modify the retention properties
for hydrogen of these materials. Molecular dynamics simulations were performed to assess
the behavior of H around high pressure helium bubbles. The simulations revealed that
hydrogen is strongly trapped to the periphery of helium bubbles. These results motivated
more accurate assessments of the trapping energy and diffusion behavior of hydrogen around
over-pressurized bubbles with density functional theory. These simulations modeled the edge
of the bubbles with a slab geometry of various surface orientations of tungsten and iron.
It was found that the de-trapping energy, the energy required of hydrogen to escape the
interface of the tungsten - noble gas interface, is on the order of 2.0 eV, with a slight surface
orientation but is largely indenpendent of noble gas density. As well, the migration barriers
in the sub-surface region are found to be highly dependent on the pathway, increasing by as
much as twice the bulk value and deceasing to nearly 0.0 eV. Understanding the trapping
energetics of H to noble gas interfaces allows for better interpretation of experimental results.
This study will quantify interactions of H with large He bubbles, which to-date has not been
modeled and is not easily extractable through most simulation methods.
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Chapter 1
Introduction
1.1

The Need for Reliable Energy Production

The world’s energy demand is increasing at a rate that will not be matched by the energy
production landscape of the 21st century. Global population, by some estimates, is expected
to increase to 11 billion by the mid-century, primarily in developing countries with the
largest concentrations occurring in urban areas. With consideration of increasing energy
consumption and even with the development of energy efficient technologies, the world’s
energy usage is predicted to double by the year 2050 [1, 2].
Forms of energy that rely on nonrenewable resources, such as oil, gas, and coal, contribute
approximately 80% of the world’s energy despite limited reserves and considerable negative
environmental impacts such as climate change and pollution.

At the current rates of

consumption, coal reserves are not expected to last more than a few hundred years, and
oil only 150 years. Such reliance on nonrenewable fuels may lead to an energy crisis if other
forms of energy are not pursued immediately. Both of these forms of energy production
produce significant pollution of the atmosphere with CO2 which has increased the CO2
content in the atmosphere exponentially resulting in an increase in the global temperature.
Other forms of energy such as solar and wind most likely will not be able to contribute
sufficient base-load energy to provide a significant fraction of the world’s energy demands,
and in some situations, requires large swathes of land and can be cost prohibitive with
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uncertain availability. Fission power experiences a negative social connotation and political
hurdles that also includes security concerns with growing social unrest.
This leaves only fusion as capable of producing the large fraction of the world’s energy
needs in a non-carbon emitting base-load power source [1, 2]. Fusion is the reaction that
powers the sun, a process by which lighter elements are fused together making heavier
elements and releasing an enormous amount of energy. The principle fuels for fusion involve
naturally abundant deuterium and radioactie tritium, which must be continually produced.
Fusion energy is an attractive option as it does not require large swaths of lands, does not
emit greenhouse gases and other pollutants, is inherently safe from accidents or malicious
attacks, and does not produce any long-lived radioactive waste. Because of this, reactors can
be located near population centers where steady concentrated power will be at a premium.
The process of demonstrating fusion energy on the electric grid is still in its infancy and
will require much more research and development before a viable energy producing fusion
reactor is commissioned. However, there have been significant advancements in the science
and technology of fusion devices and computing which has made the prospect of fusion
energy compelling.

Figure 1.1 shows the development of fusion energy in comparison

to other technologies, such as particle accelerators and Moore’s Law demonstrating the
rapid progress of fusion technology. It has been shown in test reactors such as the Joint
European Torus (JET) that stable plasma can be produced with substantial energy output
[3]. What separates these fusion reactors from energy producing fusion reactors is a matter
of optimization and engineering.

1.2

The State of the Art in Fusion: ITER

There are two broad categories of fusion devices: magnetic confinement and inertial
confinement. There are many approaches to magnetic confinement, such as the tokamak
and stellarator. These fusion reactor devices use magnetic fields to confine the plasma.
Inertial confinement works by heating and compressing a fuel target until fusion is initiated.
This is usually done with high-energy beams of lasers or heavy ions. To date, the tokamak
design has been the most studied and considered the best candidate for energy-producing
2

Figure 1.1: The rapid progress toward developing a viable fusion reactor with respect to
other fast-developing technologies, as reproduced from Ref. [4].
fusion reactors. The state of the art in fusion power is the International Thermonuclear
Experimental Reactor (ITER) currently under construction in Cadarache, France to study
the key outstanding issues in magnetic fusion energy. The major performance objectives are
to achieve Q greater than or equal to 10 with inductively driven deuterium-tritium (DT)
plasma operation and demonstrate steady-state operation using non-inductive current drive
with Q of at least 5. Q is the ratio of fusion power produced to auxiliary power injected
into the plasma [5]. The value of Q refers to various breakeven points. Q = 10 is considered
the point of commercial breakeven where the economic value of the net energy production is
enough to finance the reactor. In terms of engineering requirements, ITER has the objective
to integrate essential fusion technologies as well as testing components for future reactors,
and to test tritium breeding concepts with a 14 MeV neutron power load. The goals of ITER
are outlined in Ref. [5].
ITER will be a magnetically confined fusion reactor implementing the well-studied and
understood tokamak design with a single null poloidal divertor. This design utilizes poloidal
and toroidal magnetic fields to confine a plasma within a D-shaped toroidal region. The
3

vacuum vessel consists of a double-walled stainless steel. Inside the vessel, replaceable
components such as the blanket modules, divertor cassettes, diagnostics and many more
components receive the majority of the radiated heat and neutron fluence that is induced
from the primary fusion (D–T) plasma reaction. The heat absorbed by these components are
transferred to the cooling water system. The refueling system injects gas and solid hydrogen
pellets [5]. A cutaway of ITER revealing the D-shaped toroidal region, the divertor cassette
body, and other general features are shown in Figure 1.2. The main reaction is the fusion of
deuterium and tritium which releases 17.6 MeV per reaction

2

H + 3 H → 4 He (3.5 MeV) + n (14.1 MeV)

(1.1)

This reaction is ideal because of its relatively high nuclear cross section and low ignition
temperature. Tritium, which is not stable, will be generated, or bred, through neutron
interactions with lithium within the breeder blanket structure [6]. In such an environment,
there exists massive particle and thermal fluxes which puts significant constraints on the
design criteria for such a reactor. The thermal and particle fluxes can reach 10 MWm−2
and 1024 m−2 s−1 respectively, at the divertor, which must be designed to accommodate such
extreme conditions [7].
Such an extreme environment puts considerable constraints on the design and materials
of plasma-facing components (PFC). The 14 MeV neutrons represent 80% of the energy
released by the D–T reaction and are slowed down with collisions from mostly steel and
water as the vacuum vessel and coolant whereas the remaining neutrons will be absorbed in
the surrounding material. The shielding blanket of ITER is made of steel and water. The
front part, or the first wall (FW), contains many materials such as beryllium and copper,
as well as the steel structural components. Due the large fluence of neutrons that the FW
will experience in a power-producing fusion reactor (beyond ITER), the FW will be highly
radioactive. The divertor in ITER consists of 54 modular cassettes. The divertor provides
shielding of the vessel and supports the divertor target that is made up of tungsten (W)
monoblocks. Erosion of these components may lead to dust formation, as possibly tritiated
dust, for which removal and radioactie inventory are areas of concern [5]. There are many

4

a

b

Figure 1.2: Cross-section of ITER detailing the key components and the expected
neutronics. The table on the left (a) compares fast neutron fluences expected within reactor
components in both ITER and a future demonstration reactor (DEMO). The inset to the
right (b) details the position-dependent fast neutron flux, as reproduced from Ref. [6].
obstacles facing the development of a viable fusion reactor. When the ITER Organization
(IO) was first founded there were over 200 issues about the design that had yet to be
resolved such as vertical stability and mitigation of edge localized modes (ELM), divertor
configurations and materials, first wall and blanket materials and design, and the vacuum
vessel design [8]. One of the most significant hurdles to the development of a viable fusion
reactor are the plasma-surface interactions (PSI) that occur at the plasma-material interface
(PMI), particularly the issues pertaining to the use of a tungsten divertor.

1.3

Plasma Facing Components

The intense environment at the plasma edge leads to severe damage to the plasma facing
components, especially at the first wall and divertor. Plasma surface interactions (PSI)
occur when the plasma is in contact with materials. Heat fluxes in ITER will range from 810 MWm−2 with steady state surface temperatures near 1000◦ C along with massive particle
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Figure 1.3: Surface temperature variation along the ITER outer target of the divertor. The
blue and red shaded regions indicate the temperature at which blistering and fuzz growth
are expected to occur respectively, as reproduced from Ref. [10]
fluxes of neutrons, He, and isotopes of H [9] for the D/He phase plasma. The peak power
during the He plasma operation phase of ITER at the divertor is expected to be 6 MWm−2 with a temperature that varies along the divertor, but ranges from 200-700◦ K [10].
The spatial functional dependence of the surface temperature is shown in Figure 1.3 [10].
ITER is just a stepping stone, building toward the next generation of fusion devices, such
as the DEMOnstration Power Station (DEMO). W is the leading candidate for the divertor
material for DEMO. In DEMO, surface damage caused by transients is expected to be a
concern, such as melting, cracking, and roughening. Materials in DEMO will also experience
a higher fluence of neutrons over its lifetime.

1.3.1

The Divertor

The basic principle of the divertor is to isolate the point of contact between the vessel wall
and plasma as well as providing a means to vent particles that do not contribute to the fusion
reaction, such as He ash. The primary functions of the divertor are to disperse the massive
power exhaust from the fusion reaction, produce significant pressures near pump ducts to
vent helium ash and fuel, eliminate or reduce the production of impurities, and contain
impurities produced at the plasma boundary [11]. The divertor material should have a low
physical sputtering yield, low tritium retention, high melting temperature, excellent thermal
conductivity, and physical strength. As well, the divertor must maintain excellent core
6

Figure 1.4: Basic elements of the divertor, as reproduced from Ref. [7].
confinement and a high core plasma density and retain low levels of tritium [11]. A cross
section illustration of the divertor is shown in Figure 1.4.
Tungsten has been selected of the ITER divertor because of its excellent physical
properties. It has a low physical sputtering yield and high sputtering threshold energy,
no chemical sputtering in hydrogenic plasma, low tritium retention, and high melting
temperature, and physical strength. Some disadvantages of tungsten include: low limit
for core contamination because of the high radiative losses of W, chemical erosion due to
oxygen impurities, melting under type 1 ELM disruptions, unknown behavior of the melt
layer, recrystallization and embrittlement at temperatures greater than 1400◦ K, low plasma
edge temperatures required for low sputtering, and high neutron-induced activation and
generation of radioactive waste [7]. Although tungsten is the best candidate material for
the divertor, there remains many outstanding questions on the performance of tungsten that
include the effects of transient heat fluxes and particle bombardment on surface melting and
morphology changes and their effect on power transmission and lifetime [9].
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1.3.2

The First Wall

The purpose of the first wall is to contain the fusion reaction and shield the coolant system,
and will be exposed to fusion spectrum neutrons. The first-wall system in ITER consists
of 440 stainless steel shield blocks weighing about 4.5 ton with a total surface area of 680
m2 facing the plasma [5, 7]. Each is water-cooled to remove the nuclear heat. Each blanket
module consists of a steel shield block that is armored with a replaceable beryllium tile [12].
A picture of the ITER first-wall, which will be austenitic stainless steel, is shown in Figure
1.5. Reduced-activation ferritic/martensitic (RAFM) steels exhibit superior performance to
austenitic steels in terms of helium embrittlement and swelling. They also have better heat
capabilities, are cheaper, highly available, has good compatibility with a range of design
options, and has little activation with alloying elements. The main issues with RAFM
steels include: limited strength at high temperatures, irradiation induced hardening and
embrittlement, the production of high amounts of hydrogen and helium under fusion relevant
conditions [13].
These iron based alloys will be exposed to 14 MeV neutrons that produce transmutation
of helium through (n,α) reactions. For the fusion neutron environment, it is expected that
approximately 10 appm He/DPA will be produced in iron, and iron-based alloys in the first
wall and blanket structures. Hydrogen will also end up in the structural components through
bombardment from the plasma, as well as (n,p) reactions. There is also the possibility for
exposure to permeating tritium from the breeding blanket. Atomic displacement cascades
from neutron exposure will induce the formation of defects, which will also interact with the
impurities in the iron-based alloys, influencing the permeation of tritium and transmutationgenerated gases [14]. Helium concentrations above 500 atomic parts per million (appm) have
significant effects on the fast fracture properties of RAFM steels at temperatures below 675◦
K and radiation hardening. The effect of hydrogen on steel is also another concern. RAFM
steels have a high susceptibility for hydrogen embrittlement with threshold concentrations
on the order of 1-3 weight part per million (wppm) that can increase the transition from
ductile to completely brittle fracture [13].
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Figure 1.5: Cutaway of the first-wall module, as reproduced from Ref. [5].

1.4

Plasma Surface Interactions

The plasma and surface are strongly coupled via the electrostatic and magnetic sheaths
that develop and influence the exchange and recycling of incident ions and neutrals and the
redeposition of eroded particles. As such, plasma facing components will be bombarded with
an extreme flux of energetic particles that include neutrons and ions. These particles will
implant into the surface with a wide range of energies; neutrons will have an energy of 14 MeV
whereas the ions will have energies that range from eV to keV [6, 15]. Neutron irradiation
and ions above the damage threshold energy produce displacement damage that increases the
number of trapping sites in the near-surface. Ions with energy below the damage threshold
lead to defect formation because of the oversaturation of the surface. As hydrogen or helium
approach the surface, they may reflect, induce sputtering of surface atoms, adsorb, or implant
into the surface depending on their kinetic energy and angle of incidence. Sputtered atoms
may be ionized and transported through the plasma and redeposited on surfaces. This
may lead to sequestration of tritium as well as plasma disruption due to energy losses from
9

ionization and Bremsstrahlung radiation. Implantation depths of particles are usually a few
nanometers due to the low kinetic energy. As more particles are implanted, a steady state
concentration is achieved in which the flux impinging the surface is matched by the release
from the surface. An overview of the essential processes related to PSI is shown in Figure
1.6. The degree to which the surface morphology, sub-surface defects, and microstructural
evolution affect diffusion, trapping, and precipitation of hydrogen and helium into bubbles
remain as outstanding questions [16, 17].
These plasma-surface interactions represent one of the most critical research needs in the
development of a viable fusion reactor as they will further complicate the efficacy of tungsten
as a divertor material. It has been shown that tungsten implantation by hydrogen and
helium either independently or simultaneously produces substantial surface roughening and
bulk microstructural property changes as well as contamination of the plasma, degradation
of structural components, and transport of potentially hazardous materials to unpredictable
locations. Noble gases, such as neon (Ne) and argon (Ar), are candidate seeding impurities for
divertor power flux control and will implant into the divertor material. As such it is of critical
importance to understand the effects of these noble gas ions on PFC lifetime and performance
in conjunction with He and H [18]. The objective of this research is to understand the
underlying physical processes responsible for the synergistic interactions between hydrogen
and noble gases in materials under fusion relevant conditions as it pertains to retention
and recycling. Such a study would provide valuable insight into the critical mechanisms
controlling these phenomena. The following sections describe the methods by which this
study has been performed.
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Figure 1.6: Schematic representation of the various plasma-surface interactions that govern
material evolution, as reproduced from Ref. [16].
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Chapter 2
State of Knowledge and Outstanding
Issues
Hydrogen incorporation into the bulk alloy material significantly deteriorates the mechanical
properties by promoting embrittlement [13, 14] while helium concentration is considered to
be an important factor which may affect hydrogen retention in the wall material. The
relatively high amounts of He found in fusion environments contributes to low temperature
He embrittlement and other effects [14]. Radiation-induced degradation phenomena such
as hardening and loss of fracture toughness have been shown to be strongly affected by
the presence of He and H [6]. Because of these concerns, considerable experimental and
theoretical work has been performed on the He/H-W system, as well as Fe-based alloys.
However, it is difficult to extrapolate current experimental conditions to those in a fusion
environment. Most experience with irradiation of these materials comes from fission neutron
sources with a maximum energy of 2 MeV which has limited extractability to fusion
spectra. Correspondingly, the He/DPA and H/DPA in fission neutron environments are
not representative of the fusion neutron spectrum. Because of this, there is the necessity for
computational modeling [13].
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2.1
2.1.1

Irradiation Effects in Materials
Displacement Cascades

Microstructural evolution in materials is driven by a host of factors that include but are
not limited to temperature, primary knock-on atom (PKA) energy, damage rate, crystal
structure, and transmutant elements. Particles entering a material undergo energy loss
either through electronic stopping or nuclear stopping. In the case of nuclear stopping, this
occurs when an impinging atom elastically scatters with another atom in the material. This
transfers energy in accordance with the following equation [6]:

Etransf er =

Λ=

Λ
Ei (1 − cos(θ))
2

(2.1)

4mM
(m + M )2

(2.2)

Where Ei is the incident energy, ΛEi is the maximum energy tranfer, θ is the center of
mass scattering angle, and m and M are the masses of the impinging atom and material
atoms, respectively [19]. When a highly energetic particle hits another atom, it becomes a
primary knock-on atom (PKA). The newly formed PKA creates a vacancy and interstitial
pair (Frenkel pair) and initiates a series of events in which the PKA collides with another
atom, and that atom collides with another, and so on and so forth. This is what is known
as a damage cascade [14]. A damage cascade produces extremely high temperatures within
a localized region that causes significant mixing and defect production. Although most
of the defects are recovered as the cascade cools down, there is still a significant number
of defects that remain in the form of Frenkel pairs, interstitial and vacancy clusters, as
well as loops. The damage, which primarily comes from energetic neutrons, contributes
to radiation hardening and increased trapping of impurities. The term displacements per
atom (DPA) is often used to describe the accumulated damage of a material that has been
exposed to irradiation, where 1 DPA corresponds to the displacement of every single atom.
A summary of the various radiation-induced microstructural changes is shown in 2.1. The
type of microstructure is loosely based on the homologous irradiation temperature (T/TM)
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Figure 2.1: Summary of the various radiation-induced microstructural effects in materials,
as reproduced from Ref. [6].
and the onset of different defect recovery stages [6]. Some of these microstructural effects
include crystalline-to-amorphous phase changes that is predominantly observed in ceramics
and inter-metallics, dislocation loops, cavity and bubble formation, solute segregation and
precipitation, and He accumulation at grain boundaries. This in turn creates radiationinduced degradation phenomena such as hardening and loss of fracture toughness, void
swelling, precipitation, irradiation creep, and He-induced embrittlement in order of increasing
temperature. The low and high temperature neutron irradiation effects generally set the
minimum and maximum operation temperature for the material, whereas the intermediate
effects define the maximum allowable dose. He and H have been shown to affect all 5 of the
material degradation phenomena [6].
This is not particularly the case in the divertor region, where ions impinging on the
surface have a relatively low energy, creating little displacement damage. However, highly
energetic neutrons will still impact the material causing the formation of defects that allow
for the development of more complex PSI. At the divertor, fast neutron fluxes are expected
to range from 2 × 1017 to 2 × 1018 n m−2 s−1 with ions fluxes in the range of 1021 to 1023
DT m−2 s−1 [7]. The first wall will similarly experience a neutron flux (1.3 to 2.3 ×1018 n
m−2 s−1 [7]) creating a significant number of transmutant elements such as He and H (10-15
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appm dpa−1 of He and 30-40 appm dpa−1 of H) in the first wall and blanket materials,
an important consideration for future devices [13]. The damage that occurs from neutron
bombardment is typically deeper than the area of interest in plasma surface interactions that
pertain to He and H.

2.1.2

Diffusion

Atoms in a material are in constant motion because of thermal vibration which allows the
atoms to move through the material via discreet hops. To diffuse, an atom must overcome the
potential barrier formed by nearby atoms. This occurs especially in the fusion environment
where the material is at a temperature where diffusion can occur frequently and rapidly.
Diffusion is the sequential act of an atom jumping from one stable site to via a random
walk. A random walk describes the stochastic process of successive jumps between stable
position, and for each stable position, the atom may randomly diffuse in any direction.
Diffusion is driven by many forces, some of which include a concentration gradient, strain,
stress, and temperature. Therefore, diffusion can be a complicated process that is made even
more complicated with interactions with defects that can trap and inhibit diffusion. Perhaps
the most famous equation describing diffusion relates the flux of diffusing particles to the
concentration gradient which provides a macroscopic description of diffusion; this is known
as Fick’s first law [19].

J = −D∇C

(2.3)

Where J is the flux of particles, D is the diffusion coefficient, and C is the concentration.
The negative sign means the solute atom will diffuse away from higher densities. The diffusion
coefficient can be expressed generally in an Arrhenius form:

D = D0 eQ/kT

(2.4)

Where D0 is a constant that is independent of temperature, k is the Boltzmann constant,
T is the temperature, and Q is the activation energy of the particular diffusion mechanism.
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For interstitial and vacancy-mediated diffusion, this value is equal to the migration barrier
of the interstitial and vacancy respectively.
There are many diffusion mechanisms; discussed here will be the interstitial and
vacancy mechanisms of diffusion. Interstitial atoms can diffuse through the lattice through
neighboring interstitial sites. The vacancy mechanism describes the case in which a solute
atom moves into an adjacent vacant lattice site, effectively swapping positions with the
vacancy. The interstitial mechanism describes diffusion through interstitial positions, such
as the tetrahedral and octahedral positions in cubic metallic structures. Microscopic diffusion
can be described through jumps to adjacent stable positions that have a typical distance,
λ, and a certain jump frequency, Γ. The link between microscopic diffusion parameters and
macroscopic diffusion is given by the Einstein relationship:

D = (λ2 Γ)/6

2.2

(2.5)

Helium and Hydrogen Behavior and Retention in
Plasma-Facing Components

2.2.1

Helium Implanted Tungsten

He behavior in W is controlled by its low solubility and high diffusivity which leads to the
self-clustering of He interstitial atoms. He implantation into tungsten without production
of atomic displacements leads to a dense network of highly over-pressurized bubbles. This
microstructure is highly dependent on temperature.
At temperatures below 1100◦ K, helium implantation yields a dense network of nanometer
sized helium bubbles that range from nanometers to tens of nanometers in diameter as
complexes of interstitial He and vacancies act as nucleation sites for bubbles [20–23]. Figure
2.2 shows the temperature dependence on the growth of bubbles. These bubbles are present,
along with dislocation loops, in the range of 293-1073◦ K and increase in size as the
temperature is increased. At increasing temperatures, thermal vacancies and small vacancyhelium complexes coalescence which allows these bubbles to grow to micrometer size [21, 24].
16

Figure 2.2: Temperature dependence of He bubble formation in tungsten, as reproduced
from Ref. [22].
The bubbles can expand toward the surface and rupture forming pinholes on the surface,
providing an avenue for gas release [21, 25]. Pin-hole rupturing occurs at temperatures
greater than 1300◦ K, and similar to He bubbles, increases in size with increasing temperature
[21]. Donovan et. al noted smaller bubbles within a depth of 100 nm (less than 10 nm in
diameter) and larger bubbles up to a micron in depth (diameter around 100 nm, up to 150
nm) [26]. At temperatures greater than 2000◦ K, bubble coalescence leads to the formation
of micron-sized bubbles which rupture to the surface resulting in very large porous structure
in the form of craters and pits [24]. A phenomenon occurs in the temperature range of 10002000◦ K and a threshold impinging ion energy greater than 20 eV in which a thin tendril-like
nanostructure or “fuzz” forms on the surface, extending micrometers down. The structure of
the fuzz is on the order of 10-100 nm is shown in Figure 2.3 [23, 27–31]. At higher impinging
ion energy within the same temperature range, surface pores begin to form after a fluence of
1021 -1022 m−2 . The size and depth of the pores increased with higher implantation fluences,
eventually resulting in a coral-like structure [32].
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Figure 2.3: SEM cross-sections of W exposed to He plasma for different exposure times,
as reproduced from Ref. [28].
He bubble formation and pin-hole rupturing are likely the primary He phenomena in
the first phase of ITER operation. However, as operating temperature and dose increase,
fuzz formation [33] and micron-sized bubbles may be a concern later down the road in the
development of fusion power where D/He plasmas are incorporated. The fuzz structure only
occurs under He irradiation providing a strong indication that helium controls fuzz formation
[29]. There are many proposed formation mechanisms [25, 34–37]; however, no model can
completely describe fuzz formation. A general consensus is that helium bubble formation
and growth is likely the nascent stage to fuzz formation as the fuzz contain within the
individual tendrils helium bubbles and voids [23, 27–30], as shown in Figure 2.4. Therefore,
the concerns associated with He bubble formation and growth remain relevant regardless of
the temperature and plasma phase, extending past ITER and into DEMO.

2.2.2

Hydrogen Implanted Tungsten

Under low energy implantation in W, a large fraction of hydrogen will diffuse to the surface
[38], while a small fraction of hydrogen will accumulate at the implantation depth, accreting
around defects such as voids and dislocations, and then permeate deeper below the surface.
A schematic of H behavior near the implantation depth is shown in Figure 2.5. Eventually,
traps such as intrinsic defects and impurities at the implantation layer become oversaturated
18

Figure 2.4: TEM of W fuzz revealing He bubbles within the tendrils, as reproduced from
Ref. [30].
with hydrogen. The depth of the deuterium supersaturated surface layer (DSSL) has been
determined with Ar-sputter depth profiling in [39]. The results showed that the DSSL is
contained within the first 10 nm of the surface with an average concentration of 9.4 at.
%. At this point the hydrogen will diffuse away from the implantation zone toward the
surface and into the bulk [40]. Hydrogen that reaches the surface eventually forms molecular
hydrogen and desorbs from the surface, either rejoining the plasma (recycling) or being swept
away by the divertor pumps. Hydrogen that diffuses toward the bulk collects at regions of
high open volume such as grain boundaries, blisters, cracks, voids, and vacancy clusters.
Hydrogen will accumulate at these micrometer deep grain boundaries forming high pressure
hydrogen bubbles. The 3 primary domains of H accumulation are shown in Figure 2.6.
These bubbles strain the lattice making it more susceptible to fracture and embrittlement
and create blisters on the surface [40, 41]. These blisters are a concern as they may erode off
or burst becoming a source of dust which could destabilize the plasma due to high-Z impurity
release and sudden gas recycling [38]. SEM pictures of hydrogen blisters are shown in Figure
19

Figure 2.5: Schematic of H behavior in W near the implantation depth, as reproduced
from Ref. [40].
2.7. In general, blistering is caused by the supersaturation of either hydrogen or helium near
the surface resulting in cracks and protrusions; however, under fusion relevant conditions
where bombardment energies are relatively low, only hydrogen can cause blisters [9]. Blister
formation is also aided by the supersaturation of hydrogen near the surfaces which has been
shown to facilitate the creation of vacancies in metals known as superabundant vacancies
(SAV) [42]. These vacancies will serve as trapping sites as well as creating extreme stress
which buckle the surface [43].
Hydrogen retention in tungsten is controlled by its low solubility and high diffusivity. The
dependence of H retention in W, as a function of fluence, incident flux, and temperature have
been extensively studied [43–47], but there are inconsistencies in the experimental literature.
Differences in results can be attributed to differences in W material microstructure and is
highly dependent on the method of implantation and the damage that is created from the
specific mode of implantation [48]. Neutron irradiation leads to an accumulation of defects
in bulk W that increases retention monotonically [49, 50]. Figure 2.8 shows H retention in
W for various damage processes. For pure hydrogen cases, retention is diffusion limited as
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Figure 2.6: Approximate depth profiling of H in W via energetic H injection. There are 3
main components: 1) surface adsorption containing the first few monolayers, 2) formation of
a near-surface saturated layer, 3) deep penetration by diffusion and trapping, as reproduced
from Ref. [48].
hydrogen diffuses into the bulk and collects along defects. H retention in W above 500◦
K is not saturated and increases with fluence [43, 45–47, 51, 52], however the functional
dependence of fluence is still not conclusively established.
H trapping in W is affected by intrinsic defects, impurities, extrinsic defects and
impurities, and surface impurities and/or surface reconstructions. Intrinsic defects such
as point defects (interstitials, vacancies, clusters, and dislocation loops, grain boundaries)
act as trapping sites. Impurities such as carbon have been shown to be strong traps for H
[53], both in the bulk and on the surface [54, 55]. Extrinsic defects and impurities caused
by energetic particle loading have been shown to trap H. As in the case of He, it has been
shown extensively that He and He-V complexes may act as trapping sites for H [20, 56–59].
Typically, H retention is increased due to these effects, but in one case the retention was
actually decreased [57], possibly due to surface cleaning or the formation of fast diffusion
pathways for H toward the surface.
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Figure 2.7: H blistering and cracking on W surfaces, as reproduced from Ref. [38].
The experimental evidence as recorded in the literature cannot provide the whole story for
H retention in W. This is in part due to the difficulty to associate traps with experimental
observations and because H cannot be resolved clearly in W, unlike vacancy clusters and
He bubbles. In order to make reliable estimations on the H retention in W, fundamental
mechanisms concerning H behavior must be studied and understood with the help of
theoretical and computational efforts.

2.2.3

Helium/Hydrogen Co-Implantation in Tungsten

Under simultaneous or sequential H-He irradiation, the dominant microstructure is similar
to pure He implantation [60]. The H effects are removed with no effect on the formation of
fuzz [29]. Experimental work has shown that hydrogen retention is decreased with respect
to the pure H irradiation case either with pre-implantation or simultaneous irradiation of
helium, as well as the complete reduction of hydrogen blistering, a phenomenon known to
drive up H retention [23, 59, 61, 62]. The depths of final He and H implantation were noted
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Figure 2.8: Comparison of pre-irradiation effects on H retention in W, as reproduced from
Ref. [48]. a) TDS of deuterium with and without pre-irradiation of He at 8 keV for fluences
of 1.0 × 1020 and 2.0 × 1021 He/m2 at room temperature. b) TDS of deuterium on W preirradiation at 350◦ K of H, D, and He ions with energies of 10, 10, and 12 keV at fluences of
3.0, 3.0, and 0.5 ions/m2 respectively.
by Lee et. al. [57]. It was found that He is trapped within 30 nm of the surface whereas D is
trapped within 30-35 nm from the surface, possibly at interstitial sites around He-V defects
[57]. Through nuclear reaction analysis (NRA), it was discovered that the majority of D
during simultaneous exposure was located within the He bubble layer [63]. It was found that
He bubbles do indeed trap H and locally increase the retention within the He microstructure.
This is thought to occur because the He increases the density of available traps, and not
necessarily the nature of the traps [59, 64] (see Figure 2.9). The presence of He bubbles
was also shown to modify the trapping energetics of H, as evidensced by the shift thermal
desorption spectroscopy (TDS) peaks to higher temperatures [26]. Since the He bubbles
form deeper than the average implantation depth of H [62], the He bubbles may act as a
barrier for H migration deeper into the bulk [57, 65]. This could be due to the reduction
in diffusion channels and the reduction in diffusivity from the stress field [61] caused by
the dense network of nanometric bubbles. These He bubbles will also act as trapping sites
for hydrogen [63], keeping hydrogen close to the surface thus increasing the possibility of
desorption from the surface [66]. Bubbles that grow or rupture toward the surface create
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Figure 2.9: Comparison of the D depth profiles for pure D and D/He implantation, as
reproduced from Ref. [64].
pinholes that create channels for fast diffusion of hydrogen [62, 67], escaping through the
pinholes and decreasing retention. Blister suppression is the result of helium bubbles blocking
the deep diffusion of hydrogen to grain boundaries. In some cases, H retention was actually
increased or unaffected and retained primarily at He bubbles [20, 57, 68]. This may be the
case for low irradiation temperatures where the microstructure does not permit easy release
of the gas inventory or low He fluence. Figure 2.10 shows a compilation of D release rates as
a function of temperature from many different studies, including pure H implantation as well
as co-implanted or pre-implanted He cases. These study show the general trend of decreased
retention when even a slight admixture of He is included.

2.2.4

Steel Components in a Fusion Reactor

Steel structural components in the first-wall, vacuum vessel, and breeding blanket of a fusion
reactor will receive significant neutron irradiation leading to neutron related degradation
processes as well as the production of He and H through transmutation reactions. Hydrogen
incorporation into the bulk alloy material significantly deteriorates the mechanical properties.
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Figure 2.10: Compiled results of the desorption flux of D, as reproduced from Ref. [67].
In some cases, retention increases, in other cases it decreases.
A significant helium concentration is also considered to be an important factor which may
affect hydrogen retention in the wall material. D plasma exposure with 200 eV at room
temperature leads to surface roughening in the shape of grass or cones. This is due to
preferential sputtering of lighter elements that results in W enrichment at the surface. With
increasing temperature, the roughness is enhanced and the lateral length scale is increased
too [69].
The addition of He increases the sputtering process creating eroded rough surfaces with
straight coral-like structures on the surface [70]. In damaged steels loaded with D, D
decorates the damage profile and the D concentration decreases with temperature. A W
rich layer is formed at the surface with a concentration dependent on plasma exposure
conditions due to the preferential sputtering of Fe atom [71]. Nishijima applied a high flux
helium plasma at low energy and sample temperature ranging from 573-1053◦ K to several
steel samples. They found similarly that helium preferentially sputters Cr and Fe atoms over
W, leading to a surface enrichment of W. Fuzz and cones on the surface were observed that
progressively roughen throughout the process of irradiation [72].
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Whether H retention is actually increased or decreased due to He pre-implantation is
debatable. Zhou found that He injected into the bulk of RAFM steels can suppress D
retention and found that when damage layers are shifted toward the surface, retention is
increased. This suggests the occurrence of significant helium-hydrogen synergies in iron
irradiation environments [73]. Martynova found that D concentration is predominantly at
depths greater than or equal to 8.6 µm. Helium admixture led to a reduction of total D
retention of all steels tested, irrespective of surface morphology and composition and suggests
that deuterium is mostly retained in the bulk at grain boundaries and carbide precipitates
are retained within the iron samples because of the porous structure that forms [70]. At
all temperatures, a systematic reduction in D retention was observed for the simultaneous
D-He case as compared to the pure H case. From these studies it is suggested that deeply
implanted helium near the surface may reduce the inward penetration of tritium by acting as
a permeation barrier for deeper diffusion and hence trapping [74]. Steel surface roughening
from W enrichment is not expected to affect retention [70]. All of these studies suggest that
the addition of helium can reduce tritium retention. However, several other groups have
found the opposite trend. Xu et. al. found that the total D retention in the steel was
increased due to the He ions implanted which may be attributed to the increase in trapping
sites for D from the He pre-implantation. The D permeability and diffusion coefficient were
slightly decreased due to the He pre-implantation suggesting that the He implanted in the
steel may decrease the permeability and diffusion coefficient of D thus increasing retention
[75]. Shinoda found that the amount of retained D decreased with the degree of thermal
oxidation but increased with helium irradiation [76]. The amount of retained hydrogen
increases with helium fluence and saturates at a DPA of around 7.2 [77].

2.3

Theoretical Understanding of Hydrogen and Helium Interactions in Tungsten

The experimental results discussed in the previous section are generally inconclusive and
require significant modeling efforts to interpret. As such, there is a significant need to
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understand behavior of H and He in these materials from an atomistic perspective, building
up to larger H and He bubbles.

2.3.1

Helium in Tungsten

Materials in a fusion reactor environment will be exposed to significant fluences of low energy
helium ions. Helium impinging on tungsten in the divertor region are expected to have less
than 100 eV in energy which is below the physical sputtering threshold of W (approximately
150 eV) and will implant within the W at a depth on the order of a few nm. Helium in bulk
tungsten is highly insoluble and mobile. Theoretically, He has a migration barrier of 0.06
eV [78], which is much lower than experimental results of 0.24-0.32 eV [79]. The discrepancy
likely comes from the formation of He-V clusters that are formed during implantation which
have much lower diffusivity, or interactions with other impurities. The preferred interstitial
solution site is the TIS [78, 80], with the OIS also possible but at a higher energy. Helium
migration follows discrete hops between adjacent TIS, either across the diagonal interstitial
site or across the OIS, a path that is slightly higher in energy than the former [81].
Helium is highly repulsive with tungsten and He interstitials, however, less so with itself,
resulting in a bound state for 2 He with a binding energy around 1 eV [79, 80, 82–84].
Additional He added sequentially have increasing binding energies. The binding energies
of an interstitial He cluster determined by DFT calculations are shown in Table 2.1 up to
a cluster size of 5 [79]. As a result, helium atoms will readily self-cluster. Interstitial He
clusters will grow to a size of 4 or 5 atoms [85, 86] at which point the clustered He atoms will
force out a tungsten self-interstitial (SIA), in a process called trap mutation, which creates
a Frenkel pair. The newly formed He-V complex contains the interstitial He within the
vacancy and an interstitial W atom attached at the periphery. The vacancy will stabilize
and immobilize the cluster. Small mobile helium clusters and interstitials show preferential
diffusion to the surface due to the thermodynamic driving force for surface segregation where
they trap mutate at rates greater than the bulk [85, 87]. Even a single helium near the surface
can easily cause trap mutation, the probability of which is dependent of surface orientation
[85]. These processes lead to the formation of high pressure helium bubbles just slightly
below the implantation depth, tens of nanometers below the surface.
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Table 2.1: The sequential binding energy of He to an interstitial cluster calculated by DFT
for 2 cell sizes, as reproduced from Ref. [79].
Cluster Size
He2
He3
He4
He5

54 atoms
0.98
2.35
4.07
5.31

128 atoms
1.03
2.39
3.90
5.54

He has also be shown to strongly bind to traps containing excess volume such as vacancies,
voids, and grain boundaries. Helium has a very strong interaction with vacancies with
a binding energy around 4.5 eV [78, 88, 89]. As helium-vacancy complexes form, either
through trap mutation or implantation damage, additional He will encounter the complex
and become trapped [90]. As the total inventory of He increases, the bubble will continue
to grow via trap mutation and dislocation loop punching. As the bubble grows, more SIA
are produced and organize at the periphery of the bubble in the h111i direction [91]. The
pressure inside equilibrium bubbles can be described by a simple relationship between surface
strain and radius:

P =

2γ
R

(2.6)

where γ is the surface tension and R is the radius of the bubble. These highly overpressurized bubbles can further expand by loop punching toward the free surface where it
annihilates in the form of adatoms causing surface morphology changes. This is given by
another simple expression below:

P =

2γ µb
+
R
R

(2.7)

Where µ is the shear modulus and b is the magnitude of the Burgers vector [92]. The
loops are released along the h111i glide cylinder and are drawn to the surface by the image
force [90, 91]. Bubbles readily expand toward the surface when the ligament thickness is 4-6
lattice units or less, depending on the surface orientation [93]. When bubbles breach the
surface, they create pinholes on the surface that vent the gas contained within the initial
bubble as shown with MD simulations in Figure 2.11. Large scale MD simulations of He
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Figure 2.11: Surface morphology changes due to a highly over-pressurized He bubble below
a W(111) surface. a) an adatom island formed from loop punching, b) bursting event, c)
pinhole has self-healed, d) remaining pinhole after second bursting event, as reproduced from
Ref. [93].
implantation performed by Hammond et. al. [94] show the crystal orientation dependence on
bubble growth and indicate that the majority of these bubbles have He-to-V rations between
2 and 4. This is graphically shown in Figure 2.12 in which the He per V of each bubble is
plotted.

2.3.2

Hydrogen in Tungsten

The behavior of H in W is of critical importance to the performance and viability of
the reactor as retention of large quantities of hydrogen increases fuel costs and presents
a radiological concern. H is highly insoluble in W, with a high diffusivity and mobility.
There have been numerous studies on the diffusion of hydrogen; the most recommended
value for the diffusion constant is D= 0.041e−9000/RT cm2 s−1 from experiments performed by
Frauenfelder [95]. H diffusion in W is highly concentration dependent, increasing significantly
as the D/W ratio is increased, as shown in Table 2.2, because of site filling and the HH repulsive interaction [96]. The discrepancy between experimental and DFT determined
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Figure 2.12: Number of He per vacancies in bubbles, as reproduced from Ref. [94].
diffusion coefficients can be explained by considering 2 regimes: low-temperature diffusion
where diffusion is marked by a perfect lattice, and high-temperature diffusion where the rate
controlling step is trapping and detrapping from vacancy clusters [42].
In bulk tungsten, hydrogen prefers to occupy the tetrahedral interstitial site (TIS) [80, 83,
97–99] with a solution energy of 1 eV [95], although H can occupy other interstitial positions
such as the octahedral (OIS), diagonal (DIS), or substitution (SS) [97]. The preference of
H at the TIS has been studied by several groups. Table 2.3 shows values of the solution
energy of H at interstitial configurations from several groups. The preference of the TIS over
the OIS is due to the strong interaction between H and the first nearest neighbor (1NN)
W as evidenced by the local density of states (LDOS) spectra [100]. The formation energy
decreases by as much as 0.3 eV as H approaches the surface [101].
H migration in the bulk proceeds via hops between adjacent TIS with a migration barrier
of 0.20 eV. The barrier for migration via TIS-DIS-TIS is 0.33 eV whereas it is 0.786 eV for the
TIS-OIS-TIS path [97]. A migration barrier of 0.25 eV was recommended at temperatures
below 500◦ K rather than the value of 0.39 eV derived from experimental data by Frauenfelder
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Table 2.2: Deuterium pre-exponential factors and migration barriers in tungsten, as
reproduced from Ref. [96].
D/W ratio
0.0005
0.0046
0.0093
0.0532
0.1111
0.2500
0.4282

D0 (m2 /s)
0.88 × 10−7
1.14 × 10−7
1.14 × 10−7
0.69 × 10−7
0.56 × 10−7
1.05 × 10−7
0.27 × 10−7

Em (eV)
0.246
0.269
0.279
0.286
0.308
0.438
0.453

Table 2.3: The solution energy of H at TIS and OIS as calculated from different groups,
as reproduced from Ref. [99].
Configurations
DFT

Experiment

TIS
OIS
0.88
1.26
0.88 (1.0 with ZPE)
1.26 (1.38 with ZPE)
0.86
1.26
0.95
1.33
0.87
1.04 ± 0.17

at high temperatures [95]. This value scales well from Frauenfelder’s experiments to low
temperatures [96].
Hydrogen was found to bind with itself at a distances of 2.1 Å, but with only a negligible
binding energy of 0.02 eV [83, 97, 98]. H will not be bound for any length of time, even at
room temperature, suggesting that H will not accumulate with itself. Since this equilibrium
binding distance is three times larger than the bond length for H2 , it is likely that H does
not form into a molecule in W.
The intense environment of the divertor will lead to microstructural damage that
inevitably includes vacancies which interact strongly with H and significantly affect H
diffusivity and retention. H binding to a single vacancy was shown to be strong with a
binding energy of 1.2 eV with the hydrogen located at a distorted OIS [80, 102]. Vacancy
formation energies decrease towards the surface which reduces the H binding to vacancies
[101]. Multiple H are also trapped exothermically to the vacancy, with a binding energy
that decreases with the inventory of hydrogen, as shown in Figure 2.13. A single V can
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Figure 2.13: The sequential binding energy of a H to a mono-vacancy as a function of H
inventory W (blue) and Mo (red). ZPE corrections are indicated by the hollow shapes, as
reproduced from Ref. [105].
hold many hydrogen, the exact number is somewhat disputed but is likely in the range of
6-14 [102–105]. H is strongly bound to the vacancy because it provides an isosurface of
optimal charge density [106]. Figure 2.14 shows the isosurface of preferred electron density
at a vacancy with the stable positions of a single H denoted with plus signs. This figure also
shows that with the addition of a H atom, the isosurface is depressed around the H reducing
possible sites for additional H [106].
H may also affect bubble nucleation through the vacancy trapping mechanism which is
visually represented in Figure 2.15. As H inventory increases within the vacancy, H are
displaced from the distorted OIS toward the TIS or diagonal interstitial site [102–104] and a
molecule of hydrogen is formed at the center of the vacancy [105]. Sun proposes a vacancy
tapping mechanism of bubble formation where H saturate the inner surface of the vacancy
which forms a screening layer that shields the interaction of hydrogen toward the center of
the vacancy with the metal lattice. This leads to the formation of a molecule of hydrogen
at the center which may be the nascent stage to bubble nucleation [105]. With this effect,
bubbles can be formed when there is a threshold concentration of hydrogen in the lattice. H
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Figure 2.14: Isosurface of optimal charge density at a V, a) without H and b) a single H,
as reproduced from Ref. [106].
solubility can be enhanced by strain gradients [107]. This is caused by a continuous change of
H location induced by the strain. This could lead to a cascading effect of H bubble formation
in which H bubble formation induces strain gradients that enhances H solubility to further
grow bubbles.
H trapping occurs at impurities, dislocations, vacancies, grain boundaries, and other
crystal defects within the implantation zone. If all traps become filled, and the flux of
H is greater than the diffusion out, there will be a super-saturation of H due to its low
insolubility. The presence of trapped H leads to swelling and compressive strains within the
surface layer [108]. H has been shown to facilitate the creation of vacancies in metals at high
concentration. When the ration of H:W exceeds 1:2, the formation of both vacancies and SIA
becomes exothermic leading to the formation of spontaneous micro-voids [109]. Vacancies
created by the supersaturation of hydrogen are known as superabundant vacancies (SAV)
[42]. H is shown to be attractive as interstitial clusters and spontaneously create vacancies,
which lends credence to SAV [110].

2.3.3

Hydrogen on Tungsten Surfaces

The study of H adsorption to surfaces of tungsten is fundamental to understanding the
plasma-surface interactions that occur within the divertor of tokamak fusion reactors.
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Figure 2.15: An illustration of the vacancy trapping mechanism, demonstrating the
shielding effect of H at the periphery that occurs once the vacancy complex accumulates
enough H, as reproduced from Ref. [105].
Because hydrogen is such a light atom, H tends to have high mobility and thus quantum
effects must be considered. One may expect that hydrogen on surfaces behaves much like an
electron in an electron gas, provided migration barriers are small. Although H atoms appear
localized at adsorption sites, there are good reasons to suspect that H in the vibrationally
excited states are quantum-mechanically delocalized and act as Bloch waves [111]. H on
various surfaces of W have been extensively studied both theoretically [102, 112–124], and
experimentally [38, 125–134], in particular the W(110) and W(100) surfaces and to a lesser
extent the (111) surface, although there remain numerous outstanding questions in regards
to molecular and atomic hydrogen adsorption and migration.
The (110) surface of W has been shown to undergo a slight surface reconstruction in
the form of a small uniform contraction of the first 2 monolayers due to the coverage of
hydrogen [119, 125, 129, 133]. At low temperatures, hydrogen adsorbed onto W (110) leads
to a (2 × 1) phase at low coverage and a (2 × 2) phase, along with substrate reconstruction,
at high coverages [125]. This was hinted at experimentally by a study from Blanchet et.
al. that shows evidence that there is a single binding state for hydrogen up to coverages of
about 50% at which time a symmetry change occurs that allows for multiple adsorption sites,
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possibly bridge sites [129]. The adsorbed hydrogen saturation limit was studied by Piazza
and found to occur at one full monolayer of hydrogen corresponding to a single hydrogen
per surface W atom [135].
H has been shown to have 4 primary adsorption sites on the W(110) surface, those being
the three-fold hollow site (3F), long-bridge (LB), short-bridge (SB), and on-top (OT), shown
in Figure 2.16. Conclusively, hydrogen was found to preferentially adsorb to the threefold
hollow site at a height of 1.1-1.2 Å above the surface with an adsorption energy of 0.75
eV relative to half the energy of a free hydrogen molecule [102, 114, 119, 120, 122, 126].
H prefers the hollow site followed by the SB, LB, and OT site with energies 0.69 eV, 0.53
eV, 0.08 eV respectively. H behaves as if it would in an electron gas; that is, the hydrogen
immersion energy decreases monotonically with decreasing electron density. There appears
to be an optimal electron charge density for H on (110) and at a vacancy of 0.10 eV/Å3 .
Since the electron density in the solid is generally higher than this ideal density, the H will
migrate to an area of relatively low electron density. Electron densities were calculated for
the adsorption sites and decrease from 0.10 eV/Å3 at the 3F down to 0.03 eV/Å3 for the
OT, which suggests that there is an optimal electron density for H. Diffusion on the surface
takes place between hollow sites via SB site with a barrier of 0.07 eV/Å3 . In terms of charge
density this is 0.10-0.09-0.10 eV/Å3 . Diffusion across the LB has a barrier of 0.24 eV; with
respect to charge density: 0.10-0.07-0.10 [120]. Nojima found 2 primary desorption peaks in
TDS experiments of the (110) surface that correspond to 1.17 eV/H2 and 1.42 eV/H2 . The
latter agrees very well with the binding energy of H at the 3F site. The former could be
desorption from high order adsorption sites that are filled at higher coverages [122].
H can migrate on the (110) W surface via the SB or LB sites with a barrier of 0.05 eV
and 0.20 eV respectively and does not delocalize within the hourglass region associated with
the LB. However, hydrogen may delocalize in the region associated with the SB. There is a
work function decrease that is associated with H adsorption. This occurs because of electron
depletion just above the surface that induces a dipole moment. Subsurface sites in between
the first and second monolayer are unstable. The OT site has a rank-2 saddle point and is
much less stable than other adsorption sites [122].
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Figure 2.16: The 4 primary adsorption sites of H on W(110), as reproduced from Ref.
[122].
The W(100) surface undergoes significant reconstruction, shown in Figure 2.17, that is
dependent on temperature and H coverage with a slight interplanar contraction that extends
through the top 2 layers [102, 113, 115, 118, 123, 127, 128, 130]. At room temperature and
low coverage, the surface displays p(1 × 1) periodicity while at a transition temperature
below 250◦ K that increases with H coverage, the surface reconstructs to a lower energy
√
√
level with a ( 2 × 2)R45 unit cell and p2mg symmetry. With this reconstruction, the
√
surface atoms are shifted in the h11i direction with a displacement of 2a [115]. Formation
mechanisms of the reconstruction have yet to be fully understood but several possibilities
have been postulated. It may be that the high density of band-structure states near the
Fermi level results in an enhancement of the attractive interaction between nearest neighbor
tungsten atoms on the surface [118]. The ideal (100) surface is softer than the bulk and
has a small tensile strain. Chen determined that the surface atoms are weakly attractive
which gives rise to the reconstruction as opposed to strain by comparing the strain energy
with the energy associated with surface reconstruction [113]. Heinola suggested that the
reconstruction is the result of the mutual attraction surface atoms have with their nearest
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Figure 2.17: The reconstructed W(100) and the 2 primary adsorption sites for H, as
reproduced from Ref. [102].
neighbors forming a zig-zag pattern [115]. The adsorbed H saturation limit for the (100)
surface was found to exist with one monolayer of H. This corresponds to a coverage of 2.0.
At saturation coverage, the reconstruction was eliminated [135].
There are 2 primary adsorption sites for hydrogen on the reconstructed W(100) surface,
the LB and SB sites (see Figure 2.17). The SB was found to be the most stable site by 0.44
eV with a charge density very near the optimal of 0.105 eV/Å3 [102, 115]. For the LB this
value is 0.27 eV/Å3 [114, 120]. The most favorable adsorption site for H on the (100) surface
is the bridge site, followed by the hollow and on-top sites being 0.4 and 0.7 eV higher in
energy respectively [120, 123]. Kolasinski found that adsorbed H at full coverage is located
at two-fold LB and fixes this surface reconstruction [132].
Surface diffusion on the W (100) proceeds by hops from SB to SB with a barrier of 0.400.45 eV at low coverage [102, 115]. This migration is visualized in figure 2.17. The barrier
for SB-LB is 0.60 eV while the reverse process has a barrier of 0.17 eV. LB to LB hops have a
barrier of 0.44 eV but NEB calculations show that the saddle point is second order therefore
diffusion along this path is unlikely. H is expected to diffuse along zig-zag chains in the [110]
direction with the occasional SB-LB hop [102].
H adsorption on W(111) has been less studied. W (111) surface experiences a triplet-layer
relaxation due to the openness of the atomic structure [117].
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2.3.4

Helium-Hydrogen Synergies in Tungsten

H and He have demonstrated profound experimental synergies that have been investigated
further by computational methods. The synergies arise from the strong interaction energetics
between the 2 atoms that likely originates from the decreased electron density around the
He [65, 136] that produces segregation of H to He. As interstitials, it has been shown the
H and He are bound to each other, but with a relatively low binding energy of 0.20 eV
[80] at adjacent TIS [137]. H binding to He clusters becomes negligible after 3 or more H;
essentially, He-H clusters are stable at low temperature with 2 or less H [138]. Migration
of these interstitial clusters is determined primarily by the content of H associated with the
cluster. A He-H cluster will assume a diffusion characteristic to H with a migration energy
0.2-0.4 eV [138].
As aforementioned, He readily self-clusters, inevitably forming He-V clusters. As such,
it is important to understand how H interacts with He-V clusters. H and He are strongly
attracted to the V because they compensate the negative volume dilation of the vacancies
[139]. A single He prefers the vacancy center [137] due to its closed valence shell [65] while
H in the vicinity of the He-V cluster assumes an off OIS with a binding energy of 1 eV
[136, 137, 140]. These clusters have shown to contain up to 12 H [136], with which the
binding of each successive H to the previous cluster size decreases with increasing H content
[140]. A summary of the findings from several groups for the trapping energy of H to a
He-V cluster as a function of H inventory is shown in Figure 2.18. The He-H interaction can
be decomposed into 3 parts: an attractive force due to valence electron depletion, repulsive
forces contributed by elastic compression of the He-H separation, and a H-H repulsion [136].
As the He bubbles grow, it has been shown that the He is equally distributed within the
volume of the bubble whereas the H is partitioned and trapped along the periphery, within
the first 1-2 layers into the material surrounding the bubble [66].
With the extensive DFT database of He and H in W and their interactions, potentials
have been developed to model the W-He-H system with MD. New interatomic potentials have
been developed that model the W-H [141] and W-He [142] interactions and predict reliably
the energies from first-principles as well as the interstitial position in bulk W. These new
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Figure 2.18: The H binding energy to a vacancy as a function of initial H inventory, as
reproduced from [99].
Table 2.4: The number and fraction of H within a 4 Å thick shell around a 2 He/V bubble
with a radius of 20 Å at 900 K◦ , as reproduced from Ref. [66].
H/Vacancy
0.1
0.2
0.3
0.4
0.5

nH
185.0 ±
338.4 ±
459.4 ±
545.8 ±
642.4 ±

4.6
5.6
7.9
9.2
9.5

Fraction of total H (%)
88.6
81.2
73.5
65.4
61.4

formulations were used to understand the interactions of H and large subsurface He bubbles
[66]. From this study there is a clear partitioning of H to the periphery of the bubbles, while
the He remains within the initial cavity. The concentration of H at the periphery has a clear
temperature and He density dependence. Higher density He bubbles tend to force more H to
the periphery and into the first couple of layers of the W matrix. Increasing the temperature
and density of H serves to widen the concentration distribution of H at the interface. Table
2.4 shows the number and fraction of H contained with a 4 Å thick layer around the He
bubbles illustrating the partitioning that occurs at the periphery of these bubbles.
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2.4

Theoretical Understanding of Hydrogen and Helium in Iron

2.4.1

Hydrogen in Bulk Iron

H behavior in Fe is similar to that in W, as it has a low solubility and occupies the TIS [143].
H stability in the subsurface is a function of surface orientation, occupying stable positions
at different depths below Fe(110) and Fe(100), with a much lower barrier for absorption into
Fe(100). Diffusion is moderated by hops between TIS with a barrier of 0.12 eV. Diffusion
via the OIS is possible but has a lower probability because of the higher migration barrier
and the rank of the saddle point [144, 145]. Thus, H migration in Fe is similar to W but
with a smaller barrier to diffusion.
H trapping to vacancies in Fe is very similar to trapping at a vacancy in W. H is strongly
trapped at a mono-vacancy and was shown to hold as much as 6 H, all located at distorted
OIS, a position in between the OIS and TIS [143]. The position of H and max inventory of
a mono-vacancy are consistent with the behavior observed in W.
H is also strongly trapped at vacancies and vacancy clusters. A molecule of H is formed
at the center of vacancy clusters after H saturates the periphery of the vacancy cluster.
High H concentrations increase the concentration of vacancies and stabilize vacancy clusters.
Small Vm -Hn clusters generally diffuse by dissociation but a clusters of 3 vacancies has been
shown to be able to drag H while migrating [145]. Due to the high mobility of H and strong
trapping at vacancies, it is plausible to expect H sequestration in structural components
that experience transmutation and permeation from breeder blankets may be a significant
concern in future designs of fusion reactors.

2.4.2

Helium in Bulk Iron

He in Fe prefers the TIS which is energetically more favorable than the OIS by 0.2 eV
[146–148]. He is highly insoluble, as evidenced by its high formation energy. The formation
energy of He in bulk Fe from several different studies is shown in Table 2.5. Interstitial He
is highly mobile, with a migration barrier of 0.06 eV, and attractive to other interstitial He,
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Table 2.5: The formation energy of He in bulk Fe from several different sources, as
reproduced from Ref. [152].

DFT
MD

Fe-He
Seletskaia
Fu
J-N
J-N
J-N
Wilson
Seletskaia
Yang
Morishita

Fe-Fe

OIS
4.60
4.57
4.51
4.44
4.41
5.25
4.54
5.25
5.25

AMS
D-D
FS
FS
FS
FS
FS

TIS
4.37
4.39
4.39
4.33
4.29
5.34
4.50
5.34

Subs
4.08
4.22
4.10
4.21
4.12
3.25
3.91
3.25
3.25

eventually coalescing to form interstitial clusters that are still highly mobile [147, 149, 150].
When these clusters reach a critical size of 4-6 He, they create a Frenkel pair through trap
mutation, forming an immobile Hex -Vy cluster [149–151]. Migration of a substitutional He
is much slower than interstitial He with an energy barrier of 1.1 eV [147]. As the Hex -Vy
cluster accumulates more He, the cluster will further trap mutate creating the nuclei for
larger He bubbles [149]. The binding energy of a He interstitial to a He-V cluster varies from
1.3-1.9 eV depending on the cluster size. The SIA that are formed near the cluster from trap
mutation possess a high binding energy to a He-V2 cluster that decreases as the number of
He increases [151]. SIA clusters are formed at lower concentration of He and align in the
h111i direction, while SIA loops are formed at higher concentrations with a Burgers vector
of b =

1
2

h111i [150].

MD simulations have shown that the dissociation energy of He-V clusters was mostly
strongly correlated to the inventory of He, indicating that the growth and shrinkage of
clusters is a strong function of He density [153, 154]. The binding energy of a vacnacy to
a Hex -Vy cluster increases with He/V, indicating that He increases the lifetime of these
clusters by reducing thermal V emission. However, both the binding energy of He and Fe to
He-V clusters decrease with increasing He/V indicating that thermal emission of a SIA or
a He increases at higher He/V ratios. The thermal stability of the clusters is decided by a
competition between emission and accumulation of He, pendent upon by the He/V [154].
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Figure 2.19: TEM micrograph of He implantation up to 5000 appm at 550◦ C into
martensitic steel along with the corresponding diffraction pattern. The bubbles are small
with an average diameter of 5-10 nm and are mostly faceted, as reproduced from Ref. [156].
He has a strong repulsion with Fe and creates a significant standoff distance between the
bulk of the bubble and Fe matrix, a phenomenon also observed in W. He bubbles accumulate
pressure up until 2 He/V where it begins to trap mutate and distort; this is the point of
maximum pressure. At He/V ratios of about 9, the bubbles are clearly faceted and begin
to emit dislocation loops beginning at 5 He/V [155], as shown in Figure 2.19. TEM images
of martensitic steel implanted with He up to 5000 appm at 550◦ C show that He bubbles
have a radius of 2-6 nm. He bubble density is estimated to be 20-70 nm−3 [156]. Using
the EOS from Trinkaus [157], the pressure within these bubbles is expected to be less than
equilibrium pressures [156].

2.4.3

Hydrogen at Iron Surfaces

Molecular H adsorption onto Fe(100) is dissociative with an activation barrier of 0.15 eV
[158]. Dissociated H adsorbed to the two-fold and four-fold sites with a slight preference to
the four-fold at all coverages [144, 158]. H recombination occurs at high coverage. Surface
diffusion barriers are classical with a height of 0.07 eV that increase slightly with coverage
[158]. Absorption to near-surface sites is exothermic with relation to the gas phase with a
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barrier of 0.38 eV [144, 158]. Once in the subsurface, bulk diffusion occurs with activation
energies corresponding to the bulk values at a depth of 2 layers [158].
H on Fe(110) adsorbs exothermically to the 3F site at all coverages, which agrees well
with experiment [144, 159–161], with the SB and LB being transition sites [162]. Through
LDOS and electronic density considerations, it was found that the H-Fe interaction is highly
covalent. Migration barriers of H on Fe(110) are very low. At low coverages, migration across
the LB is only 0.05 eV whereas migration across the SB is 0.19 eV, and increase slightly
with increasing coverage [162].
H on Fe(111) adsorbs to the top-shallow bridge site, followed by the quasi 4-fold at an
energy that is 0.1 eV higher than the former. H on this surface has a very high mobility
[163].

2.5

Noble Gases

Since He readily forms bubbles, it is a reasonable to question whether other noble gases can
introduce the same type of effects. In tokomaks, neon and argon are injected into the plasma
for radiative cooling. One might expect the effect of noble gas incorporation would be similar
to helium since there is no chemical interaction between these inert atoms and W, and the
behavior should be explained assuming that local lattice distortion increases monotonically
with mass from He to Xe.
However, Ne and Ar implantation leads to significantly different results from He
implantation. Under the irradiation conditions that produce fuzz with He, no holes, bubbles,
or nanostructure filaments were formed when tungsten surfaces were exposed to argon or
neon plasmas. Instead, there was a roughening that was likely caused by physical sputtering
[164]. The difference in morphology may be explained by the sputtering induced by the
heavier ions in addition to the implantation depth of these ions. Through binary collision
approximation (BCA) simulations, it was found that the average implantation depth of He
was deeper than the depths for Ne or Ar. In the low energy range of approximately 20 eV,
Ar is implanted at a depth of 0.2-0.3 nm, approximately one atomic layer, whereas He of
the same energy helium is implanted at a depth of around 1 nm, which is around 3 atomic
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layers. The penetration of several atomic layers may be a necessary requirement for bubble
and fuzz formation. Because of the short implantation depth, Ar and Ne were released
from the sample as opposed to diffusing into the bulk. The necessary energy for sufficient
penetration may be lower than the sputtering threshold with He while the necessary energy
for Ar and Ne may be higher than threshold sputtering energies, thus sputtering would be
the dominant surface morphology change [165].
Several first principles studies have been performed on noble gas behavior in W as it
relates to He and have elucidated some major differences. The most stable interstitial
position for Ne, Ar, Kr, and Xe atoms were the TIS, similar to that of He and H [82, 166–
168], however, the formation energies, either interstitial or substitutional, are much higher
than that for He. This may be explained by the size of the noble gas atoms, with attractive
Van der Waals interactions increasing with noble gas mass [166].
The migration energy of these noble gases is small, less than 0.2 eV. Table 2.6 shows
the migration barriers of He, Ne, and Ar. Diffusion of noble gases proceed via TIS with a
diffusion energy that increases with atomic size [82, 168]. Of the gas atoms tested, Ne-Ne
interactions are attractive and the strongest, whereas Ne-Ar interactions are also attractive
and even stronger than He-He binding. An interstitial atom will cause significant strain
and a local region of low electron density that allows interstitial atoms to act as traps to
form clusters [167] with a binding energy of 1 eV [82]. The binding energy and distance of
like-clusters increases with mass [168]. Similar to He, the clustering of Ne and Ar lead to
the emission of SIA atoms at critical cluster sizes via trap mutation [168, 169]. Although
these noble gases display similar self-clustering characteristics to He, fuzz is difficult to form
because of the high energy required to implant into a stable position within the material.
Ne and Ar binding to a vacancy is very strong, similar to that of He. Table 2.7 shows the
binding energy of consecutive noble gases eithe with itself in the form of a gas interstitial
cluster or with a vacancy. The binding energy to a vacancy increases from He with mass
of the noble gas, and does not decrease significantly with inventories up to 10 atoms. The
larger binding energies of heavier noble gases may be partially explained by the additional
contribution of hybridization between p-orbitals of Ne, Ar, Kr, and Xe with the d-orbitals
of W [82, 166].
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Table 2.6: The migration barriers and formation energies of noble gases from several studies,
as reproduced from Ref. [82].
Migration
Barrier
He
Ne
Ar
Formation
Energy
Hesub
Hetet
i
Heoct
i
Nesub
Netet
i
Neoct
i
Arsub
Artet
i
Aroct
i

PBE

PW91

0.07,0.07
0.15,0.14
0.27,0.23

0.06,0.07,0.06
0.17
0.19

PBE

PW91

4.85,4.83,5.00
6.23,6.22,6.23
6.48,6.44,6.48
6.42,6.25
11.40
11.95
9.54,9.28
15.10
16.29

4.70,4.70,4.77
6.11,6.16,6.19,6.29
6.35,6.38,6.41,6.67
6.21
11.13,11.55
11.68,12.17
9.30
14.82,14.99
15.97,16.05

Inert gas defects have strong binding energies to H. Binding can be as high as 1.1 eV, 1.0
eV, and 0.8 eV for He, Ne, and Ar clusters respectively [140]. Both interstitial and vacancygas complexes strongly attract H, which is attributed to the redistribution of electron density
and lattice distortion induced by the noble gases. The trapping effect increases with both
interstitial and vacancy cluster size [168].

2.6

Outstanding Questions and Goals of Dissertation

As mentioned previously and summarized here, the primary areas of concern include:
1. Erosion, which leads to decreased operational lifetime and provides a source of
impurities that may enter the core plasma. Erosion impurities will dilute the plasma
and have a major cooling effect, especially for W, which can collapse the core plasma.
Also, because of the high activation of W, radioactive dust is a major safety concern.
Deposition of impurities along PFC can build up and co-deposit tritium leading to
increased inventories of tritium [4]. Fuzz formation is a cause for concern because it
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Table 2.7: The binding energies between a Ne/Ar vacancy complex of interstitial cluster,
as reproduced from Ref. [82].
0V
0
1
2
3
4
5
6
7
8
9

Ne
Ne
Ne
Ne
Ne
Ne
Ne
Ne
Ne
Ne

2.28
2.79
3.71
3.27
3.21

1V
8.23
4.07
3.76
4.89
4.24
4.03
4.06
4.32
4.35
4.15

0V
0
1
2
3
4
5
6
7
8
9

Ar
Ar
Ar
Ar
Ar
Ar
Ar
Ar
Ar
Ar

1.70
2.22
3.72
2.47
3.15

1V
8.82
3.58
3.05
4.78
3.15
2.37
3.62
4.34
3.07
3.50

can affect heat transfer, fuel retention [9], erosion rates (sputtering and dust formation)
[10] as well as embrittlement of the divertor [11].
2. Tritium retention is a concern for several reasons. Increased tritium retention will
negatively affect recycling, the rate at which cold H returns to the plasma, thus reducing
the efficiency of the plasma and necessitating other sources of plasma fueling such as
gas puffing, pellet injection, or neutral beam injection, which ultimately drive up costs
of operation [12]. This is also a concern for structural components of which steel is the
primary candidate, in which tritium permeation from the breeder blanket can stifle the
recycling and production of tritium fuel.
3. The mass effect of noble gases. The gases that will be used for radiative cooling
(N2 , Ne, Ar, Kr) are inserted within the private flux region near the divertor, such
that these gases will most likely implant into divertor components. Although some of
these gases may enter the plasma, for which they may later implant into the first wall
materials, this is highly unlikely and will not accumulate in significant amounts enough
to produce bubbles. Other noble gases are a concern as they will be found within the
divertor region for radiative cooling. It is a question how the effects of noble gas scale
with mass, especially considering the similar properties that Ne and Ar possess with
He, such as self-clustering and strong attraction with H, as well as the robustness and
ubiquity of the formation of noble gas bubbles and its trapping of H.
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The goal of this dissertation is to quantify the trapping energetics of H to bubbles as
well as understanding the behavior of H at and below surfaces. Bubbles have been shown to
exist in Fe-based structural components as well as the W divertor. He bubbles are the most
readily concerning since He is regularly implanted into W and formed through transmutation
reactions in Fe. Other noble gases, such as Ne and Ar, are a concern because of their similar
behavior to He which allows these atoms to readily self-cluster and form bubbles. Noble
gases may be injected into the core for radiative cooling and will likely implant into the
W divertor where bubbles may form, providing additional trapping of H. Understanding
the trapping energetics of H to noble gases, or more generally, noble gas interfaces, allows
for the quantification of experimental results such as TDS measurements which relate
desorption peaks directly to trapping sites and the energetics of those sites. It also allows
for the possibility of higher-order modeling which requires input and parameterization of
fundamental defect interaction energetics. This study will quantify interactions of H with
large He bubbles, which to-date has not been modeled and is not easily extractable through
most simulation methods.
To do this, we aim to understand atomic and molecular H interactions at metal interfaces.
These interfaces include vacuum interfaces as well as noble gas interfaces that act as a
surrogate for large voids and nanometric-sized bubbles respectively. Modeling of W and Fe
free-surfaces and molecular H dissociation and atomic H surface-migration are both directly
applicable to the PSI environment in which these ions interact with surfaces from the plasma
side and accumulate at the surface where kinetics of H directly affect H recombination
and refueling requirements of a fusion reactor. Modeling of H interactions with noble gas
interfaces are important because the formation and trapping of H to bubbles appears to
be a global phenomenon that will occur throughout the reactor along PFC as well as at
redeposited He bubble-contained erosion precipitates that will be found at positons elsewhere
in the reactor. These raise radiological safety concerns on top of fuel retention and recycling
concerns.
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Chapter 3
Multiscale Modeling
The processes that occur at the boundary plasma and its interactions with materials are
numerous and scale many orders of magnitude both spatially and temporally. As such, pure
experimentation has its limits and computational modeling is necessary to fully understand
and predict the phenomena that will occur. Even still, computational modeling has its
limitations because each form of modeling has its own spatial and temporal domains for
which the results are valid. As a result, in order to model plasma-surface interactions, a
multiscale, hierarchical approach must be taken in which the results from lower-order models
are fed into higher-order models.

3.1

Density Functional Theory

Density Functional Theory (DFT) is a quantum mechanical modeling method used to explore
the ground-state electronic structure of atoms or molecules. Properties of these systems are
based on the local electron density calculated with the use of functionals which are based
on the electron density. Quantities of atoms such as the one-electron orbitals, the electronic
charge density, and the local potential are represented in plane wave basis sets in which the
interactions between electrons and ions are described using norm-conserving (also known as
ultrasoft) psuedopotentials.
The Vienna Ab-Initio Simulation Package (VASP) uses pseudopotentials or the projectoraugmented wave method [170, 171] and a plane-wave basis set to perform ab-initio
48

quantum-mechanical MD simulations of crystalline solids based on DFT. VASP computes
an approximate solution to the many-body Schrodinger equation using DFT by solving the
Kohn-Sham (KS) equations.
The nuclei of atoms are seen as fixed; this is known as the Borne-Oppenheimer
approximation [172]. This creates an external potential field in which the electrons are
moving. The ground-state energy and wavefunction depend on the ionic coordinates as
parameters. A stationary electronic state is then described by wavefunctions that satisfy the
many-electron time-independent Schrodinger equation:

"
ĤΨ = [T̂ + V̂ + Û ]Ψ =
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This method is a double iterative process.
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(3.1)

i<j

In the inner loop, the wave functions

for each k-point in the Brillouin zone are calculated with the conjugate-gradient method
until the change in the eigenvalue energy is smaller than some predefined quantity (10−5 ).
After running over all bands, a subspace diagonalization is performed, the Fermi energy is
recalculated, and the charge density is updated. The atomic motion is described by Nøse
dynamics. The equations of motion are integrated using a fourth order predictor-corrector
algorithm. After the atoms are moved, the new wavefunctions are re-calculated [170].
VASP calculations are based on KS DFT and utilizes the well-known Hellmann-Feynman
Theorem to calculate forces on atoms which states that the ground-state energy of a manybody system is a unique functional of the charge density:

E0 = E[~r]

(3.2)

The functional E[~r] has a minimum relative to variations of the particle density δn(~r)
at the equilibrium density, n0 (~r). The ground state charge density minimizes the energy
functional and the resulting energy in the ground state energy.

E = E[n0 (~r)] = minE[(~r)]
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(3.3)

δE[n(~r)]
δn(~r)

=0

(3.4)

(n(~
r)=n0 (~
r)

The Hellmann-Feynman theorem [173] states that the forces acting on the ions are given
by the expectation value of the gradient of the electronic Hamiltonian in the ground state.
~
~
~
− F1 =< Ψ0 (R)|∇
1 H(R)|Ψ0 (R) >

(3.5)

The following calculations use PAW pseudo-potentials [174, 175] with the exchangecorrelation energy was calculated using the GGA-PBE [176].

3.2

Molecular Dynamics

Molecular dynamics is a common technique to simulate properties of solids, liquids, and
molecules. These simulations treat atoms as point masses and integrate Newton’s equations
of motion to determine information about the system such as diffusion coefficients, phase
diagrams, and structural properties. The set of equations that are integrated are shown
below:

mi

XX
dvi X
F3 (ri , rj , rk ) + · · ·
=
F2 (ri , rj ) +
dt
j
j
k
dri
= vi
dt

(3.6)

(3.7)

Where m is the mass, r and v are the position and velocity vectors, F2 is the pairwise
force function, and F3 are the three-body interactions. The force terms are derivatives of
potential energy expressions in which the energy of an atom is written as a function of the
position of itself and other atoms. Given the correct approximations, these equations will
describe the complete time-evolution of the system.
dVij
F~ij = ma~ij = −
drij
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(3.8)

The forces between atoms and there potential energies are calculated using interatomic
potentials. The force terms are typically nonlinear functions of the separation distance
between pairs of atoms that may either be short or long ranged. Short-ranged forces are
used most commonly in MD simulations. They are chosen because electronic screening limits
the range of forces on distant atoms as well as to limit the computational cost. In either
case, forces are truncated within some small distance surrounding an atom called the cutoff
distance [177].
Molecular Dynamics simulations were performed using the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) code [177]. LAMMPS can model an ensemble of
particles containing a billion or more particles. LAMMPS integrates Newton’s equations of
motion for all atoms in the simulation that interact via short or long range forces based on a
variety of initial and boundary conditions. One of the fundamental characteristics is that the
atoms only interact with those that are geometrically nearby. This is accurate for solids and
liquids in which the forces are screened electronically and convenient because it significantly
reduces the computational cost. This is performed in LAMMPS with the use of neighbor
lists which are optimized for interatomic potentials that are repulsive at short-range [178].
For each atom, a neighbor list is built of all atoms within a cutoff distance. The list is used
for a few timesteps in which the force interactions are calculated. A simplified diagram of
the molecular dynamics algorithm employed by LAMMPS is shown in Figure 3.1.

3.2.1

Interatomic Potentials

The interactions of atoms are modeled with interatomic potentials. The typical style of
these potentials are repulsive at short distances and attractive at long distance, with some
local minimum that represent an equilibrium separation distance between interacting atoms.
The physics of the system is contained within the interatomic potentials. As such, the
development and validation of potentials is an ongoing effort that must be augmented for the
particular system of interest. Potentials are usually informed through ab-initio calculations
or fit to data.
The W-W interactions were modeled with a Finnis-Sinclair potential [179], later modified
by Ackland and Thetford [180] followed by Juslin and Wirth [181]. This potential also
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Figure 3.1: Simplified schematic of the MD algorithm
included a Ziegler-Biersack-Littmark (ZBL) spline at short distances [182]. The FinnisSinclair potential is an N-body bond-order style potential with the general form shown
below.
!
Vi = Fi

X

fj (rij )

j6=i

+

1X
φij (rij )
2 j6=i

Here, Vi is the potential energy, Fi is the embedding energy,

(3.9)
P

j6=i

fj (rij ) is the electron

density, fj is the embedding function, and φij is the pair potential.
The W-H interaction is modeled by a Tersoff bond-order potential that was developed
by Juslin et. al. [141] and later modified by Guterl et. al. [183] based on an MD study of
H desorption from surfaces in which they observed atomic H desorption from the surface as
opposed to molecular H following H2 molecule formation. Guterl et al. [183] found that the
activation energy barrier for molecular H formation on the surface was around 7 eV, a value
far too high. They found that that the barrier is controlled by the γW −H−W term in the
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Tersoff potential formulization. The original γW −H−W value was adjusted to 0.55 from 12.88
which reduced the barrier to 1.5 eV, consistent with experiments. This potential includes
three-body terms which are needed to describe the directional bonding of H. The Tersoff
style potential is a bond-order potential which can describe the directionality of the bonds
with the following form:

Vij (rij ) = Vr (rij ) + bijk Va (rij )

(3.10)

Where Va is the attractive part of the potential, Vr is the repulsive, and bijk is a term
that adjusts the bonding state which depends on the particular system.
W-He interactions were modeling using a potential developed by Juslin and Wirth [181].
He-He interactions were modeled using a potential by Beck [184] that was modified at short
distances by Morishita [154]. He-H interactions were modeled using a simple Leonard-Jones
potential [185] with parameters from Belashchenko [186]. A common form is the LeonardJones potential:

φ(r) = 4
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Visualization

Visualization is an essential part to computational modeling of atomistic systems. The
advantage of using computational resources such as VASP and LAMMPS is the ability to
visualize atomistic kinetics. This allows for the understanding of mechanisms and phenomena
that cannot be resolved with experimental techniques. Beyond the advantages listed here,
visualization is an essential component to LAMMPS and VASP which allows the user to
visually check on the simulation to ensure that the simulation is evolving properly and
without any abnormalities. After results have been obtained, visualization allows the user
to display results or quantities in a manner that can be convincing and easily conveyed.
Within the scheme of this dissertation, post-processing visualization was used to display
bubble growth and expansion, morphology changes on the surface via highlighting adatom
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formation, the internal structure of cavities, adatom migration on and in surfaces, molecular
hydrogen dissociation and adsorption, electronic densities, and electron density of states.
The visual program Atomeye [187] was used to analyze the surface morphology changes
of He bubble growth, and is an excellent program for easy viewing of LAMMPS simulations
and debugging. Ovito [188] was used both with LAMMPS and VASP for easy and versatile
viewing of the simulations.

Vesta [189] was also considerably used, in particular for

visualization of the electronic structure of surfaces and atoms.
Visualization is done with LAMMPS though dump files, which outputs position
information, particle types, and atom IDs. Dump files are particularly powerful as they
be made to output other information such as stress, pressure, temperature and much more.
This allows for atoms to be tracked throughout time and made into movies. Visualization
with VASP proceeds through files called CONTCARs which similarly possesses atomic
coordinates, the IDs and types for which are determined by the order of atoms. Visualization
corroborated with quantitative data allows for unique analysis of systems which is essential
for understanding problems with as large a scope as PSI.
Electron densities were visulaized using a DFT post-processing tool called lev00 [190].

3.4

Role of Supercomputing

The work done in LAMMPS and VASP both require considerable computational infrastructure to run. Because of this, supercomputing facilities were used to perform these massive
simulations. Both LAMMPS and VASP are designed to efficiently run on parallel nodes
and operate very well at such facilities. This work uses the resources from the following
facilities: Edison and Cori-KNL and the National Energy Research Supercomputing Center
(NERSC), Titan and EOS at the Oak Ridge Leadership Computing Facility (OLCF),
the now-decommissioned Newton at UTK, and the Advanced Computing Facility jointly
operated by UTK and Oak Ridge National Laboratory (ORNL). This material is based
upon work supported by the U.S. Department of Energy, Office of Science, Office of Fusion
Energy Sciences through grant DE-SC-0006661, in addition to partial support from the Office
of Fusion Energy Sciences and the Office of Advanced Scientific Computing Research through
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the Scientific Discovery through Advanced Computing (SciDAC) project on Plasma-Surface
Interactions.

3.5

Multiscale Modeling

Irradiation of metals results in significant microstructural evolution, property change, and
performance degradation. These irradiation effects are a multiscale phenomenon that depend
on a wide range of material and irradiation variables. PSI span many orders of magnitude
both spatially and temporally. Length scales span more than 15 orders of magnitude and
time scales more than 22. As such, pure experimentation has its limits and computational
modeling is necessary to fully understand and predict the phenomena that will occur. Even
still, computational modeling has its limitations because each form of modeling has its own
spatial and temporal domains for which the results are valid. As a result, in order to model
plasma-surface interactions, a multiscale, hierarchical approach must be taken in which the
results from lower-order models are fed into higher-order models [191].
The approach to multiscale modeling is through a hierarchical, information-passing
approach, as represented in Figure 3.2. There are three coupled spatial regions that affect
PFC evolution and performance; namely, the edge and scrape-off layer of the plasma, the
near-surface region that is exposed to intense heat and particle fluxes, and the bulk materials
region that responds surface gas implantation and neutron irradiation effects. The coupled
nature of the spatial domains requires the integration of modeling methods in order to
evaluate the feedback from each domain. This requires a wide range of physics to be
applied to a wide range of length and timescales to be integrated with each other. This
also necessitates computational algorithms and methods to couple them strongly enough to
withstand vigorous testing and validation [16].
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Figure 3.2: Computational models of the fusion environment has huge variations in
the temporal and spatial scales which require different methods within each regime, as
reproduced from Ref. [16].
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Chapter 4
Molecular Dynamics Study of
Sub-surface Hydrogen-Helium
Bubbles in Tungsten

The objective of this research is to understand the underlying physical processes
responsible for the synergistic interactions between hydrogen and noble gases in materials
under fusion relevant conditions. To this end, we aim to quantify the trapping energetics
of H to bubbles as well as understanding the behavior of H in and around the subsurface
region. Understanding the trapping energetics of H to noble gas interfaces allows for better
interpretation of experimental results. This study will quantify interactions of H with large
He bubbles, which to-date has not been modeled and is not easily extractable through most
simulation methods.

4.1

Methods

In this work, we expand upon previous MD simulations of Juslin [181], by evaluating mixed
hydrogen-helium bubbles in close proximity to a free surface. We observe the effect of H
This work has been published as: ZJ Bergstrom, MA Cusentino, and BD Wirth, “A Molecular
Dynamics Study of Subsurface Hydrogen-Helium Bubbles in Tungsten,” Fusion Science and Technology,
Issue 1, Vol. 71, pg. 122-135 (2017).
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on He bubble expansion toward the free surface and subsequent surface deformation. Free
surfaces are a strong sink for implanted gases into a solid, thus we seek to determine whether
hydrogen will remain trapped around the periphery of the helium bubble, or if H will simply
diffuse to the surface and desorb. To better understand the trapping that occurs at such
bubbles, we also provide a preliminary assessment of the potential energy landscape around
the helium bubble to determine the hydrogen binding energy.
MD simulations were performed using the LAMMPS code [177]. The interactions of
atoms were modeled using the potentials described in section 3.2.1.
The standard simulation cell consisted of a block of body-centered cubic W thin film that
was approximately 25 lattice units (6.4 nm) on each edge with 10 lattice units of vacuum
(void space) above and below the W surfaces. Periodic boundary conditions were used in the
lateral directions of x and y, with free surface boundary conditions used in the z direction.
The bottom few layers of W were fixed to prevent the simulation box from moving. The W
was first equilibrated to the appropriate temperature by selecting velocities from a MaxwellBoltzmann distribution for 10 ps with a timestep of 1 fs and temperature re-scaling every
100 timesteps, followed by 10 ps without temperature control.
A spherical void was then created at the center of the simulation cell, centered 3 nm
below the free surface and with a diameter of 2 nm. The bubble depth was chosen to ensure
bubble expansion by loop punching rather than by surface rupture upon filling the void with
high gas densities. The void was randomly populated with H concentrations of 0.5 H/V or
1 H/V and He concentrations of 3 He/V, 3.5 He/V, or 4 He/V. An energy minimization was
then performed to ensure that no gas atoms were too close to each other, or to a tungsten
atom, prohibiting unrealistically large forces at the start of simulation. Simulations were
initially performed for approximately 100 ps with a timestep of 0.1 fs for temperatures of
1200, 1500, 1800, or 2000◦ K using an NVT thermostat and surface orientation of either
(110) or (111). The W lattice constant was determined for each temperature to account for
temperature-dependent volumetric expansion. Five independent simulations were performed
for each combination of concentrations, temperatures, and surface orientation with different
random numbers to provide statistics.
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Additional simulations were performed to assess the effects of the initial setup on the
results observed.

The first perturbation was to change the initial placement of the H

from inside the cavity to randomly throughout the simulation cell. Further simulations
were performed at a larger simulation cell size to evaluate the effect of system size and
corresponding strain field interactions due to the periodic boundaries in the lateral direction,
with one set involving doubling the lateral dimensions in the x and y directions from 6 nm to
12 nm and one doubling the thin film thickness, or length in the z direction which included
changing the depth of the cavity center location from 3 to 6 nm below the surface. Select
simulations were also extended beyond 100 ps in order to understand how this relatively
short time may affect the extrapolation of short time MD simulations.

4.1.1

Mixed Hydrogen-Helium Bubble Expansion and Surface
Morphology

The high concentration of gas atoms in the cavity at the start of the MD simulation results
in a highly over-pressurized bubble that relieves excess pressure by expanding through the
‘punching’ of prismatic dislocation loops with a Burgers vector of a/2 h111i. Due to the close
proximity to the surface, the resulting prismatic loops are rapidly transported to the surface
and annihilate in the form of adatom islands. The observed expansion and surface damage
is consistent with results from previous work [90] that have systematically investigated this
phenomenon, and thus this will only briefly be discussed here. As is typical of the (111)
surface, the bubble relieves its pressure by loop punching in the direction directly towards
the surface, and produces adatom islands located directly above the bubble in the form of a
dome or hemispherical cap. This occurs for all temperatures and initial gas concentrations;
however, higher temperatures and initial helium densities (pressures) result in much quicker
loop punching and greater surface deformation. Fig. 4.1 presents snapshots from the MD
simulation with a (111) surface at 1800◦ K for concentrations of 3 He/V and 0.5 H/V for
a simulation cell with dimensions of 6 nm × 6 nm × 6 nm box (Fig. 4.1a-c). Fig. 4.1d
and e also show results of the MD simulation with doubled lateral and thickness directions,
respectively. A more detailed description of these results with increased dimensions are
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provided in section 4.1.3. The newly formed surface deformation is denoted by the magenta
adatoms.
High pressure gas bubbles below the (110) surface expand with an evolution that is
similar to bubbles below the (111) surface. The prismatic loops punched during the bubble
expansion again have a Burgers vector of a/2 h111i, however, the direction is no longer
perpendicular to the surface, but rather are emitted at an angle of 35.26◦ to the (110)
surface. Correspondingly, the bubble now expands more in the lateral direction and the
resulting adatoms from the dislocation loop form multiple islands on the surface along the
different h111i directions from which the bubble can intersect the (110) surface. Although
the results obtained with a (110) surface are not shown here, the bubble expands with
the formation of adatom platelets on the surface, as opposed to a dome above the bubble,
consistent with the surface deformation discussed by Sefta et al. [93].
Furthermore, as shown in Figure 4.1, it is evident that the initial uniform distribution of
H within the high pressure He bubbles undergoes significant diffusion out of the bubble to
form a segregated layer of H in the W matrix that is observed at all temperatures. The inset
images in Figure 4.1 show slices through the middle of the bubble that more clearly depict
this segregation behavior. The initial condition at 0 ps, shown in Figure 4.1a, involves a
uniformly distributed concentration of H within the bubble. Figures 4.1b and 4.1c show the
resulting configurations following 100 ps to 1 ns, respectively, of time evolution, and clearly
demonstrate the H segregation to within one to two lattice units around the edge of the
bubble. While some H does remain inside the bubble, the amount is much lower than the
initial concentration and is in the form of H2 . This observed partitioning, or segregation, of
H to the interface is described in more detail in the following section.
The other notable feature observed in Figure 4.1 is the non-isotropic expansion of the
bubbles. This makes calculation of the resulting bubble radius and volume following bubble
expansion difficult. In the following analysis, we have estimated the average radius, and
standard deviation, by sampling across 150 cords intersecting the bubble from one edge, as
defined by the last row of tungsten atoms, to the corresponding W atom edge on the other
side of the bubble. This analysis will lead to an overestimation of bubble volume with a
spherical approximation, and correspondingly an over estimation of the H contained within
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Figure 4.1: Atomistic snapshots from MD simulations at 1800◦ K with a (111) surface
orientation and initial concentration of 3 He/V and 0.5 H/V. a) The initial bubble and gas
distribution, with a simulation cell dimension of 6 nm × 6 nm × 6 nm. b) Resulting atomic
configuration following 100 ps in the cell with dimension of 6 nm × 6 nm × 6 nm. c)
Resulting configuration at 1 ns for the cell of 6 nm × 6 nm × 6 nm dimensions. d) Resulting
configuration at 1800◦ K and 1 ns from an MD simulation with doubled lateral dimension
of 12 nm × 12 nm × 6 nm. e) Configuration resulting at 1 ns and 1800◦ K from an MD
simulation with double thickness and dimension of 6 nm × 6 nm × 12 nm. The inset images
(framed with a black line) are slices through the middle of the bubble to better visualize the
hydrogen segregation to the bubble periphery. The gray, magenta, blue, and green atoms
represent surface tungsten, tungsten adatoms, helium, and hydrogen, respectively.
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the bubble when calculating the radial distribution of H from the bubble center. However,
we can precisely assess the number of H within the bubble based on the nearest neighbor
count of H to W. In our formulation, H with at least one nearest neighbor to W within
a cutoff distance of 0.3 nm is considered at the periphery of the bubble. Because of the
repulsive W-He interaction, a ”standoff” distance is commonly observed between the He and
W atoms, and, as such, any H with one nearest neighbor to W, although inside the tungsten
cavity, is effectively outside of the He bubble and thus at the periphery. Correspondingly,
this assessment is performed by defining a cutoff distance such that the H was considered at
the periphery if there was at least one W within this threshold. If there were eight or more
tungsten atoms within the cutoff distance then the W was considered in the bulk. In this
work, the periphery has been defined to include the thin-shell region around the bounds of
the bubble. This shell extends from just inside the bubble to 1-2 lattice units out into the
surrounding lattice.

4.1.2

Hydrogen Partitioning

The partitioning of H around the bubbles was evaluated within each simulation by calculating
the cumulative radial distribution of H as a function of distance from the center of the bubble.
As shown in Figure 4.1, the He atoms remain within the bubble, while the majority of the
H diffuses out of the bubble and concentrates in the W matrix at the bubble periphery.
This diffusion to the interface occurs rapidly within 1-2 ps in more than 260 MD simulations
performed to date. Figure 4.2 shows the radially averaged cumulative distribution fraction
of H for the simulations shown in Figure 4.1. As seen in Figure 4.2, very little H remains in
the bubble while a significant portion, about 75-95% depending on the specific simulation
conditions, migrates to the bubble periphery. As mentioned in the preceding paragraph,
an important point to consider when analyzing the H radial distributions and determining
whether the H is located in the bubble or at the periphery, is the difficulty of specifying
the radius of the expanded bubbles. Based on these assessments of bubble radius, we have
indicated the range of bubble radii based on the standard deviation of our radius calculation
on the cumulative distribution graphs by the gray bands shown in Figure 4.2. The standard
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deviation of the bubble radius typically ranges from 0.1 to 0.3 nanometers for the standard
box sizes.
The effective radius values indicated in Figure 4.2 by the dashed lines and gray bars, would
seem to indicate that as much as 40% (9.4 H/nm3 ) or more of the H is within the bubble
interior, when in fact these values are significantly overestimated due to the non-isotropic
bubble expansion. Thus to better assess the fraction of H located within the bubble versus the
fraction that segregates to the bubble periphery, we have denoted with circles on each curve
in Figure 4.2 the exact fraction of H that is contained within the bubble. Likewise, the stars
indicate the bounding fraction of H at the periphery. The H fraction beyond the star indicates
the amount of H that has diffused further than the periphery. This assessment allows us to
conclude that about 10-15% (2.4-3.5 H/nm3 ) of the H remains inside the bubble at 1800◦
K while the vast majority of remaining H, or approximately 20 ± 2.5 H/nm3 , partitions to
the periphery and remains segregated to the bubble – W interface even after 1 nanosecond
of simulation. A very small fraction of H has been observed to migrate beyond the bubble
periphery and towards the free surfaces, although it is important to acknowledge that 0.1
to 1 ns is a very short time duration even for temperatures as high as 2000◦ K. The H that
remains inside the gas bubble is observed in the form of both atomic and molecular H2 , with
molecular H2 forming more frequently and in greater quantities with increasing temperature.
We also observed that the H content within the bubble increases with temperature. This
fraction is typically on the order of a few percent (about 0.7 H/nm3 ) at 1200◦ K and rises
to about 25% (6.0 H/nm3 ) at 2000◦ K.
Again, Figure 4.2 clearly indicates that approximately 75-95% (17.7-22.4 H/nm3 ) of the
H is within a shell of thickness of 1-2 lattice units around the bubble. It is this shell, as well
as just inside the W matrix on the bubble side, which we define as the bubble periphery.
Higher temperatures cause greater bubble expansion by a few tenths of nanometers, and
also cause the H to diffuse further away from the bubble into the surrounding W matrix.
Similar trends are also observed performed with higher He densities (He/V). We also observe
that increasing the initial He/V ratio within the bubble decreases the concentration of H
(H/nm3 ) segregated to the bubble periphery. However, the cause of this decrease is not
because of a decreased number of H partitioning to this region but rather because the larger
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Figure 4.2: Cumulative radial distributions of hydrogen calculated from the MD
simulations at 1800◦ K with the bubble below the (111) surface, and initial gas concentrations
of 3 He/V and 0.5 H/V (for the snapshots shown in Figure 4.1). a) The distribution after
100 ps and 1 ns from the simulation cell with dimensions of 6 nm × 6 nm × 6 nm. b) The
distribution after 1 ns in the simulation cell with doubled lateral dimension of 12 nm × 12
nm × 6 nm. c) The distribution after 1 ns in the simulation cell that was twice as thick,
with a cell dimension 6 nm × 6 nm × 12 nm box. In each plot, the black line is the initial
hydrogen distribution while green or blue lines denote the distribution following 100 ps or 1
ns, respectively. The circles indicate the fraction of hydrogen clearly identifiable within the
bubble volume, while the fraction from the circle to the star represents the hydrogen located
at the bubble periphery. The dotted lines represent the estimated range of the expanded
bubble radius due to the non-isotropic expansion.

64

helium density results in higher bubble pressures and larger bubble expansion that creates
a slightly larger volume in the shell surrounding the periphery of the bubble. We observe
that the absolute amount of H remaining within the bubble was relatively insensitive to the
initial He/V ratio. However, with increasing initial concentration of H (H/V ratio) in the
bubble, we observe that both the quantity of H retained in the bubble and the concentration
of H around the bubble increase. The free surface orientation was not observed to have
any significant impact on H diffusion nor spatial profile surrounding the bubbles. Again,
although these results are obtained from relatively short, 100 ps long MD simulations, they
do provide a strong indication that significant H, and thus correspondingly, tritium, trapping
and retention can occur in the interfacial region surrounding high-pressure, sub-surface He
bubbles.
To ensure that the observed H segregation was not biased by the initial placement of the
H within the bubble, or the specific simulation details, several additional MD simulations
have been performed in which the H was initially randomly distributed throughout the entire
W volume, while the He was again confined entirely within the 2 nm diameter bubble. The
simulations were performed for (110) and (111) surfaces at 1200◦ K, 1800◦ K, or 2000◦ K for
concentrations of 3 He/V and 1 H/V. These MD simulations also were continued to reach
longer times of ten nanoseconds, to allow continued diffusional evolution of the H. We observe
that the H, which was initially randomly distributed throughout the simulation cell, rapidly
diffused to the bubble periphery and that the amount of H segregating to the bubble was a
significant portion of the total H, roughly 30-40% of the total quantity of hydrogen in the
simulation, which amounted to a volumetric concentration of 13.4 to 21.2 H/nm3 , depending
on the temperature. Thus the amount of H segregated to the bubble is slightly lower than the
average value of 20 ± 2.5 H/nm3 observed from the MD simulations with H initially placed
within the bubbles, but still indicates a substantial amount of local segregation at the bubble
periphery. Figure 4.3 shows representative snapshots from an MD simulation with a (110)
surface at 1800◦ K at 0 ps, as well as 1 and 10 ns. The H is observed to diffuse to the bubble
periphery and approach a near steady-state concentration after a few nanoseconds, although
we also observe a clearly defined zone enriched in H near the top and bottom free surfaces
of the thin film. As shown in Figure 4.3d, the cumulative radial distribution of H decreases
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slightly at the bubble periphery from 5 to 10 ns, although the overall radial distribution
remains similar from 1 to 10 ns. The H segregation to the top and bottom surfaces can also
be seen by the steps at 4.3 nm and 6.1 nm in the cumulative distribution plots. While the
results shown in Figure 4.3 have extended the simulated time fairly significantly, 10 ns is
also quite small compared to typical experimental observations; however, the H has thus far
not shown any indication of completely leaving the bubble periphery. The majority of the H
that does diffuse away from the bubble periphery segregates to the free surface. At the time
of 10 ns, the amount of H per surface area is greater at the bubble surface, with an average
of 4.5 H/nm2 , compared to the top and bottom free surfaces, with an average of 1.5 H/nm2 .
It is also important to note that very few of the H, if any, desorbs from the free surfaces of
the simulation cell, further depicting the strength of the H interaction with the He bubble.
As indicated in Figure 4.3, a strong degree of H partitioning to the periphery of the
He bubble was observed regardless of the initial H distribution. Correspondingly, we can
provide a preliminary conclusion that the effect of the initial H distribution does not appear
to significantly alter the results observed over the relatively small parameter space we
have investigated to date. An additional simulation was performed with a random initial
distribution of H in the simulation cell, but with a 2 nm void, to assess how much the presence
of He and resulting He gas pressure affects the H segregation. H was again observed to diffuse
to, and segregate at, both the cavity interface with the tungsten matrix and the free surfaces,
although a lesser amount of H segregated to the cavity periphery. As well, a small fraction of
H actually diffused into the void volume, which reached a fairly constant value of about 1.3
H/nm3 (3%) of the overall H, and the amount of the H segregated to the cavity periphery
increased from about 4.5 H/nm3 (10%) after 1 ns to about 5.3 H/nm3 (15%) following 10 ns
at 1200◦ K. The remaining H was distributed predominately at the free surfaces, although a
significant amount of clustering within the bulk was observed.
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Figure 4.3: Atomistic snapshots from the MD simulation at 1800◦ K case for a (110)
surface orientation and initial concentrations of 3 He/V and 1 H/V, in which the hydrogen
is randomly distributed throughout the tungsten matrix. a) Initial configuration at 0 ps, b)
following 1 ns, and c) 10 ns. The inset images depict a slice through the bubble center. A plot
of the radial distribution of hydrogen is shown in (d). The gray, magenta, blue, and green
atoms represent surface tungsten, tungsten adatoms, helium, and hydrogen respectively.
Similar results are observed for the (111) surface and for temperatures of 1200◦ K and 2000◦
K.
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4.1.3

Effect of Simulation Parameters and Time on Hydrogen
Segregation

As shown in Figures 4.1 to 4.3, there is a clear indication of H partitioning to the bubble
periphery, regardless of the initial distribution of the H or initial He content. However, the
MD simulation cell we have used is quite small, and the use of periodic boundary conditions in
the lateral dimensions gives rise to a very large areal density of bubbles (3×1016 bubbles/m2 )
with a corresponding a volumetric density of 5 × 1024 bubbles/m3 . Thus, we have performed
additional simulations to determine the impact of other parameters such as the simulation
duration and cell dimensions. These extended simulations can be compared to the longertime duration of the results shown in Figure 4.3. As well, two different simulation geometry
variations were performed.
The first variation was doubling the thickness (z dimension) from 6 nm to 12 nm while
keeping the lateral (x and y) dimensions the same, thereby keeping the areal bubble density
at 3 × 1016 bubbles/m2 and decreasing the volumetric density to 2 × 1024 bubbles/m3 . In
this case, the bubble was also moved deeper to a depth of 6 nm below the surface. This
was done to assess the effect of bubble depth on the simulation results. The second cell size
variation involved doubling the lateral (x and y) dimensions of the original box from 6 nm
to 12 nm while keeping the cell thickness (z dimension) constant, thereby reducing the areal
density and volumetric density to 7 × 1015 bubbles/m2 and 1 × 1024 bubbles/m3 , respectively.
This was done to investigate how the areal density of bubbles (resulting from the periodic
boundary conditions), and therefore lattice strain from the array of over-pressurized bubbles
affected the simulation results. For these simulations, the cavity was still placed in the
middle of the simulation cell, 3 nm below the surface.
When the standard simulation cell (6 nm × 6 nm × 6 nm) was evolved to longer times,
several trends were observed. Once again, the H rapidly partitions to the bubble periphery
and maintains a nearly constant local concentration over hundreds of picoseconds. However,
following a few nanoseconds, a small amount of H migrates away from the bubble through
the bulk, segregating at the free surface. Figure 4.1c, as compared to Figure 4.1b, shows the
extension from 100 ps to 1 ns at 1800◦ K below a (111) surface, with initial gas concentrations
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of 3 He/V and 0.5 H/V. At 1 ns, some of the H has migrated further into the bulk than
initially seen at 100 ps. And, as shown in Figure 4.1d for an MD simulation of larger lateral
dimension, a single H has now diffused to and is visible on the top surface. In many cases,
the bubble expansion toward the surface leads to a bias for H to diffuse towards this surface,
because of the shorter diffusion distance, as compared to the bottom surface. At 5 ns, 4-8%
of the H initially in the bubble migrated to the top and bottom surfaces, resulting in surface
concentrations of 0.14-0.29 H/nm2 for the 0.5 H/V simulations and 0.28-0.57 H/nm2 for
the 1 H/V simulations. These trends are also visible in the radial distributions of H shown
in Figure 4.2. As seen by comparing Figure 4.1c to Figure 4.1b, the degree of W surface
deformation does not change significantly from 100 ps to one nanosecond, indicating that
the bubble expansion and loop punching occurs rapidly.
Next, we describe the impact of doubling the thickness (z length) of the W film and
increasing the bubble depth below the surface. We again observe bubble expansion via
loop punching to a non-spherical, lenticular shape as a mechanism to reduce the initial
gas pressure, although the W surface deformation is significantly less pronounced for the
deeper bubble. Indeed, Figure 4.1e does not indicate any W adatom formation after 1 ns
at 1800◦ K. Further, the snapshot shown in Figure 4.1e indicates that the increased depth
of the bubble does not significantly affect the diffusion of the H to the bubble periphery,
toward the free surface, or away from the bubble. Bubble evolution in these simulations is
consistent with previous results from the standard sized boxes after 100 ps of simulated time.
The concentration of H retained within the bubble remains consistent with the standard box
size, ranging from 10-20% (2.4-4.7 H/nm3 ) at 1800◦ K, as shown in Figure 4.1d and Figure
4.2c.
MD simulations with double the thin film thickness (2× z-direction) were also performed
with an initial random distribution of H throughout the simulation cell, as opposed to just
within the bubble. The bubble was placed below a (110) surface at 1800◦ K and with an initial
gas concentration of 3 He/V in the bubble, and 1 H/V randomly distributed throughout the
simulation cell. The results are similar to those previously shown in Figure 4.3 for the
standard cell. Again, we observe that the H quickly diffuses and locally segregates to the
bubble periphery, containing about 35% of the H (17.4 H/nm3 ) after 10 ns. In this simulation
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(not explicitly shown), the H again preferentially partitioned to the bubble periphery and the
top and bottom surfaces of the simulation cell. However, for these simulations, a relatively
small quantity of H (1.5% or 0.77 H/nm3 ) is located within the bubble. As well, an MD
simulation was performed with the thicker W film thickness but with an initial 2 nm void
and an initial randomly distributed hydrogen concentration of 1 H/V at 1800◦ K. Figure
4.4 shows the initial atomic configuration snapshots, along with those following 1 and 10
ns (Figure 4.4a, b, c, respectively). It is clear from Figure 4.4 that the H diffuses to the
cavity boundary, but in smaller quantities than segregates to the interface of a high pressure
He bubble. For example, as shown in Figure 4.4d, about 30% or 15.8 H/nm3 of the total
H inventory is segregated to the W near the interface of the cavity after 10 ns, with an
approximately equal amount of gas segregating to the free surfaces. The areal concentration
of H at each surface and at the cavity interface are approximately 2.0 H/nm2 and 4.7 H/nm2
respectively. Figure 4.4 also shows that a small quantity of H enters the void, which is
indicated by the circle on the cumulative hydrogen distribution of Figure 4.4, transitioning
the initial void into a low-pressure H bubble. It appears that the film thickness does not have
a strong influence on the H retention, since both the standard size MD simulation and this
simulation using twice the cell thickness had H concentration of about 40% (of the total H
inventory) or 20.5 H/nm3 near the cavity, from an initial homogeneous random distribution
at 1800◦ K for times up to 10 ns. Similar observations were also made at 1200◦ K and 2000◦
K.
Figure 4.3d and Figure 4.4d show the radial distribution of H from the center of the
bubble or cavity respectively, for these two MD simulations at 1800◦ K, in which the H
was initially randomly distributed throughout the cell. The time histories indicate that the
fraction of H at the periphery, or interface, of the cavity rapidly increases, and then more
slowly trends towards an apparent saturation value. Figure 4.5 shows the time dependent H
concentration in the W matrix within a 2 lattice parameter shell around a cavity at 1800◦
K for four different cases where the H was distributed throughout the W matrix; namely
one simulation with a high-pressure He bubble and a box size of 6 nm × 6 nm × 6 nm, two
simulations with a box size of 6 nm × 6 nm × 12 nm with one containing a He bubble and
one a cavity, and one with a 12 nm × 12 nm × 6 nm box containing a He bubble. In each of
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these simulations, the H was initially distributed at random throughout the simulation cell,
and then quickly partitioned to the bubble (or cavity) periphery, as well as the free surfaces.
Figure 4.5 demonstrates that the rapid partitioning of H towards the cavity or bubble occurs
within the first 1 to 3 ns, followed by a slower evolution of the local H concentration to an
approximately steady-state value of about 17.4 H/nm3 for the high-pressure He bubbles, and
a slightly lower value of about 15.8 H/nm3 for the initial void. The value for the 12 nm × 12
nm × 6 nm box was even lower, about 6.7 H/nm3 , which is most likely due to the lower strain
in the matrix because of the lower areal density of bubbles and the larger diffusion distance
to the bubble. The behavior illustrated in Figure 4.5 at a temperature of 1800◦ K thus does
not provide any indication that the H will completely diffuse away from the high-pressure
He bubble or cavity. However, it is again important to note that these simulations have only
been simulated for relatively short times on the order of 10 ns, although the temperatures
have been quite high in an attempt to accelerate the diffusion processes.
The lateral dimensions of the box were also doubled to assess the effect of the bubble
areal density. The stress level within the W thin film will certainly be affected by the areal
density of bubbles, which may in turn affect H partitioning and retention near the bubble
periphery and the free surface. We observe that the degree of surface deformation and bubble
expansion are increased in the larger sized simulation cells, particularly for the (110) surface
orientation at high gas atom concentrations. We observe consistently in all simulations
with an initial helium concentration of 4 He/V, that the resulting W surface deformation
was large enough to allow the highly pressurized gas bubbles to rupture, resulting in the
complete release of gas from the bubble. This produced a surface pit and crater, in addition
to the adatom islands. For the (111) surface, increased deformation was only seen at an initial
concentration of 4 He/V where rupturing was also observed; however, for the (110) surface,
increased surface deformation with no rupturing was noted at the lower concentrations of 3
He/V, while rupturing was observed to occur at 4 He/V. In the relatively low He pressure
simulations at 1800◦ K shown in Figure 4.1d, neither increased deformation nor bubble
expansion is readily seen although other simulations with higher initial He/V ratios did
expand to a greater degree. The differences observed in bubble evolution may be due to the
lower areal density of bubbles. Since the simulations have periodic boundary conditions in
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Figure 4.4: Atomistic snapshots for the (110) surface at 1800◦ K with a cavity and a
hydrogen concentration of 1 H/V that is distributed throughout the tungsten matrix for the
6 nm × 6 nm × 12 nm box at (a) 0 ps, (b) 1 ns, and (c) 10 ns. Although it is difficult to see
with the presence of the tungsten surface atoms, there is a significant amount of hydrogen
that diffuses to the top surface. The cumulative radial distribution is shown in (d) where
the dotted lines represent the range of the cavity radius after expansion, the circle represents
the hydrogen within the cavity, and the star represents the hydrogen at the cavity periphery.
The gray and green atoms represent the surface W and H respectively while the black circles
denote the location of the cavity.
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the x and y directions, increasing the x and y length effectively increases the distance between
the mirror image of the bubbles in the periodic boundaries. Therefore, with more distance
between the bubbles, the W matrix does not experience as much lateral compressive strain.
This allows the bubble, and correspondingly, the gas atoms, to expand more in the lateral
directions instead of being effectively forced towards the surface. This leads to significantly
greater effective radii for the expanded bubbles. Effective radii for bubbles in the standard
sized simulation cell were all in the range from 1.2 to 1.6 nm, whereas much more bubble
expansion was observed in the larger simulations, with effective radii in the range from 2
to 2.4 nm. This will lead to a lower areal concentration of H at the periphery for bubbles
in a box with double the length in the x and y directions due to the larger volume in the
shell surrounding a larger radius bubble. These simulations indicate that the areal density
of sub-surface bubbles is an important parameter in determining surface deformation and
gas retention.

4.1.4

Hydrogen Binding Energy

The observation of H quickly diffusing to the bubble periphery and remaining there after a
relatively long simulated time motivates the assessment of the potential energy landscape,
and correspondingly the trapping or binding energy, of individual H atoms in proximity to a
He bubble. Since the H preferentially remains near the bubble, the strain field created by the
He bubble likely provides a minimum energy site that binds the H to the bubble periphery.
To further investigate this hypothesis, we have performed molecular statics assessments of
the relative H binding energy where we quench the system to 0◦ K and calculate the potential
energy difference between the H atoms located at different separation distances from the He
bubble. In these assessments, we have normalized the resulting potential energy to subtract
off the potential energy of the H atom far away from the bubble (isolated hydrogen in
tungsten bulk), and as such, this value represents the binding energy where negative values
are bound configurations. In particular, the binding energy of several H atoms near a subsurface bubble created in the standard (or double x/y or double z) cell at 1800◦ K and an
initial concentration of 3 He/V and 1 H/V were mapped. This mapping involved moving
individual H from equivalent interstitial positions along the [100] direction toward and away
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Figure 4.5: Plot of the hydrogen concentration at the bubble periphery vs. time for the
simulations at 1800◦ K under the (110) surface with atom concentrations of 3 He/V and 1
H/V where the hydrogen is distributed throughout the tungsten matrix. The different lines
represent the different box sizes. The 12 nm × 12 nm × 6 nm box has thus far only reached
5 ns of simulation time. As indicated in the graph, the hydrogen quickly diffuses to the
periphery but mostly remains at a steady state value up to 10 ns without an indication of
leaving the bubble periphery.
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from the bubble in the x, y, and z directions, with a 0.1 nm step size. These resulting
configurations were once again minimized during a quench to 0◦ K to assess the potential
energy. The binding energy for 6 unique hydrogen atom trajectories is presented in Figure
4.6.
As seen in Figure 4.6, there is a potential well of about 1.5 to 2.5 eV near the bubble
periphery. The asterisk in the plots denotes the initial position of the H following the initial
quench from temperature after 5 ns. In all cases, this is near the local minimum energy. As
the H atom was moved into the bubble, the potential energy rose to a local maximum of
about 1.5 eV higher than in bulk. As the H atom was moved away from the bubble, the
energy increased and reached a nearly constant value, which we have averaged and used to
normalize this relative binding energy. There is clearly a potential energy minimum that is
about 2 lattice units thick which most likely explains the H segregation towards the bubble
periphery. While these results are preliminary, and additional simulations are underway,
we can tentatively conclude that the minimum value for the H binding to a sub-surface He
bubble is 2.0 ± 0.5 eV.
Additionally, a larger activation energy barrier must be overcome for the H to de-trap
from the bubble periphery. The additional energy barrier is likely to be at least as large as the
migration energy of interstitial hydrogen in bulk, defect-free tungsten, which is approximately
0.3 to 0.4 eV [95, 192]. Thus we come to the preliminary conclusion that the lower bound
value for the H de-trapping energy from a sub-surface He bubble in W is 2.3 ± 0.5 eV. Such
a de-trapping energy indicates relatively strong trapping for temperatures on the order of
1000◦ C, even for experimental times well in excess of these simulations, and this de-trapping
temperature may be even higher depending on the precise value of the activation energy for
the H to diffuse away from the bound locations at the bubble periphery. Additional MD
and molecular statics simulations, including the use of detailed nudged elastic band (NEB)
calculations are in progress to more thoroughly assess the binding and activation energies
that will determine the true H trapping strength to sub-surface He bubbles.
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Figure 4.6: Plots of the spatially-dependent, relative binding energy for six unique hydrogen
atoms near a sub-surface high pressure helium bubble obtained from an MD simulation with
a (110) surface at 1800◦ K, and initial concentrations of 3 He/V and 1 H/V, in which the
initial hydrogen positioning was random throughout the 6 nm × 6nm × 6 nm simulation
cell. Hydrogen atoms were moved in the (a) negative x direction (b) positive x direction
(c) negative y direction (d) positive y direction (e) negative z direction and (f) positive z
direction from the bubble. The edge of the bubble is the located at 0 angstroms while the
final position of the hydrogen after the simulation was quenched is denoted by the asterisk.
For the negative z direction case, the binding energy starts to drop further from the bubble
due to the hydrogen atom being near the free surface.
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4.1.5

Conclusion

In this Chapter, the results of MD simulations of sub-surface, high pressure, mixed He-H
bubbles below either a (110) or (111) W surface are described that investigate the segregation
and trapping/retention of H around a He bubble, or lower-pressure cavity. The simulations
reveal bubble expansion to reduce the high pressures of gas atoms, which occurs by loop
punching, leading to W surface deformation due to adatom formation, which depends on
surface orientation. Since the initial concentrations of H examined are much less than the
He, little influence of H was observed on the bubble expansion process. However, a very
notable trend of H segregation and trapping at the bubble periphery is observed, and this
conclusion appears quite robust independent of the initial MD simulation conditions. The
MD simulations indicate that about 75-95% (17.7-22.4 H/nm3 ) can partition to the bubble
periphery, which we define as a shell of about one to two lattice parameter in thickness
surrounding the non-spherical cavity/bubble. Initial molecular statics analysis to quantify
the magnitude of the H binding energy indicates that bound (trapped) configurations exist
with binding energies of between 1.5 and 2.5 eV. As reported in the following chapters,
density functional theory simulations have been performed to provide a better quantification
of these values, as well as to discern the underlying mechanism(s) controlling the H density
within He bubbles and segregation to the bubble-matrix interface. It is also important to
note that the fidelity of the interatomic potential(s) used to describe the W-He-H system, and
future work is required to validate these potentials, as well as to compare this observation for
other potentials for describing H behavior near W surfaces and high-pressure gas bubbles.
The conclusion of H segregation near bubbles appears robust, and does indicate a possible
concern of tritium retention or accumulation in He bubbles in a W divertor.
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Chapter 5
Hydrogen Interactions with
Low-Index Surface Orientations of
Tungsten

This chapter describes DFT calculations performed to systematically investigate the
hydrogen-surface interaction as a function of surface orientation. The interactions analyzed
include stable atomic adsorption sites, molecular hydrogen dissociation and absorption
energies, migration pathways and barriers on tungsten surfaces, and the saturation coverage
limits on the (111) surface. Stable hydrogen adsorption sites were found for all surfaces.
Although weaker H interactions are predicted for the W(111) surface compared to the (100)
or (110) surfaces, these calculations predict higher H surface concentrations of Θ = 4.0 at
0◦ K, possibly due to the corrugated surface structure. These results provide insight into H
adsorption, surface saturation coverage and migration mechanisms necessary to describe the
evolution from the dilute limit to concentrated coverages of H.
This work has been published as: ZJ Bergstrom, “Hydrogen Interations with Low-Index Surface
Orientations of Tungsten,” Journal of Physics: Condensed Matter, Issue 25, Vol. 31, (2019).
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5.1

Methods

This work uses VASP [170, 171] with PAW pseudo-potentials [174, 175]. The exchangecorrelation energy was calculated using the GGA-PBE parametrization [176] in all calculations. The Brilloun zone integration was executed with the first-order Methfessel-Paxton
method with a width of 0.2 eV while the gamma-centered Monkhorst Pack scheme was used
to sample the Brillouin zone to generate the K-point mesh grid. The convergence criteria
for the electronic relaxation and forces on un-fixed atoms were 10−5 eV and 0.01 eV/Å
respectively.
For each surface orientation, slightly different simulation parameters were used. The
effect of the supercell size has been investigated by Yang and Wirth [193] and indicate
that these differences will not have a significant impact on the results. Table 5.1 lists the
simulation parameters for each surface orientation studied, including the size of the supercell
and the number of atoms/layer. The (111) cell is noticeably smaller than the other 2; this is
because larger were cells were tested with no significant change in the results. The simulation
cells consisted of a slab of tungsten and a vacuum layer of sufficient thickness to prevent
hydrogen within the vacuum layer from interacting with the bottom of the tungsten slab.
This value varies with each surface because of different approaches taken in creating the
supercell. Despite the discrepancies, the vacuum layer thicknesses chosen do not affect the
results, since even the smallest vacuum length of 10 Å far exceeds the distance of 3.5 Å
at which the H begins to interact with the tungsten surface. The three bottom layers of
each surface were held fixed while all other layers were free to relax. All calculations were
performed at constant volume and with periodic boundaries in all directions, in which the
incorporation of the vacuum layer provided the means to study the free surface behavior.
Stable adsorption sites were determined by placing hydrogen at various high-symmetry
positions on the surface. From these calculations, the solution and binding energies of
hydrogen to these sites were determined with respect to a free hydrogen molecule with the
following equation:
1 f ree
adsorbed
Eb = EW Slab − EH
+ EH
2 2
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(5.1)

Table 5.1: DFT parameters used for each surface. Note that for the (111) surface, cells
with larger lateral distances were tested and the behavior is similar to that reported here.
Property
K-Point Mesh
Ecut (eV)
Atoms/No. of Layers
Cell Size (Å)
Vacuum Length (Å)

(100)
4×4×1
360
256/16
12.84×12.84×51.35
25.7

(110)
3×5×1
350
252/14
13.43 × 9.50 × 39.09
10

(111)
5×5×1
350
48/12
8.97 × 7.77 × 26.01
16.3

f ree
adsorbed
Here, EH
, EW Slab , and EH
refer to the energy of the W slab with an adsorbed H
2

atom, the clean W surface without H, and a molecule of hydrogen in vacuum respectively.
The absorption energy was also calculated for each surface as the difference between the bulk
solution energy and the energy of hydrogen at the most stable surface site. The zero-point
energy (ZPE) correction was not applied since it has been shown that this effect induces a
correction that is relatively small, on the order of the precision of DFT [102, 194].
Nudged Elastic Band (NEB) calculations [195] were used to study the migration pathways
of H on these surfaces. Two sets of NEB calculations were performed. The first involved
the interaction of molecular hydrogen as it approached the surface. The initial placement of
the hydrogen molecule was parallel to the given surface and at a sufficient height above the
surface to ensure that it is initially non-interacting with the surface. NEB calculations were
also performed to study the barriers for monoatomic H migration on the tungsten surface.
In these calculations, the initial and final states were stable adsorption sites identified from
the DFT calculations described above. No new adsorption sites were found during the
course of the NEB calculations, suggesting that the set of sites identified earlier is complete
[114, 115, 119–122, 124, 126, 132].

5.2

Results

For each of the three low-index tungsten surfaces, we examined a number of properties of both
atomic H and molecular H2 . These properties include the adsorption of these species onto
the surface from the vacuum, the absorption of atomic H into tungsten, and the migration
of atomic H on each of the three surfaces. The results of these investigations are described
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Table 5.2: Summary of the properties of H and H2 on W surfaces. Energies listed below
are with respect to atomic hydrogen unless otherwise stated, and are in units of eV.
Property
Adsorption
Absorption
Adsorption of H2
Migration

(100)
0.91
1.80
1.70
0.44(1D)/0.69 (2D)

(110)
0.75
1.63
1.65
0.07(1D)/0.23 (2D)

(111)
0.62
1.52
1.25
0.27(2D)

in detail below, and summarized in Table 5.2. Before we delve into the results, however,
it is important to comment on the nature of the surfaces themselves. The typical surface
reconstruction was observed for the (100) surface along with the triplet layer relaxation on
the (111) surface, consistent with previous calculations detailed in Section 2.3.3.

5.2.1

Hydrogen Adsorption and Absorption Energies

Stable adsorption sites were found for all surfaces, as shown in Figure 5.1. The most stable
surface site was found to be the SB site with a binding energy of 0.91 eV, with the LB being
less stable with an adsorption energy of 0.51 eV, consistent with previous studies mentioned
preiously in this paper. The threefold hollow site (3F) was found to be the most table
for W(110) with a binding energy of 0.75 eV at a height of 0.11 nm, in strong agreement
with previous studies. The 3 other primary adsorption sites (SB, LB, and OT) were also
investigated, and the energetics of which are 0.69 eV, 0.53 eV, 0.09 eV, respectively, which
compare well to the energies found in [122]. For W(111), the bond-centered site (BC) between
the first and second layer was found to be most stable with a binding energy of 0.64 eV.
Another site that is slightly off-center from the bond-centered position between the second
and third monolayers (BC2) also strongly adsorbs H with a binding energy of 0.45 eV. The
OT site was found to be metastable with an energy around 0.0 eV.
From these results, the absorption energies were determined as the difference between the
bulk solution and the adsorption energy, using an average value of 0.89 eV for the solution
energy in bulk W [57, 98, 102, 168, 192]. The absorption energy was found to be 1.80 eV,
1.63 eV, and 1.52 eV for the (100), (110), and (111) surfaces, respectively. The stability
of H below these surfaces were also evaluated. H is considered stable when it is at a local
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Figure 5.1: The top 3 layers of each surface and the respective stable adsorption sites of H.
The yellow circles indicate stable adsorption sites, whereas the red, blue, and purple circles
indicate atoms at the first, second, and third layers.
energy minimum. H absorbed into the (100) surface is stable at the third layer below the
SB and the fourth layer below the LB. Any hydrogen placed above these layers will either
move toward the surface or into the bulk. For the (110) surface, H was found to be stable
starting under the first monolayer with respect to the 3F site. H does not appear to be stable
within the first 3 layers of the (111) surface, within the relaxation region. Thus, while the
absorption energies are similar for the three different surfaces, H is stable in the subsurface
all the way to the first monolayer at the (110) surface, but does not experience a minimum
energy, stable site until placed at least 3 layers below the other two surfaces.

5.2.2

Hydrogen Molecules on Tungsten Surfaces

H2 molecules were brought down to each surface to find a stable adsorption site. These
calculations were performed in two steps: first, the molecule was dragged to the surface and
the resulting configurations were then used in NEB calculations. The initial placement of
the hydrogen molecule was parallel to the given surface and at a height above the surface
such that it is non-interacting with either the bottom or top surfaces. From this initial
position, the H2 molecules were moved toward each surface to a stable adsorption site. The
z coordinate of one of the hydrogen atoms was held fixed such that the molecule would stay
at a given height while still allowing it to rotate freely, since energy barriers are dependent
on the point of incidence and orientation of the molecular axis [124]. For each surface, this
adsorbed configuration consisted of two dissociated H atoms on the surface. That is, we did
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not find any configuration in which H2 , as a bound molecule, was stable on any surface. This
adsorbed configuration was not necessarily the lowest energy configuration, as one of the two
H atoms could find itself in an adsorption site that was not the lowest energy site. However,
this configuration was then used as the starting point for a NEB calculation to determine
the barrier for adsorption of the molecule. The results are shown in Figure 5.2. For two
of the surfaces, we found extremely small barriers for adsorption of molecular hydrogen –
0.03 eV for both the (100) and (110) surfaces – while no barrier could be resolved for the
(111) surface. This indicates that H2 adsorption essentially has no barrier to adsorb on any
of the three tungsten surfaces. Further, for all surfaces, two hydrogen placed at adjacent
adsorption sites were always repulsive, indicating that H atoms do not interact attractively
on tungsten surfaces, at least in the limit of low coverage.
These results are consistent with prior calculations which showed that dissociative
molecular hydrogen adsorption is a non-activated process for both the (110) and (100)
surfaces [112]. From TDS measurements on W(110), desorption peaks correspond to 1.17
eV/H2 and 1.42 eV/H2 which agrees very well with the binding energy of H at the 3F site
and high order adsorption sites that are filled at higher surface coverages [122].

5.2.3

Hydrogen Migration on Tungsten Surfaces

NEB calculations were also used to study the kinetics of H on these surfaces, specifically the
barriers for atomic H migration. In these calculations, the initial and final states were stable
adsorption sites identified from our DFT calculations. The migration paths are summarized
in Figure 5.3, and the corresponding migration energies are provided in Table 5.2. For the
(100) surface, migration barriers were determined for hydrogen starting at the short bridge
(SB) and long bridge (LB) sites, specifically the migration of H along SB-SB, SB-LB, and
LB-LB paths. Migration from adjacent SB sites was shown to have a barrier of 0.44 eV,
consistent with other results at low coverage. Diffusion from the SB-LB sites is slower with
a barrier of 0.69 eV; however, the reverse process from LB-SB is only 0.19 eV. The LB-LB
migration has a barrier of only 0.43 eV, however hydrogen migration along this path is less
likely because, relative to the SB-SB path, it has an absolute height of 0.93 eV. From these
results we expect that, at lower temperatures, hydrogen would most likely migrate across this
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Figure 5.2: Adsorption energies of H2 on the three low index surfaces of tungsten as
determined from NEB calculations. Energies are measured relative to H2 in the vacuum
far from the surface. The solid horizontal lines represent the lowest energy configuration of
dissociated H2 on the respective surfaces for comparison.
surface from SB to SB sites along the zig-zag chains in the h110i direction that results from
the surface reconstruction with occasional excursions to LB sites. At higher temperatures,
migration through LB sites will become increasingly active.
Hydrogen migration on the (110) surface was found to be mediated by the 3F site with
two main pathways for diffusion across either the SB or LB. The barrier for 3F-SB-3F
migration was found to be 0.07 eV whereas the barrier for migration along the 3F-LB-3F
path was found to be 0.23 eV. This means that hydrogen can migrate on the (110) surface
from the hollow site via the SB or LB sites with a barrier of 0.05-0.07 eV and 0.20-0.24 eV,
respectively, consistent with previous calculations.
Finally, compared to migration on the (100) and (110) surfaces, H migration on the (111)
surface is relatively complicated. Diffusion across the (111) surface can occur along two paths
that begin and end at the most stable adsorption site, bond-centered between the first and
second monolayer, BC. The most direct, but less likely, path crosses the OT position with
a barrier of 0.65 eV. The second path first goes to BC2 with a barrier of 0.20 eV, and then
to another BC2 site with a barrier of 0.27 eV. BC2 possesses a threefold symmetry about
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Figure 5.3: Migration energies and pathways, as determined from NEB calculations, for
atomic H on the three low-index surfaces of tungsten. The larger circles (red, blue, and
purple) indicate tungsten atoms in different layers versus depth from the surface. The small
yellow circles indicate stable sites for atomic H on the surface. Pathways and the associated
energy barriers are highlighted by the arrows. The energies of the various sites on each
surface are given relative to the lowest energy site on that surface. All energies reported are
in units of eV.
a third layer atom from which H can rotate about. Here, H resides just off the center line
between atoms such that there are 2 equivalent sites at each site with a very low barrier
for migration. From this position the hydrogen can hop to the final site, BC, with a slight
barrier of 0.01 eV. Overall this diffusion pathway has a barrier of 0.27 eV, making it the
preferred pathway for migration; however, it is likely that other pathways contribute to the
transport of hydrogen on the (111) surface, especially at higher temperatures.
Interestingly, for both the (100) and (110) surfaces, due to the symmetries of those
surfaces, there are preferred pathways for one-dimensional migration of atomic H. For the
(100) surface, this would occur along the zig-zag rows of the reconstruction with a barrier
of about 0.44 eV. Two-dimensional migration would require overcoming a barrier of 0.69
eV, allowing H to sample LB sites and moving perpendicular to the zig-zag rows. Similarly,
for the (110) surface, there is a fast migration pathway in the h100i direction between rows
formed by the first and second layer tungsten with a barrier of only 0.07 eV. For twodimensional diffusion to occur, the H must overcome a barrier of 0.23 eV. For the (111)
surface, however, the smallest barrier pathway for net migration, with a barrier of 0.27 eV,
leads to two-dimensional migration.
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5.2.4

Hydrogen Saturation Coverage on W(111)

Experimentally, it has been indicated that saturation of hydrogen on the W(111) surface
occurs at a much higher coverage of Θ = 4.0 [196] as compared to other surfaces. As noted
previously, theoretical studies of the saturation coverage limit have been performed by Piazza
et. al. [135] and Degtyarenko et. al [197] for the (110) and (100) surfaces; however, no such
study has been conducted for the W(111). Within the context of the current work, we will
use Θ to represent the stoichiometric ratio between adsorbate atoms and surface tungsten
in contrast to θ which is typically used to describe the number of atoms to the number of
adsorbate sites. The mechanism for the high accommodation for H on the (111) surface is not
known, but may be attributed to the high degree of corrugation of W(111) which provides
numerous binding states that do not lie within the adsorption plane. The average adsorption
height of hydrogen above the topmost layer of W is 0.80 Å with a standard deviation of 0.45
Å. This means that W(111) may provide more sites of optimal charge density especially
at high coverages and may also provide a screening effect to nearby sites that negates the
effect of additional H adsorbing to the surface. We note that researchers have correlated the
stability of H on various W surfaces with the local electron density, finding that an optimal
density of about 0.1 eV/Å3 stabilizes H [120, 122]. H were placed on W(111) for coverages
of Θ = 0.25 − 4.0 by placing H at the previously identified preferred sites of adsorption.
For each coverage, all H were placed simultaneously on the surface and then relaxed. The
consecutive adsorption energy was determined from the previous most stable configuration
as:
1
n+1
Eads
= Eslab,Hn+1 − EH2
2

(5.2)

n+1
Where Eslab,Hn and Eslab,Hn+1 are the initial and final energies of the system and Eads

is the consecutive adsorption energy. Section 5.2.1 described the favorable sites for W(111)
and were labelled BC, BC2, and OT, in order of stability. Multiple H on the surface tend
to settle in the most stable adsorption site BC; however, as BC sites are filled at higher
coverages, adsorption to BC2 sites becomes progressively more favorable and ubiquitous.
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Figure 5.4: Adsorption configurations of H on W(111) for coverages of 1.25 (left) and 4.0
(right). The minimum configuration at Θ = 1.25 consists of all BC sites and a mixture of
BC and BC2 sites at Θ = 4.0.
Example configurations of H at coverages of Θ = 1.25 and 4.0 are shown in Figure
5.4. Adsorption to BC sites is always preferable up to a coverage of Θ = 2.25. Although
there is a screening of H interactions at low coverage, at coverages greater 2.25, the close
proximity of BC sites leads to an unstable configuration; some of the H initially placed at
BC sites are forced to BC2 sites, which represent lower energy configurations. This occurs
before all BC sites are populated. Placing the H at equivalent sites leads to a metastable
configuration with a relatively high energy. In short, H preferentially adsorbs to BC sites up
until Θ = 2.25, at which point some combination of BC and BC2 sites represent minimum
energy configurations. At all coverages, molecular hydrogen was not observed to form. The
consecutive adsorption energy as a function of coverage is shown in Figure 5.5.
The results shown in Figure 5.5 indicate that W(111) can accommodate even higher
coverages than Θ = 4.0, although it is important to note that these calculations are performed
at 0◦ K without any consideration of entropic effects. Indeed, the results from Tamm et al.
[134] that indicated a surface coverage of 4.0 were determined from H adsorbed at 78◦ K.
Thus, our results indicate the potential for much larger H surface saturation coverages on the
W(111) surface than for the (100) or (110), and are largely in agreement with experimental
observations.
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Figure 5.5: H adsorption energies on the W(111), as a function of surface coverage as
defined in 5.2.

5.3

Conclusion

This chapter describes the atomic and molecular hydrogen interactions with tungsten
surfaces that have been systematically investigated as a function of crystallographic
orientation. Specifically, we examined the adsorption of both H and H2 as well as the
absorption of H onto W surfaces and migration of H on the (100), (110), and (111) surfaces of
tungsten. This extends the available literature, for which limited results have been published
about H behavior on the W(111) surface. Overall, the behavior of H on all three surfaces
is similar. The adsorption energies of atomic H range from 0.6 to 0.9 eV while that of
molecular H2 range from 1.2 to 1.7 eV relative to H2 in the vacuum. Absorption energy from
the surface to the bulk range from 1.5-1.8 eV with the (100) and (111) surfaces possessing
the largest and smallest energy respectively. The most pronounced sensitivity of H behavior
to surface orientation and structure relate to the surface diffusion and saturation coverages.
For H migration, both the rate of migration and the nature of migration (one-dimensional
versus two-dimensional) depend significantly on the surface structure. The (100) and (110)
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surfaces have preferred pathways for one-dimensional migration of atomic H with a barrier
of about 0.44 eV and 0.07 eV, respectively. Two-dimensional migration on the (100) surface
has a barrier of 0.69 eV and 0.23 eV for the (110). For the (111) surface, the smallest
barrier pathway for net migration leads to two-dimensional migration with a barrier of 0.27
eV. Weaker interactions are consistently observed for the (111) surface while the strongest
interactions occur on the (100) surface. This is evidenced by the energetics of atomic and
molecular adsorption and absorption into the bulk. These findings are surprising considering
the ability of W(111) to adsorb H to much higher coverages than either the (100) or (110)
surfaces. It was found that at 0◦ K, W(111) still positively adsorbs H at Θ = 4.0. The
thermodynamic behavior of H on metal surfaces is very sensitive to the coverage, with the
preferred binding sites changing with coverage [198]. These results provide insight into H
adsorption, surface saturation coverage and migration mechanisms necessary to describe the
evolution from the dilute limit to concentrated coverages of H.
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Chapter 6
Hydrogen Trapping Energetics and
Diffusion Behavior at Tungsten–Noble
Gas Interfaces

H interactions with He and He-V clusters have been demonstrated to be strong
and attractive which was addressed in section 2.3.1.

However, these energies are not

easily extrapolated to larger sized bubbles which make up a significant fraction of the
microstructure [94]. Although H interactions with large nanometric sized bubbles have been
studied in MD [199], the precision is limited by the fidelity of the interatomic potential.
In these simulations, we aim to precisely determine the energetics of H with He-metal
interfaces that act as a surrogate for large bubbles. This method is accurate as it has been
observed that large bubbles lose their initially spherical geometry and become faceted, such
that H at the periphery are essentially interacting with multiple surface orientations with a
nearby density of He. Extending these simulations to other noble gases allows an evaluation
of the effect of noble gas atomic radius on the trapping capabilities of these bubbles. Previous
calculations outline in section 2.5 revealed that most properties of noble gases are monotonic
with size such as the migration and solution energy, and trapping capabilities for H.
This work is in preparation for submission as: ZJ Bergstrom, “H Trapping Energetics and Diffusion
Behavior at Noble Gas–W Interfaces,”
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DFT calculations have been performed to assess the trapping and segregation strength
of H to noble gas interfaces in W as a function of noble gas density, which include He, Ne,
and Ar. The densities range from 1-4 atoms-per-vacancy, which approximately correspond
to bubbles at equilibrium pressure to highly over-pressurized bubbles like those formed in
plasma-surface interactions in a fusion environment. We report on the binding energy of
H to these interfaces as well as the modification to the migration barriers into and away
from the surface, which together provide information on the segregation strength and detrapping energy for H at He bubbles. These DFT calculations provide valuable first-principles
energetics that are necessary for higher-order, mesoscale models, and provide insight into the
extent to which He bubbles may trap tritium in fusion structural materials.

6.1

Methods

VASP along with PAW pseudo-potentials was used to perform first-principles calculations
of H at W-noble gas interfaces. The exchange-correlation interaction was modeled with the
GGA-PBE functional in all calculations. The Brilloun zone integration was executed with
the first-order Methfessel-Paxton method with a width of 0.2 eV, while the gamma-centered
Monkhorst Pack scheme was used to sample the Brillouin zone to generate the K-point mesh
grid. The convergence criteria for the electronic relaxation and forces on un-fixed atoms were
10−5 eV and 0.01 eV/Å respectively, although for some cases, such low convergence could
not be obtained because of the very high pressure exerted by the noble gas lattice.
Three surface orientations were studied, namely the (100), (110), and (111). The noble
gases that were studied include He, Ne, and Ar in the initial form of FCC lattices. DFT seeks
to minimize the energy at 0◦ K, so an initially disordered system will tend to order, so the
initial configuration started as ordered FCC as a concession to this fact. The systems were
created by first relaxing bulk W then removing half of the atoms. This creates a free surface
at a vacuum that was subsequently relaxed. After relaxation, the bottom 5 Å of layers were
fixed. Table 6.1 shows the parameters of the simulation cells for each surface. After the W
slab was created, an ordered FCC lattice of noble gas was placed directly above it, within
the vacuum region, at various densities that range from 1, 2, and 4 times the number of
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Table 6.1: The number of fixed layers and dimensions of each surface.

Layers Fixed
Dimensions Å
KPOINTS

(100)
3
6.34 × 6.34 × 25.37
5×5×1

(110)
3
8.97 × 9.51 × 26.91
5×5×1

(111)
5
7.77 × 8.97 × 32.96
5×5×1

W atoms removed. The noble gas lattice was created such that the lattice parameter was
equivalent in all directions.
The noble gas densities were chosen to encompass pressure from approximately equilibrium to over-pressurized bubbles. Figure 6.1 below shows the pressure of bulk He bubbles of
different sizes that were recorded to make the link between pressure and He density from He
densities at 1-4 He/V. The pressure of these bubbles was determined using the LAMMPS
MD code with the modified Juslin potential developed by Juslin and Wirth [181]. During
the simulations at 1200◦ K, the diagonal components of the per-atom stress tensor of the
atoms in the bubble were computed and summed and then divided by three times the volume
of the bubble within a region that is confined entirely within the bubble. The horizontal
line indicates the equilibrium bubble pressure as calculated from P = 2γ/R where γ = 2.9
J/m2 is the surface tension of W and R is the radius of the He bubble. From the figure,
it is evident that 1 He/V represent equilibrium bubbles, 2 He/V represent slightly overpressurized bubbles, and 4 He/V represents highly over-pressurized bubbles, although the
equililbrium He density will obviously depend on temperature.
H at the standoff region of the gas-metal interface were placed at primary adsorption sites
on W, which represent lowest energy configurations. Here we define the standoff as the region
between the W slab and noble gas lattice that is induced by the strong mutual repulsion of
these atoms. The W(100) was created to incorporate the well-known reconstruction and the
W(111) reproduces the triplet layer relaxation at the surface that has been noted in Chapter
5.
Climbing-Image Nudged Elastic Band (CI-NEB) calculations [195] were used to study the
modification of H migration barriers in and on these surfaces. Calculations of monoatomic
H migration on the surfaces were performed to understand the effect of a high density noble
gas lattice on kinetics of H migration directly on the surface. This parallel-to-the-surface
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migration was extended into the bulk to study the parallel migration of H between subsurface
layers. The depth of H was such that the hydrogen was within the so-called strong-influence
region to capture the effect of the nearby surface [200]. NEB calculations were also performed
in a direction that is perpendicular to the surface, directly coincident with the direction of
compression to assess the energetics of migration in the near-surface region. These type
of barriers give information about the inward and outward fluxes of H at the interfaces of
large bubbles. In these calculations, the initial and final states were stable adsorption sites
identified from previous DFT calculations, as descsribed in chapter 5.
Binding energies at the standoff region of the interface were determined as the difference
between the H bulk solution energy in W and solution energy at the interface:
Ebinterf ace = Esbulk = Esinterf ace

(6.1)

where Ebinterf ace is the binding energy of H at the interface, Esbulk is the solution energy
of H in bulk W, and Esinterf ace is the solution energy of H at the interface. The interface
solution energy was calculated by:
1 f ree
interf ace
Esinterf ace = EW,He,H
− EW,He − EH
2 2

(6.2)

interf ace
where EW,He,H
is the energy of the interface with H, EW,He is the energy of the interface
f ree
without H, and EH
is the energy of a free molecule of H.
2

6.2
6.2.1

Results and Discussion
Interplanar and Stanoff Distance

The W slab and structure of the He lattice for all density cases after relaxation, which is
vital for the H behavior near the interface between W and He, has been analyzed first. The
optimized interfaces for all W surface orientations and 1, 2, and 4 He/V is shown in Figure
6.2. Converging a system of FCC helium above a slab of W induces changes in both the
structure of He and W. Surface reconstruction on W(100) is progressively reversed as the
density of noble gas is increased, being completely removed at 4 He/V. The triplet layer
93

Figure 6.1: Pressure of He bubbles in bulk W as a function of He density at 1200◦ K. The
horizontal dashed lines indicate equilibrium pressures for each bubble size.
relaxation and interplanar expansion between the 3rd and 4th monolayer (ML) of W(111)
observed at a vacuum persists throughout all densities of noble gas and can be easily observed.
The primary effect of the noble gas density on the behavior of H comes from the
compression of the surface that reduces the interplanar distances. The interplanar distances
as a function of depth and noble gas density for all surfaces is shown in Figure 6.3. It
should be noted that the bottom layers are held fixed and do not experience the effect of
compression and are not shown in Figure 6.3.
Another critical factor is the standoff distance as defined by the distance between the
bottom layer of the noble gas lattice and the top surface layer of W. Table 6.2 provides a
summary of the standoff distances. The standoff distance decreases as the noble gas density
is increased. Thus, the DFT results confirm the standoff region that has been observed in
MD simulations at large nanometric-sized He bubbles.
For all He interfaces, the pressure was sufficiently low such that the system could be
relaxed to a converged and ordered state. However, some of the noble gas interfaces could
not be converged within the realm of DFT. As mentioned previously, 4 He/V represents a
highly over-pressurized system. Ne and Ar both have larger atomic radii than helium leading
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Figure 6.2: The structure of each W-He interface for a) – c) the (100), d) – f) the (110),
and g) – i) the (111) surface. For each interface, the density of He increases from left to
right.
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Figure 6.3: Interplanar distance of each surface as a function of depth. The distance
between the first and second ML is recorded at the point 1.5. Bulk layers are not shown and
indicated by horizontal lines.
to progressively greater pressures at equivalent densities. Interfaces converge at maximum
densities of 4 He/V, 2 Ne/V and 1 Ar/V. The maximum densities for Ne and Ar similarly
reverse the surface reconstruction on W(100).
The structure of the helium is another thing to discuss. At low densities (1 and 2 He/V,
1 Ne/V), the initial FCC structure was always preserved after relaxation. At high densities
(4 He/V, 2 Ne/V, and 1 Ar/V), the closest layer of noble gas tends to follow the contours of
the surface, as is clearly visible in Figure 6.2, which shows the structure of the He density for
the cases that are not strictly FCC. At the highest density case, 4 He/V, the structure was
usually modified. For the W(100), the He FCC lattice was restructured to another lattice
with reduced symmetry, but still with some structure. Noble gases above W(110) also
restructured to a lattice that contains a couplet of layers, but still retains rows of atoms in
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Table 6.2: Standoff distances for various interfaces, in Å.

1 He/V
2 He/V
4 He/V
1 Ne/V
2 Ne/V
1 Ar/V
Interplanar

(100)
2.89
2.50
1.96
2.59
2.09
2.03
1.62

(110)
3.28
2.54
1.91
3.25
2.31
2.56
2.20

(111)
2.98
2.28
1.77
2.70
1.57
1.94
0.93

the h111i direction. Above the W(111), the gas actually retained most of its FCC structure,
with only slight disordering at the top of the cell.

6.2.2

Hydrogen Solution and Binding Energies at the Standoff
Region

H solution energies were determined at various points within the simulation cell. These
include: at the standoff region adsorbed to the most stable site, at a stable position in the
bulk of the noble gas lattice (at the TIS), and at TIS in the metal lattice at different depths.
Figure 6.4 shows the solution energy of H at the W-He interface as a function of reaction
coordinate and He density. Reaction coordinates are used for ease of comparison across all
densities. In this figure, the solution energies are plotted with reference to the bulk value.
At all depths and noble gas densities, the TIS was found to be the most stable position
for H below the surfaces. The solution energy increases to a maximimum (repulsive) value
within the He lattice of about 5 eV and decreases to a minimum value at the standoff region
(reaction coordinate 1). Through pure energetic considerations, this indicates that the H
is highly unstable in the He lattice and prefers to reside within the standoff region. The
inset figure in Figure 6.4 zooms into the near-surface region in which increasing reaction
coordinate indicates increasing depths into the W surface. There is a region of decreased
solubility in the near-surface region that is present in all cases that is due to the nearby
surface; however, the density of He further decreases the solubility and broadens the affected
region both towards the standoff and further into the W bulk. The width of the region
that is affected by the nearby surface is 2.71 Å, 2.29 Å, and 3.61 Å for (100), (110), and
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Figure 6.4: Hydrogen solution energies as a function of reaction coordinate. Reaction
coordinate 1 corresponds to H at the standoff region, 2 and greater corresponds to H in the
sub-surface at consecutively deeper depths.
(111) respectively. The H solution energy is decreased by as much as 0.17 eV at 4 He/V as
compared to the vacuum case 1 ML into the W.
The local electron density determines much of the interactions between H and W. The
interactions of H at vacancies has been shown to be strongly correlated with a preferential
electron density, rather than simply the local minimum [120]. Thus, it is likely that the
electron density has a strong effect on the behavior of H at the standoff region.
H within the standoff region is at a position of relative low electron density which explains
why the solution energy is at a minimum at this region. Figure 6.5 shows the absolute electron
density at the standoff region, where stars indicate the position of H at the surface. For the
1 He/V case, the preferential electron density of 0.11 e/Å3 can be achieved; as such, H is
adsorbed along this isosurface and the solution energy is at a minimum at the surface near a
void. As the noble gas density is increased, the electron density at the standoff is increased.
Because the H resides at an isosurface of preferential electron density of 0.17 e/Å3 under 4
He/V, the solution energy is increased and the preferential site of adsorption is determined
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Figure 6.5: Electronic densities at the surface of W near a lattice of 1 and 4 He/V. Stars
indicate the position of H adsorbed onto the surface.
between a competition of He repulsion, covalent bonding with W, and electron density. As
electron density is increased, which is the case when the He density is increased, the solution
energy increases (H becomes less soluble at the standoff). Covalent bonding also affects the
solution energy. If there is strong hybridization between W and H, the solution energy will
be lower. He repulsion serves to displace H from where it might otherwise prefer to be based
on W covalent bonding and electron density considerations. Thus, He repulsion most often
results in higher solution energies at surface/interface adsorption sites.
The He lattice also compresses the lattice which drives up the electron density in the
sub-surface region. In the bulk, H prefers the TIS at an electron density of 0.27 e/Å3 [120];
however, this is not the case near the surface. The first few monolayers of these surfaces
contract, increasing the electron density at interstitial positions in this region. This occurs
at a vacuum interface and even more so when there is a nearby high density of noble gas.
The TIS electron density 0.84 Å below the surface under 4 He/V increases to 0.31 e/Å3 .
This explains the general trend of higher solution energies at high densities.
H binding energies calculated as the solution energy at the adsorption of standoff region
relative to the bulk solution are reported in Table 6.3 and were found to have a maximum
value at the vacuum case. The H, when placed at the standoff, prefers to adsorb to the
metal side of the region,consistent with that observed in MD simulations [199] where H
accumulates along the W side of the interface. The effect of the nearby He is to decrease the
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Table 6.3: Binding energies of H at the standoff region in eV.

Vacuum
1 He/V
2 He/V
4 He/V
1 Ne/V
2 Ne/V
1 Ar/V

(100)
1.78
1.76
1.57
0.64
1.70
1.10
1.16

(110)
1.62
1.58
1.48
1.05
1.68
1.09
0.81

(111)
1.49
1.34
1.20
0.65
1.34
0.89
1.23

binding energy such that H binding at the interface decreases monotonically with increasing
density of He (thus, an inverse proportionality). As listed in Table 6.3, compared to the
case without noble gas, the H binding energy decreases with increasing gas density. It is of
interest to note there is a significant drop of the H binding energy on the three W surfaces
at the 4 He/V, 2 Ne/V, and 1 Ar/V case, which is attributed to the strong effect of high gas
pressure on the configuration of the interface as shown in Figure 6.2.
The local density of states (LDOS) around H on the surface were determined for nearest
neighbor (NN) atoms. We focus on the s-orbital valence electrons of H and the 2 s-orbital and
4 d-orbital valence electrons of W. Figure 6.6 shows the DOS of H and the first NN W atom
at a vacuum (a), 2 He/V (b), and 4 He/V (c) interface with the Fermi level adjusted to 0 eV.
The inset figure shows the primary interaction of H and W which occurs at low energies. The
DOS for the vacuum case (Figure 6.6a) has peaks from H-s orbitals and W-s and d orbitals
that strongly overlap with a single pronounced peak at -6.75 eV. The similarities between
the DOS suggests an overlap of those electronic states and hence a strong hybridization
between the 2 atoms, therefore there appears to be strong hybridization across a single bond
at a vacuum interface. The DOS for H within the standoff at 2 He/V (Figure 6.6b) shows
similar trends. The primary interaction occurs at low energy with strongly correlated peaks.
However, the DOS is now spread across 3 primary peaks at -6.90 eV, -7.35 eV, and -7.7
eV. The maximum height of these peaks is lower than that at the vacuum case indicating
that the hybridization is weaker and distributed over more bonds. To better understand the
DOS of H within the standoff region at a 4 He/V interface was also analyzed (Figure 6.6c).
Here we begin to see the trend of the effect of He density. Now, the covalent bonding is
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Figure 6.6: The DOS of H and the first NN W atom at a a) vacuum b) 2 He/V and c) 4
He/V interface. The inset figure highlights the region of maximum interaction between H
and W.
spread over 4 peaks. The form-factors of both H-s and W-s and d orbitals are very similar
and more sharply peaked compared to the previous 2 cases. It is clear that an increase in
He density alters the nature of the H-W hybridization to more numerous but weaker bonds.
There is also a shift in the maximum height in the W-d orbitals. At the vacuum case, this
peak is located at -3.0 eV, at 2 He/V the peak is at -0.2 eV, and at 4 He/V the peak is above
and far away from the Fermi level (not shown in Figure 6.6) indicating that the H-W bond
is increasingly unstable with increasing He density. The weaker bonds make H less soluble
within the standoff contributing to the increase in solution energy within this region.
The repulsive interaction between noble gases and H forces the H from its preferred
site of adsorption. This effect is accentuated as the density of noble gases increases. The
displacement drives up the solution energy decreasing the binding at the standoff. Although
the binding energy describes the relative stability of H at the interface, the de-trapping
energy may better describe the energy required for hydrogen to leave the standoff region
(bubble vicinity). The de-trapping energy is a more appropriate description of the collective
energy required to stably absorb into the surface, which depends on the migration barriers
to and from the interface. As such, the modification to the migration barriers are explored
in the following section.
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6.2.3

Hydrogen Diffusion at Noble Gas–Metal Interfaces

NEB calculations were performed to assess the effect of the nearby noble gas density on H
migration barriers in the near-surface region and correspondingly, to determine de-trapping
barriers at the interface. These calculations were performed in 2 directions: towards the
bulk (perpendicular to the surface), and laterally (parallel to the surface). The parallel
calculations were performed along the metal surface within the standoff region, and in the
bulk, between 2 sub-surface layers. The out-of-plane calculations were made approaching
the standoff region from the He in adadition to into the bulk from the standoff region.
These calculations allow us to understand the modification to the migration barriers near
the surface which provides information on the de-trapping energies of H at these interfaces.
As described in the following sections, much of these simulations were performed for the
W(110) surface as it makes for a good representative model since it is the lowest energy
and most stable surface. It is expected that the effect of the noble gas density on migration
barriers from this surface should be applicable to the other surfaces.

6.2.4

In–plane Migration

These calculations were performed between 2 adjacent primary adsorption sites on the
W(110), 2 pathways were considered: one over the SB and the other over the LB. The
results indicate that noble gas density tends to increase the migration barrier and is most
pronounced for migration across the SB, as shown in Figure 6.7. A lattice of 1 He/V does
not significantly affect the kinetics of H and the barrier is similar to the vacuum case for
which the literature value of 0.20 eV across the LB and 0.07 eV across the SB have been
reproduced. At 4 He/V, the barriers are increased to 0.25 eV and 0.35 eV across the LB
and SB respectively. The close proximity of gas atoms, particularly at the 2 and 4 He/V,
repulsively interact with H at the stable adsorption sites, distorting the position of H relative
to the site which increases the solution energy. This distortion involves a lateral and vertical
displacement. The hydrogen at a vacuum interface resides at a position that is 1.1 Å above
the surface. The vertical displacement is decreased at high densities, reducing this height to
0.7 Å at 4 He/V. The nearby density of gas atoms also induces anisotropy in the migration
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Figure 6.7: Migration barriers of H on W(110) from adjacent 3F sites across either the LB
(left) and SB (right).
barrier. The density of He strongly modifies the migration behavior of H in which the barrier
across the preferred mode of migration at a vacuum, across the SB, is drastically increased.
Similar behavior was observed underneath lattices of Ne and Ar, but with an increased
magnitudeof the effect at lower densities. The barrier heights are increased at 2 Ne/V to
0.32 eV and 0.43 eV across the LB and SB respectively. Similar results are found under an
Ar lattice in which the barriers increase to 0.53 eV across the LB.
Within W, H migration pathways that are coincident with the layers of atoms were
assessed at 2 different depths. Pathway 1(p1) is between the second and third MLs of
W, whereas pathway 2 (p2) is in between the third and fourth ML. Figure 6.8 shows the
interplanar migration barriers below W(110) for both pathways. The slight variation in
solution energy from different interstitial positions is a result of the close proximity to the
surface which is a strong function of depth. It was found that the migration barriers in-plane
with the tungsten are increased with density. For both p1 and p2 pathways, the migration
energy barriers of H at the low He density (1, 2 He/V) slightly increase in comparison with
the vacuum case, but significantly increase at high He density (4 He/V). The maximum
barrier of 0.44 eV occurs at pathway 1 where the surface experiences the most interplanar
contraction and the resulting activation energy is more than twice the bulk diffusion barrier.
The effect of the near-surface is diminished at deeper depths. Although barriers along
pathway 2 increase, they do not increase as much as those barriers along pathway 1. Further
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Figure 6.8: Interplanar parallel migration of H below W(110) at two different depths along
the pathway: a) p1 and b) p2.
calculations at even deeper depths confirm that the near-surface effect is diminished deeper
into the metal.

6.2.5

Out–of–plane Migration

The stability and migration of H atoms below the W surface were systematically studied. H
was inserted into, and moved along the surface via pathways that consist of nearest neighbor
jumps from TIS. Some migration pathways are perpendicular to the (110) plane, although
some pathways are not perpendicular to the surface, as shown in Figure 2a in Ref [193]. H
underneath W surfaces are stable below the first ML under (110), and below the third ML
for the (100) and (111). These correspond to depths of 0.84 Å, 2.64 Å, and 2.47 Å under
the (110), (100), and (111) surfaces, respectively. In addition, it was found that there is no
barrier to adsorb to the surface from the noble gas lattice.
H migration into the W(110) surface from the standoff region under densities of He that
range from 0-4 He/V is shown in Figure 6.9. There is a slight increase in the solution
energy that occurs with increasing density; this effect is most pronounced at 4 He/V, where
there is a marked increase in the migration barrier for some pathways, by as much as 0.2
eV. Interestingly, for some other pathways the migration barrier actually decreases, leading
to little to no barrier at 4 He/V. These pathways correlate with migration that is entirely
in the direction of the compression (pure perpendicular migration). Pathways that have a
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Figure 6.9: Migration pathway of H into W(110), as a function of reaction coordinate.
Reaction coordinate 0 and 25 represent H at the standoff and bulk respectively.
migration barrier that increases with He density all have a lateral, or parallel, component.
For the W(110), the dependence of the migration barrier is highly dependent on the pathway.
When diffusion is purely perpendicular, the lattice compression leads to a reduction of the
migration barrier.
The surface orientation has only a slight effect on the behavior of H in the near-surface
region. All of thesurfaces examined possess a pathway dependence in which some barriers
are increased and others are decreased due to the presence of the high-pressure He interface.
H migration into W(100) and W(111) is shown in Figure 6.10, comparing the vacuum case
to 4 He/V. The first two sequential paths into W(100) are nearly perpendicular and the
migration barrier is reduced by about 0.1 eV. The final pathway has a lateral component
and the migration barrier increases, as evidenced by the leftmost barrier in Figure 6.10. H
diffusion on the W(111) surface shows the same general trends in which the barriers across
some pathways increases whereas others decrease. For this surface, the noble gas lattice
displaces the H from its most stable adsorption site to one that is bond-centered between
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Figure 6.10: Migration of H into W(100) and W(111) at a vacuum and 4 He/V.
Table 6.4: The forward and reverse migration barriers, in units of eV, for the W(110)-He
interface as a function of He density

Pathway
s1-2
s2-3
s3-4
s4-5
s5-6
s6-7

V
1.76
0.25
0.20
0.13
0.16
0.19

Inward
1
2
1.76
1.78
0.26
0.28
0.19
0.15
0.14
0.16
0.17
0.20
0.19
0.16

4
1.77
0.33
0.01
0.20
0.23
0.01

V
0.03
0.08
0.30
0.07
0.19
0.16

Outward
1
2
0.03
0.05
0.08
0.13
0.29
0.26
0.20
0.24
0.20
0.23
0.16
0.13

4
0.05
0.31
0.02
0.32
0.29
0.01

the second and third monolayers. It is evident that the effect of increasing density does not
significantly affect the absorption barrier.
To sum up the numerous barriers investigated, the forward and reverse migration barriers
are shown in Table 6.4, in which forward barriers are into the bulk and reverse barriers are
toward the standoff region. The trend of the migration barriers is dependent of the particular
pathway of H. The pathway dependence of the migration barriers is easily seen in the chart in
which some pathway barriers increase and others decrease with increasing noble gas density.
The maximum barriers that occur for both processes are 0.1 eV higher than the bulk values.
To understand the reason for the reduction in the migration barriers, the electron densities
within the sub-surface were investigated. The local electron density in a (100) projection, is
shown in Figure 6.11 for migration that is purely in the direction of compression. Due to the
lattice contraction, there is a corresponding contraction in the TIS that is accentuated when
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Figure 6.11: Absolute electron densities in the sub-surface of W at a vacuum (left) and 4
He/V (right).
adjacent TIS are purely in the direction of compression. Figure 6.11 provides a visualization
of the contraction between the two nearest neighbor TISs. Under a vacuum, the sites are 1.17
Å away, but for the 4 He/V case the TIS are only 0.54 Å away from each other, as a result
of the contraction toward each other when under compression. Because of this, migration
between these two sites crosses more iso-surfaces of constant electron density at vacuum
than at 4 He/V. This should explains the origin of the decrease in migration barrier. The
electron density is more homogenous at 4 He/V than it is at a vacuum interface, indicating
that the H may delocalize within this region of near-constant electron density. This effect
is less pronounced between positions that have a lateral dimension. For example, migration
from s3 to s4 under a vacuum has a distance of 1.08 Å and under 4 He/V this distance is 1.36
Å. The distance between s3 and s4 actually increase at 4 He/V because of the contraction
between s4 and s5. This contributes to an increase in the migration barrier between positions
with a lateral component, especially observed for parallel migration in which all pathways
are mostly lateral and increase with noble gas density.
The stress state around a highly over-pressurized bubble in a fusion relevant environment,
however, is not purely compressive in the radial direction. There is likely a tensile component
azimuthally.

This may further accentuate the effect of the lateral dimension, further

increasing the migration barrier for these pathways.
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Figure 6.12: H migration into W(110) underneath a lattice of Ne and Ar at various
densities.
It is likely that the depletion of the electron density at the standoff region leads to
such strong interactions and correspondingly an increase of the electron density within the
bulk leads to a modification of the migration barriers and decreased solubility (increase in
solution energy). The strong repulsion of He to W induces a large standoff distance that
creates a region of local depletion in the electron density. H prefers to localize (or segregate)
in the region of low electron density resulting in a minimum in the solution energy. Also,
compression of the lattice modifies the electron densities within the bulk that also produce
changes in the solubility and migration behavior of H.
These general trends are also observed at, and below, W interfaces with Ne and Ar
lattices, as shown in Figure 6.12. A trend is clearly established in which the perpendicular
migration barriers are completely removed at very high pressures, that occur at 4 He/V, 2
Ne/V, and 1 Ar/V The max barrier, which is on the order of He, maximize at 0.32 eV and
0.38 eV for Ar and Ne respectively.

6.3

Discussion

The dramatically lower solution energy of H at the standoff indicates that helium bubbles
can strongly retain hydrogen at the periphery. There is an inverse proportionality between
the standoff distance at the interface and the binding energy. The binding energies are on
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the order of a hydrogen to a single vacancy, and decrease from this value, suggesting that
high pressure helium bubbles can be a strong sink for hydrogen. However, where vacancies
become H saturated after 6-14 H [102–105], these large bubbles provide a plethora of excess
volume and adsorption sites suggesting that not only do these bubbles strongly trap H, but
they can retain a very large amount of H. Maximum estimates of the volumetric retention
of H at the periphery of large nanometric bubbles on the order of 20 H/nm3 [199].
Knowledge of the migration barriers, both parallel and perpendicular to the surface, as
a function of depth, have been calculated by DFT and provide for the understanding of
hydrogen diffusion near these interfaces. The findings suggest that hydrogen diffuses more
readily toward the bubble surface when in the material. Diffusion is relatively isotropic within
the first few layers, with a significant difference between the migration directions occurring at
the most extreme density of He, and for lower densities with large noble gases. This difference
suggests that H will preferentially diffuse in/out of the material versus lateral migration, as
this barrier increases by 0.10-0.15 eV. Compression of the lattice leads to lower solubility of H
(higher solution energies because of the increase in background electron density, and higher
migration barriers) and instability of the hydrogen which leads to potential H delocalization
for some pathways. With significant reduction of barriers just inside the surface, a relatively
deep potential energy minimum is formed at which the H will prefer to reside. This behavior
is observed in MD simulations in which H resides within the standoff region as well as just
inside the lattice. Comparing these results to MD bubbles, it is evident that not only do the H
reside within the standoff region between the He and W, but also just inside the metal lattice.
It is possible that at high pressures, significant potential energy minima provide trapping
sites for H just inside the metal lattice surrounding a high-pressure noble gas bubble.
Probably the most critical barrier of interest occurs at the standoff region. The detrapping energy is the energy required for H to leave the standoff and enter the metal matrix
to stable position in the sub-surface and fully accounts for the reverse and forward migration
barriers. The absorption barrier, the energy required for H to reach a stable subsurface
site from the surface is approximately 1.6 to 1.8 eV for the various surfaces studied, which
agrees well with previously reported values [201], and is relatively insensitive to the gas
density, showing no considerable trend over all simulations. However, because of the noble
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gas density, the reverse barrier to return to the surface is usually much lower than the
barrier to continue further into the W lattice. As such, once H is at this position it is
very likely to jump back into the standoff. For H to be stable, it must also overcome the
first migration barrier beyond the absorption barrier, which can be substantial. To better
describe the trapping strength of these interfaces, we introduce the de-trapping energy which
correlates strongly with the type of interaction we expect to occur at the edge of large He
bubbles. The de-trapping barrier is calculated as the difference between solution energy at
the standoff and the maximum barrier height in the sub-surface and the values calculated in
this work with DFT are shown in Table 6.5. The de-trapping energy has some dependence
on the surface orientation. The W(110) is largely insensitive to He density and averages
2.02 ± 0.08 eV. The large difference (and decrease) shown by the W(100) is because of the
surface reconstruction, which occurs at a vacuum but is reversed near a noble gas lattice.
The decrease in de-trapping energy is due entirely to the reduction in the first barrier that
occurs with a substantial He density nearby. We have observed that H migration barriers
will decrease when the direction of migration is mostly in the direction of compression, which
is the case for diffusion into the W(111) surface and is further evidenced in the bulk where
all barriers decrease at 4 He/V. In comparison to the aforementioned binding energies, the
de-trapping energy remains relatively independent of noble gas density (gas/V ratio) than
the binding energy that monotonically decreased with increasing noble gas density. Whereas
the binding energies are maximized at a vacuum and drop significantly at the maximum
density cases, the H de-trapping energy either remains constant, as is the case for (110), or
decreases by a relatively small amount of 0.2 eV. This discussion notably excludes the (100)
surface in which the reversal of the surface reconstruction at 4 He/V strongly affects the
energy of the interface.
From these DFT calculations and analysis, we expect H at bubbles to partition to the
edge of the bubble and be strongly trapped. Once trapped, the H is unlikely to leave because
of the large de-trapping energy that includes the large binding energy at the standoff distance
plus the migration barrier into the surface (the first stable position has a very low reverse
barrier and high inward barrier). Once in the metallic tungten matrix, the H is increasingly
insoluble (with reference to the vacuum case) and experiences larger migration barriers than
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Table 6.5: The de-trapping energy for various interfaces in eV.

Vacuum
1 He/V
2 He/V
4 He/V
1 Ne/V
2 Ne/V
1 Ar/V

(100)
2.08

(110)
2.09
1.98
2.00
2.04
2.02
2.13
1.88

1.37

(111)
1.71

1.50

in the bulk. Since the reverse barriers are typically smaller, it is thus likely for the hydrogen to
experience drift diffusion that drive it back into the standoff region. Moreover, the possibility
of having regions with essentially de-localized H may allow H to reside just inside the W
matrix near very highly over-pressurized bubbles.

6.4

Conclusion

This chapter describes the analysis of the interaction and behavior of hydrogen at the
interface of W surfaces with noble gas lattices. This work expands on our previous work
performed by Li et al.

[193] that analyzed similar properties at the tungsten-vacuum

interface, which is essentially the lower limit of noble gas density. The W-noble gases
interfaces can accommodate higher densities of lighter noble gases in a monotonic fashion,
consistent with many of the properties of noble gases that typically scale with mass. The
initial FCC structure of the noble gases was typically preserved at densities of 1 He/V, 2
He/V, and 1 Ne/V, and generally restructured to a semi-ordered system at the max density
cases. The nearby density of noble gases compresses the lattice, reducing the interplanar
distances near the surfaces.
The solution energy of H was greatest within the He by a large margin, indicating that
atomic H will likely never be found within the interior of noble gas bubbles. The solution
energy of H was the lowest at the standoff region, in particular at points of high symmetry
closer to the W side of the interface. H within the W had solution energies that were near
bulk values and increased toward the surface by as much as 0.18 eV. The binding energies,
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which were obtained based on the solution energies, typically decrease with increasing density
of noble gases, with a maximal value corresponding to the adsorption energy at a vacuum
interface. There is an inverse proportionality between the standoff distance at the interface
and the binding energy.
The modification to the surface diffusion barriers has also been calculated by DFT and
analyzed in this work. It was found that the modification to the migration barriers is highly
dependent on the pathway. Interestingly, the barrier to pure perpendicular diffusion into the
metal from the interface reduces to essentially to zero at the max density cases, indicating
that the stable sites begin to merge together. Pathways that are purely in the direction of
compression tended to have reduced activation energies. Migration pathways with a lateral
dimension showed an increase in the migration barrier. This is best observed for the parallel
migration cases in which the pathways of migration were mostly lateral, and as such the
barriers increase. Surface barriers were increased proportional with the noble gas density
and resulted in anisotropy in the migration pathway. This occurs because the nearby noble
gases at the closest layer interacts with the hydrogen on the surface. This interaction also
modifies the most stable position of the hydrogen, which may be depressed into the surface
or deflected off its typical adsorption site. The effect of noble gas mass on the migration
barrier is to shift the effects to lower noble gas densities. Much less density of Ne and Ar
lead to the same effects that are observed from higher densities of He, with slight deviation
of the exact values of solution and migration energy. Thus, we can conclude that low density
Ne and Ar bubbles, albeit still with pressures that exceed that of an equilibrium bubble, will
have the same effect as highly over-pressurized He bubbles.
Analysis of the electron DOS shows that covalent-like bonding occurs at the standoff due
to the strong hybridization between the s-orbital electrons of H with the s- and d-orbitals
of W, increasing at higher densities of He. It is clear that there are competing effects
that determine H behavior at the interface. Within the standoff, the electron density is
significantly lower than in the bulk, which explain the lowest H solution energy within this
region. At a vacuum, H can adsorb to its preferential electron density of 0.11 e/Å3 . At 4
He/V, the electron density is increased everywhere within the metllic layers at the interface,
and H can no longer adsorb to a preferential electron density isosurface. H behavior at this
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density is affected by He repulsion, covalent bonding with W, and correspondingly, localizes
into spatial regions that minimize the electron density. Due to compression, pockets of
homogenous electron density form in which H can delocalize and correspondingly migrate
between equivalent (de-localized positions) with no barrier. This occurs because of the
contraction of adjacent TIS toward each other, which serves to expand the distance between
other adjacent TIS that have a lateral component. Migration between the latter TIS goes
through areas of relatively high electron density that increases with He density. This is the
origin of the unique behavior of the migration barriers that are observed.
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Chapter 7
H Binding/Trapping Energetics and
Diffusion Behavior at Iron–Helium
Interfaces
In the previous chapter, H energetics and diffusion behavior were studied at W–noble gas
interfaces that are applicable to the divertor component of fusion reactors. In this chapter, we
extend that study to Fe-He interfaces. These interfaces act as surrogates for the periphery
of lower-pressure He bubbles (relative to the bubbles near tungsten surfaces), which are
likely to be equilibrium bubbles and expected to form in Fe-based alloys that will be used
as the first-wall and as the structural material for the tritium breeder blanket and divertor.
These Fe-based alloys will be exposed to massive nuetron fluxes (described in section 2.1.1)
that will induce transmutation production of He and H. This will result in the formation of
equilibrium bubbles that will likely alter the retention and permeation of H isotopes.
In this chapter, we model the periphery of these bubbles with a slab geometry of Fe and
FCC lattices of He with a density that ranges from 1-2 He/V. We report on the binding
and de-trapping energies of H to the standoff of these interfaces, with assessment to the
modification of near-surface migration barriers. These calculations provide insight into the
H retention of equilibrium He bubbles in Fe that may capture and retain H that permeates
from the tritium breeder blanket that will affect the tritium breeding ratio, as well as possibly
influence the overall fuel recycling.
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Table 7.1: The number of fixed and unfixed layers, simulation cell dimensions, and Fe slab
heights for each surface orientation, in Å.

Unfixed/Fixed Layers
Cell Dimensions
Metal Thickness

7.1

(100)
8/3
8.50 × 8.50 × 22.67
9.97

(110)
6/3
8.02 × 8.50 × 24.05
10.01

(111)
18/6
6.94 × 8.02 × 29.45
13.78

Methods

The VASP calculations were performed with exactly the same methods as described in
the previous chapter (see section 6.1). In this study, the same KPOINTS, cutoff energy,
convergence criteria, and psuedo potentials were used.

The primary difference is the

treatment of magnetism for Fe, in which the spin-polarization of Fe atoms were accounted
for. Furthermore, lower density He FCC lattices were considered, based on the expectation
that helium bubbles in 14-MeV neutron irradiated iron would be at equilibrium pressure, and
thus densities of 1-2 He/V were evaluated. Table 7.1 describes the simulation cell parameters
that include the number of unfixed layers versus the number of fixed layers, cell dimensions,
and metal slab height before gas insertion.

7.2
7.2.1

Results
Hydrogen Adsorption on Iron Surfaces

Maximum binding and de-trapping energies will only be obtained when the H is at the
preferred sites of adsorption. Thus, the preferred sites of adsorption were obtained for H on
Fe surfaces. From the literature, the hollow site and three-fold have the maximum adsorption
energy on Fe(100) and Fe(110), respectively. The sites preference has been confirmed with
adsorption energies of -0.39 eV and -0.72 eV for the HS and 3F sites respectively, which are
in good agreement with the energies reported in the available literature [144]. Several sites
of adsorption were identified on Fe(111), namely the bond-centered site between the first
and second monolayers (BC1) with an adsorption energy of -0.56 eV, the bond-centered site
between the second and third monolayers (BC2) with an energy of -0.52 eV, and the on-top
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Figure 7.1: The 3 primary adsorption site of H on Fe(111). a) the side view of the surface
showing the top 3 layers and H along with the heights above the top monolayer, b) the top
view of the surface along with distances of H and W in relation to each other. The gray, blue,
and purple atoms represent Fe atoms at the first, second, and third monolayer respectively,
whereas H are represented by green atoms.
position (OT), which has the highest energy of 0.19 eV. Through a vibrational frequencies
analysis, the BC1 and BC2 sites were found to be true minima with no imaginary frequencies
whereas the OT site was found to be a rank-2 saddle point with 2 imaginary frequencies.
Figure 7.1 is a schematic of the Fe(111) surface indicating the sites of adsorption and energies.

7.2.2

Standoff and Interplanar Distances

The high density FCC He lattice compresses the metal lattice and affects the free-volume
associated with the standoff region.

The standoff distance is defined as the distance

between the top layer of Fe and bottom layer of He. The standoff distance and interplanar
distances for all surface orientations and He densities are shown in Table 7.2 and Figure
7.2, respectively. It was determined that the standoff distance decreases with increasing
He density, similar to the behavior observed in W. The interplanar distances similarly
contract. The interplanar contraction is usually observed at a vacuum interface; however,
this contraction is accentuated with the nearby density of He.
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Table 7.2: The standoff distances for various surface orientations of Fe interface with FCC
He, as a function of density (He/V), with distances, in Å.

1 He/V
2 He/V
Bulk Interplanar

7.2.3

(100)
2.53
2.00
1.42

(110)
2.90
2.17
2.00

(111)
3.39
1.91
0.81

Hydrogen Solution and Binding Energy

H was placed at the most stable sites on Fe within the standoff which were the HS on
Fe(100), the 3F on Fe(110), and the BC1 on Fe(111). The H solution energy was calculated
at the standoff, and at stable TIS at increasing depths within the metal matrix. The solution
energies are presented in Figure 7.3 for the Fe(110) surface to illustrate the general trends
observed for all surface orientations. Solutions energies of H are the lowest at the standoff
region, and increase to values greater than the bulk solution energy (0.20 eV as calculated
from Ref. [144]). The H bulk solution energies approach bulk values 3.0 Å below the surface
at the Fe(110)-vacuum interface. From the figure it is clear that an increase in the He
density increases the solution energy within the standoff and in the sub-surface regions. As
described in section 6.2.5, the compression of the metal lattice from the lattice of He increases
the solution energy both at the standoff and in the sub-surface due to an increase in the
electron density.
The solution and binding energies to the standoff were calculated using equations 6.1 and
6.2 reported in section 6.1. The binding energy is relative to the bulk solution energy of 0.20
eV. The binding energies are maximized at a vacuum and decrease as He density increases.
The (110) surface has the strongest interactions, followed by the (111) and the (100) surfaces
respectively. The same trend is observed in W in which the binding energy decreases with
noble gas density; however, the binding energies are approximately twice as lage as the Fe
values, with the W(111) surface having the weakest interactions at all noble gas densities.

7.2.4

Perpendicular Migration

Perpendicular migration was also studied, as H approaches the bulk of the metal lattice from
the standoff region. This was done to assess the modification to the migration barriers in
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Figure 7.2: The interplanar distances, in Å, between monolayers for each surface
orientation. The horizontal lines indicate the bulk interplanar distance.
the near-surface region due to the nearby surface and density of He, which are required to
accurately assess the de-trapping energy. Figures 7.4–7.6 show the migration of H from the
standoff into the metal for all 3 surface orientations and He densities. In these figures, the
standoff region of the interface is defined as reaction coordinate 0 and approaches the bulk
with increasing reaction coordinate.
H migration into Fe(100) shows significant modification to the migration barriers. Almost
all barriers decrease with increasing He density. At the highest density of 2 He/V, the
energy landscape along this migation path is heavily distorted. At 2 He/V, some barriers
are completely removed and there is a general smoothing of the barriers until 5.12 Å (reaction
coordinate 21-24) below the surface in which the regular migration barrier is observed with
very little modification. Furthermore, the first stable sub-surface site for H is 3.53 Å, or 5
layers, below the surface, as opposed to the third layer for a vacuum or 1 He/V interface.
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Figure 7.3: The solution energy of H within the Fe(110)-He interface. Reaction coordinate
1 represents H at the standoff, while reaction coordinate 2 and greater represent H at stable
interstitial positions at increasing depths within the metal lattice.
In the case of H migration into the bulk from the Fe(110) interface (shown in Figure 7.5,
it is clear that there is a pathway dependence of the trend of the migration barriers. Besides
the general increase in the solution energy at TIS, for some pathways the migration barrier
consistently increases whereas for some pathways the barrier decreases at the maximum
density case of 2 He/V. The pathway dependence is due to the relative direction of migration
versus the direction of compression. As described in section 6.2.5, migration pathways that
are purely in the direction of compression have barriers that decrease (due to the contraction
of interstitial positions), and migration with a lateral dimension have migration barriers that
tend to increase (due to the expansion of interstitial positions) with noble gas density. The
modification to the migration barrier for perpendicular migration with a lateral component
is exemplified between reaction coordinates 12-16 in which the barrier consistently increases.
The modification to pure perpendicular migration is shown between reaction coordinates 8-12
in which the barriers consitstenly decrease and eventually disappear across all He densities.
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Figure 7.4: Migration and the associated barriers of H from the standoff of an Fe(100)–He
interfaces at various He densities, in eV and normalized to the bulk value.
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Figure 7.5: Migration and the associated barriers of H from the standoff of an Fe(110)–He
interface at various He densities, in eV and normalized to the bulk value.
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Table 7.3: Binding of H to the Fe-He interface as a function of surface orientation and He
density, in eV.

Vacuum
1 He/V
2 He/V

(100)
0.59
0.59
0.45

(110)
0.92
0.79
0.56

(111)
0.76
0.71
-

Table 7.4: The de-trapping energy of H to the Fe-He interface as a function of surface
orientation and He density, in eV.

Vacuum
1 He/V
2 He/V

(100)
0.75
0.80
0.83

(110)
1.03
1.05
1.09

(111)
0.94
0.94

Migration of H from the Fe(111) interface (shown in Figure 7.6) into the iron sub-surface
first begins by diffusing to the BC2 site with essentially no barrier. At 1 He/V, there is a
negligible modification to the barriers, relative to the case of a vacuum surface.
The pathway dependence on the migration barrier follows the same trend as observed in
W reported in section 6.2.5 in which migration with a lateral dimension have a migration
barrier that typically increases whereas migration in the direcction of compression has a
migration barrier that decreases, most notably for the 2 He/V case.

7.3

Discussion

With knowledge of the migration barriers, in addition to the H solution energy, the detrapping energy has been calculated as shown in Table 7.4.
The de-trapping energies are notably higher than the binding energies described in section
7.2.3. The de-trapping energies are only slightly larger than the binding energies at a vacuum,
but become nearly twice as large at higher He densities, in particular for the (100) and (110)
surfaces. The de-trapping energies are less sensitive to the He density compared to the
binding energy, but still possess a slight dependence. These energies typically increase with
He density, but only slightly, because of the sharp increase in the first migration barrier in
the sub-surface.
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Figure 7.6: Migration and the associated barriers of H from the standoff of an Fe(111)–He
interface at various He densities, in eV and normalized to the bulk value.
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Comparing these values to those obtained in W, it is clear that the de-trapping energies
of H to Fe-He interfaces are much lower, on the order of 1 eV, than observed for W-noble gas
interface and the de-trapping energies are less sensitive to the noble gas density. In the case
of an Fe(110)-He interfaces, the de-trapping energies actually increase with He density, albeit
only slightly. The Fe(100) surface does not reconstruct unlike the W(100) and as such it is
much more clearly demonstrated the insensitivity of the de-trapping energy on He density
for this surface.

7.4

Conclusion

In this chapter, we have assessed the binding and de-trapping energies of H to the standoff
region of Fe-He interfaces that act as a surrogate for the periphery of large He bubbles.
This was done by calculating the solution energy of H at various configurations within the
interface and performing NEB calculations of H migration into the metal from the standoff.
Binding energies were calculated as the difference between the bulk and standoff solution
energies. The results show that the binding energy is largest at a vacuum and decrease as
He density increases. There is a slight surface orientation dependence with the strongest
interactions occurring for the Fe(110) surface and the weakest occurring for the Fe(100). It
was found that the binding energy is generally proportional to the space within the standoff
region which decreases with noble gas density.
The migration barriers of H into the sub-surface region of the metal were calculated to
assess the change that results from the compression of the lattice from the high density
FCC He lattice. It was found that there is a pathway dependence in which migration that
is perpendicular to the standoff (in the direction of compression) experiences a decrease in
the migration barrier whereas migration with a lateral dimension increases. In general, the
first hop into the sub-surface has a barrier that increases in part to an increase in the first
migration barrier and decreased H solution energy at the standoff region. Migration barriers
were found to increase by as much as 0.2 eV over the bulk value or decrease to a near-zero
value.
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With knowledge of the forward and outward migration barriers, de-trapping energies
were calculated which provide an assessment of the trapping capabilities of these interfaces
for H. It was found that the de-trapping energies are approximately 0.93 ± 0.13 eV that
increase slightly with increasing helium density and that H is most strongly bound at the
(110) interface.
From this study, it is reasonable to expect trapping of H to the periphery of He bubbles
that form in Fe-based alloys subject to neutron radiation damage and from transmutation
reactions, although the de-trapping energies are calculated to be less than 1.1 eV. This will
affect the tritium breeding and recycling capabilities of future fusion reactor designs that
utilize tritium breeder blankets in which permeation from the blanket can result in increased
retention of fuel within the first-wall.
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Chapter 8
Summary and Conclusion
The study of PSI is critical for the development of a fusion reactor. Particle implantation
into PFC leads to a multitude of deleterious effects that include but are not limited to
enhanced erosion, radioactive dust proliferation, tritium retention, and fuzz formation.
To fully understand the phenomena that occur, researchers must employ modeling that
provides valuable atomistic insight into the processes that occur. Only through modeling
and experimental collaboration will the development of critical components be successfully
implemented. Because of the wide breadth of processes, PSI are inherently a multiscale
problem. Ab initio calculations can evaluate specific atomistic mechanisms, in addition to
providing critical data for the development of interatomic potentials that can be used via MD
to reach slightly longer time and length scales. Other forms of modeling can further expand
the modeling scales with the goal of being able to reproduce or motivate experiments.
The objective of this research is to contribute to the understanding of the synergies
between He and H within PFC and structural materials of a fusion reactor. To this end we
aim to understand the growth and expansion of highly over-pressurized bubbles and their
interactions with atomic H. This was done by first studying the dynamics of highly overpressurized bubbles and then quantifying the trapping energetics of H to bubbles with MD.
The trapping energetics were further defined by studying H interactions at BCC metal–noble
gas interfaces with DFT and investigating the diffusive behavior of H in and around the
subsurface region near noble gas interfaces. Understanding the trapping energetics of H
to noble gases interfaces allows for the quantification of experimental results such as TDS
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measurements which relate desorption peaks directly to trapping sites and the energetics of
those sites. It also allows for the possibility of higher-order modeling which requires input
and parameterization of fundamental defect interaction energetics. This study quantifies
interactions of H with large He bubbles, which to-date has not been modeled and is not
easily extractable through most simulation methods.
The first part of this work studied large nanometric sized bubbles and their growth and
expansion. The growth of these bubbles produce significant surface roughening which has
implications for enhanced erosion. The principle conclusion within this study was the rapid
partitioning of atomic H to the periphery of these bubbles. In these simulations, H decorates
the W side of the interface, permeating 1-2 monolayers into the metal lattice. It was found
that the occurrence of H partitioning is very robust, a phenomenon that occurs regardless
of bubble depth and pressure, areal density, as well as initial H placement. The trapping
binding energy to the interface was determined to be on the range of 1.5-2.5 eV relative to
the bulk. The trapping energies gathered from MD indicate that H may be bound to the
periphery on the order of 2 eV, however these results are highly dependent on the fidelity
of the interatomic potential. This study also aimed to quantify the amount of retained H
at the bubble periphery. This was done by citing areal densities of H as well as providing
cumulative distribution functions which demonstrated that 75-95% (17.7-22.4 H/nm3 ) of
the H partitions to and reside at the periphery. Another finding was that atomic hydrogen
prefers to reside within the periphery because of the large standoff that forms because of
the strong repulsion between He and W. This indicates that the primary interaction of H is
with the surface of W at a He-W interface. It was also observed that only atomic H reside
at the edge of the bubbles, with some amount of molecular hydrogen that preferred to reside
within the bulk of the bubble. The energetics of dissociation and recombination of H within
the system remained an outstanding question, as well as the trapping energy of molecular
hydrogen to the bubbles.
These results further motivated research into H interactions at W–noble gas interfaces.
It was clear that H is actually adsorbed to the metal surface within the MD simulations;
furthermore, it was observed that large bubbles become faceted, observed experimentally
and with MD, such that H at metal–noble gas interfaces are effectively interacting with
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multiple planar segments of varying surface orientations near a density of noble gas. In
order for the maximum trapping energy to be determined, a thorough understanding of the
adsorption sites had to be conducted first. Only H at its most stable position on these
surfaces would provide a maximum trapping energy. To this end, H on various low-index
surface orientations were studied. Previously identified adsorption sites were confirmed on
W(100) and W(110) surfaces with the literature being expanded to the W(111) surface in
which the primary adsorption sites were identified. The positions of the W(111) sites also
provided valuable information for experimental low energy ion scattering and direct recoil
spectroscopy of H on this surface. The effect of coverage on H adsorption was also studied for
the W(111) which extended the available literature that had previously only investigated the
W(100) and W(110) surfaces. These results indicate that H trapping on surfaces is limited
by the amount of H already on the surface and the availability of free sites to adsorb to.
After the adsorption sites were identified, H interactions and its mobility at W surfaces
and noble gas interfaces were studied. This was performed with DFT to assess the trapping
barriers and migration barriers associated with these interfaces from a first principles basis.
Interfaces of 1-4 He, Ne, and Ar per vacancy with W were assessed to understand the effect
of atomic radius on H interactions while only 1-2 He/V interfaces were studied with Fe.
H was placed at principle sites within the cell, namely within the noble gas lattice, at the
standoff region, and in the subsurface region. It was found that H in the He lattice is at
a very high energy and readily migrates out of the gas phase toward the standoff region.
This occurs for all noble gases. H at the standoff has the lowest solution energy within the
cell and prefers to adsorb to the W surface as was observed in MD. The binding energy was
determined as the difference between the solution energy at the standoff and within bulk
W and was found to decrease with noble gas density, but still remains on the order of the
binding enerrgy of a H to vacancy complexes. There is a slight effect of surface orientation
with the W(111) consistently having the lowest interaction energies. The high pressure
noble gas lattice compresses the metal lattice modifying the diffusion characteristics of H
in the subsurface. Therefore the modification of the migration barriers in the subsurface
were investigated. It was found that generally the migration barriers increase toward the
interface, a trend that occurs even at a vacuum. However, special diffusion pathways were
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identified in which the migration barrier actually decreases with increasing noble gas density.
This suggests possible fast diffusion pathways in which H may arrive at these bubbles and
become trapped at the interface. With the knowledge of the migration barriers, the detrapping energy was calculated, which better describes the trapping of H to the interfaces
and not only includes the difference in solution energy of H at the interface and the bulk,
but takes into account the barriers associated with migration away from the interface. The
de-trapping energy was found to be approximately 0.5 eV higher than the binding energies
due to the sharp increase in absorption energy for H to enter the metal to a stable position.
These de-trapping energies are also less sensitive to noble gas density with an average value
of 2.0 eV.
Similar effects were observed under all lattices of noble gas. For instance, the decrease of
the migration barriers to near zero values occured at 4 He/V, 2 Ne/V, and 1 Ar/V. Thus the
effect of atomic radius in these calculations is to shift the effects to lower densities. Much
less densities of Ne and Ar are required to produce similar H interaction results, with only
slight deviation in the exact values of solution, binding, and de-trapping energies. Thus, it
can be concluded that if Ne were to be implanted into W, it would likely accumulate into
bubbles and strongly trap H.
H migration at these interfaces was also studied. This began by looking at the migration
of H at a vacuum interface with tungsten to obtain baseline values for comparison. The
preferred modes of migration on (100), (110), and (111) surfaces were evaluated. These
barriers for migration were found to increase drastically with a nearby density of noble gas
with a propensity to favor 1D migration over 2D. This suggests that H is immobilized at
the periphery of large noble gas bubbles. The trends for “parallel” migration were observed
even in the sub-surface, with the effect decreasing with depth.
Furthermore, the interactions of molecular hydrogen were studied at these W–noble gas
interfaces. As mentioned previously in Chapter 4, with MD, only molecular hydrogen was
found in the bulk of the bubbles; whereas atomic H was only found at the periphery. This
motivates questions about the dissociation energies involved with molecular hydrogen as
well as the trapping capabilities of the interface for molecular hydrogen and the propensity
for molecular hydrogen to form. It was found that H2 has no barrier for dissociation at a
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vacuum. However, this is not the case at a metal–noble gas interface. A barrier exists at 2
He/V for H2 dissociation that increases with increasing He density. In all cases H2 prefers
to adsorb to the interface, but this adsorption can be blocked with a significant coverage of
H, as is the case in the MD simulations. H2 was shown not to form at W surfaces due to
mutual repulsion of H both at a vacuum-surface interface of W and with a nearby density of
noble gas. The clustering capability of H in the sub-surface was also studied to determine
if H will cluster, possibly forming bubbles and gas within the sub-surface. Much like the
available literature, binding between 2 H in the sub-surface region of W was shown to be
near 0 eV, with the bulk of the interactions being repulsive. Near a noble gas lattice, there
exists particularly high repulsive interactions suggesting that H is less likely to cluster near
high pressure bubbles.
While the majority of the calculations have involved W, evaluation of helium noble
gas interfaces were also extended to Fe in which the magnetic effects were taken into
consideration.

Only interfaces of 0-2 He/V were considered becacuse relatively lower

pressure, and equilibrium bubbles are expected to form in structural components subject
to 14 MeV neutron irradiation. H trapping at the bubble periphery still persists in Fe,
although the barriers associated with this trapping are much less than those in W. The detrapping energies have a slight surface orientation dependence, and range from 0.80 to 1.09
eV as compared to the binding energies which range from 0.45 to 0.79 eV. Furthermore, the
migration barriers in Fe for H are much lower than those in W such that the modification
to the migration barriers from the density of noble gas does not significantly increase the
de-trapping energy. There is a similar pathway dependence to the H diffusion migration
barriers as observed in tungsten, in which diffusion in the direction of compression generally
has reduced barriers while diffusion laterally along the interface has larger migration barriers
for H.
Overall, this work has demonstrated the effect of bubble formation in BCC metals on
H retention. The trapping of H to the periphery of large nanometric-sized bubbles can at
least in part explain the experimental findings of lower H retention when implanted near
a microstructure of bubbles by preventing diffusion into the bulk. Modeling of W and Fe
free-surfaces and molecular H dissociation and atomic H surface migration are both directly
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applicable to the PSI environment in which these ions interact with surfaces from the plasma
side and accumulate at the surface where kinetics of H directly affect H recombination and
refueling capabilities of a fusion reactor. Modeling of H interactions with noble gas interfaces
are important because the formation and trapping of H to bubbles appears to be a global
phenomenon that will occur throughout the reactor along PFC.
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