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Recently CMOS sensors have been greatly improved, and various smart sensors, which include 
processing units inside the chip, have been reported. Although a number of methods for motion 
detection are reported in the literature, little attention has been paid to tracking sensors. Many 
motion detection sensors have been reported, and sometimes motion detection and motion object 
tracking are regarded as equivalent, since they typically use the same algorithm at the front end. 
However they are not the same. Tracking means tracing the progress of objects as they move 
about in a visual scene. The target must be followed continuously for a long time. On the other 
hand motion detectors only output instantaneous target movement. 
There are two main problems in the existing design of tracking sensors. Firstly they cannot 
handle complex target images, therefore simple features are used as the target for some sensors, 
even though the target does not always have those features in the real-world. Usually those 
sensors only track simple features such as edges or bright points. Secondly the precision of 
tracking is quite poor due to their circuit techniques. So although they perform well on synthetic 
data, performance is poor on real-world images. This thesis investigates how to realize a single 
chip tracking sensor which can deal with complex real-world object. 
A survey of existing tracking algorithms, which can be implemented on silicon is presented. A 
computation directed algorithm, which is known as BMA (Block Matching Algorithm) has been 
adopted and modified. This algorithm can deal not only with edges but also with more 
ambiguous features, and a performance of the algorithm is tested with real-world images. Hybrid 
circuits consisting sensors, analogue and digital circuits have been developed, and high precision 
tracking circuits are presented. The circuits, which incorporate 64 x 64 Active Pixel Sensors, 
parallel analogue memory and a Switched Capacitor parallel processing unit, are implemented on 
a single chip and fabricated. The circuits have been tested electrically, and total chip performance 
has been examined with test bed for tracking. Finally ideas for future improvements are 
presented. These are actually possible with current CMOS technology. 
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This chapter discusses the basic concepts of object tracking, its current difficulties, and the 
background of this research. Then, the aim of this research, the research novelty and contribution 
to knowledge are highlighted. 
1.1 Object tracking 
Object tracking means tracing or following the location of objects or features when they move 
around in sight [1]. Object tracking involves spatial and temporal data processing. This 
processing requires complicated calculation and much memory, therefore digital processing is 
usually used. Fig. 1.1 shows the generic system configuration. This common system consists of 
several devices and is bulky. 




Fig.1.1: Ordinary Image Tracking System 
Simplifying the system by integrating those devices is a natural trend, however this is very 
difficult and has not yet been achieved in this case. 
Object tracking is a highly challenging research area as it is difficult to achieve and the 
applications are numerous. For instance, object tracking may be useful for, surveillance, 
detection, guidance and navigation systems. In recent times there has been a strong interest in 
developing vehicle safety systems. Companies are especially interested in tracking the vehicles 
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in front, since this would be useful in traffic management, collision avoidance, lane sensing, and 
vehicle navigation. I am interested in practical vehicle tracking, since this theme is not only 
challenging but also contributes to current social needs. 
One of the main difficulties is that object tracking involves high-level processing for object 
recognition and judgement. This type of processing is difficult to deal with using an ordinary 
computer as the Von Neumann type or Turing machine architecture calculates fast, yet handles 
those probabilistic factors poorly. Therefore the calculation algorithm must play the main role 
and overcome this difficulty. 
Up to the present, nobody has produced a piece of hardware that will track real-world images 
such as vehicles. The reasons are 
Sophisticated, high-level processing approaches can only work under certain circumstances. 
Furthermore producing those systems in a reasonable size would be very difficult. This 
approach usually employs video systems, large amounts of digital memory, and high-speed 
computer systems. 
Low-level processing approaches do not work with real images of vehicles. To call low-
level processors object tracking devices is not correct as they can only track simple features, 
such as edges and bright points, but not objects. 
1.2 Research aims 
My research aim is to investigate whether it is possible to develop a system that could track 
vehicles in the real-world and still be feasible in simple hardware, perhaps even a single chip. 
This research can be divided into several stages. These are listed below:- 
To look at others' implementation of object tracking (software + hardware) and assess their 
flaws or disadvantages. 
To develop an algorithm that can track objects using only a simple scheme which is suitable 
for implementation on a silicon chip. 
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To test that tracking algorithm on real world images, to show that it can work with noisy and 
complex real world images. 
To develop hybrid sensor/analogue/digital circuits that can implement the above algorithm. 
To develop a prototype chip with low resolution which if scaled up would be able to track 
real-world images such as vehicles. 
To check the chip's performance, and to demonstrate that the chip works in tracking various 
artificial or real images. 
1.3 Research novelty 
This research contains new results and new architecture:- 
The algorithm employed for a one-chip, motion-tracking device has never yet been used in 
any other motion-detection or tracking chip. 
A new corner-detection (feature-detection) method and confidence checker (error checker) 
has been devised. 
Nobody has yet been able to demonstrate tracking of the moving objects in real-world or 
complex-object images, such as a vehicle image, using a single chip. 
All of the following circuits and architecture are new: 
The quasi column parallel output structure 
The BMA analogue processor 
1.4 Thesis Statement 
My research will be to demonstrate that, with the use of novel techniques for tracking 
measurement, a simple algorithm can achieve usable tracking performance in real-world 
images, and that the algorithm can be implemented on a single chip. 
This research presents some knowledge, which has not been published before. The author has 
been able to identify: 
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The parameters for a single chip real-image tracking device. 
The causes of a new tracking error in low resolution image. (the rounding error) 
A new measure for the rounding error. 
A more precise confidence measurement using a filtering method. 
Circuits and chip design to realize a single chip tracking device. 
New reference update scheme can deal with transformable object. 
1.5 Thesis Structure 
The following chapters describe the review of other researcher's methodology, the strategy of 
this research, theory, simulation results and experimental results of the designed chip. The 
chapter contents are summarized as follows: 
Chapter2: The existing literature and tracking algorithms are reviewed, and the tracking algorithm 
is determined. Parameters of the sensor chip are estimated, and tracking simulation 
conditions are explained. 
Chapter3 : Tracking simulation results are presented. Error mechanisms and measures for these 
errors are presented. 
Chapter4: The review of other smart sensors is presented. Practical circuit techniques, sensor 
devices and analogue memory for a single chip tracking sensor are discussed. 
ChapterS: Actual sensor construction and details of sensor, analogue and digital circuits are 
explained. Simulation and experimental results of circuit electrical performance are 
presented. 
Chapter6: Tracking test beds and experimental tracking results of a single chip tracking sensor are 
presented. 
Chapter7: The conclusion of this research is presented. Disadvantages of the current tracking 





This chapter presents the new algorithm for a one-chip tracking system. The algorithm is simple 
enough to realize on a chip, while retaining sufficient performance. The ability of the algorithm is 
proved by software simulation with real image data. 
2.1 Review of tracking algorithms 
This section discusses why the block matching algorithm was chosen. 
2.1.1 Tracking target definition 
In this research the targets to be tracked are moving vehicles. Recognition of a vehicle should be 
performed by another system and the initial location of a target vehicle is informed from that 
system. Therefore part of the vehicle image can be employed. 
A great deal of research has been carried out about tracking, however there is a gap between 
'tracking' and 'object tracking', as the target definition is different. Target definition also 
depends on the target sensing techniques, for example, radar, ultrasonic, heat or electromagnetic 
waves. In this research the target must be recognized by an image sensor. Various kinds of target 
definition are displayed below. All of them use information from an image sensor. They are 
implemented in several chips: 
* edge [2] 
* contour 
* bright peak [3] 
* centre of mass [4] 
* motion [5] 
* colour 
Once the target object is defined using these image features, the operation of fmding those 
features might be called 'object tracking', however in the real world targets may not possess 
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those features as they were selected due to the convenience for implementation or distinction. 
In this research parts of vehicle images are employed. Those images do not always contain the 
above characteristic. Therefore a more general object tracking method is necessary for this 
purpose since above simple tracking system cannot use. 
2.1.2 Algorithm classification 
Block Matching Algorithm (BMA) was chosen for the tracking algorithm. Because of its 
relatively small computation burden, high accuracy and feasibility for hardware implementation. 
In this section not only BMA but other algorithms' concepts are explained. 
From the point of view of the algorithm, Tekalp suggested [6] that a great deal of research has 
been carried out and many algorithms have been published. To be exact, those algorithms are 
used for motion estimation or motion detection. For tracking, the object location must be 
followed by successive motion estimation. However the first stage of tracking is the same as 
motion estimation, thus the motion estimation algorithms are used for tracking. Algorithm 
classifications vary with researchers [6][7][8]. Many terms are used for the same methods; even 
worse, sometimes the same term has different meanings. Here algorithms are classified into three 
types:- 
Differential methods 
Correlation based matching methods 
Model-based methods 
First each algorithm is summarized, then the advantages and disadvantages will be presented. 
2.1.3 Differential methods 
The basic idea of this method is that we can estimate the movement of the object by using the 
object image intensity gradient, which represents micro features of the object image [9]. We must 
assume that the image is constant for a short duration and only moves to nearby regions, which is 
a common assumption for every other method using image information. Under this condition, 
from the image intensity derivation, the elapsed time, and observed next image intensity, we can 
estimate the distance moved. I(x,t) is the image intensity function, and we can assume I(x,t) is 
linear in the both space and time dimensions. This condition is expressed as the following 
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equation using a Taylor series. 
I(x+dx,t+dt)=I(x,t)±VISx+8tJ +02 	 (2.1.1) 
the displacement of the local image region at (x,t) after time St 
VI = (ii , Iv ): the first order space partial derivatives of I(x, t) 
I : the first order time partial derivatives of I(x, t) 
02 : the second and higher order terms 
Ignoring 02  as it may be small, and dividing by St yields 
vI.v+If =o 	 (2.1.2) 
VI = (I, I,,): the spatial intensity gradient 
V = (u, v): the image velocity 
If we know VI beforehand, image velocity can be calculated. 
In this method, the objects' image should have a smooth luminance in the x and y direction. 
Under special conditions this theory is applicable to object images which includes step-like edges 
[101. 
Merits 
This method is suitable for parallel analogue hardware as the calculation is mainly done by 
pixel and only the nearest pixel data are required. Therefore the wire connection complexity, 
which is the most problematic issue for silicon, is reduced. Many retina chips and motion-
detecting chips employ this algorithm. 
Demerits 
Numerical differentiation is impractical when the signal-to-noise ratio is poor. Unfortunately 
many retina chips use noisy output sensor data, therefore their estimation is erroneous. 
This algorithm estimates only motion, thus further calculation is required to find the object 
location. This aggravates the accuracy of the location estimation. 
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2.1.4. Correlation-based matching methods 
These methods use some feature of the object (target) image to identify it. Many different 
features can be clues, e.g. edges, corners, brightest points. After extracting the feature from the 
object image, the neighbouring images in the subsequent frame are compared and the location of 
the most similar image is assumed to be taken as the new location of the target. The shift that 
yields the best fit between contiguous time-varying image regions is defined as the object 
movement. All methods, which use this matching process are classified as correlation-methods, 
although various kinds of features are employed. 
This method may originate from stereopsis, where a pair of images taken from different viewing 
positions is correlated, and stereopsis is employed to calculate distance of images [7]. The 
difference between motion estimation and stereopsis is that the former correlates subsequent time 
images, which are taken from the same view positions. 
The simplest way of comparing images is checking that those images possess the same features, 
for example edges. Some motion estimation sensors implement this method on Silicon chips. 
However there are many simple features such as edges in the whole field of view, therefore the 
performance is not reliable for real-world images. Using edges has another difficulty in 
determining 2-D direction, as it only enables indication of perpendicular movements. Therefore a 
more characteristic feature is required. 
One example is using a corner image for the feature. Corners images are advantageous to 
determine two-dimensional movement as they contain 2-D information. However, typically, 
good, match-able features, such as corner points, are sparse. Therefore, usually some detector for 
corners is required before starting the tracking process. 
Generally, the correlation-based matching method adopts a more complicated clue that is defined 
as some function or quantitative value. 
Block Matching Algorithm (BMA) is a correlation-based matching method that is less sensitive 
to the above problem. It does not always rely on the presence of significant image features, 
though it is essential to include some 2-D features. The reference feature is some part of the 
object image itself, strictly speaking the grey level intensity. Usually fixed sized rectangular 
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blocks inside the object image are adopted. A more precise explanation, actual parameters and 
the calculation procedure employed in this research are explained in the later chapter. 
Another example of the reference feature, which is a more complex function, is using the 
coefficients of the Fourier function of the image. Every image has its own particular distribution 
of these coefficients. Therefore this characteristic is applicable as the reference feature. Many 
other examples have been published and are found in [8]. 
The matching calculation or methods should be mentioned. The most popular method, when the 
clue is quantified, is using the absolute difference or the square of the value. In both case the 
small difference indicates the similarity: When more than two values must be compared, the sum 
of difference is employed. This value is often called MAV (Mean Absolute Value) or MAD 
(Mean Absolute Difference) or SSD (Sum of the Square of the Differences). The following 
equation expresses MAV, MAD and SSD. 
MAD= Z If (m)—g(m) 	 (2.1.3) 
MAy = 	f(m) - g(m) 	 (2.1.4) 
SSD= 	[f(m)_g(m)} 2 	 (2.1.5). 
Where f indicates pixel intensity of image, and g is pixel intensity of template. N is total pixel 
number. 
Another matching method is the Correlation Function. A general expression of uses the integral. 
Matching has to be amount to maximizing measure. Of their similarity the correlation coefficient 
between two functions f and g is defined as the integral: 
f f(x+öx).g(x)dx 	 (2.1.6) 
&, which maximizes this integral, is the shift between f and g, if f(x + &) = g(x). 
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There are few derivatives of this function. The most precise one is presented in the following 
equation: 
[f(x, y)_f( x, y)] . [w(x _ s, y_ t)_ w (x, y)J 
X 	y 	
(2.1.7) 
111 [f(X,Y)-f(X,Y)r. 	[W(X_S,Y_t)_W(X,Y)}2 
The larger value indicates more similarity of comparing data. This function is more sensitive yet 
it requires more calculations. 
Merits 
These method require less computational burden than the differential method, since neither 
time-differential nor space-differential calculation are necessary. 
Demerits 
In the presence of large disparities, non-hierarchical correlation algorithms become sensitive 
to false matches, due to increase in search spaces required to handle the faster motion. 
The complexity of pixel connection increases, with the square of the search area size, 
therefore wiring of pixels is dense and difficult. The algorithm is not suitable for a parallel 
calculation architecture. 
2.1.5 Model-based matching methods, knowledge-based methods 
Some specific objects can be tracked by a model-based method [11] [12]. The basic idea is that if 
the target object possesses remarkable, conspicuous characteristic or features, a comparing and a 
matching process is not necessary to track them. Only fmding those peculiar features in each 
frame is sufficient to track the object. 
Recognition schemes are achieved with referring to the object model. The object model strongly 
depends on the target object to simplify the calculation, thus the model cannot be used for other 
objects. 
Merits 
(1) robust to noise 
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(2) low resolution image data can be used. 
Demerits 
Constructing an efficient model is difficult. 
Even using high speed computing units, the computation burden is enormous and real time 
calculation is difficult. 
2.1.6 Determining the tracking algorithm 
The strategy taken in this research was: 
First, to choose the simplest algorithm which can deal with real image data by a simple 
processor. If the performance was insufficient, some small refinement was attempted. Since 
implementation on a silicon chip is important in this research, algorithms requiring heavy 
computation burden could not be adopted. 
From the point of view of computation burden and ability for real image tracking, the Block 
Matching Algorithm (BMA), which is a correlation method, was chosen as the tracking 
algorithm. Many MPEG chips have proven implementation of BMA, and research using BMA 
shows sufficient tracking ability. 
Model based algorithms are complicated and require lots of computation, thus including the 
processing unit in the CMOS sensor is unrealistic. 
In this research the probable target location is fed as the input data, yet target images do not 
always include edges, which are employed in the simple correlation methods, therefore such 
simpler correlation methods cannot estimate the target location. 
The differential method also has difficulties. The main difficulty is that it requires spatial 
differential, temporal differential, addition, and division, while the correlation method only 
calculates intensity difference and adds them. Therefore the correlation method needs much less 
computation. Additionally the simple differential method using pixel intensity for the reference 
element may cause erroneous estimation, since the object size is larger than pixel size. 
The feasibility of the above algorithms is evaluated by other researchers' chips. There are lots of 
motion estimation calculator IC using BMA, as this algorithm is regulated and adopted in MPEG 
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[13][14]. This fact shows one of the proofs of the efficiency and feasibility of BMA, though none 
of those chips include sensors. The strong point of this algorithm is that it can deal with real 
images. 
Another motion estimation chip using the correlation method has been published [15]. However 
this chip only computes 1-D motion and cannot deal with 2-D motion. 
On the other hand the motion detector chip using the differential method was presented by Mead 
[16]. Although this chip had unique features, which were associated with biological features, it 
cannot deal with real object images. The estimation is erroneous as the fill factor of the sensor is 
much smaller than ordinary CMOS sensors and output photo current fluctuated in the whole 
sensor area. Another fundamental problem is this chip only estimates the averaged motion of the 
whole observed area in order to avoid the aperture problem. Therefore this chip cannot track a 
moving target in a still background. 
Recently attentional search/tracking chips employing model based algorithms have also been 
published [17] [18]. However these chip are 1 -D sensors, and detect only a salient edge and its 
movement direction. Therefore they cannot track the object in a strict sense, and tracking real 
vehicle images is impossible. 
As we have seen, no algorithms except BMA are suitable for these research purposes, therefore 
BMA has been chosen for the tracking algorithm. 
2.2 Assumed Conditions and Expected Difficulties 
This section shows the assumptions for the simple tracking algorithm and also highlights the 
limitations of a single chip tracking system. This system assumes that objects and their 
environments are specified. The target object is a vehicle viewed from behind, and the 
environments are roads. This limited condition allows us to simplify the chip configuration and to 
reduce the amount of calculation required. 
2.2.1 Main Restrictions 
Due to Si area restrictions, only the simplest algorithms are feasible for implementation. 
Therefore the simplest calculations are employed. To reduce the complexity of processing and 
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hardware configuration, the following restrictions and assumptions are made. The grounds and 
justification for those assumptions are also presented. 
No object recognition task is required for the tracking system. 
Object recognition is difficult to achieve with simple hardware. In this research the tracking 
device is supported by a different system together. This system is called the distance 
measuring system and detects the distance of whole points in the scene. From this 
information we can assume the location of target vehicles. 
System tracks only one object in each frame. 
In most cases, the target vehicle is the most likely object to collide with this tracking 
vehicle. Therefore tracking this vehicle reduces possible collisions. This condition provides 
massive data reduction and enables real time calculation and high-speed frame rate. It also 
reduces Si resources. 
The target's relative motion speed is slow. 
The observed movement is too fast when the tracking vehicle and target vehicle are not 
moving in parallel. When analysing high-speed movement, search window must be large, 
and this expansion of the search cause an increase in computational burden that is 
proportional to the search area. However, following a target vehicle is the most common 
case during a real-world tracking sequence. Under this situation vehicle tracking is possible 
since relative speed and lateral motion are slow. 
The distance measurement system feeds addresses quickly to the tracking system. 
At the beginning of the tracking sequence, the object location information (sensor address) 
is provided by the distance measuring system. If this input procedure is much slower than 
object movements, the tracking sequence starts falsely. However the tracking device and the 
distance measuring system will be built into the same component, hence sufficient data 
transfer will be available. 
No fatal noise or disturbance occurs. 
The tracking device will be set up inside a vehicle, therefore supply voltage change, and 
vibration is suppressed to a minimum level, illumination changes are also suppressed by an 
automatic exposure time control technique. 
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Fast frame rate is available. 
To reduce calculation, a search window is limited to minimum size. Under a high frame 
rate, it is possible to find an object inside a small search area. 
Object images are bright enough even under high frame rate. 
Under a high frame rate, exposure time decreases, and image contrast and intensity also 
diminish. Large photo diode size should be adopted, however, this is inversely proportional 
to the number of pixels. Therefore a dark object image is hard to track. In this research the 
target image is brighter than about 1 lux, which is equivalent to poorly illuminated room. 
This is discussed in detail in chapter 4. 
Object distance is limited to under lOOm. 
An object image in the far distance is smaller than the window size, and the background 
image is included in a reference image, which causes a tracking error. Therefore objects 
over lOOm distant will be ignored. Furthermore a distant object is unimportant in terms of 
collision evasion. 
Object rotation (roll) movement is small. 
For the present the image sensor and BMA cannot estimate roll movement properly, 
however roads and vehicles images are generally level, especially when the target is 
observed from a following vehicle. 
None of the above limitations are fundamental problems for real-world vehicle tracking. 
Additionally, these limitations will be eased in the next generation system. 
2.3 Tracking Sequence 
This section presents an overview of the tracking processing sequence for the one chip system. 
There are five tracking steps. The sequence of tracking processing consists of five processes as 
shown in Fig.2.3.l. There are two forms of input data; image data and the likely address of the 
previous frames' tracking object from the distance measuring system. The output is the estimated 











Fig.2.3.1: Program Flow 
While tracking is possible, the output is fed back to the input. Therefore, successive tracking 
without a new address input from the other system is possible. Each process is detailed in the 
following section. 
2.3.1 Finding the Reference Image (comer detector) 
The tracking chip should choose a reference image address among the candidate addresses. As 
the tracking ability strongly depends on the reference features, using characteristic images 
increases the tracking accuracy and makes tracking a simple task. There is usually more than one 
candidate address, since the object image is larger than the reference image block size. 
Since the velocity and motion cannot be uniquely determined from a single straight moving edge, 
the reference image should contain 2-D figures to detect the 2-D motion. A 2-D figure is defined 
as an image of compound edges, which have different perpendicular vectors. This kind of 
problem is also known as the "Aperture Problem", and it might occur due to the 2-D figures, 
which are too large for the reference window. 
Some retina chips employ a smoothness assumption to solve this problem, though this 
assumption is based on movement estimation of many locations [19]. It requires lots of 
calculation and memory, thus this method can not be applied. 
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2.3.2 Tracking Calculation 
A Block Matching Algorithm (BMA) is used for the tracking algorithm. The basic principle of 
block matching is to compare a rectangular block of image data in the reference frame with 
candidate blocks in the searching frame. This is illustrated in Fig.2.3.2. N is the size of reference 
block, and 2w is the difference of the size between search window and reference block. Usually a 
reference frame and a searching frame are successive. The motion vector and the new address are 
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Fig.2.3.2: BMA concept 
As the matching criterion, the Mean Absolute Difference (MAD) is used. The Sum of the 
Squared Difference (S SD) is also commonly used, however, this calculation results in a larger 
output value due to square calculations, and it makes hardware implementation difficult. The 
matching function of the MAD type is defined as follows. 
MAD( ij )=I I j f(m,n,1 -1)-f(m+i,n+j,t)I 	 (2.3.1) 
- w :!~ i !~ w,-w :!~ j :!~ w 
Where f(m, n, t- 1) represents the reference block of N*N  pixels at coordinates (m,n), and f(m±i, 
n±j, t) represents the corresponding block in the searching frame at new coordinates (m+i, n±j). 
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After calculating all the MAD for all blocks in the search window, the address, which has the 
minimum MAD value, indicates the new target location. 
2.3.3 Tracking Error Check 
BMA occasionally causes erroneous estimation due to its simplicity. For example, BMA outputs 
an 'answer' even in the case that no true answer exists. Therefore checking the error possibility, 
and flagging in erroneous cases is important. 
Two types of error are possible. First, a 'true' answer does not exist, for instance, a object has 
vanished or left the view range. The second type is miscalculation owing to a large change of 
circumstances. Error checking algorithms should work in both cases. 
2.3.4 Refreshing the Reference Image 
Reference data should be refreshed when the object image has changed considerably in shape and 
illumination level, otherwise tracking will be false. Careful refreshing enables long tracking 
times in changeable scenes. Most research using BMA employs refreshing with every frame, as 
its purpose is motion estimation and it does not take into account target definition or recognition. 
However, the aim of this research is motion object tracking, and a different refresh sequence 
must be investigated. 
2.3.5 Renewing the Address 
Finally, the estimated address of the location of the moving object is supplied to the outer 
systems. This address is also fed back to the chip itself as the input for the subsequent frame. 
Corner detection is required only with the initial input frame, if the fed back address supplies 
sufficient information. 
2.4 'Corner' Finding Technique 
This chapter describes common 'corner' finding techniques and also the new 2-D figure finding 
technique with BMA. The latter technique accords well with the BMA tracking device. 
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A 'corner' is the simplest example of a 2-D figure. Much of the work related to corner' finding 
has been reported, but most of the techniques need complicated calculation. In this project a 
'corner' is not necessary as long as the reference image includes a 2-D figure. 
2.4.1 'Corner' Finding Technique in Retina Chips 
The human retina enhance edges and corners within an image [20], though the basic theory is the 
application of Laplacian of Gaussian (LoG). This calculation is done by comparing the 
illumination intensity of one point and the localized distributed intensities of neighbourhood 
points. This edge extraction operation is carried out by focal circuits consisting of a resistive 
network layer and photoreceptors [16]. Fig.2.4.1 shows a diagram of this silicon retina. Similar 
calculations which are not exactly the same as in human retina, due to the lack of a resistive 
network, are possible by using average outputs and pixel outputs. With these algorithms a 
'corner' may have a larger output value than an edge, however the difference is quite small. Thus 
distinguishing corners from edges in this algorithm is unrealistic. By considering information 
extracted from edges in different directions, corner location can be calculated [21]. Yet this 
calculation requires massive computation power and memory external to the retina chip. This 
technique is available for multi-chip systems but is unsuitable for a single chip device. The detail 
of this technique is introduced in the next section. 
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Fig.2.4.1: Silicon Model of Biological Retina (original figure in Mead[161) 
2.4.2 "Corner" Finding Technique in Machine Vision 
To date, many corner extraction algorithms have been published. These can be classified as either 
grey-level-based [22] or boundary-based [23]. Grey-level-based approaches detect dominant 
points directly from the intensity image while boundary-based approaches detect corner points 
from a list of connected edge elements that have been previously extracted from a grey-level 
image. Boundary-based algorithms are more widely used than grey-level ones because they are 
easy to implement and because edge detection is part of most machine vision systems. 
As was mentioned previously, this boundary-based algorithm requires a far heavier computation 
burden for the one chip tracking device. Additionally if the tracking device uses a voltage-mode 
CMOS sensor, this sensor has a difficulty interfacing with a resistive network. For this reason the 
grey-level approach has been selected. 
Even using image intensity directly, grey-level algorithms also need lots of calculation. Some of 
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them must perform multiplication, division, trigonometric functions, etc. These algorithms are 
suitable for systems with a high performance DSP and large digital memory, but are not 
appropriate for a simple focal processing device. 
Though grey-level algorithms require heavy computation, these algorithms can be carried out 
using voltage-mode CMOS sensors and analogue circuits. Therefore simple grey-level algorithms 
are worth investigating. In the following section mask operation, SUSAN algorithms and the 
original BMA corner finder are presented. 
2.4.3 Mask Operation 
The simplest corner finding technique is the mask operation. This operation is carried out directly 
on the image pixels. Processing functions may be expressed as 
g(x,y) = T[f(x,y)] 
	
(2.4.1) 
where f(x,y) is the input image, g(x,y) is the processed image, and T is an operator on f, defined 
over some neighborhood of (x,y). The principal approach to defining a neighborhood about (x,y) 
is to use a square or rectangular sub-image area centered at (x,y). The simplest form of T is when 
the neighborhood is 1 x 1. However for corner detection, larger neighborhoods are necessary, and 
this processing calculation is called the mask operation. Basically, a mask is a small (2 x 2, 
3x3, 5x5,  etc) matrix. 
Fig.2.4.2 shows commonly used edge enhancing masks. These masks are all paired to detect 2-D 
edges. This means that to detect a corner requires two mask operations. Only the points which 
respond to both operations are recognized as corner points. 
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Fig.2.4.2: Mask Operator 
In practice this method has problems, as compatibility with the tracking calculation is poor. As 
will be shown later, the size of target block is over 4 x 4 (up to 8 x 8), though the mask size is 
much smaller than that. Thus if the corner only makes a small part of target block, it is quite hard 
to detect the whole block movement. Theoretically it is possible to detect the movement of a 
whole block which only has a small corner, however when using the MAD as a matching criteria, 
small corners can cause erroneous estimation. 
2.4.4 SUSAN Corner Finder 
SUSAN (Smallest Umvalue Segment Assimilating Nucleus) is a simple algorithm and which is 
well suited to hardware implementations [24]. The principle of this theory is to count pixels, 
which have the same or similar brightness as that of the nucleus pixel of a circular mask. The 
following equations explain SUSAN theory. 
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c(F)=i if I1(F)-1(i ~ t 
c(F, 7) = 0 if 1 (F) —  i(F ) ~! t 	 (2.4.2) 
Where F is the position of the nucleus in the two dimensional image, F is the position of any 
other point within the mask, I(F) is the brightness of any pixel, t is the brightness difference 
threshold and c is the output of the comparison. This comparison is carried out for each pixel 
within the mask, and a running total, n, of the output is made; 
nQ)= 	c(F,) 	 (2.4.3) 
This total n is just the number of pixels in the USAN (Univalue Segment Assimilating Nucleus), 
and gives the USAN's area. This total n falls as an edge is approached reaching a minimum at the 
exact position of the edge, and near a corner it falls further, giving local minima at the exact 
positions of an image corner. Fig.2.4.3 illustrates this theory. Using a different SUSAN threshold 
value of the counted pixel number, the locations of edge and corner are sorted out. Accurate 
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Search the position of the nucleus which has the smallest USAN. 
Fig.2.4.3: SUSAN concept (original figure in Smith[24]) 
There is a problem with masks, which are small and circular. The circular form is difficult with 
small mask and calculations are incorrect. In the original paper a 37 pixel circular mask was 
employed. Sensor pixels are arranged in rectangular coordinates, therefore a small mask area is 
hard to take circular form and cannot calculate correctly. 
2.4.5 Simulation Results of SUSAN Corner Finder 
To compare finding ability, the SUSAN corner finder technique was tested with the same image 
of the back of a vehicle. Fig.2.4.4 shows the result. The white rectangle indicates the search area, 
and the black square frame indicates corner location. Although a small SUSAN threshold value 
of 9 was adopted to detect a corner shape, edges were also detected at the car roof. The reason for 
this is that the shape of the car roof is a thin line and which causes a small SUSAN value. This 
can be a problem because a line image is not suitable for BMA tracking. Setting the minimum 
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threshold may ease this problem, though it requires extra computation and also the suitable 
threshold should be determined. 
a 
POE'  
Fig.2.4.4: SUSAN Image (BDT=25) 
Another problem with SUSAN is that the simulation result is affected by the brightness 
difference threshold (BDT). Changes in the SUSAN value against the brightness difference 
threshold are shown in Table 2.4.1. In this case the desirable BDT is around 25, because using 













1 0 0.7 289 
10 0 13.1 78 
20 2 21.8 18 
25 4 25.3 14 
30 4 28.1 10 
40 4 31.9 9 
50 8 34.1 2 
Table.2.4.1: SUSAN Results with various BDT 
Another SUSAN result for a different image is shown in Fig.2.4.5. Using the same BDT(25), too 
many candidate addresses were selected. To reduce the number of candidate addresses, a larger 
BDT is necessary and 40 was found to be the optimum BDT in this case. Table 2.4.2 shows the 











1 0 0.9 360 
10 0 11.3 174 
20 0 18.7 56 
25 0 21.7 35 
30 1 24.2 20 
40 3 27.8 10 
50 4 30.3 7 




Fig.2.4.5: Another SUSAN Image (BDT=25) 
Usability of SUSAN algorithm 
SUSAN algorithm is promising, however: 
Finding suitable SUSAN threshold value is difficult. SUSAN detects not only corners but 
also thin lines or dots. 
Finding  and fixing the optimum BDT value is difficult as it depends on images. 
Due to these drawbacks, the SUSAN technique is difficult to apply in a real vehicle image 2-D 
feature detector. 
2.4.6 MAD 'Feature' Finder 
MAD is applied also for finding features. The simulations were designed to study whether a 
characteristic feature had a large MAD. MAD was calculated in all directions of a reference 
image (in this case 8 directions). We define the comparing area as a search window. In this 
finding sequence, images for both reference and comparison exist in same frame, while in the 
tracking sequence, the frame for comparison is subsequent to reference frame. 
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If images within a search window are plain, MAD of all directions shows a very small number, 
because there are no differences between plain images. In a similar way, a straight edge image 
has few differences when compared to images in the edge direction. Only a 2-1) figure has a large 
MAD in all directions. 
2.4.7 Simulation Results of MAD Feature Finder 
Due to its simplicity and consistence with the tracking algorithm, the MAD algorithm is adopted 
for this 2-D figure detector. Using the same algorithm to detect and track the reference address 
eliminates extra circuits and silicon resources. 
Assuming that the minimum MAD among the 8 directions is larger than the threshold value, the 
reference image is defined as a unique 2-D figure. Fig.2.4.6 is the result of the simulation. 
Fig.2.4.6: Results of MAD feature finder 
The white rectangle is the search area, and the black frame indicates the unique image area. With 
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a high threshold value, a characteristic image was selected. In this case only the upper-right 
corner of the number plate was selected from among 169 candidate locations. Fig.2.4.7 shows the 
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Fig.2.4.7: Number of detected features 
This result suggests that the correct threshold value is required to find the reference image. MAD 
is susceptible to illumination intensity, with the same shape having quite different MAD under 
different illumination conditions. Therefore the threshold value must be adjusted according to the 
intensity level of the images. If setting up threshold values is difficult, an alternative approach is 
to select maximum MAD image address among candidates. 
2.5 Conditions of Tracking Simulation 
In this section, the parameters for the simulation of the tracking algorithm and BMA parameters 
are described. These simulation results and parameters reflect the hardware implementation. The 






Image size 320 x 240 pixels 
Intensity resolution 8bit grey level 
Frame rate 30 frames/s 
Reference block size 4 X 4 (8 x 8) 
Search window size 14x14 (18x18) 
Table.2.5.1: BMA Parameters 
2.5.1 Source Image Data 
Real vehicle image data was collected by placing a video camera in the passenger seat of a car 
and driving behind other cars on roads. This data contains a great number of vehicle images 
under various traffic and weather conditions which were used to check the efficiency of the 
tracking algorithm. 
To estimate the object image size, images of vehicle rears at precisely measured distances were 
also collected. Fig.2.5.1 and Fig.2.5.2 display two source images at different distances. This 
videotaped data was converted to bit map image format (bmp) using an image capture card and 
stored on a computer. Furthermore this data was converted to pgm files which are gray scale 
(monochrome) image data. Using pgm format makes software simulation easy, as the format is 
simple and easy to understand. The image data is composed of 320 x 240 pixels with 8bit 
intensity resolution. 
An image sequence of 60 frames in length (2 seconds) was employed in the first simulation. This 
sequence included an image of the preceding vehicle turning left and going out of the frame. To 
examine the robustness of the algorithm against  disturbances such as noise, illumination change, 
occlusion. Longer sequences were also tested. The second sequence was 15 seconds in length 






Fig.2.5.1: Car image at 2 metre 
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I 
Fig.2.5.2: Car image at 30 metre 
2.5.2 Number of Pixels 
The CMOS sensor should provide a sufficient number of pixels to distinguish a vehicle image a 
long distance away, however a larger number of pixels reduces image intensity due to the small 
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photo diode (PD) area. 
The same optical system was employed for the tracking device and distance measuring system. 
The horizontal view field is about 44.5 degrees, and the vertical view field was about 31.2 
degrees. One problem with the present optical system is the symmetrical setting of the view field. 
In particular the vertical symmetry of view field is not necessary, since a scene is not 
symmetrical in the vertical direction. The asymmetric view field requires fewer pixels but a 
larger PD area. However the design of an optical system is beyond the scope of this research. The 
area of the proposed CMOS sensor is 6.4 x 5.2mm, which is set the same as that of the distance 
measuring system. 
Using the present optical system and a 256 x 256 pixel array, a car image at a distance of lOOm 
is about 4.5 x 5 pixels in size. Car size is estimated at about 1.5 x 0.8m. Table 2.5.2 shows the 
relationship between image size in the focal plane and distance, which is examined with real 
vehicle images. Table.2.5.3 shows the estimated size of car by calculation. The following simple 
calculations are used. 
(Af' 
For horizontal direction: 
(1.5xNc) 
 x tan(') x 2 
d 	2) 
For vertical direction: 	
(0.8x Nr)
x tan' 	I x 2 
d 	L2) 
Nc: number of column, d: distance, Af: angle of view field (44.5 degree), 
Nr: number of raw, Ae: angle of elevation (31.2 degree) 
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Distance Vehicle width Vehicle height Number plate 
width 
1.2m >280pixesl >141 pixels 8 8pixles 
2. Om 21 9pixels >1 34pixels 5 8pixels 
4.Om 124pixels lOOpixels 32pixels 
5.7m 96pixels 74pixels 26pixels 
9.7m 58pixels 46pixels 15pixels 
14.5m 42pixels 33pixels pixels 
—
11 
20.2m 28pixels 23pixels 8pixels 
25m 22pixels l8pixels Spixels 
30.2m 20pixels 15pixels Spixels 
40.5m 15pixels Ilpixels 3pixels 
Table.2.5.2: Car image size 
Distance Vehicle width Vehicle height 
lOm 58.6pixels 34.4pixels 
20m 29.3pixels 17.2pixels 
30m 19.5pixels 11.5pixels 
40m 14.6pixels 8.59pixels 
SOm 1 l.7pixels 6.87pixels 
60in 9.77pixels 5.73pixels 
70m 8.37pixels 4.91pixels 
80m 7.32pixels 4.30pixles 
90m 6.Slpixels 	I 3.82pixels 
I 00 5.86pixels 	I 3.44pixels 
Table.2.5.3: Estimated image size of car 
The simulation matches the measured data. Since the number of pixels within the object image is 
also proportional to the sensor's total number of pixels, with a 320 x 240 pixel array, a car image 
at a distance of I 00 is about 6 x 5 pixels in size. With an 160 x 120 area sensor a car image is 
reduced to 3 x 2.5 pixels. 
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lithe reference window size is set to 4 x 4 pixels. A sensor of approximately 256 x 256 pixels is 
needed to meet the required minimum resolution. In the same manner, an 8 x 8 reference 
window requires a resolution of 512 x 512 pixels. 
As a small image size causes inaccurate tracking, a higher resolution pixel sensor is desirable. 
However such a sensor is difficult to design and also has problems with the precision of the 
intensity resolution. Therefore a 256 x 256 total pixel array has been adopted, as the number of 
pixels is sufficient to detect a vehicle at a distance, and it matches well with the binary code of 
the addressing system. 
2.5.3 The Frame Rate 
In this research a high frame rate will be adopted, as this provides a small search window. By 
using BMA the number of calculations is proportional to the square of the size of the search 
window. This is expressed in the equation below. 
(N—m+l) 2 	 (2.5.1) 
Where N and m represent search window width and reference window width respectively. Thus 
reducing the search window is the most effective way to reduce the amount of calculation. For 
this reason, the frame rate should be fast enough to restrict the objects' motion within the search 
window. The smallest possible window size has been proposed, thus the movements must be less 
than one pixel width on the focal plane. The fastest possible movements of a target image must 
be estimated, and the frame rate fixed using this information. Therefore it is important to know 
what kinds of target movements cause the fastest movements on focal plane. 
Observation of real vehicle images revealed two useful tendencies. First, the side movements of a 
vehicle during a turn are slow enough for a small search window to follow. Second, the motion of 
an object at a short distance is the fastest. Observed movements of various objects, not only the 
target vehicle but also road signs and other background object, are shown in Fig.2.5.3 and 
Fig.2.5.4. 
In general, a moving vehicle stays at a distance from the following vehicle or the preceding 
vehicle. There is enough distance between a turning vehicle and the vehicle following it. The 
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Fig.2.5.3: Side motion of vehicle 
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The crucial case is image expansion at a short distance from the object. Even when the vehicle 
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itself does not move sideways, the edge of the image moves sideways, since the image size is 
proportional to the distance. Image expansion is estimated under various relative speeds, based 
on the following simple equations between two ratios: 
Np :EP(t-1)=dxtan(Af)x2:W 
Np: EP(t) = d x tan(Af) x 2:W 
Np; number of horizontal pixel, EP(t); Edge position at time t, 
Af; angle of field of view, W; Width of target object 
Movement = EP(t - i) - EP(t) 
	
(2.5.2) 
Tables 2.5.4-6 show the results of calculations of image movements. From which, several 
significant results were obtained: 
In the case of a high relative speed (100 km/h), if the distance is further than about lOm, the 
side movement is within one pixel width. 
At the usual frame rate (30 frames/s) with a relative speed of 60km/h, the movement of the 
image of the approaching vehicle exceeds one pixel per frame at 13m. At 150 frames/s, the 
closest trackable distance improves to 6m. At 300 frames/s, it is 4m. 
In most cases Sm is the closest distance for following moving vehicles in most cases, thus 
300 frames/s is found to be a sufficient frame rate under practical conditions. 
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Distance 30 frames/s 150 frames/s 300 frames/s 
15m 0.75pixesl 0.1 Spixels 0.07pixles 
14m 0.86pixels 0.l7pixels 0.08pixels 
13m 1.01 pixels 0. l9pixels 0. lOpixels 
12m 1. l9pixels 0.23pixels 0.11 pixels  
11M 1 .42pixels 0.27pixels 0. I4pixels 
1 Om 1. 72pixels 0.33pixels 0.1 6pixels 
9m 2.14pixels 0.41pixels 0.20pixels 
8m 2. 73pixels 0. 52pixels 0.26pixels 
7m 3.61 pixels 0.68pixels 0.34pixels 
6m 4. 98pixels 0.92pixels 0.46pixels 
Sm 7.32pixels 1 .33pixels 0.66pixels 
4m 11.8 ipixels 2.09pixels 1.03pixels 
3m 22 .2opixels 3. 76pixels 1. 84pixels 
2m 56.3 5 pixels 8. 62pixels 4.1 9pixels 
Table.2.5.4: Estimated Image Movement (relative speed 60km/h) 
Distance 30 frames/s 150 frames/s 300 frames/s 
18m 0.88pixesl 0.l7pixels 
17m 0 .99pixels 0.1 9pixels 0.09pixels 
16m 1. l2pixels 0.21pixels 0.11 pixels  
15m 1 .29pixels 0.24pixels 0. I2pixels 
14m 1 .48pixels 0.28pixels 0.1 4pixels 
13m 1. 73pixels 0.33pixels 0.1 6pixels 
12m 2.04pixels 0.38pixels 0.l9pixels 
11M 2.45pixels 0.46pixels 0.23pixels 
lOm 2.99pixels 0.55pixels 0.27pixels 
9m 73pixels 0.68pixels 0.33pixels 
8m 79pixels 0. 87pixels 0.43pixels 
7m 6.38pixels 1. l4pixels 0.56pixels 
6m 8.9lpixels 1.56pixels 0.77pixels 
5  13.32pixels 2.25pixels 1.11pixels 
Table.2.5.5: Estimated Image Movement (relative speed 100km/h) 
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Distance 30 frames/s 1.50 frames/s 300 frames/s 
lOm 0. 83pixels 0.1 6pixels 0.08pixels 
9m 1 .O4pixels 0.20pixels 0.1 Opixels 
8m 1.32pixels 0.26pixels 0.l3pixels 
7m 1. 73pixels 0.34pixels 0.1 7pixels 
6m 2.37pixels 0.46pixels 0.23pixels 
Sm 3 .45pixels 0.66pixels 0.33pixels 
4m 5.47pixels 1.03pixels 0.Slpixels 
3m 9.97pixels 1 .84pixels 0.9 ipixels 
2m I 	23.63pixels 4.19pixels 2.06pixels 
Table.2.5.6: Estimated Image Movement (relative speed 30km/h) 
2.5.4 Reference Window Size 
The size of reference window (image) affects tracking ability. In general the larger the window, 
the more accurately it tracks. However it must be located inside of a tracking object, otherwise 
calculated movement is confused with background image movement. 
A small window size also reduces the amount of calculations and Si resources, since the amount 
of calculation is quadratic to the size of the reference window. 
A 4 x 4 pixel reference window is employed, since it is smaller than a car image at a distance of 
lOOm using a 256 x 256 pixel sensor system. 
2.5.5 Search Window Size 
A minimum search window size (2 pixel width larger than reference window) under high frame 




2.5.6 Gap between Simulation and Reality 
The proposed tracking device uses a high frame rate, however image source data for the 
simulation is recorded under the normal slow frame rate. Therefore the equivalent size of search 
window under the slow rate, which is larger than that under a high frame rate, must be estimated 
for precise simulation. 
Frame rates for the test sequence (30framesls) are 10 times slower than that of the proposed 
system (300 frames/s). This slow frame rate makes the object motion large, hence a larger search 
window is required. 
Other researches using BMA employ a window size which is 10-16 pixels wider than the 
reference image window. The reason for adopting this size is not explained clearly in the 
literature, however there is a trade-off between tracking accuracy and calculation burden. The 
size also depends on the maximum movements of the objects. It is postulated that the window 
sizes presented have been decided by trial and error. 
In this simulation a window which is 10 pixel wider than the reference window has been adopted. 
This value is equivalent to that for 150 frames/s. This search area is therefore smaller than for a 
rate of 300 frame/s, however this value is sufficient as the real-image sequence does not contain 
crucial cases such as high relative speed (100 km/h) with short distance (under 5m). This 
situation is very dangerous and should not occur. (If it does, it's too late!) 
2.6 Summary 
This chapter presented the review of literature and tracking algorithm. BMA is chosen for the 
tracking and feature finding algorithm due to its simplicity and ability. The main restrictions of 
the algorithm are also discussed along with considerations related to the pixel design described 
later in chapter 4. To prove the ability of algorithm, the tracking simulation conditions and 
parameters are decided by observing real-world image data. The simulation with real-world 





This chapter presents tracking simulation results with real image data. The causes of tracking 
errors and their solution are also presented. New error checker, error analysis and the 
improvement of the Block Matching Algorithm are discussed. 
3.1 Results of Tracking Calculation 
This section shows simulation results of tracking processing with real image data. The causes of 
tracking errors and their solutions are presented. Limitations of this simple tracking algorithm are 
also discussed. 
3.1 .1 Mis-tracking due to the Rounding Error 
F19.3.1.1 shows the starting image of the vehicle being tracked. The white box indicates the 
coordinates of the reference image window. The image of the number plate, which contains 
corners, was chosen to make tracking easy. 
Fig.3.1.1: Tracking Start Image 
Fig.3. 1.2 shows the result of tracking after 40 frames with an obvious tracking error. The 
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coordinates estimated by the calculation incorrectly retained the same address while the target 
image was moving left. 
CI 
- _-: 
Fig.3.1.2: Tracking Error Image 
The reasons for this error are concluded to be that: 
* resolution of the sensor address is insufficient. 
* renewal of the reference image is too frequent. 
The estimated address always contains a (±0.5 ~!) pixel rounding error, since the true object 
address is a rational number while the resolution of the sensor address can only be a natural 
number. Once a reference image is renewed, the reference image changed, and the rounding error 
cannot be removed. During frequent renewal, the rounding errors accumulate, and finally a 
tracking error results. At first the refreshing of the reference image was carried out every frame, 
as with other motion detector chip sequences. The explanation of this is illustrated in Fig.3.1.3. 
In this first simulation the calculated address of the object was retained, as the real movement 
was slow, within about 0.5 pixel width, and it continued for several frames. Though the estimated 
address is stationary, the real object address kept moving little by little to the left. Thus the 
estimated address was wrong in the end. This error is termed as the rounding error. The error is 
obvious in this tracking sequence, though only one publication, which is Yau and Duffys' paper, 
explained it clearly [25]. They call this error drift error and describe the reason as: 
'Every time a new image block is extracted from the current frame the facial feature may be 
slightly off centre, due to the finite accuracy of the block searching process. Such positional 
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errors remain in the system once they are introduced, so if they are allowed to accumulate they 
will eventually cause the image blocks to drift away from the facial features.' 
One reason why other researchers did not mention this error is that BMA is often used for motion 
detection, data compression or motion compensation. Thus their research aims are detecting 
instantaneous motion. They do not track the object, thus they do not care about shifting of the 
tracking points. 
Fra 
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Fig.3.1 .3: Accumulation of rounding error 
However even in the researches relevant to object tracking, the rounding error has rarely been 
reported before. Usually the cause of the error tracking using BMA is explained as noise [26]. 
This difference of the interpretation of the error is responsible for the difference of the BMA 
parameters used by different researchers. I used quite a small reference window (4 x 4 pixels) 
and relatively high frame rate (30 frames/s), which is not a high frame rate for the motion of 
many targets, yet some other researchers employed a slower frame rate (3-10 frames/s). These 
conditions may make tracking susceptible to the rounding error. 
In general this rounding error is liable to happen when the target motion is slow and in one 
direction. The high frame rate easily creates this condition as the relative movements become 
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slower. If the movement changes to the opposite direction, errors of the opposite sign are 
cancelled out. Therefore when the object moves randomly and retains  its location, the 
accumulation of the rounding error may affect matters less. Unfortunately natural movements of 
real-world objects are prone to move in one direction due to their inertia. This rounding error 
could be reproduced by software simulation with real image data, as described in the next 
section. This is one proof of the rounding error theory. 
3.1.2 Verification of the Rounding Error 
Simulation was performed with the same real image data, yet the amount and direction of motion 
were chosen and fixed in order to enhance the rounding error effect. 8 bit data resolution of and a 
window size of 8 pixels was chosen, which is sufficient according to Siebert and Engelhardt [26]. 
In this simulation only l-D data and 1-D directions were tested to simplify the results. This 
simplification does not affect the validity of the results of the simulation, since in the 2-D case, 
motion of the orthogonal directions is independent. 
Sub-pixel movement m leads to a pixel intensity change. Since the sensors have a high fill factor, 
we can be sure no image data is lost. So when the image has a higher frequency component than 
pixel pitch, observed pixel intensity is proportional to the component's area in a pixel and their 
intensities as the number of photons is proportional to area and intensity. 
'observed = (1componenzi xArea ) + (Icompofleflt2 xArea 2) + 	+ (I compo ,wnt_ n  xArea) (3.1.1) 
In a real sensor, this calculation is carried out at the photo diodes. Pixel pitch has been fixed to a 
finite value, thus the pixel array acts as a low pass filter, and extremely high frequency factors are 
suppressed. In the strict sense, observed image data and real image are different, yet this 
difference is small. 
First, the observed data is assumed to be the same as the real image. The simulation image after 
sub-pixel movement is synthesized by the following equation. 
I s (i)=mxIo (i-1)+(1—m)xI o (i) 	 (3.1.2) 
Is; intensity of synthesized image, Jo; intensity of observed image 
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The synthesized data is different from the real image, however this data synthesis is repeated 
after every movement from the same source image, thus simulation results do not deteriorate. 
After each movement, the target address is estimated by selecting the minimum MAD address. 
The searching window is 5 pixels larger than the reference block on all sides. The reference 
image is updated every time and used for the next calculation. 
First, all the movements were fixed to one direction, and each movement was the same distance. 
Even if the movement is fixed to one direction, the rounding error cancellation can happen as the 
calculated movements can take both larger and smaller values than the real movements. The 
operation was repeated 100 times in one simulation. Table 3.1.1 shows the tracking results of 
various fixed movements. If m is less than 0.5, there is no address change, on the other hand if m 
is more than 0.5, the final estimated address becomes far larger than the correct address. Loss of 
tracking is observed in all cases except for 0.5 or 1.0 pixel movement. When the movement is 
larger than 1 pixel, the loss pattern depends on the decimal parts of the movements. 
When the movements change randomly, the estimated position depends on the distributions of 
the decimal parts. If the decimal parts are distributed uniformly, estimated addresses gave good 
agreement with the correct addresses. Fig.3. 1.4 shows the tracking results with sequential 9 sub-
pixel movements, which are ±0.1, +0.2, +0.3, +0.4, +0.5, +0.6, +0.7, ±0.8 and +0.9 pixel 
movements. Only when the total decimal parts are cancelled, the estimated address may be 
correctly in agreement with the true location. In this simulation 0.5 of the decimal part was left 
after 9 movements, the estimated address did not catch up. The reconstruction of the tracking 
error gave the proof of the rounding error theory. These simulation results demonstrated the 
important facts which are:- 
* Rounding errors occur even using a large reference window. 







- i-O.lpix 147 137 
-i-0.3pix 167 137 
±0.5pix 187 187 
±0.7pix 207 237 
±0.9pix 227 237 
+l.lpix 236 227 
+1.3pix 254 227 
Table.3.1.1: Gap between True location and Estimated location. If m is equal to 0.5, 
then the MAD of address (+1) and that of address (0) are exactly the same. In this case 
either address can be chosen for the answer. The address is chosen randomly, and as a 
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Fig.3.1.4: Recovery during Random Movement 
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3.1.3 Another Source of Mis-tracking 
In the second simulation, the refreshing of the reference image is restricted to only when the 
estimated object address is changed. This may alleviate the accumulation of the rounding error, 
however mis-tracking happens. The simulation results are displayed in Fig.3.1.5. The object and 
estimated address were both moved left, but the difference is still clear. The reason is the 
rounding error. The difference of coordinates becomes smaller due to the decrease of renewing 
times. Therefore another countermeasure must be contrived. 
Fig.3.1.5: Tracking Error 2 
3.1.4 Precise Tracking by the Fixed Reference 
In other research the reference image is updated every successive frame. However to avoid the 
accumulation of the rounding error, a fixed reference image with no refreshing was tested. There 
is a rounding error every frame, however it is restricted to within 0.5 pixels per frame. It does not 
accumulate when the reference image is not refreshed. Thus the total error is always within 0.5 
pixels with a fixed reference image. Fig.3.1.6 illustrates this idea. The fixed reference worked 
correctly for the same image sequence that was used in the simulations of previous sections. The 
tracking results were shown in Fig.3.1.7 (the start frame) and Fig.3.1.8. (the final frame). 
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Fig.3.1.7: Tracking Start Image 2 
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Fig.3.1.8: Correct Tracking 
3.1.5 Error Tracking over a Long Sequence 
(Drawbacks of the Fixed Reference Image Method) 
Even with a fixed reference image, tracking errors occurred in a long sequence of 450 frames. 
This tracking operation resulted in mis-tracking after 144 frames (after 3.8 seconds) with no 
recovery. At this stage the results were checked visually. This error arises from the drawback of 
using a fixed reference image that is its intolerance of deformation of objects. As a rule the shape 
of an object changes gradually during tracking, thus a fixed reference image leads to tracking 
errors. Renewal of a reference image is necessary when the shape of an object changes 
considerably. However it is difficult to detect the change of shape. One solution is to let the 
reference be renewed regularly. This is an easy method; however correct renewing before an 
object transforms is not guaranteed, especially under changeable scenes, therefore an error 
checking procedure is indispensable. An alternative way is to renew the reference only when a 
tracking error is observed. However this scheme requires a tracking error checker or some 
detectors which sense the change of object images. If a simple and reliable error checker is not 
available, this method cannot be adopted. 
Once a tracking error happens, feeding the new address from the detecting system is required as 
the tracking device cannot recognize the target location. In this way the minimum refreshing 
period must be longer than 1 OOms, which is the output cycle of the detecting system. Fortunately 
the simulation results showed the error happened rarely, thus this delay is not a serious problem. 
The ideal sensor (human eyes) was used to estimate how many times the refreshing of reference 
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was required. Refreshing was demanded twice in a 15 seconds sequence. The first refresh 
occurred after 3.8 seconds (144 frame), and the second occurred after 13.1 seconds (394 frame). 
These intervals are long enough to achieve the first aim of reducing the amount of calculation in 
the detecting system. 
3.1.6 Simple Methods for Error Detection 
Using the MAD is the simplest way to detect an error. Though the MAD is affected by the 
reference image, a large minimum MAD does not always mean mis-tracking as the MAD is not 
proportional to the image differences. However the possibility of an error increases with MAD, 
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Fig.3.1.9: MAD Transition 
First the fixed threshold method was tried. This method is simple. Using some fixed value for the 
threshold it is assumed the tracking error happens when MAD is over this threshold. Every time 




Based on previous experience, the threshold value was set at 250. This sequence resulted in 
failure. Only two refreshes were successful and after 161 frames, mis-tracking continued. The 
reason was that the whole image at the second renewal frame had been moving quite quickly as 
the video system was swung by vibrations of the vehicle. Therefore the image was blurred and 
reference image could not be distinguished from its neighbour clearly. A blurred (plain) image 
has low MAD even in a wrong match as the intensity of pixels is similar and the intensity 
difference is small. Thus the MAD during the mis-tracking was less than 250, and the error could 
not be detected. 
To avoid this problem, the MAD threshold should be changed according to the difference 
between the reference image and neighbour images. Otherwise tracking should start only when 
the reference image has sufficient large difference from background. The minimum MAD of the 
feature finding algorithm is termed as "feature MAD", and it is related to the difference of a 
reference image from background. Remember the feature finding algorithm calculates MAD in 
the same frame, and a reference image with high "feature MAD" has large difference even 
compared with the most similar neighbour image. Thus the reference image with high "feature 
MAD" is expected to have high MAD during tracking sequences. To estimate MAD value during 
tracking, average of all MAD value of 450 frames is calculated. Table.3. 1.2 shows the 
relationship between this average of MAD value during tracking sequences and feature MAD of 
the selected reference image. 












Table 3.1.2: Feature MAD and average of MAD. Feature MAD value is the minimum 
value of the feature finding algorithm. This value is calculated once at the first frame. 
(about feature finding algorithm, see section 2.4.6) Average of MAD is the average of 
MAD of all 450 frame tracking sequence. 
The relationship is not clear. Small feature MAD images have large MAD occasionally and the 
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opposite case also happen. There are two reasons. Since the feature MAD is a minimum 
difference value, and if the movement is not in the same direction as the direction of the feature 
MAD, the calculated MAD is larger. Another reason is that feature MAD is the minimum 
difference at the start image. Therefore if the background or neighbour images changed, 
minimum difference also changed. 
However the feature MAD is a minimum value, therefore a sensitive detector can be achieved 
using the feature MAD for the criterion of fixed threshold value, which may find false error 
frequently. The threshold value was fixed at 1.2 x (feature MAD). The reason for the 
multiplication of the feature MAD is that MAD fluctuates widely and surpasses the feature MAD 
frequently even when the system tracks objects correctly. 
Again mis-tracking happened after 5 seconds. The result is shown in Table 3.1.3. The reason is 
that some values of this feature MAD are still too high (over 250), therefore MAD could not 
reach 1.2 times of MAD at the error tracking frame. A lower multiplier for the MAD threshold 
may improve tracking results, though more frequent refreshing will be required. It means more 
feature finding sequences and more data exchange with the distance measuring system are 
required. This goes against the important purpose to reduce data input sequences. 
Start Frame (Feature MAD) * 1.2 Error Frame MAD 
1 165 12 167 
13 208 53 209 
54 1 	 234 117 1 	240 
118 1 	272 Not detected 
Table 3.1.3: Loss of tracking using a fixed MAD threshold 
A similar problem is that the MAD values were not always large enough even while mis-tracking 
was continuing. Thus, these simple methods cannot be used for the error checker. A more 
ingenious error detector is necessary for correct estimation. This error detector problem will be 
discussed again in the section 3.2. 
3.1.7 Summary 
In this section, the rounding error, which is the main cause of the tracking error was found by the 
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simulation analysis. This error mechanism was also proved and reproduced by simulation using 
synthetic data. The other causes of errors are also considered in a later section. The precise 
tracking ability of the fixed reference BMA was presented. This algorithm uses a smaller block 
size (4 x 4) than those reported in the published literature. However there is a problem about 
reference refreshing. An improved technique is described in the following section. Recovery 
from tracking errors was observed on rare occasions. This fact indicates that the MAD of the 
"true" image and of the "wrong" image are similar. This characteristic is also applied for error 
detecting in the following chapter. A simple error detector was devised and checked by the 
tracking simulation, however it cannot detect error completely. The other error detection method 
will be discussed in the next section. 
3.2 The Tracking Error Checker 
In this section improved methods of detecting tracking errors are discussed. An error checker will 
require additional hardware, thus a simple checking algorithm is desirable. The previous chapter 
reveals that using MAD itself is not a precise method for an error checker, therefore other 
methods are examined, and a newly developed MAD based error checker is also introduced. 
3.2.1 Other Researchers Methods 
Only one paper that mentions a confidence measure based on BMA has been published [27]. 
Confidence measures based on other algorithms were also reported, yet their ability was quite 
poor and unreliable. 
Papanikolopoulos used an MAD differential function, the discrete second order derivatives, and 
the minimum differences of MAD surface in his methods. These approaches are hard to realize in 
this research for the following reasons:- 
*A small search window is adopted in the tracking device, thus a large MAD surface cannot 
be obtained. 
*The differential function of MAD needs a lot of calculation and complicated operation. 
*The discrete second order derivatives need more complicated operation. 
These method are possible for a system combining a high performance MPU and software, 





erroneous, thus the authors suggested fusing the results of those individual methods. This makes 
system implementation difficult. 
Only one method using the minimum differences of the MAD surface is feasible. This method 
calculates the following function. 
M 	 2 1 	(ej -_e,j ) 	 (3.2.1) 
M-1 
j=1 
Where e is pixel intensity, and M is pixel number in reference window. en-fin  is minimum 
intensity value in window. 
This equation only requires checking the dent of the MAD surface. It assumes that the MAD 
surface may change when the target image is transformed. If this S value becomes small, 
tracking with BMA cannot be continued as the result might be erroneous. This method is similar 
to the feature MAD technique in some respects, though the calculation is more troublesome and 
the criteria value for judging confidence was not presented clearly. 
3.2.2 Centre of Intensity 
A function or value, which contains image information such as address and intensity, is useful for 
error checking. Centre of Intensity (COI) includes address and intensity information, and in 





When the image of the estimated address does not resemble the reference image, their COIs may 
indicate different values. Furthermore illumination changes have little effect on COl. Since the 
illumination usually changes the image intensity in the near area uniformly, the change in each 
pixel is the same. In this case, COI of the image has a similar value. 
Figs.3.2. 1 and 2 show COI values of reference images. Those images were collected from the 
same image of the vehicle. The reference block size (4 x 4) is much smaller than the whole size 
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of the rear image, therefore there are many candidates of the reference image inside the target. 
Those reference images are quite different from each other. However the COT values are nearly 
the same. Differences are less than 2% of the average value which is too small to detect. Thus the 
COI of images is unsuitable for the error checker. To overcome this deficiency, use of COI pixel 
intensity differences was examined. This method calculates the COT of absolute differences in 
pixel intensity. Since the difference in pixel intensity changes more randomly, the COI of 
absolute difference produces an even greater change. Fig.3.2.3 is a histogram of this difference 
COT. In contrast to plain COT, the range is much wider and equivalent to 20% of the average 
value. 
In this method, the COT value is compared to its centre value (2.5). If the reference and 
comparing images are quite similar, intensity differences are small and equally distributed in the 
block. COT is located in the centre. In order to prove this hypothesis, the correlation between 
difference COT and MAD values was examined. If the difference COT reflected the probability of 
incorrect estimation, a large MAD image would have COT distributed away from the centre value 
(2.5). On the contrary a small MAD image may have a central COT value. The relationship 
between difference COT and incorrect address estimation is shown in Fig.3.2.4. There is no clear 
correlation between COI of the absolute difference and error tracking. The reason for this is that 
COI is insensitive  to change in the reference image. Experimental results showed COT of absolute 
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Fig.3.2.1: Centre of intensity (X direction) 
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Fig.3.2.4: Difference COI and MAD 
3.2.3 Difference Deviation Function 
Tracking errors happen when the correct positions of an image block had larger MAD values 
than that of other blocks in the searching window. However in many tracking error frames, the 
MAD of the true address and that of the wrong (estimated) address are very close. The details of 
the differences of each pixel in the error case were investigated, and some trends which are useful 
for error checking were found. 
Some corresponding pixels in the wrong address have large differences in all error cases. The 
reason why MAD of the wrong address has a smaller value is that each pixel has the same weight 
in the MAD calculation. Therefore if the illumination level changes in the comparing image, 
MAD increases linearly and rapidly as all pixel intensities inside the block are affected. In such 
cases some other different images may have a smaller MAD. 




DDF = MAX( f(m,n) - f(m+i,n+j) ) - MIN( f(m,n) - f(m+i,n+j)) 
(-1:5i:!~ +1,-1:!~ j:!~ +1) (3.2.2) 
Comparing DDF of a false block and that of a true block, the false block tends to have a larger 
value. Therefore when an estimated address block has a larger DDF than other blocks, this 
estimation will be false. 
Some corresponding pixels in the false image have large differences. Therefore a false image 
shows a large MAX(J(m, n) - f(m +1, n + j)) value, although the total pixel difference, which 
is MAD, is smaller than that of the true image. The role of the Min function is to cancel the 
illumination change. When the illumination level changes, pixel intensities also change. 
However, the intensity difference is uniform in the block, since an illumination shift occurs over 
a large area in most case. Therefore subtracting Min value leads to cancellation of an illumination 
change. 
At the error tracking frame, the true address of the object does not have the smallest MAD value. 
However the true address will have the second smallest MAD in most case. Thus the DDF of all 
blocks does not have to be examined. Only the DDF values of the two blocks which have the 
minimum and second minimum MAD have to be compared. Table 3.2.1 shows 7 error tracking 
frames that were investigated, and all having false blocks with a larger DDF than the correct 
blocks. Therefore this method is adequate for an error checker. However DDF is quite complex 
for a single chip tracking sensor, thus it is not used in the first chip. 
Frame 
number 
Correct image Wrong image 
MAD DDF MAD DDF 
136 201 23 196 44 
137 189 20 205 32 
138 203 25 194 32 
144 259 26 242 49 
149 201 23 167 36 
150 169 29 204 34 
151 188 15 160 20 
Table 3.2.1: DDF and MAD 
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3.2.4 The Improved Error Checker Based on MAD 
As shown in section 3.1.6, using 'feature ]I4AD' for the error detector resulted in failure, since the 
threshold value was small and the MAD of the estimated address exceeded the threshold 
frequently. This method requires a lot of reference refreshing and feature finding calculations 
each time, which decrease the speed of tracking, making real time tracking hard to achieve. As it 
is not a linear function MAD changed widely and randomly frame by frame, occasionally having 
a large value. Generally, filtering techniques are effective for random or noisy data. Therefore an 
averaging operation, which is one of the simplest low pass filtering techniques, was tested for 
MAD. 
Fig.3 .2.5 shows the results of average MAD. In this case 10 data values, which include 9 data 
values from previous frames, were averaged. Compared with raw MAD data, which is displayed 
in Fig.3.2.6, averaging the data suppresses deviations yet the change of MAD, which reflects the 
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Fig.3.2.6: Raw MAD 
There is a trade of between the ability to suppress deviations and the insensitivity of image 
transformation. Insensitivity causes tracking errors as significant image changes may be 
overlooked. Therefore the averaging parameter must be determined experimentally. 
Another important issue is the feasibility of hardware implementation. These calculations can be 
carried out by switched capacitor circuits. The detail of the circuit technique is shown in a later 
chapter. An averaging circuit requires extra analogue memory, analogue circuits, and a control 
sequence unit. To reduce the amount of analogue memory, an hR (Infinite impulse response) 
filter approach should be applied. With this approach only two analogue memories are required. 
The calculation is done by the following equation: 
Y(t)=bxX +(1 — b)xY(t - 1) 
(O!~ b:!~ l) 	(3.2.3) 
Where X is an input of raw MAD and Y is a calculated output. "b" represents the coefficient of 
response. 
Two analogue memories keep X(t) and Y(t-1). The coefficient b, which determines the averaging 
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ratio, must be fixed experimentally. Three values (0. 5, 0.3, 0.1) were examined and displayed in 
Fig.3.2.7, Fig.3.2.8 and Fig.3.2.9. A practical error detector was obtained by combining the 
above MAD averaging techniques and feature MAD. It is assumed that a tracking error occurs 
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Fig.3.2.9: Results of IIR filtering (b=0.1) 
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3.2.5 Tracking results with new error checker 
The new sequence of refreshing of reference is introduced. When the averaged MAD exceeds the 
feature MID, a new candidate address of the target is fed by the outer system. Table 3.2.2 shows 
tracking results using the averaged MAD of 10 data points and the feature MAD. This sequence 
required new inputs 7 times and tracked the target correctly during the full 15 seconds. The 
intervals between those inputs were all over 100 ms. Thus this technique is acceptable for the 
purpose of this research. In order to decide how many data values should be averaged, several 
different values were tested. Table 3.2.3 shows those results. From these experiments a suitable 
number was estimated to be between 5 and 10. In the tracking chip IIR averaging is supposed to 
be used. Although the response of the hR averaging is not exactly the same as FIR, they are quite 
similar parameters. The tracking ability with hR averaging must be checked too. The tracking 
results with three different values of b coefficient (0.9, 0.5, 0.1) are examined. When b is large, 
tracking results in failure. However 0.1 is small enough in these vehicle tracking cases, and 
tracking results in success. 
Start frame Feature MAD Error frame Averaged MAD 
1 138 21 141 
22 217 215 218 
216 241 247 245 
248 210 306 216 
307 248 334 262 
335 215 384 1 	- 220 385 155 - 
Table 3.2.2: Results of Detecting Tracking Error 
Filter Technique Input Cycles Tracking Results 
None Fail 
2 point average 10 cycles Successful 
5 point average 8 cycles Successful 
10 point average 7 cycles Successful 
20 point average 4 cycles Successful 




Another researcher's error checker was reviewed, and various error checking schemes were 
presented. The MAD based one is a particularly reliable and practical solution. With the aid of 
this error checker, long term tracking is possible. Other techniques which enable long term 
tracking will be explained in section 3.4. 
3.3 Tracking Error Analysis 
The main cause of tracking error was estimated as rounding error, as detailed in section 3.1. This 
section discusses other causes of tracking error and countermeasures. The effects of illumination 
change, image data format (interlace scan) and random noise are examined. 
3.3.1 Illumination Change 
It is commonly suggested that illumination change deteriorates motion estimation. Since MAD 
uses pixel intensity directly, the same object may be judged as different at a different illumination 
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Fig.3.3.1: Deviation of Pixel Intensity 
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The adopted pixel intensity represents the brightness of the background image, which is sky, and 
is assumed to be constant. The video camera provided auto gain control (AGC) circuits and kept 
the intensity level constant. However the experimental results showed that it fluctuated by nearly 
8% of the maximum range. Therefore AGC is not perfect and a countermeasure is necessary. 
Furthermore in a high frame rate system it is more difficult to maintain the intensity, since AGC 
is achieved by changing the exposure time. 
3.3.2 Compensation Techniques for Illumination Changes 
Normalized data is one solution. However it is difficult to perform precise normalization using 
analogue hardware. The normalizing calculation usually divides the data by the average value, 
where the value is supposed to be around unity. This is too small a value to deal with using 
analogue hardware. If the correlation coefficient is employed as a criterion function, this 
normalized data is appropriate. However changing the scale of data is not acceptable for the 
MAD method. Thus another cancellation technique should be introduced. 
Mead's Retina chip subtracts the local spatial average from the signal for normalization [16]. 
Another solution is centralizing intensity data. The actual operation is to set the average of the 
intensity data at half of the full intensity range. This calculation can be computed using analogue 
hardware, although it requires a large chip area to compute average and level shifting 
(subtraction) operations. 
In order to ease the computation burden a compromise method is adopted. This method supposes 
that the illumination changes inside the block are constant. This assumption is valid, as 
illumination changes occur widely in a frame, but not in a small area. The new reference and 
comparative image are described as follows. 
NewI(i,j)= i(i,j)- min (i,j) 
	
(3.3.1) 
The minimum value inside the window is subtracted from each pixel intensity. This method 
cancels modest illumination change, as the minimum value contains that change. Additionally 
this method is easy to implement in analogue hardware circuits. Simulation results show that this 
simple method was effective. In a 450 frame sequence, the first missed tracking frame occurred 
at frame 220, whereas the usual method caused an error at frame 144. 
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Unfortunately this method does not always improve the tracking results. In some cases, it 
requires more frequent reference refreshing. One reason is that this method strongly depends on 
the minimum value. If the minimum value is significantly noisy, it affects all other pixel data. 
Another reason is that illumination change is not the only cause of tracking error. This method 
improves resistance against illumination change, however it causes deterioration in the accuracy 
of MAD. Therefore this method cannot be adopted. 
3.3.3 Edge Extracted Image 
Another solution is that of using edge data. This is insensitive to illumination change and it also 
compresses the data. Edge extraction does however require extra circuitry. Li et.al  employed 
edge image data to estimate the motion of objects [28]. The main interest in that study was to 
reduce Si area and the amount of data, thus they changed the intensity data from analogue values 
to binary data. This excess compression reduces the accuracy of motion estimation. Therefore in 
this project analogue edge image data is employed. Another reason to adopt edge image data is 
its validity for feature extraction use. Edge and feature arrangement information is indispensable 
in Feature recognition. Various edge extraction methods, e.g. Roverts filter [29], Sobel filter [30], 
subtraction from spatial average (retina chips) are used, and hardware implementation has 
already been reported. 
Roverts, Prewitt and Sobel filters process the data using a selected pixel and its contiguous pixel. 
These data are weighted by coefficient matrices which have values of ±1, thus a non-edge 
image is cancelled out. The matrices of these filters in the x and y directions are given as follows: 
f-- f+1,_1 i , _1  1 +1. _1 
b = F . I = 1 , 0 f f+ 'xi.y 1x,y 1x+1.y 
f_,-- f+.+ 1x-i.y+i 1x.y+1 1x+1.y+1 
b: filtered value, F: filter operation matrix, I: image intensity matrix 
[1 ol 	[o 
Roverts filter: I 	I or I 
[0 —1j [-1 0 
64 
Tracking simulation 
—1 0 1 
Prewitt filter: (vertical edge) 0 	0 	0 , (horizontal edge) —1 0 1 
1 1 1 	 —101 
	
—1 —2 —1 	 —1 0 1 
Sobel filter: (vertical edge) 0 	0 	0 , (horizontal edge) —2 0 2 
1 2 1 	 —101 
Sobel filter is selected as it is the most precise among the three. First the 450 frame image 
sequence was processed using the Sobel filter and edge enhanced image data were obtained. 
Fig.3 .3.2 and Fig.3 .3.3 show the raw image and processed image respectively. After that the 
usual BMA tracking was carried out. Contrary to expectation the result was much worse than that 
for the raw data (non edge extracted data). The first mis-tracking occurred after only 27 frames, 
compared to 144 frames when using the raw image data. The reason for this is that the edge 
extraction process lowers the intensity resolution of the data. As it calculates the absolute 
difference, the maximum value is reduced by about one quarter of the unprocessed data. In fact 
the maximum intensity value decreased from 256 to under 64 among 450 x 320 x 240 pixel data. 
This loss of resolution causes the tracking performance to deteriorate. 
If the feature based algorithm (model-based algorithm) is employed as a tracking algorithm, this 
edge enhanced data may be effective. However the BMA does not pay special attention to edges. 
Thus its tracking ability is proportional to the data resolution. 
07 7 - 7 .!7S ~T 
Fig.3.3.2: Raw image Data 
Fig.3.3.3: Results of Sobel filtering 
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3.3.4 The Video Data Format 
Video formats may cause tracking errors. Two types of format are currently used in the world, 
one is Interlace Scan and the other is Progressive Scan. Interlace Scan scans every other scanning 
line in each frame, thus one frame has only an even number of scanning lines and the next-frame 
has an odd number. Due to this problem the image intensity, taken from the same scene, may 
change between the even and odd frames. This problem means that tracking is susceptible to 
error when the target moves in the vertical direction. Fig.3.3.4 shows the intensity of part of the 
background image, which is sky. If the format affects the output, the intensity fluctuates regularly 
in a zigzag motion. There are small fluctuations due to illumination changes, however they are 
not zigzags. Therefore the Video format will not cause any errors in tracking. 
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Fig.3.3.4: Pixel Intensity of Uniform Background 
3.3.5 Random Noise 
Random noise is also anticipated in real-world data. In order to suppress its influence, if the 
target image is large enough, a large block size is desirable. Theoretically calculation results for 
all pixels within the block may indicate the same direction and random noise affects only 













Siebert et.aI examined the relationship between noise and estimation accuracy, and drew some 
general conclusions about the minimum size of block and the minimum resolution of intensity 
required in the reference image [26]. However they used only simple artificial data, thus the 
results cannot be applied to this research 
Kanade et.al has proposed the Adaptive window method, which changes the window size 
depending on the image size and the target block location [31]. This algorithm has been applied 
to Stereo Vision, thus there were some differences from the tracking calculation, i.e. only a 1-D 
image was calculated, and the reference and comparing image was taken from the same frame. 
However the basic function for searching for a correct match is the same as for the MAD. 
Therefore this technique is applicable to this research. Kanade et al. consider the distribution of 
the calculation results, and if the estimate for a neighbour is similar, then the window size is 
enlarged and the estimation process repeated. This method is precise and can handle the change 
of a target size due to a distance change, however a great deal of calculation is required and 
changing the block size during tracking is difficult to achieve using the present analogue circuit 
construction. 
Therefore the most practical approach to define the block size is by examining the performance 
of tracking using various sizes of blocks and adopting the minimum size which indicates 
sufficient tracking ability. 
3.3.6 Summary 
In this section it has been shown that the data format does not affect the tracking results. The 
influence of illumination change can be avoided with a simple subtract operation. Although edge 
extracted images are commonly used in other research, it is found that they deteriorate total 
tracking performance in some cases. Random noise effects are suppressed by using larger block 
sizes, however the optimum size depends on the target. 
3.4 Improvement of BMA 
Although long-term tracking is possible with the aid of the error detector, this method still 
requires new inputs from outside the system and from the feature finding calculation. This 
section presents a new technique for reference block refreshing which does not require any new 
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external inputs. This new algorithm will be integrated into the circuit. 
3.4.1 Culling Frame Technique 
As explained in section 3. 1, under the successive refreshing sequence, the main reason for mis-
tracking is the accumulation of rounding errors. This is likely to happen when the movement of 
an object on the focal plane matches the pixel pitch and is in one direction. This situation has 
been observed in vehicle tracking sequences. However when this condition does not continue, 
tracking may not be lost even under successive reference refreshing. Since the rounding error is 
cancelled out in the long run by the random movement of the target, it does not accumulate. One 
solution to prevent the accumulation of the rounding error is to use a low frame rate compared 
with the object movement. The movement of the object is not consistent under a low frame rate, 
since roads are not perfectly flat and vehicle movements are composed of many motions of 
different time frequencies. Thus the movement under a low frame rate becomes more random and 
tracking errors can be prevented. In this simulation, a common video sequence is used and the 
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Fig.3.4.1: Total Address Movement. This address change is estimated by BMA tracking 
simulation, and verified by human eye to be correct in every frame. 
Evidence of random movement can be obtained by observing the transition of the target location. 
Fig.3.4. 1 shows the total address movement. In the short term the address transition is consistent, 
while in the long term, it is not. Fig.3.4.2 and Fig.3.4.3 show the tracking results after the same 
tracking term with 30 frames/s and 15 frames/s, respectively. 
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Fig.3.4.2: Results of Tracking with 30 frames/s 
Air 
Fig.3.4.3: Results of Tracking with 15 frames/s 
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Lost tracking still occurs at 1 5frames/s, however the distance between the estimated address and 
the correct address becomes shorter. The basic idea is right and this culling frame technique can 
be a substitute for a low frame rate sequence. 
Fig.3.4.4: MAD Surface of 4x 4 block 




Fig.3.4.6: Tracking Results using 6 x 6 block 
Tracking simulation 
Fig.3.4.7: Tracking Results using 8 x 8 block 
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In order to improve the tracking ability, a large block size is tested. It is expected that large 
blocks will be less influenced by the local minima problem, since the MAD surface of a large 
block is smoother than that of a small block. This theory was explained in Section 3.3. (Where 
MAD surface indicates the MAD at the corresponding address inside the searching block.) 
Tolerance for shot noise is also expected. Fig.3.4.4 and Fig.3.4.5 show the MAD surface using 
4 x 4 and 8 x 8 block size respectively. The MAD surface of 4 x 4 is much rougher, thus mis-
estimation may arise in some frames. Fig.3.4.6 and Fig.3.4.7 show the tracking results using 
6 x 6 and 8 x 8 block size at 15 frames/s. Tracking was still correct after 40 frames. Using a 
block size over 8 x 8 pixels and a frame rate under 15 frames/s, autonomous regular refreshing 
and high tolerance to the object image change was achieved. 
3.4.2 Regular Refreshing Technique 
In order to track a fast moving object with a low frame rate, a large search window is required. 
However to reduce the circuit size and simplify the hardware controller, a small search window is 
preferable. Therefore a new technique, which is a combination of fixed reference and regular 
refreshing techniques, has been devised. First the reference image is refreshed regularly by 
setting the reference frame. This is equivalent to employing a low frame rate. Every t th frames, 
the reference block is set to the current tracking block. When t> 1, this is similar to using a lower 
frame rate. Second a fast frame rate is used during the whole tracking sequence. Between these 
refreshing frames, a fixed reference is employed, and the tracking estimation is achieved by high 
frame rate. Thus the search window size and analogue processor area can be kept to a minimum. 
Fig.3.4.8 shows the concept of the culling frame and the regular refreshing technique. 




Fig.3.4.8: Regular Refreshing Technique 
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Fig.3.4.9: Tracking Results using 15frames/s 
Fig.3.4.10: Tracking Results using lOframes/s 
-AII&P 
Fig.3.4.11: Tracking Results using 3frames/s 
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The refreshing rate is determined experimentally, as the randomness of movement depends on 
the target. Three different refreshing rates (15, 10, 3 frames/s) were tested for the regular 
refreshing technique to estimate the optimum rate. Fig.3.4.9, Fig.3.4. 10 and Fig.3.4.1 1 show the 
tracking results of those refreshing rates after a 450 frame sequence. 15 frames/s rate caused 
tracking error, as this refreshing rate was not slow enough and rounding error accumulation 
occurred. Rates slower than 15 frames/s resulted in successful long-term tracking. 
A simple way to estimate the optimum rate is checking the target address. If the target location 
has moved over two pixels, the decimal part of the real address of the target may be expected to 
be distributed at random. Thus finding the rate under which the total movement surpasses two 
pixels width is the solution. Another merit of this regular refreshing technique is its tolerance to 
the transformation of the object image. Fig.3.4. 11 shows the tracking results of a 450 frame 
sequence. The final estimated address is inside the tracking vehicle image, although the image 
has completely changed its shape and size. 
Fig.3 .4.12 indicates MAD between the fixed reference image and the comparing image which is 
estimated by the regular refreshing technique. A large MAD is observed and this means the target 
image has changed drastically. This result proves how the regular refreshing technique estimated 
the object address correctly in spite of the transformation of the target image. 
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the reference frame changes too frequently, the tracking result is more susceptible to rounding 
error and may lead to failure. Thus the rate of transformation of the target must be slower than 
the refreshing rate, which is fixed taking into account the random movements of a target. 
Fortunately the target is a vehicle, which has a rigid body, and its transformation rate is quite 
slow compare to its movement. Therefore this regular refreshing technique works effectively. 
With this new regular refreshing technique, long term tracking without a new external input is 
possible. 
3.4.3 Fine pitch pixel approach 
Another technique to avoid the rounding error accumulation is using high spatial resolution with 
fine pixel pitch. The rounding error does not continue to have the same polarity during a tracking 
sequence, since movement is wider than the pixel pitch. With high resolution images, even 
below 30 frames/s and refreshing every frame, tracking loss does not occur. Fig.3.4.13 and 
Fig.3.4.14 show the results of tracking using an image size of 360x 288. Fig.3.4.15 and 
Fig.3.4.16 show the results with an image size of 720x 288 pixels after 140 frames. Although 
other parameters (starting address, frame rate, reference refreshing timing) are the same, low 
resolution images cause lost tracking. 
¶ 
Fig.3.4.13: Tracking Start Image using low Resolution (360x 288 pixel) 
Fig.3.4.14: Tracking Error Image using low Resolution (360 x 288 pixel) 
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Fig.3.4.15: Tracking Start Image using high Resolution (720x 288 pixel) 
Fig.3.4.16: Correct Tracking Results using high Resolution (720x288pixel) 
This technique is effective, but it requires a more complicated sensor and increases the 
calculation and Si resources. Therefore this technique cannot be employed for a simple tracking 
system. 
3.4.4 Adaptive Block Matching Algorithm 
Another sophisticated method to avoid random errors has been devised, and it is termed ABMA 
(Adaptive Block Matching Algorithm). The concept of this algorithm is to compose a new 
reference image, which can be expressed at sub-pixel resolution. This reduces the effect of 
random errors. This idea is demonstrated in Fig.3.4.17. The simplest way of composing an image 
is averaging the intensity of the pixel of the estimated block at the previous frame and that of the 
newly estimated block in the current frame. This is expressed as the following equation: 
I comp (m,t7,t)5xI(m,t,t_ 1 )+05 (m,h1,t) 	 (3.4.1) 









Composed Reference Image 
Fig.3.4.17: Concept of ABMA 
Using this composed reference image, the effect of rounding error is reduced by approximately 
half. However, accumulation of the rounding error cannot be prevented perfectly even with this 
reduction as the polarity of the rounding error is the same. In order to solve this problem many 
previous frames are taken into account. This is formulated as follows: 
I comp (m,fl,t)=w o xI(m,n,I)+w i xI(m,n,t-1)+ ... +wk xI(m,n,t—k) 	(3.4.2) 
Where W is a weight of the intensity term, and it is adjusted to normalize the value of 1comp  This 
equation is considered as a kind of FIR filter. To reduce the complexity of hardware 
implementation, an hR filter approach is preferable. This is easily achieved and expressed as the 
following equation: 
I comp (m,n,1)=wxl(m,n,t)+(1_w)xI(m,fl,t_1) 	 (3.4.3) 
When the value of W is small, more previous data are considered. Fig.3.4. 18 shows the final 
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image when W is 0. 1, and Fig.3.4.19 shows that of when W is 0.9. Table 3.4.1 shows the results 
of tracking with various values of W. As expected from the results of the regular refreshing 
technique, too large a W value causes tracking  effors. Though the tracking performance also 
depends on the start address of the tracking as the difference of the reference image from 
background are varied, generally, a small W results in correct tracking. 
Note that these techniques renew the reference image continuously, thus the response to the 
transformation of a target is fast. 
W Tracking simulation I Tracking simulation 2 
0.1 Successful Successful 
0.5 Successful Fail 
0.9 Fail Fail 
Table 3.4.1: Tracking Results of ABMA with various W values 
Fig.3.4.18: Final Tracking Image of ABMA (w=O.1) 
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Fig.3.4.19: Tracking Results of ABMA (w=0.9) 
3.4.5. Summary 
Several refreshing techniques have been devised and examined with real-world image data. They 
automatically adapted their reference images and dealt with the transformation of the target 
image, therefore they enable a target to be tracked without new inputs from outside the system. 
3.5 Summary 
Object tracking is complicated problem, however in order to realize a single chip tracking device, 
a simple tracking algorithm is devised. As the tracking algorithm, improved BMA is used. 
'Feature' finding technique and tracking error checker are also devised. They are both simple and 
are matched with BMA. All algorithms are simulated with real-world image data. Correct and 
practical tracking performance has been proved. Those simple algorithms are new and have been 
never examined with real-world data in other literature. 
In section 3. 1, the results of tracking simulation were presented. The rounding error, which is the 
main cause of the tracking error, was founded by the simulation analysis. This error mechanism 
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was also proved and reproduced by simulation using synthetic data. To prevent the rounding 
error accumulation, the fixed reference BMA was devised and the precise tracking ability was 
proved. This algorithm uses a smaller block size (4 x 4) than those reported in the published 
literature. However there is a problem about reference refreshing, and long-term tracking was 
difficult with this algorithm. To detect tracking errors in long sequences, a simple MAD error 
detector was devised and checked by the tracking simulation. However this simple method 
cannot detect errors completely. 
In section 3.2, another researcher's error checker was reviewed, however they cannot apply to 
this research because of its complexity. Three error check schemes - Center of Gravity based 
method, Difference deviation function based method and smoothed MAD method - were 
presented. The smoothed MAD methods were reliable and practical. In the simulation, recovery 
from tracking errors was observed on rare occasions. This indicates that the MAD of the "true" 
image and of the "wrong" image are similar. Based on this fact, smoothed MAD (averaged 
MAD) techniques were devised and applied for error detecting. With the aid of this error checker, 
long-term tracking is possible. 
In section 3.3, the other possible causes of errors, which were illumination change, data format 
and random noise, were considered. The data format did not affect the tracking results. The 
influence of illumination change can be avoided with a simple subtract operation. Although edge 
extracted images are commonly used in other research, it was found that they deteriorate total 
tracking performance in some cases. Random noise effects were suppressed by using larger block 
sizes, however the optimum size depends on the target. 
In section 3.4, improved tracking techniques, which enable long-term tracking, were presented. 
Four techniques - culling frame technique, regular refreshing technique, fine pitch pixel and 
adaptive BMA - have been devised and examined with real-world image data. All of them except 
fine pitch pixel automatically adapted their reference images and dealt with the transformation of 
the target image, therefore they enable a target to be tracked without new inputs from outside the 
system. However each technique has some strong and weak points. 
Culling frame technique works, however it requires large search window, thus the 
computation is heavy. 
Regular refreshing technique has been achieved long-term tracking with less calculation and 
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high frame rate. However refreshing rate must be optimised depending on target motion 
characteristic. Fortunately the same kinds of target requires similar refreshing rate, thus the 
rate was once fixed, it does not need to change. This method is simple and easy to design 
and implement on a silicon chip. 
Fine pixel approach works well, however like culling frame technique it requires heavy 
computation. Additionally it requires fine pixel pitch, which is hard to design on silicon 
chip. 
Adaptive BMA may have the best performance of all 4 techniques, and can deal well with 
target transformation. FIR or hR filter for composing reference image is required. 
Theoretically it also requires changing coefficient depending on targets. However even with 
the fixed coefficient, tracking performance was practical. 
Regular refreshing technique and adaptive BMA can be implemented on a single chip tracking 
sensor, however regular refreshing technique is chosen for the first chip due to its simplicity. 
Using this algorithm, high speed single chip tracking sensor for complex target images will be 
designed in the later chapter. 
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Chapter4 
Review of Tracking Sensor Chips 
In this chapter a review of tracking sensor chips is presented. Other researchers sensors, chip 
architectures, circuit techniques and important devices are reviewed. Strong and weak points are 
evaluated, and practical architectures and circuit techniques for the tracking sensor chip are 
decided. 
4.1 Review of Smart Image Sensors 
In this section a review of so-called smart sensors" is presented. Review of the tracking chip has 
already been described a little in section 2.1, yet in this chapter various other sensors, which 
perform many other functions are introduced from the point of view of hardware. Image sensor 
technology trends and reviews of smart sensors and retina chips are presented in this section. 
Other tracking chips are also evaluated and their problems are discussed. 
4.1.1 Technological Trends of Image Sensors 
Table 4. 1.1 shows the history of Imaging devices [32]. In the beginning the imaging device was 
mechanical, and it took 50 years before the Image Dissector, which is a fully electrical device, 
was invented. This type of imaging device, called an image pickup tube, was developed using 
various kinds of material, and the sensitivity was high. Therefore it had been used for a long 
time, especially for broadcasting purpose. However thiq device uses vacuum tube technology, 
thus it was bulky and fragile. Therefore solid state imaging devices which were more stable 
became the mainstream. In the 60's several solid state imaging devices were invented [33] [34] 
[35]. In 1970, Boyle published a paper on Charge-Coupled Device (CCD) [36]. This device 
includes the output circuits on the same substrate, thus reliability was improved and it was 
suitable for practical use. In recent years, CCDs have made great progress in obtaining high 
quality images. CCD technology is used widely due to its accuracy and low fixed-pattern noise. 
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Mechanical Electrical Electrical Electrical 
Device Devices Devices Devices 
(External (Internal (Solid State type) 
Photoelectric Photoelectric 
effect type) effect type)  
Nipkow's disk Image Dissector Vidicon Photo Scaner 
(1884) (Fransworth, (RCA, 1950) (Morrison, 1963) 
1931)  
Iconoscope TFT 
(Zworykin, 1933)  (Weimer, 1964) 
Image Orthicon Phototransistor 









Table 4.1.1: History of Imaging Devices 
Fig.4. 1.1 shows the cross section of a triple-gate triple-clock CCD which is the most popular 
uzzenL CCD Leclnoiogy. 
WW A &'& 	%L%L71~ 
Potential Profile 
n- layer 	 4 
P substrate 
Fig.4.1 .1: Cross section of a triple-gate CCD 
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However image processing systems using CCD have some difficulties. CCD takes a long time to 
process all signals as a result of the charge transfer and inflexible pixel access. An extra 
fabrication process, namely an implantation process for a charge transfer well, is also necessary. 
Even though the single poly-silicon gate CCD has been published [37] [381. 
Another problem is that a CCD needs several different voltage supplies. Reducing the supply 
voltage causes the amount of transferred charge to decrease and the optimum device structure 
must be changed with different supply voltages. Therefore reducing the supply voltage and 
power consumption is difficult. Finally a CCD uses a transient depletion layer, thus it must keep 
driving all the time. Once the driving voltage of the CCD gate is stopped, thermal charges build 
up under the CCD gate. Draining nuisance charges takes a long time. Therefore a CCD must 
keep running, and the power consumption cannot be drastically decreased. 
CMOS sensors are also developing rapidly [39]. "CMOS sensor" is not a correct definition, since 
it uses the same photon-electron converting device (photo-diode) as a CCD imager and does not 
involve special converting or transferring devices. Though some CMOS sensors use MOS-like 
converting devices (photo-gate device), "CMOS sensor" means that it is an image sensor without 
CCD and usually involves CMOS parallel amps or peripheral circuits. Many CCD imagers also 
have CMOS circuits in their peripheral area, thus APS imager is a more accurate definition of the 
so-called CMOS sensor. 
In the early 80's, conventional CMOS sensors were "passive pixel sensors", where the photo 
generated signal charge at a photo-diode site transferred to the output amplifier through its 
readout channel. This type of sensor tends to be affected by thermal noise as a large parasitic 
capacitance of transfer wires cnmprM to the signal charge s !nev!tablc. 
APS (Active Pixel Sensor) type CMOS sensors solve this problem. APS is defined as a detector-
array that has at least one amplifier transistor within each pixel unit cell. As a result of great 
improvements in the fabrication process, fine scale (geometrical) design has become possible, 
thus including an amplifier or other circuits in the pixel area has become possible. It is said that 
under a 0.5um (geometrical) design rule, APS architecture is practical [40]. The APS CMOS 
sensor has a small parasitic capacitance, therefore it has the advantages of high S/N (Signal to 
Noise) ratio and high speed readout. 
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One drawback of the APS is a large fixed pattern noise (FPN) which is caused by the deviation 
between the active devices in each pixel. As CCD and passive CMOS sensors use one common 
amplifier, their FPN values are much smaller than that of APS. On-Chip suppression circuits are 
necessary for APS sensor. Usually, a correlation double sampling (CDS) circuit technique is 
employed for this problem. The detail of CDS is explained in section 4.4.4. Though the S/N of 
APS CMOS sensor is worse than CCD, the resolution (8-10 bit) is sufficient for most purposes. 
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PD14 	 fl 
Fig. 4.1.2: Structure of CCD sensor 
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Fig. 4.1.3: Structure of CMOS sensor 
In comparison with CCD, the CMOS sensor has the following merits:- 
random access (x-y address-ability), low power consumption, simple fabrication 
process, non destructive readout, parallel outputs and capability of parallel processing. 
Due to the above merits, the CMOS sensor is mainly used in portable or low grade systems. Pixel 
resolution of the CMOS sensor is equivalent to a CCD sensor. Recently a 3 million pixel CMOS 
sensor has been reported [126], whereas a 5 million pixel CCD sensor is already commercially 
available (SONY 1CX282 series: 2588x 1960 pixel). Currently CCD is used for the high 
performance commercial products (digital video cameras, digital cameras). However CMOS 
sensors will be used gradually more and more for high performance systems. Various types of 
pixel were invented. The details of those pixels are explained in section 4.5. 
4.1.2 Smart Sensors 
Smart Sensors, which involve a signal processing unit inside a sensor chip, are another 
classification of image sensors. When the signal processing algorithms are biologically inspired, 
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they are termed Retina Chips, which will be reviewed in the next section. 
Although AIC (Auto Ins Control), which involves a driver circuit and reset noise canceller are 
functions of high performance sensors, they are not classified as smart sensors in this study since 
the image signal itself is not processed. 
Circuits involving ADCs (Analogue to Digital Converter) are simple examples of smart sensors 
[41]. In the beginning, a single  ADC was laid out in the chip. Of late, a column parallel ADC 
architecture has become mainstream to increase output speed. A pixel parallel ADC architecture 
has also been reported [42], however this reduces the fill factor. A review of those architectures 
is displayed in section 4.3. 
Smart sensors are reviewed in [43] and [44]. From an academic point of view, they are unique, 
however most of them are not practical as the performance is not good enough or the processing 
speed is too slow. Only a few of them potentially have commercial value at the moment [29] [45] 
[46]. 
There are two ways to construct smart sensors. One is to convert image data to digital data in 
parallel and processing the data digitally. This system is suited to processing a large amount of 
data. However it requires a large circuit area, and the fill factor is decreased. The speed of signal 
processing depends on the speed of the ADC. Table.4. 1.2 shows a list of smart sensors with 
ADC. 
Author (Source) Array Size Features 
T.M.Bernard [47] 65 x 76 Edge detection, Motion detection, halftomng 
K.Chen [48] 128 x 128 Column parallel ADCs, Processors 
R.Forchheimer [49] 256 x 256 Column parallel ADCs, Processors, concept level 
Z.Zhou [41] 64 x 64 Column parallel ADCs 
S.Kleinfelder [50] 1 	352 x 288 1 Pixel parallel ADCs, pixel parallel memory 
Table 4.1.2: Smart Sensors 
Another way is to process the image signal in analogue and output the calculation results 
digitally. Generally speaking, when the original data is analogue, analogue processing units are 
faster and smaller than digital processing units. Additionally the analogue processing unit in the 
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system can also output digital values. Thus this unit involves an ADC function, and makes the 
system simple. 
The former architecture is promising in the future, however using current VLSI fabrication 
technology, the latter technique is more practical. 
4.1.3 Retina Chips (Biologically Inspired Sensors) 
In the 80's there was an enthusiastic research trend towards biologically inspired image sensors. 
Mead did pioneering works about the retina chip [16]. The basic functions of the retina had 
already been reproduced electrically using discrete components in the 1970's [511. However 
Mead's retina was implemented in one IC chip, and its circuit consumed very low power as it 
used the sub-threshold and current mode circuit techniques. These circuit techniques were 
innovative and have produced many similar studies since. This retina is also clock-less, and has 
parallel and analogue signal processing. 
Koch and Moini review many retina chips, listed in Tables 4.1.3 and 4.1.4 [43] [44]. These retina 
chips possess the following functions or features:- 
Edge enhancement, Edge detection, Motion detection, Edge tracking, Feature extraction and 
Hexagonal or foveated pixel arrangement. 
Various models have been published to mimic the biological retina, such as Laplacian of 
Gaussian, Difference of Gaussian, biharmonic equation, and lateral inhibition. The Gaussian 
filtering plays the main role in most artificial retina chips to achieve the above functions, and 
commonly 1 -D or 2-D resistive networks are used for this purpose. Signal processing is done by 
the current in the resistive network node. In order to increase accuracy or to implement on a 
small scale, various resistive elements were devised and employed. 
A different type of calculation without a resistive network was reported [29], [521, [53]. Their 
pixels can change the sign of the output current, and any pixel inside the mask area, which is an 
8*8 pixel array, can be selected and connected by the peripheral decoder and register circuit. 
Thus the output current of selected pixels are summed up (added or subtracted). Using this 
feature, edge enhancement, smoothing and feature extraction are possible. The address of the 
mask is scanned, thus the filtering operation of the whole sensor area is achieved quickly. 
Although those operations are only done inside the mask, the size of the mask is sufficient for 
most filtering operations. This chip is quite reliable, and has already been used commercially 
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(Nintendo Game Boy Camera). 
Author [Source] Array Features 
A.G.Andreou[54] 210*230 Edge enhancement, Image Smoothing, Dual resistive 
network 
C.D.Nilson [55] l-D, 24ce11 Lateral inhibition 
C.L.Keast [56] 4*4 Smoothing, 	Segmentation, 	MAD 	(Mean 	Absolute 
Difference) 
C. Mead [16] 2-D Edge enhancement, Image 	Smoothing, 	Sub-threshold 
Circuit 
C.Mead [16] 2-D Correcting resistive network mismatch 
C-Y.Wu [57] 32*32 Edge enhancement, Image Smoothing, Well resistive 
network 
D.L.Standley[58] 29*29 Object position and orientation detector 





Optical neuro chip, GaAs photo detector, GaAs LED 
Edge detection, Feature extraction 
H.Kobayashi[59] 45*40 Negative resistors network, (Improved approximation) 




Foveated CCD retina 
J.G.Harris [61] 20*20 Smoothing, Segmentation, Resistive fuse network 
M.Mahowald [62]  Stereo matching 
M.Mahowald [63] 2-D Edge enhancement, Image Smoothing 
P.C.Yu 1641  Smonthing, Segmentation, ReiEtive fuse network 
P.Venier [65] 2-D, 
1 365ce1l  
Azimuth (centre of gravity) detection 
R.Wodnicki [66] 2-D Foveatcd CMOS sensor 
S.P.Deweerth [4] 160*  160 Centroid detection 
T.C.B.Yu [67] 64*64 Optical neuro chip, FLC (Ferroelectric Liquid Crystal) 
V.Ward [30] 2-D, Sobel edge detector 
W.Bair [68]  Motion detection, Edge enhancement, Image Smoothing 
Table 4.1.3: Retina Chips (Spatial Image Processing) 
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Author (Source) Array Features 
A.Moini [69] 1-D, 64ce11 Temporal gradient motion detection, Correlation method 
A.Yakovleffb [70] 1-D, 61 cell Edge motion detection, Obstacle avoidance 
G.Indiveri [71] I-D, 24ce11 Focus of expansion detection 
G.Indiveri [72] 2-D Time-to-crash sensor, Gauss theory 
G.lndiveri [73] 2-D, 16*  16 Focus of expansion detection, multi-chip 
I.S.McQuirk [74] 
1-D, 64cell Focus of expansion detection, off-chip calculator, CCD 
circuit 
J.Kramer [75] 1-D Edge motion detection 
J.Tanner [76] l-D Global motion detection, Correlation method 
J.Tanner [77] 8*8 Global motion detection, Differential method 
KAizawa [78] 32*32 Image data compression, Pixel parallel 




Motion detection, AVD function, CCD/CMOS circuit 
R.C.Meitzler [81] 
50*50 Centroid calculation and Motion detection of a bright 
target 
R.C.Meitzler [82] 1-D, 22cell Motion detection, Correlation method, SH memory 
R.Etienne 5*5 
Cummings [83]  
Edge motion detection, pulse output 
R.F.Lyon [84] 4*4 Motion detection, Pattern tracking, Correlation method 
R.Sarpeshkar [85] 1-D Edge motion detection 
T.Delbruck [86] 1 -D, 40cell Focusing chip 
T.Delbruck [87] 
26*26 Motion 	detection, 	Correlation method, 	Wide range 
motion 
THamamoto [88] 32*32 Image data compression, Column parallel 
THoriuchi [89] 1-D. 28ce11 Rising edge motion detection, Correlation method 
WBair [68] 1-D I Zero-crossing edge motion detection 
X.Arreguit [90] 2-D, 93cell I  Fixed figure motion detection 
Table 4.1.4: Retina Chips (Spatio-Temporal Image Processing) 
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Moini classified retina chips into two groups which were Spatial vision chips and Spatio-
Temporal vision chips. Spatio-Temporal vision chips are concerned with time dependent features 
such as motion. They are listed in Table 4.1.4. The difficulty of Spatio-Temporal processes is that 
delay or storage of elements is necessary. Storage and delay elements consume a large area, thus 
it is difficult to implement them, especially in parallel. Another problem of motion detection is 
the required temporal contrast. The temporal contrast of objects in real scenes is not large enough 
to trigger an analog motion detection circuit. Thus the algorithms of motion detection used in 
retina chips are not always the same as those in biological retinas. The algorithms are in two 
categories: biological, and computational. Early implementations were based on a computational 
algorithm using the optic-flow theory. This algorithm is classified in this research as a differential 
method and is mentioned in section 2.1.3. This algorithm is quite accurate yet complexity is a 
problem. On the other hand, biological models, which are correlation based, have simpler 
algorithmic and are VLSI friendly. Therefore many retina chips adopt biologically inspired 
algorithms. However the resolution of the calculation results is not high, and modified versions 
have been attempted (e.g. [15][17]) 
The simplest algorithm, which compares two frames of the image, is implemented [5][91][92]. 
This simple method only requires analogue memory and a comparator. However it only detects 
the location of change of intensity, and cannot estimate the motion as optical flow in time and 
space is not considered. 
A common problem of these retina chips is inaccuracy of the sensor outputs. Most of these chips 
use pixel current as the output medium since current mode circuits are used for the processing 
element. However, a small mismatch between transistors causes a large current disparity. The 
threshold voltage of CMOS transistors has a deviation of a few tens of mV. This causes a current 
mismatch which varies 2-5 times, which is a serious problem, especially for sub-threshold 
circuits. Careful circuit design reduces this mismatch, yet a 30% deviation still remains. This 
means that current cannot be used for the calculation of 2bit resolution. Mead introduced a 
trimming circuit for this problem with floating gate technology [16]. However perfect trimming 
(offset cancellation) cannot be achieved, and this circuit requires a complex fabrication process 
and UV irradiation. 
Due to the above defect, these retina chips have problems with precision, and are not suitable for 
practical use. 
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4.1.4 Review of Tracking Chips 
The object tracking chip is a smart sensor, but few "tracking chips" have been published. There is 
much literature about object tracking systems, however to include tracking functions onto one 
chip is hard, since object tracking is a highly complicated process. Target recognition is the first 
step of the tracking process that is most difficult to achieve and requires complex algorithms and 
calculation. Another problem is that much memory or many delay devices are required to keep 
previous image data. Generally, tracking chips cannot track general objects. Exhaustive survey of 
tracking chips has been carried out, and all published tracking chips have limitation of 
performance, and make many compromises. The variety of target objects is extremely limited, 
and common tracking targets are not the object image itself as that is too complicated. Thus 
targets are simpler figures such as edges, the brightest point, or a particular (fixed) pattern. Table 
4.1.5 shows a list of those tracking chips. Next, the abilities and drawbacks of those chips are 
discussed. 
Meitsler et.al  designed a 2-D position and motion detector [81]. This is not an object tracking 
chip, however it can be classified as a tracking chip in a sense. Since the target is the sun, which 
is much brighter than any other object, finding the brightest point is regarded as tracking the sun. 
Brajovic et.al  published the same kind of tracking chip [3]. The difference is that this chip can 
change the search area, thus a pixel which is not the brightest point, such as the second brightest 
pixel in the sensor focal plane can be selected. However, the tracking point must be the brightest 
pixel in the search area. Another difficulty is that the tracking point is one pixel size, thus the 
target size cannot be taken into account. The actual performance of this chip depends on the 
dispersion of pixel output currents. In many cases the current varies over 50%, thus the accuracy 
of this chip is limited. Wilson et.al  combined sensors and drivers for dc motors in one chip, 
however it only tracks the brightest point [93]. 
Indiveri et.al  created an edge detection chip [94]. If a target only has a prominent edge, the target 
can be tracked. However this chip must have a plain background, and it is 1 -D sensor and has not 
been implemented into a single chip. Andreou et.al  published an edge tracking system [95], and 
Skiribanowitz et.al  published a corner tracking system [96]. However, they are still at concept 
level, and have not been implemented into a single chip. 
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Author (Source) Array Tracking Target and Performance 
R.C.Meitsler [81] 50*50 Centroid calculation and Motion detection of a 
bright target 
V.Brajovic [3] 24*24 Brightest point, Requires high disparity of image 
intensity between target points (It) and background 
(Tb). It>21b 
D.M.Wilson [93] 12*12 Brightest point, sesorimotor control 
G.Jndiveri [94] 1-1), 25ce11 Continuous edge, multi-chip, plain background 
A.G.Andreou [95] i-D Edge, 	Algorithm 	concept 	level 	(no 
implementation) 
J.Skiribanowitz [96] 32*32 Corner, not one chip (using large computer for 
tracking) 
T.Horiuchi [17] 1-D, 23ce11 Moving edge, search sharpest target edge, multi-
chip 




9*9 (Fovea) + 
19*17(Periphery) 
Edge 	detection 	(Fovea) 	+ 	Edge 	Centroid 
calculation (Periphery) 
R.F.Lyon [84] 4*4 Motion detection, Pattern tracking, Correlation 
method 
X.Arreguit [90] 2-1), 93ce11 Fixed figure motion detection 
J.Tanner [76] 1-D Global motion detection, Correlation method 
J.Tanner [771 8*8 Global motion detection, Differential method 
S.Dallaire [98] 256*256 Contours and dominant points, extraction and 
tracking, multi-chip system 
T.M.Bernald [47]  Edge detection, Motion detection, haiftoning 
M.Ishikawa [42] 16*16 Any figure, low fill factor (7.8%), tracking only 4 
directions 
T.Komuro [99] 64*64 Centroid calculation 
Z.Li [28] 32*32 Digitised edge, multi-chip 
Table 4.1.5: Tracking Chips 
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T.Horiuchi et.aI. designed an attentional search/tracking chip [17]. The system was composed of 
multi-chips, and tracking calculations were achieved off-chip. Targets were mere edges, thus the 
chip could not deal with a wide range of objects. The chip calculated spatial-derivatives(SD) and 
temporal-derivatives(TD), and distinguished down-edges from rise-edges. Using the information, 
this chip detected the direction of the edge motion. To minimize the current mismatch in a 
WTA(winner-take-all) circuit, hysterisis WTA was devised. However this is not the satisfactory 
solution, thus vague edges can be miscalculated. Asai et.al  devised a chip, which can detect a 
target in a moving background [18]. It canceled the background motion by controlling the motion 
of the view field. However, it only canceled single motion of background, and precision of the 
target detection is poor. Additionally this chip has not been fabricated yet. REtienne-Cummings 
et.al designed a foveated silicon retina for tracking. This chip combined two different types of 
sensor, which are used in the fovea and periphery field respectively. The fovea detects edges, and 
the periphery field determines the location of a moving target centroid. Therefore this chip could 
only track conspicuous edges [97]. 
If a target object is specified, and its shape and size do not change, a model based algorithm can 
be adopted. This algorithm makes the tracking calculation simple. Lyon et.al  used this technique 
for their optical mouse system [84]. The target image comprises hexagonal grids of light dots on 
a dark background. For the optical mouse, the target covers the whole focal plane, and all pixel 
data can contribute to the motion estimation. Arreguit et. al designed another type of mouse chip 
[90]. This chip calculates a number of moving edges, and detects the motion. To avoid problems 
related to noise and the mismatch of analogue circuit components, the targets are printed patterns 
Which possess clear edges and only two kinds of image intensity (black and white). Images in the 
real world do not always possess such clear edges and simplicity, thus this algorithm cannot be 
applied for real-world object tracking. A further improvement is required, since the targets in this 
study are various kinds of vehicle, and their shape and size are changing all the time. 
Tanner et.al . developed other correlation techniques [76]. His circuit uses analogue values of 
intensity of any kind of printed pattern to compute velocity. Thus it can deal with more general 
images. The image at one sampling time is digitised to a one bit image pattern and stored in 
latches. The digitisation is done to simplify the design and avoid degradation of analogue 
information by current leak. However, much information can still be lost. Then, this digital data 
is correlated with the analogue signal that is taken from the next frame image data. Correlating is 
performed by multiplication yet this calculation is substituted by an AND operation. A 1-D array 
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of this motion detector has been fabricated with 17 cells. The concept is excellent, however 
estimation is not accurate due to excessive simplification. 
Another motion detector was designed later [77]. This chip uses a differential method based on a 
mathematical formulation of the optic flow derived by Horn and Schunck [9]. This algorithm is 
implemented on analogue circuits integrated alongside the photodiodes. Analogue values of 
intensity of any kind of printed pattern are used to compute velocity continuously. It extracts the 
velocity of the image from locally measured derivatives, and aggregates local information to 
compute a global result taking advantage of analogue collective computation. An 8*8  pixel 
sensor is fabricated. 
These two chips use whole image data to detect global motion as the purpose is an optical mouse 
system. For vehicle tracking purposes, these motion estimations may fail as the real image 
contains several objects which have different motion. When the background image is projected 
onto a sensor, the global motion is different from the motion of the target object. This design 
approach is promising, though the selection of target area is necessary. 
Dallarie et.al  published an object contours extraction system [98]. This system is not an object 
tracking system and not one chip. On the contrary, Hexagonal sensors, several ASIC and FPGA 
made up the system. However the extracted contours from natural images are quite accurate 
while unimportant contour images are removed. Furthermore the dominant points, which are 
cross points of edges or contours, were extracted. Such dominant points carry useful information 
for shape analysis and pattern recognition applications. After this extraction process, object 
tracking by BMA can be easier and more reliable. This system architecture is promising, and if 
the system is implemented in one chip in the future, practical object tracking will be realized. 
Bernard et.al  designed a programmable retina, which digitizes image data at the first stage and 
processes it by Boolean operators at the pixel level [47]. Simple tasks such as edge detection, 
motion detection, and haiftoning have been demonstrated. However this chip used only one bit 
data and two memory for each pixel, and it could not achieve edge tracking. Ishikawa et. al used a 
similar concept, but designed a more elaborate chip, which involved 24 bits of memory and a bit-
serial ALU controlled by 5 bit instructions in parallel [42]. This chip can perform object tracking, 
however it needs an external system to execute the tracking algorithm, since instructions for pixel 
ALU are programmed and stored externally. This chip was designed for general purpose, thus if 
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devoted to object tracking, a controller can be included in the sensor chip. However the fill factor 
may still be low (<8%) as the ADC and ALU occupy a large silicon area. Their architecture uses 
the ADC at an early stage, thus they are less affected by mismatch of output transistor currents. 
They also designed a simpler tracking chip [99]. Each pixel consists of a PD, ibit ADC and 
adder for centroid calculation. Location of the centroid recognized as the target location. 
However data is only 1 bit, thus the resolution is too rough for tracking real-world images. 
An edge motion detection chip, which is a little similar to the above two chips in a sense, was 
designed [28]. It extracts edges and digitises the edge data. The digital edge data are stored in 
simple digital memory. Edge extraction is done by subtracting data of two nearby pixels. Next, 
the edge data of the previous frame and the current frame are compared, and the edge motion is 
detected. This comparison is done by BMA (Block Matching Algorithm) with MAD (Mean 
Absolute Difference). MAD is less sensitive than correlation functions, though it is more 
accurate. BMA processing units are arranged out of the sensor pixel (photo diode) area. To 
reduce the number of processing units, column parallel structure is employed. Thus globally, 
only (N —3) processing units are needed on a sensor plane of N x N pixels. Currently the 
processing unit and sensor unit are divided into discrete chips, thus the system is not on one chip. 
If the edges of the target object are continuously followed, object tracking is possible. To do this, 
location of the target edges must be memorized and updated, thus extra memory and a controller 
are necessary. Additionally for practical object tracking, this chip has the following drawbacks:- 
Edge data has only 1 bit resolution, thus a large amount of resolution is abandoned. A 
threshold is used for this digitisation, however a fixed threshold aggravates accuracy of edge 
detection as intensity of the images varies. Accurate motion detection is difficult for complex 
image data such as real-world object images. 
To estimate all motion on the focal plane, all pixels must possess analogue memory and an 
edge detection unit. This arrangement lowers the fill factor drastically (1.7%). Additionally a 
perfect shield from stray light is difficult as the sensor photo-diode is located close by. This stray 
light affects analogue memory and degrades the analogue data. 
The size of reference block for BMA is 2 x 2. This small size leads to inaccurate motion 
estimation. However a larger block size cannot be employed as the processing unit becomes too 
large to arrange in parallel at a peripheral area. 
All the presented tracking chips and systems have difficulties. In this research the tracking sensor 
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is implemented on a single chip and supposed to: 
track a complex target which need not include clear clue features 
track a target image which has at least 8 bit resolution 
have 2-D pixel resolution (64 x 64) 
In the next section, the algorithm and strategy for a practical tracking chip for a complex target 
image is discussed. 
4.2 Strategy of the Practical Tracking Chip 
To achieve practical tracking, the following strategy will be adopted for the single chip tracking 
sensor. Details of the circuits and the construction of the tracking chip are explained in the 
following chapter. 
Using smart CMOS sensor technology. 
To avoid transistor mismatch and dispersion of sensor output, voltage-mode sensor pixels will be 
adopted. Using APS and CDS circuit technique is the best solution for accurate and reliable 
results. 
Using BMA tracking algorithm. 
To estimate motion of general objects, BMA is most suitable. The reason has already been 
mentioned in section 2.1.6. It is generally said that edge detection and tracking is more reliable 
and noise-tolerant than computational algorithms such as BMA. However current-mode circuits 
are commonly used to detect edges, and the total tracking performance is degraded in 
consequence. Therefore BMA is the better solution, and tracking simulation proved this result in 
Chapter 3. 
Using analogue data and processing. 
If precision of data is to be preserved, analogue data is the more attractive medium. 8-bit 
resolution, which is required for tracking purposes, can be realized with careful design. Analogue 
memory and processor make the chip construction simple, and a single chip tracking sensor is 
possible. 
(4) Abandonment of multi-point (multi-area) tracking. 
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Once the most prominent part of the target image can be found, considering multiple-points is not 
always necessary to track a target. Therefore only one area is calculated for this single chip 
tracking sensor. Other motion detectors and retina chips process data in parallel, and to achieve 
parallel processing, many processing units must be arranged in the sensor pixel area. This 
arrangement decrease the fill factor and sensor precision. 
(5) Store the target location in Digital Memory. 
To track a target moving on a background image, the target location must be memorized. Digital 
memory is used to avoid disturbance. The location of a target is expressed as the address of the 
sensor pixel, which is digital, thus digital memory is more convenient. 
Another common way to realize a tracking system is a combination of Sensor, ADC and DSP 
(Digital Signal Processor). Once a high speed ADC is designed, this construction can process 
data fast enough. And DSPs will become faster and smaller as the design rules of digital circuits 
improve. Therefore Tremblay et.al  [98] and Moim et.al [100] adopted this construction for their 
system level integration. 
Recently the trend of system construction is changing. Smart sensors or retina chips are only used 
at the front end of the system. They reduce image data by simple processing, and further data 
processing and system control are carried out by high speed, high performance digital processors. 
This construction is promising, however there are some difficulties:- 
* Designing a high speed ADC is difficult and beyond the scope of this research. 
* Including DSP inside the sensor chip is difficult as the design rule is coarse (1.6pm) and a 
DSP occupies a large area. if a commercially available DSP is employed, the total size of the 
system will be large. FPGA is also available but the total system cannot be confined to one 
chip. 
A small and simple system is the target of this research, thus this approach cannot be employed. 
4.3 Discussion of Parallel Architecture 
In this chapter the architecture used for the sensor output and processing unit is explained. 
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Parallel architecture is commonly used in retina chips and CMOS smart sensors to reduce data 
transfer time. Parallel architecture is classified into two types. One is parallel output architecture, 
and the other is parallel processing architecture. The parallel output structure, which is used in 
many CMOS sensors, can reduce data transfer time, however it does not reduce the amount of 
transferred data. On the other hand the parallel processing architecture reduces the amount of 
data, since generally there is less processed data than source data, which is sensor pixel output. 
Many retina chips have employed this architecture. 
Another merit of parallel processing architecture is high speed processing. Data is processed in 
parallel and many processing units can work simultaneously, thus the total processing speed is 
high even with slow processing units. For example if 256 x 256 data of 30 frames per second are 
processed sequentially, the processing unit must deal with one piece of data within about SOOns. 
With the fully parallel architecture, each unit can take 33.3 ms. 
4.3.1 Pixel Parallel Architecture 
Another classification of parallel architecture is pixel parallel and column parallel architecture. 
Fig.4.3.1 shows the concept of pixel parallel architecture. Pixel parallel architecture has a 
processing unit inside every pixel. If a perfect 3-D structure is available, the pixel parallel 
architecture enables very high speed processing. Fig.4.3.2 shows a layered sensor-processing 
unit. However with current VLSI technology, sensor photo-diodes (photo-electron converters) 
are fabricated on the same substrate as the processing unit. A similar problem occurs with output 
structure. The output pad must be placed on the same substrate, at the edge of the sensor chip. 
These pads and connected wires occupy a large area. Therefore the fill factor is usually low. 
Currently, most retina chips use this architecture at the cost of accuracy. 
However, a three dimensional structure is possible with extra manufacturing cost. A layered 
sensor, which is stacked on a Si substrate, is the simplest solution. Since other amplifier and 
control circuits can be implemented on the Si substrate, the fill factor is high and circuit accuracy 
is not compromised. Amorphous silicon photo-diodes were stacked on MOS sensors in 1981 by 
Umaji [1011. Amorphous silicon (cc-Si) is a common material for VLSI technology, thus this 
structure is suitable. The same technology was used for the CCD imager, and the pixel count 
reached 2 million [102]. Fig.4.3.3 shows the cross section of a-Si stacked CCD sensor. ZnSe-
ZnCdTe was also used for the stacked photo-diodes [103]. 
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Fig.4.3.1: Pixel parallel architecture 







Fig.4.3.2: 3-D structure sensor 
Wire complexity is another difficulty in achieving pixel parallel architecture, and this problem is 
common for other VLSI systems. One solution is to penetrate the wafer with a "via" hole. With 
this technique, the output terminal, which is fabricated on the back side of the substrate, can be 
connected directly to the pixel output via a hole through the substrate. The technology for such 
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"vias" through a wafer has already been realized [127], and a 3-D sensor chip has been published 
[104][105][106]. However it requires a special fabrication process and has not been available for 
this research. In the near future pixel parallel architecture and 3-D structures will be adopted in 
all smart sensors. 
ITO (Indium Tin Oxide) 
a-SiC (P) 
a-Si (i) 
CCD gate 	 Mo polyside 
COD Itransfer node 	ki+ stora 
Si substrate 	diode 
Fig.4.3.3: a-Si stacked CCD 
4.3.2 Column Parallel Architecture 
Currently Column Parallel Architecture (CPA), which is shown in Fig.4.3.4, is more common for 
smart sensors due to its wiring restrictions. Though m (the number of row) cycles are necessary 
to transfer n x m sensor data, the processing or output units can be reduced to n (the number of 
columns). Since the processing units can be arranged outside the sensors, the fill factor is not 
reduced. For processing which only requires the data of one column, column parallel architecture 
is suitable for achieving high speed parallel processing. Distance measuring calculation, which 
only requires 1-D data in essence, is one example. This calculation is similar to the BMA, since 
the MAD is employed. The data are successively transferred and processed in each column. 1-D 
DCT is also an example of CPA oriented processing. 
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Fig.4.3.4: Column parallel architecture 
If the processing unit does not use CPA, the total processing speed decreases. BMA requires the 
data from the next column, thus it is difficult to employ CPA. If processing takes a long time, 
first, pixel data must be transferred to memory outside the sensor area, since the simple PD 
(Photo Diode) without an electrical shutter loses its data. The memory size is equal to the number 
of pixels. For the data transfer scheme, a column parallel output structure can be used. Thus the 
data transfer speed is faster than that of the serial output structure. However the processing unit 
has to access the memory repetitively. 
4.3.3 Local Parallel and Global Column Parallel Architecture 
Aizawa et.al . advocated local parallel and global column parallel (LPGCP) structures [28]. Local 
parallel means that the pixels in the search window are accessed simultaneously. Global column 
parallel means that processing units have a column parallel structure and process across the 
whole sensor area. Fig.4.3.5 shows a LPGCP structure with 2x 2 reference and 4x 4 search 
window. The block matching around selected blocks, denoted by select-p line, is taking place 
simultaneously with all the pixels within the local search area (m x m). Simultaneously the data 
of m x m pixels are transferred, and the candidate of 9 directions are calculated in a processing 
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unit. Globally N —3 block matching processing units are needed for a sensor plane with N x N 
pixels, and processing needs n cycles for whole plane calculation. 
Wiring complexity is still a problem. m wires are necessary per column for LPGCP. This causes 
a drastic decrease in fill factor. In Aizawa's case, they only used a 4 x 4 search window, which is 
the minimum possible size. However a larger search window is preferable for precise motion 
estimation. At least 6 x 6 pixels of the search window will be employed, and 6 wires should be 
arranged in each pixel column. This arrangement is hard to realize with a 21um design rule, thus 








processing processing processing processing 
unit unit unit unit 
can 
I MAD (Mean Absolute Diference) logic I 
Fig.4.3.5: Local parallel and global column parallel architecture 
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4.3.4 Quasi Column Parallel Architecture (QCPA) 
In this research, Quasi column parallel architecture has been adopted. This architecture sends 
only m data columns (where m x n is the search window size) to the processing unit each cycle. 
n raw data items are transferred successively. Fig.4.3.6 shows this architecture for a 4 x 4 
search window size. This structure is similar to column parallel architecture, and does not reduce 
the fill factor. This architecture is the most suitable as estimation of movement of only one area is 
required. A special X (horizontal) decoder is needed as a common simple decoder cannot retain 
the order of selected columns. The detailed circuit is explained in a later chapter. 
Fig.4.3.6: Quasi column parallel architecture 
Another merit of this architecture is the small number of processing elements. A small processing 
unit is indispensable for a practical and reliable analogue processor. Simultaneous processing 
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cannot be achieved, and data must be transferred several times. Even though only one target 
movement is estimated, the number of devices is too large to employ LPGCP architecture. 
Table.4.3.1 shows the number of principal devices such as capacitors, Op-Amps and comparators 
in the MAD processor with QCP and LPGCP architecture. Only one target is calculated and the 
other parameters are set as follows. Sensor size: 64 x 64 pixels, Reference block size: 4 x 4, 
Search area: 6x6. 
Quasi Column Parallel LPGCP 
Processors 1 1 
MAD blocks 1 9 
Cycles 6x9 1 
Wires 60 60x6 
Memory 52 52 
Op-Amps 1 	26 1 	144 
Capacitors 1 	52 1 	378 
Table 4.3.1: Number of devices in MAD processor 
The number of devices in QCPA is roughly one ninth of that of LPGCP. Experience in design of 
the sensor chip showed that those devices occupy a large silicon area, for example a Poly-Silicon 
capacitor is about 20 x 201on in this research. This size ignores the fluctuation of size in 
fabrication process and the disturbance of input charges through analogue switching which is 
essential for SC (Switched Capacitor) circuits. An Op-Amp is about 40 x 20 1wn when using 
ordinary two stage Op-Amp. The total Si area is proportional to the number of devices, thus a 
huge area is taken by the LPGCP unit in this case. 
Energy consumption is also proportional to the number of devices. In order to work at 1 MHz 
clock rate, an Op-Amp (or a comparator) consumes over 50 dii A. Thus the current consumption 
of LPGCP is over 20mA in the analogue processing unit only, whereas the analogue unit of 
QCPA consumes 5mA. 
4.3.5 Local Parallel Architecture for Analogue Memory 
Once the pixel data are transferred to and stored at the analogue memory, the data are treated in 
parallel. 4 x 4 x 2 data are transferred to the MAD processor simultaneously. This parallel output 
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structure increases the processing speed and decreases the processing cycle. Unlike the above-
mentioned pixel architecture, parallel output structure does not cause one problem for memory 
construction. The reasons are as follows. 
* Memory does not suffer from the Fill Factor Problem. Wires and other devices can take 
sufficient space. 
* Memory can be arranged freely. On the other hand pixels must be arranged regularly in 2 
dimensions to reflect images. Thus the design restrictions on memory is small, and parallel 
architecture is feasible. 
* In this tracking sensor, there is a small amount of memory (6 x 6+4 x 4), thus parallel 
architecture is feasible. 
Fully Parallel Output (6 x 6+4 x 4) is possible, however to reduce the number of processing 
units, the MAD calculation repeats 9 times. Thus Local Parallel Output (4 x 4+4 x 4) is adopted. 
4.4 Discussion of the Circuit Technology 
In order to realize a practical one chip tracking device, a voltage mode circuit and an SC 
(Switched capacitor) circuit are adopted. In this section the reason for doing this are explained. 
4.4.1 Voltage Mode and Current Mode 
The definition of voltage and current mode circuits is slightly misreading, since in the strict sense 
a current-mode circuit also employs voltage. When the analogue value is expressed by current, 
the circuit is classified as current-mode. In this study, voltage mode circuits are mainly used, 
though the trend of recent CMOS smart sensor and retina chip circuits is towards current mode 
[107] [108]. In fact, many retina chip and CMOS sensors have adopted current-mode photo 
diodes and analogue processing units. 
This trend can be attributed to the need for circuit simplicity, as smart sensor systems require a 
small Si area for the processing unit. Current-mode technique enables copy, add, subtract, 
multiply operations to be performed with a small number of transistors. Although voltage-mode 
circuits can calculate those operations, they require large capacitors to keep the voltage, voltage-
followers to avoid voltage deterioration, and precise resisters that set the constants. Generally the 
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size of capacitor is large, and the precise voltage-follower comprises many transistors. 
Table.4.4. 1 shows the difficulty of carrying out operations. Multiplication is a problem in the 
voltage-mode circuit. The voltage-mode circuit can multiply a variable voltage by a constant 
number. However once the constant is fixed by the hardware, changing it is difficult. Store 
operations (memory) are difficult for an analogue device, especially for the current-mode circuit 






Addition good good 
Subtraction good good 
Multiplication difficult good 
Division difficult possible 
Memory good difficult 
Table 4.4.1: Degree of difficulty of operations 
The area photo-diode converts photons to electrons, and generate a very small current (pA - nA). 
For the optical sensor, current-mode allows a simpler structure since an I-V converter is 
unnecessary. V-I or I-V converters are used in current-mode circuits for an input or an output 
stage as the MOS is essentially a voltage driven device. In this case, the photo current can be 
directly processed. Sometimes in order to speed up a response and to avoid noise interference a 
current amplification device such as a bipolar type photo-diode is employed. Details of the 
current amplification devices will be explained in section 4.5.4. 
The current-mode technique also has the merit of fast operating speed. For example high speed 
amplifiers are composed of current-mode circuits. However speed is not so significant for retina 
chip applications, since they employ pixel parallel architecture, and relatively slow processing 
speed is acceptable. 
Current-mode circuits are promising, however if the current-mode photo-diode is employed, the 
output current deviates enormously (over 30% of the full range) between sensor chips. This is 
due to inhomogeneities of devices and the fabrication process. Additionally this large deviation is 
amplified by the I-V characteristic of MOS transistors, which is exponential in the sub-threshold 
region and quadratic in the saturation region. This big deviation is fatal for the BMA tracking 
algorithms. However it does not affect the ability of the retina chips. Since they average the 
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neighbour pixel output, and rough data are enough for edge extraction, which is a common 
function of retina chips. However for a single chip tracking sensor, 8 bit resolution (LSB is 
equivalent to 0.4% of the full range) is required, thus the current-mode photo diode cannot be 
applied. 
On the other hand, the voltage mode outputs of pixels have less deviation. These pixels integrate 
photo current and accumulate charge, thus the shot noise can be averaged. Accumulated charges 
are converted to voltage by a simple capacitor and a switch. Output deviation is reduced to 0.1% 
by the CDS (Correlated Double Sampling) technique [40]. This technique cancels out the reset 
noise, and also suppresses the fixed pattern noise. Therefore voltage-mode circuits are employed 
for this single chip tracking sensor. 
Another solution is an additional V-I converter after a voltage-mode pixel and a CDS circuit 
[109]. This construction can utilize voltage-mode precision and current-mode fast operation. 
However the V-I converter occupies a large area, thus not many converters can be employed, and 
parallel processing is difficult. If a small, high precision V-I converter is designed, this 
construction is promising. 
4.4.2 Sub-threshold circuit technique 
The sub-threshold circuit technique has the merit of very low energy consumption. The 
consumed current can be reduced to under the order of nano amperes. This characteristic is 
important for portable systems. However the operation speed is not fast, especially when a circuit 
load is capacitive and with voltage-mode operation. The sub-threshold circuit technique suits 
current-mode operation, as it needs a very small voltage change, thus the operation speed is 
improved. Another merit of sub-threshold circuits is their logarithmic I-V characteristic similar to 
bipolar devices. They can be used for simple multiplication devices, which are called "Gilbert 
multipliers". Despite the above advantages, this technique will not be employed in this research 
since voltage-mode sub-threshold circuits are slow and current-mode sub-threshold circuits are 
not precise enough. 
4.4.3 SC (Switched Capacitor) Circuit 
The SC circuit is an analogue processing technique [110], since the circuit construction fits in 
with MOS transistor technology. SC circuits consist of capacitors, analogue switches and OP - 
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Amps (Operational amplifiers). These elements require the following factors:- 
* Capacitors should have linear characteristic and precise relative capacitance. 
* The leakage current should be small. 
Poly-silicon capacitors are the most precise devices on a silicon chip, and the deviation of 
relative capacitance is less than 0.1%. The OP-Amp has high input impedance (over lOOM Ohm) 
as the gate is a MOS capacitor. Thus a small leakage SC circuit is possible. The transmission 
gate, which is a MOS analogue switch, has a small leakage current (a few pA), though it is not a 
problem when the calculation cycle is fast enough. 
The SC circuit can achieve basic operations such as addition, subtraction, delay, storage, 
integration and differentiation. This technique is commonly used in integrated filter applications. 
As for multiplication, which is a common operation in signal processing, SC circuits can multiply 
analogue values by digital values. Thus digital circuits can control analogue signal processing 
units [111]. This combination allows a programmable processing unit, and is used for W-CDMA 
matched filter. Another merit of a SC circuit is there is no need for an ADC as analogue values 
can be processed. Thus the total processing speed is improved. 
However there are two main shortcomings. One is that its signal frequency is limited to hundreds 
of kHz, since OP-Amps, which are the main components of a SC circuit, are limited in operating 
speed. Another problem is the circuit size. The size of circuit components of an OP-Amp, such as 
capacitors and transistors, must be set to avoid fluctuations. Thus SC circuit size cannot be 
minimized like digital circuit size can. 
Although the operating speed of SC circuits is not as fast as recent digital processing speed, it is 
enough for this research as there is less than 10,000 pieces of data per 3Oms. Also the total size of 
SC circuits is equivalent as the design rule is quite coarse (2 um). Thus SC circuits have been 
adopted. 
4.4.4 CDS (Correlated Double Sampling) Circuits 
CDS is a sampling technique which subtracts the value at zero input from the output signal. 
Fig.4.4. 1 shows a typical output voltage waveform. Main sources of noise are FPN (fixed pattern 
noise), reset noise, and thermal and 1/f noise of the SF (Source Follower) amplifier and reset 
transistor. Most FPN and reset noise is cancelled by CDS in theory. In practice the CDS sampling 
rate is faster than the frequency of 1/f noise, thus the IN noise is also reduced by CDS. 
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Fig.4.4.1: Output signal waveform 
Both CMOS and CCD sensors employ the CDS technique, however CMOS sensors cannot 
cancel the current deviation of MOS transistors completely. As CCD can use a common SF 
amplifier, the CDS technique reduces reset and fixed pattern noise. However CMOS sensors 
usually use column common CDS circuits and individual input transistors, thus even with the 
same signal charge the output of different columns may be different. The FPN cannot cancel 
completely. In order to cancel FPN between columns, a special CDS circuit is required [112]. 
Fig.4.4.2 shows this DDS (Delta-Difference Sampling) circuit. 
If the sensor pixel cannot control timing of the signal output, reset noise cannot be eliminated 
completely, since the signal output and the reset noise are mixed together, and cannot be 
separated. Fig.4.4.3 shows this concept. Thus a PG type pixel or a combination of the full 
depletion type pixel and transfer gate is suitable for CDS compensation as they can control the 
reset release timing and signal output individually. The full depletion type pixel is also known as 
HAD (Hole Accumulation Diode) [109] or PPD (Pinned Photo Diode) [113], and is explained in 
section 4.5.1. 
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Fig.4.4.2: DDS circuit 
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Fig.4.4.3: Mixing reset noise in an ordinary pixel 
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4.5 Review of Imaging Devices 
In this section, several types of pixel are presented. A pixel consists of a photo-detector and a 
buffering circuit which is called a photo-circuit. The simplest pixel is chosen for this research, 
however the strong points and shortcomings of other pixels should be examined for further 
improvement. 
4.5.1 Photo-Detectors 
Many kinds of photo-detectors are available even with standard CMOS processes. Fig.4.5. 1 
shows cross sections of some photo-detectors. 
N 
n-type (or p-4,e) 




Ix depletion layer,' 
substrate 
Photo Gate 




They are divided into three types which are photo-diodes (PD), photo-bipolar transistors and 
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photo-gates (PG) or photo MOS. Some pixels are variants of the above basic detectors, and they 
are explained in section 4.5.4. 
Fig.4.5.2 shows the basic photon-electron converting process which is similar in all photo-
detectors. A photon generates a hole-electron pair in the reverse biased region of the 
semiconductor. The hole and electron drift, and create a photo current. However detectors have 
different sensitivity, QE (Quantum Efficiency) and noise characteristics. 
IN 
7r 	Depletion layer 
Fig.4.5.2: Generation of photo-current 
4.5.1.1 PD 
The PD has a simple structure, and several implantation combinations are available. The PD is 
composed vertically, and its depth is controlled by ion implantation and diffusion annealing. 
N /Pwell, p /Nwell and Pwell/Nsub diodes can be used in the N substrate twin well CMOS 
process. When the substrate is P type, NwelllPsub diodes are possible instead of Pwell/Nsub 
diodes. If the CCD process is adopted, an N diffusion layer, which consists of a buried transfer 
region, is available. Fig.4.5.3 shows the rough cross section of each PD and the depth of junction. 
In the APS (Active Pixel Sensor), photo-circuits which support the output of a PD are necessary. 
However photo-circuits should only have one type of transistor (either NMOS or PMOS), 
otherwise the sensor area becomes too large as the "well" requires over lOm separation. 
Commonly NMOS is employed for photocircuits as gm (transconductance) is high, thus 
N /Pwell PD is selected. 
The absorption of light by silicon depends on the wavelength, the absorption length L (A.) being a 
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function of wa
velength. Thus different PDs, which have different doping and depth, show 
different spectral responses. In brief, PDs with deep junctions have high sensitivity for long 
wavelength, and a PD with a shallow junction is sensitive to short wavelength. 
Fig.4.5.3: Cross section of diodes 
Another merit of the N+fPwell PD is its tolerance for long wavelength photons. Long wavelength 
photons degrade the spatial resolution, which is called 
Smear. Since they are absorbed by the 
substrate, diffuse less precisely to the nearest PD and get collected into the wrong PD. However 
an N+/Pwell PD intrinsically has a PwelIJNsub diode underneath, which absorbs the charge 
generated by long wavelength photons. Naturally this diode does not exist in a P substrate CMOS 
process (Nwell process), therefore N substrate CMOS should be chosen. 
Dark current, which is not generated by light, reduces the signal to noise ratio. The main source 
of dark current is the interface levels of the surface of the silicon. Therefore a buried PD, which 
is called either HAD (Hale Accumulated Diode), surface shield sensor or pinned diode, was 
exploited. Fig.4.5 .4 shows cross-section of them. 
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Fig.4.5.4: Cross section of surface shielded sensor 
Another shallow diode was added beneath the silicon surface with a biased supply voltage, thus 
dissipating the charge generated at the surface. The dark current is reduced, however fine tuned 
ion implantation and diffusion are necessary. 
4.5.1.2 Photo-Bipolar Pixel 
A photo-bipolar pixel can amplify the photo current. This is desirable as the photo current at 
room illumination level is small (under IA). The base region, which is the photo detecting area, 
is floated and photo current flows as the base current. A bipolar transistor amplifies the base 
current and generates a large collector current. The multiplication ratio (current gain), which 
depends on the bipolar configuration can be over 100. However the fabrication process is critical 
for this ratio, thus the fixed pattern noise is large. In addition this structure amplifies noise 
equally, thus the S/N ratio does not improve. 
4.5.1.3 Photo Gate (PG) 
The photo-gate collects photo current in the reverse biased area (the depletion layer) under the 
MOS gate. The photo-gate can control the charge transfer timing. This is suitable for CDS 
operation. 
However the photo-gate has the lowest QE (Quantum Efficiency) as the photocurrent filling the 
potential well comes mainly from the diffusion of carriers, and the poly silicon gate blocks most 
of the short-wavelength photons. 
4.5.2 Voltage Mode Pixel 
Voltage mode pixels output a voltage. All photo-detectors convert photons into electrons, and 
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these electrons are gathered in the reset capacitor. The capacitor voltage is proportional to the 
charge and is inversely proportional to the capacitor value. The depletion layer at the reverse 
biased junction, MOS capacitor or Poly-silicon capacitor is employed. This Q-V (charge to 
voltage) conversion is the simplest method. 
If the capacitor is small, sensitivity can be improved. However the tolerance for the shot noise of 
photons deteriorates, since the charge is small, and the shot noise is inversely proportional to the 
charge. On the other hand a large capacitor is insensitive to shot noise, yet it shows small 
sensitivity. 
Voltage converted by a capacitor cannot drive the following circuits directly, thus a voltage 
follower circuit is necessary. Although an OP-amp is used in the voltage follower circuit, it 
occupies quite a large area. A simpler SF amp (Source Follower) is commonly employed for 
sensor purposes. 
As the photocurrent is small, charges must be accumulated during a frame which only lasts a few 
milliseconds making high speed motion impossible to detect in theory. 
4.5.3 Current Mode Pixel 
When the signal processor uses a current mode circuit, current mode pixels are desirable. In 
general the photo current is small, thus current multiplication is essential. Photo-bipolar or other 
amplified pixels, which are explained in the next section, are commonly used. 
Another merit of the current mode pixel is its quick response. If the output current can be 
detected directly, high speed sensing is possible as no charge integration is needed. 
4.5.4 Amplified Pixel 
In recent years, high density pixels are required for high resolution digital camera applications. In 
order to increase the number of pixels, the amplified pixel, which contains an amplifier is 
desirable, since a high output can be obtained with a small pixel size. 
A couple of amplified pixel have been invented. These pixels use a silicon diode as a photo 
detector, thus their QE and photo sensitivity cannot be improved. However after signal 
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amplification, there is less outside noise, hence amplified pixels are practical and useful. In 
addition a high frame rate and non destructive output are possible. 
The demerit of the amplified pixel is noise. They multiply the original photo current, however 
shot noise is also amplified, thus the SIN ratio is not always improved. FPN (Fixed Pattern 
Noise) also increases, as a result of non-uniformity of gain. Another problem is the complexity of 
their fabrication process. In general special processes are needed to implement amplified pixel 
devices. 
Next, the construction and theory of these amplified pixels is explained. 
4.5.4.1 AMI (Amplified MOS intelligent Imager) 
This pixel uses a MOS to amplify signal charge [114]. Fig.4.5.5 shows its schematic design. 
Three transistors per pixel are needed. The capacitances of the MOS gate and photo diode 
determine the sensitivity. It is also known as APS (Active Pixel Sensor). 
RST 
Y 
Fig.4.5.5: AMI (APS) 
4.5.4.2 SIT (Static Induction Transistor) 
SIT was first reported in [115]. The pixel has a single SIT and one capacitor formed on the gate 
region. Fig.4.5.6 shows the cell structure of a SIT pixel. The n- epitaxial layer is grown on the n+ 
substrate, which acts as the SIT drain. A shallow n+ source region is formed on the epitaxial 
layer, so that the p+ gate region surrounds the source. A MOS capacitor is formed on the gate, 
and the gate pulse is applied through this capacitor. When the gate is reverse biased, a depletion 
layer is formed outside the gate. if hole-electron pairs are generated by the light incident in this 
region,, electrons are swept away to the source or to the drain, while holes are stored on the gate. 
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The gate voltage becomes higher, and the dram-source current is modulated by this voltage 





4.5.4.3 CMD (Charge Modulation Device) 
CMD uses only one phototransistor, which is a MOS-type transistor, inside each pixel, whereas 
the common APS comprises three transistors [116]. Thus the pixel size can be minimized. A 
schematic diagram of the CMD is illustrated in Fig.4.5.7. The phototransistor operation is 
described as follows. Incident light passes through the negatively biased gate, then charges 
generated by the light accumulate in the potential well under the gate. Holes are stored in the 
surface gate region, while electrons flow to the source or the drain regions. The stored holes 
increase the surface potential, thus an amplified light-dependent current can be obtained. 
Gate Oxide 
Drain(n±) 	 Source(n+) 
n- EPI 
p- substrate 
Fig.4.5.7: Cross section of CMD 
4.5.4.4 APD (Avalanche Photo-Diode) 
The APD imager amplifies photo-charge by avalanche multiplication within the depletion region 
of a silicon p-n junction [117]. Fig.4.5.8 shows the cross section of an APD pixel. APD is formed 
by a surface p+ diffusion layer and an n layer beneath. When the photo-charge is stored, the 
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voltage of the surface p+ region increases. Finally the voltage will reach high enough to cause 
avalanche multiplication. 
Out 
Fig.4.5.8: Cross section of APD 
4.5.4.5 BASIS (BAse Stored Image Sensor) 
BASIS, each pixel of which comprises a bipolar transistor, stores signal charge in its base region, 
whereas the other APSes store signal charges in their gate regions [125]. Generally APSes output 
a voltage signal with the aid of an SF (source follower) amplifier. On the other hand, BASIS 
multiplies signal charges using the bipolar current gain. Fig.4.5.9 shows a typical circuit 
configuration. 
Vertical output line 
Horizontal drive line 
Coxi _L Signal 
T I- i trans I storage capacitor 
/ 	
vertical 
Fig.4.5.9: BASIS (original figure in Tanaka[125]) 
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4.5.5 Summary 
If an amplified pixel which has good linearity and low noise performance, it can be used in a high 
speed tracking chip as small outputs for dark images are weak point of the tracking chip. 
However, in this research the simplest photo-detector and photo-circuit are chosen to simplify the 
chip construction and fabrication processes. Thus an N /p well type photo-diode and a voltage 
mode (SF type) amplifier are employed. SF improves the output impedance yet the range of the 
voltage of output is also diminished. Therefore this is not an amplified pixel as the output is not 
multiplied. Actual photo-detectors and photo-circuits are described in chapter 5. 
4.6 Review of analogue memory 
Using analogue memory is simple and desirable since analogue processing is assumed in the 
tracking sensor chip. However designing long retention analogue memory is difficult, since a 
simple structure memory such as switch transistor and capacitor has a leakage current, and a 
stored signal is degraded in the long term. Historically long-term analogue memory was studied 
for neural net hardware, and several techniques were proposed. Digital memory with DAC is the 
most accurate, however it is better to process digitally in that case. Analogue EPROM or 
EEPROM has a good retention time, and it may have 4-bit resolution. However write control 
scheme is complex, and write-time takes the order of ms. Additionally the required resolution in 
this research is 8-bit, and so difficult to achieve. 
The retention time of a simple capacitor structure is about few a seconds, yet it depends on the 
required resolution. If the signal is 1-bit digital resolution, which is a DRAM structure, retention 
time is only determined by leakage current, capacitor size and voltage range. However an 
analogue memory must not decay over 1 LSB (Least Significant Bit) level. One technique to 
prolong the retention time is when the storage node voltage is set to similar level to the substrate 
[118], though this technique cannot store analogue voltage directly. Several other techniques are 
proposed by [119], compensating leak current, using delay device, etc. However, the actual 
performance of these techniques are not presented. 
In the tracking sensor chip, the regular refreshing technique is used. If the refresh rate is fast 
enough, simple analogue memory is available. For the vehicle tracking, the refresh rate is 30ms 
and this is much faster than the retention time of analogue memory. Thus simple analogue 
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memory is employed for the tracking sensor chip. 
4.7 Summary 
A single chip tracking sensor for real-world targets is difficult to design, however simple and 
practical circuit techniques and construction have made it possible. The following techniques and 
chip constructions have been adopted. 
Smart CMOS sensor circuit technique. 
Implement BMA tracking algorithm. 
Analogue data and analogue processing scheme. 
QCPA (quasi column parallel architecture). 
Voltage-mode SC circuit technique for analogue calculation. 
Simple analogue memory for comparing and reference images. 
Based on this strategy, a single chip tracking sensor have been designed. Hardware structure, 
Circuit details, actual circuit design and their performance are presented and discussed in chapter 
5 and 6. 
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Chapter5 
Tracking Sensor Construction 
In this chapter the construction of the single chip tracl.nig sensor, architecture, actual circuits of 
sensor and processing unit, and their performance is presented. Experimental results of circuits 
are also presented. The research aim is to provide a working device for tracking of real-world 
objects, rather than experimenting with novel circuits. For this reason, well-understood and 
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Fig.5.1: Micro-graph of tracking sensor 
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All circuits were designed and laid out manually to keep the silicon area to a minimum and 
simplify chip structure. Besides the tracking sensor chip, various TEG (Test Element Group) 
circuits were also designed for all main circuits to test and examine circuit performance. 
Some functions discussed in Chapter 2 are not implemented on the single chip tracking sensor. 
As to the tracking scheme, the corner detect function and error check function are limited on the 
first chip. However, the start address is selected on a target image, and a regular refreshing 
technique is used for tracking test, thus tracking can still be achieved. 
5.1 General construction 
This chapter presents general construction of the tracking sensor chip as follows 
Data type, block diagram, data processing scheme, the structure of analogue MAD processor and 
actual fabrication process 
5.1.1 Data type 
The chip uses analogue processed signal data. The reasons for this are as follows:- 
The image sensor generates an analogue signal for the image data. 
No need for an Analogue to Digital Converter 
Simple data processing is possible with an analogue processing unit 
Simple circuits consist of a small number of devices such as transistors, capacitors and resistors. 
Since capacitors usually occupy a large Si area, a small number of devices does not always lead 
to a small total die size. However simple constitution results in simple operating circuits, and this 
is essential for this one chip smart sensor. Suppose a digital processor were used. 8-bit signal 
resolution would increase the number of devices of the digital processing unit by at least eight 
times, and control would be more complex. 
Generally when a large amount of data has to be processed, as is quite common in image 
processing operations such as data compression, a digital system is preferable as the total 
calculation time is shorter than for an analogue processor. However in this chip only 100 pieces 
of data are fed to the processing unit each frame. This is 6400 - 31000 times smaller than the 
amount of data in ordinary image processing. Therefore analogue processing is suitable for this 
research. 
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Another weak point when digital processors are integrated with sensor units is that sensor 
performance deteriorates due to the noise of large digital circuits. 
Another merit of analogue data architecture is that it allows parallel processing. Although the 
number of devices increases in proportion to the amount of data and the configuration becomes 
complex, the processing time is curtailed and the operation scheme remains simple. 
5.1.2 Block diagram 
The block diagram of this tracking chip is shown in Fig. 5. 1.1. 
rict 
	 Row decoder 
F-I F-I F-I 
EWE Digital 









Fig.5.1 .1: Block diagram 
More detailed schematic circuit design, functions, state diagram and performance are explained 
in the next section. The tracking chip consists of the following main circuit blocks :- 
Active CMOS sensor pixels 
The sensor has a photo diode which converts photons to electrons. The sensor pixels include 
individual CMOS amplifiers. This type of sensor pixel is called an active pixel. 
X,Y decoder 
This circuit selects which pixels to use, and keeps the address of the tracking target. In this 
chip, the control procedure is complicated to cooperate with the processor, requiring a 
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sophisticated decoder. 
Analogue memory 
The image data and calculated function data are stored in analogue memory for a short time. 
Analogue MAD (Mean Absolute Difference) calculator 
MAD is an evaluation function for tracking. In this chip the function is computed in 
analogue form. 
Controller 
This circuit block controls all the other circuits. The timing signals and control commands are 
generated in this block. 
5.1.3 Data processing scheme 
The simplified data flow is presented in Fig.5. 1.2. The input is part of the tracking object image 
and its location on the focal plane. The output is the estimated location of the tracking object. 
Address 	digital 
Pixel Array 	decoder controller target 
El F-1 El address 
El I E] 40 











=:> analogue signal 
digital signal 
Fig.5.1.2: Signal Flow 
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Firstly illumination intensities representing detected images are converted to electrons by the 
photo diodes on the silicon chip. This charge is accumulated, and converted to voltage by the 
capacitor, which is parasitic to the photo diode. The voltage is amplified by the source-follower 
amp located in each pixel. Thus the signal is expressed as voltage. Exposure time is controlled 
externally in the first chip, as it affects frame rate, which must be adjusted to the target motion. 
Secondly a target location is provided from the external system. The target location is represented 
as a sensor pixel address, and stored in the digital memory installed on chip. 
Thirdly the pixel where the target image is projected is selected, and the output voltage of the 
pixel is copied to the analogue memory outside the pixel area. This operation is repeated until all 
the output data in the search window is transferred. The quasi column parallel output decodes 
several pixels simultaneously. Due to this structure, the number of transfer cycles can be reduced. 
Two blocks of the analogue memory are provided. One for the present frame image (comparing 
image) and the other for the previous frame image (reference image). The comparing window is 
larger than the reference window to allow target movement to be detected in 8 directions. 
Fourthly, the mean absolute difference (MAD) is calculated by the analogue processor composed 
of switched capacitor circuits. MAD is used as the matching criterion. The MAD processor 
estimates the direction of the target motion and location of the target. This data is sent to the 
external system, and is fed into the chip itself as the new address of the reference image. 
5.1.4 Fabrication Process 
In this research, relatively old fashion fabrication technology is used. The minimum geometry 
rule is 1 .6 p.m and a DPDM (Double-Poly-Double-Metal) process is used. However, the second 
metal is for light shielding and cannot be used for signal wiring. Thus this process is similar to 
DPSM (Double-Poly-Single-Metal). The second poly-silicon is mainly used for capacitors, and 
wiring inside the sensor pixel array. A CCD process is desirable, as the second poly transistor can 
be used for transfer gate and perfect CDS, which reduces reset noise. However it is a long and 
complicated fabrication process, and it also complicate the control sequence, thus a simpler 
fabrication process is chosen. 
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5.1.5 Summary 
The tracking sensor consists of five blocks, which are pixel array, decoders, analogue memory, 
analogue MAD processor and digital controller. The following section discusses the actual circuit 
details of the tracking sensor. 
5.2 Pixel circuit details 
This section discusses the circuit details of the pixel array, decoders and analogue memories. 
Details including schematic data, simulation data, layout data, and experimental results are 
presented. 
5.2.1 Signal chain 
Fig.5 .2.1 shows the pixel output signal chain. It consists of the PD, reset transistor, SF amp, 
decoder transistors, analogue memory and CDS memory. The typical output voltage ranges of the 
main nodes have been simulated and are shown in Table.5 .2.1. The signal chain and circuit 
parameters were tested in SPICE. To achieve a wider voltage range, some pixels employ low 
threshold voltage transistors for their reset transistors and SF amps. 
The signal is attenuated slightly by the reset transistor and SF amp, however a 2V output range is 
still secured. Fig.5.2.2 shows the read sequence (pixel control signal chart) that achieves CDS. 
The pixel output is stored 2 times at reset level and signal level, and the difference of the same 
pixel's output and reset signal is calculated. Since a QCP architecture is adopted, 6 row addresses 
are incremented sequentially. A shortcoming of this sequence is that the exposure time cannot be 
set identically. However this exposure time difference is common to area sensors, which do not 
have an electrical shutter, and usually it does not affect the image quality. This time difference is 
set to be a minimum of 2 x 6 clocks (=12.ts). Decoder details are explained in a later section. 
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Fig.5.2.1: Signal chain of pixel output 
With low threshold Tr With normal Tr 
Voltage of A point 3.50-0 V 3.3-0 V 
Voltage of B point 2.3-0 V 2.0-0.3 V 
Voltage of C point 1 	3.50-1.2 V 3.5-1.8 V 
Table.5.2.1: Voltage rare of important node 
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Fig.5.2.2: Read sequence of pixel output 
5.2.2 Pixel array 
The tracking sensor involves a 64 x 64 pixel array, though 256x 256 pixels are desirable and 
possible, the 1 .6 p.m design rule is too coarse especially for the complicated decoder used for the 
QCP architecture. The pixel size is 40 x 40 p.m, and pixel array is 2.56 x 2.56mm. Ordinary 3-
transistor pixels are employed. Fig.5.2.3 shows the schematic data. The transistor size and the 
layout are optimised to increase fill factor. Table.5.2.2 shows the feature of various types of 
pixels that have been designed. The 1 .6p.m technology leads to a small pixel size, which reduces 
the fill factor. With a CCD process Poly2 gate MOS transistor is available, thus the fill factor can 
be increased, however an ordinary CMOS process of DPDM (Double-Poly-Double-Metal) is 
used in this research. Fig.5 .2.4 shows the actual layout of one of these pixels. One problem is the 
pickup of the substrate, which stabilizes the substrate potential. To increase the fill factor, 
substrate pickup is arranged outside the pixel, thus when the array size becomes large, the 
substrate potential at the centre of the array may be unstable, and may affect pixel performance. 
Transistor size and bias voltage of the SF (Source Follower) amp was determined using SPICE 
simulation. 
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Fig.5.2.3: Schematic data of 3-Transistor pixel 
Fill factor Type Process Features 
PD1 74.7% Photo diode CCD With Poly2 wire 
PD5 70.9% Photo diode CCD Polyl wire only 
PD1 1 63.4% Photo diode CMOS With Poly2 wire 
PD15 62.9% Photo diode CMOS Polyl wire only 
PG1 1 54.0% Photo gate CCD  
Table.5.2.2: Designed pixel feature 
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Fig.5.2.4: Layout of 3-Transistor pixel 
Table.5.2.3 shows experimental results of the pixel. These indicate that the pixel has the potential 
to provide acceptable tracking performance. These results are without a CDS circuit, thus the 
deviation includes all noise (i.e. reset noise, shot noise, thermal noise) and transistor mismatch 
(fixed pattern noise). When there is no input light, reset noise can be measured. Fig.5.2.5 and 
Fig.5.2.6 show the waveform of pixel output and the waveform of reset noise. 
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Fig.5.2.5: Pixel output waveform 
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Fig.5.2.6: Reset noise (upper signal) 
Photo current (25°C) 0.96 PA /(Lx.cell) 
Sensitivity 2.6V / Lx - s 
Dark current (25°C) 1.44fA/cell 
Voltage range 0-2.5 V (after CDS 1-3.5V) 
Reset noise 20 mV 
Standard deviation (8) 7.0 mV 
Table.5.2.3: Pixel performance. Standard deviation is calculated from 64x64 pixels in 
one chip. 
The output voltage of 64 x 64 pixels without CDS along the X and Y directions are shown in 
Fig.5.2.7 and Fig.5.2.8 respectively. There is a slight yet clear output change. For the X direction, 
outputs increase along column address. This change is quite linear. For the Y direction, outputs 
of large row address have smaller voltage. Wire resistance may cause the divergence, though the 
order of few ohms cannot change lOmV of output. However this localized error can be cancelled 
by a CDS technique. 
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Fig.5.2.7: Output deviation for  direction. The systematic variation of lOmV is less than 
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Row address 
Fig.5.2.8: Output deviation for V direction. The systematic variation of lOmV is less than 
1 LSB. 
5.2.3 Row (Y) decoder 
Fig.5.2.9 shows the addressing scheme of the row decoder with a QCP architecture. The row 
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address is selected at the upper end of the search window and is increased sequentially down to 
the bottom end of the search window, thus six successive rows must be addressed. To achieve 
CDS, +5 and —5 address changes must be done. For a target address change after one frame, 
—1 or —1 operation is necessary. Fig. 5.2.10 shows a schematic diagram of the row decoder. The 
decoder circuit includes an incrementor, a decrementor and a 6-bit register to store the target 
address. When the target has the maximum (or minimum) address and an increment (or 
decrement) signal is inputted, the decoder outputs the address error signal. The circuit logic has 
been compressed. The decode algorithm and circuits have been examined by verilog logic 
simulation, and they work experimentally. The size of this decoder is 2.62 x 0.23mm including 
wiring. The size of the driver transistor for reset and row select is a key point. Too large a driver 
causes switching noise and affects analogue signal sensitivity, thus it must be small, while 
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Fig.5.2.10: Schematic design of row decoder 
5.2.4 Column (X) decoder 
In a QCP architecture six consecutive columns are addressed simultaneously, as six columns in 
the search window are output in parallel. One decode signal activates 6 columns. However, a 
simple output connection to the next circuit causes disorder in the arrangement of the image data. 
Fig. 5.2.11 illustrates this concept. To solve this problem, 6-wired-OR circuits are added to each 
output wire so that column output can go into 6 different inputs of the next circuit. Fig.5.2. 12 and 
Fig.5.2.13 show a part of the schematic data and the actual layout. 1.6ptm technology is too 
coarse, and this circuit is critical for the pixel pitch. Resistance of this circuit affects output 
voltage, thus the transistor gate width must be larger than 20m. 
Fig.5.2. 14 shows a schematic diagram of the column decoder. The column decoder also includes 
an incrementor, a decrementor and 6bit register. When the target exceeds the pixel area, the 
decoder outputs an address error signal. The decoder has been examined by Verilog logic 
simulation, and found to work experimentally. 
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Fig.5.2.1 3: Layout of 6-wired-OR circuit 
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Fig.5.2.14: Schematic diagram of column decoder 
5.2.5 Analogue memory 
For a reference image, a 4 x 4 analogue memory is required. The simplest memory is a storage 
capacitor, however a buffer amp is attached to prevent signal deterioration caused by data access. 
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Since the bus wire is long (over 2mm), a simple capacitor cannot retain analogue voltage. 
Fig.5.2. 15 shows a schematic diagram of the analogue memory. A simple amp (SF amp, etc) can 
be used to buffer the analogue voltage. However to avoid voltage shift, a negative feedback OP-
amp onipl ovod a a vol tagc lol1ovcr. 
I 	 I 
7J L#stoIe  
 -- - - - - - - - 
Fig.5.2.15: Schematic diagram of analogue memory 
To reduce Si area, a folded cascade type OP-amp, which is smaller than an ordinary two-stage 
OP-amp, has been adopted. The reason for the small size is that the folded cascade amp can omit 
the phase shift capacitor, which is needed in a two-stage OP-amp especially for large capacitive 
load. The transistor size and bias voltage of the OP-amp are determined by SPICE simulation as 
at least 2V linear range and SOOns settling time is required. Fig.5.2.16 and Fig.5.2.17 show 
linearity and response of the OP-amp in SPICE simulation. 
The capacitor is an important component of SC analogue circuits, and Poly-Poly type capacitors 
are used in this research. This type of capacitor has one-fifth capacitance of a gate capacitor since 
the thickness of SiO, insulator is 5 times larger. However the size uniformity and linearity to 
the supply voltage are better. The size of the capacitor is 96 x 32 im, and estimated capacitance 
is about 1.08pF. All switches in the SC circuit are transmission gates with noise cancellers to 
minimize voltage shift and switching noise. Digital signals (clock signal, control signal, etc) and 
inverters are kept away from the OP-amp and capacitor to minimize interference. Fig.5.2. 18 
shows the layout data of the 4x 4 analogue memory. The area is 1.03 x 0.54mm. 
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Fig.5.2.16: Linearity of folded cascade OP-amp 
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Fig.5.2.17: Response of folded cascade OP-amp with 0.5pF 
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Fig.5.2.18: Layout of 4 x 4 analogue memory 
The performance of analogue memory was simulated in SPICE. If the load is under IpF, the 
settling time is under 300ns. However about 10-20mV reset noise is observed, and there is about 
1 5mV offset from the true value due to low OP-amp gain. 1 5mV is equivalent to 1 .5LSB. This 
value is much smaller than MAD values. Thus it may not degrade tracking performance. Actual 
retention time of this analogue memory was measured. Table.5.2.4 and Fig.5.2.19 show the 
experimental results. Measuring error is about 20mV, therefore the analogue memory keeps the 
signal at least for lOOms. For vehicle tracking, frame rate is over 300 frames/s and reference 
refreshing occurs each 10frames, thus about 33ms is the required retention time. The retention 
time obtained was long enough. 
An interesting feature of the signal decay is that the voltage settles close to the input voltage, not 
to the fixed voltage. This means that signal leaks through the switch, not through the capacitor to 
the substrate node. Thus a high threshold transistor or long channel transistor must be used. 
Start voltage After lOOms After is After 18s 
1.91V (A2.131,') 1.93V 2.17V 3.82V 
3.34V (A2.201') 3.34V 3.14V 1.08V 
Table.5.2.4: Decay rate of analogue memory 
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Fig.5.2.19: Retention time of analogue memory 
5.2.6 CDS memory 
For the comparing image. 6 x 6 analogue memory is required. The CDS function is achieved by 
adding another capacitor and reset switch. Fig.5 .2.20 shows a schematic diagram of the CDS 
memory. This CDS operation is also used for signal level shift. Fig.5.2.21 shows layout of the 6 
analogue memory. The 6 x 6 total area is about 3.40 x 0.60mm 




ititrt _ I 
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Fig.5.2.20: Schematic diagram of CDS memory 
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Fig.5.2.21: Layout of 6 CDS memory 
5.2.7 Summary 
The projected image (light intensity) is converted to voltage signals, and they are transmitted and 
stored in analogue memory in parallel. The CDS circuit technique and careful layout enable high 
precision analogue signals, which are transmitted to the analogue MAD processor. 
5.3 Analogue MAD processor details 
This section discusses the actual circuit detail of the analogue MAD processor. The block 
diagram and signal flow are explained in section 5.3.1. Detailed structure such as schematic data, 
simulation data, layout data, and experimental results are presented in the following section. 
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5.31 Structure of analogue MAD processor 
Fig.5.3.I shows the block diagram and layout data of the MAD processor. There are three main 
blocks:, absolute difference circuits, a E (16 data sum) circuit and minimum MAD detection 
circuit. The area is about 2.30 
Iui. fl' iI 4 VMi •P hIP IN I 	L' I' ! !" 	I'll f'' 	I  	 - 	 - - beg f. -------- 	 A.A. ---------------------------------------. 
..I . IIIiuu 'fill iIIua,iiIIh;Jh;E;lllflhIlIIIIlIlIiIII:IlII NOW,., 
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" . .•'' 	.'.. 	. 	
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- 
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Fig.5.3.1: Block diagram and layout of MAD processor 
MAD calculation is operated as follows. Outputs of the two kinds of analogue memory are 
inputted to a subtraction circuit. At the first frame of tracking, no reference image is set, however 
the image at the centre of the search window is recognized as the next frame reference image. 
After the second cycle of tracking, the absolute differences between reference and comparing 
image are calculated by absolute subtraction units. 4 x 4 data are processed simultaneously by 
4 x 4 units. These 16 pieces of difference data are summed up, and this value indicates the MAD 
of one direction. The MAD value is stored in an analogue memory. These subtraction, addition, 
and store operations are repeated 9 times, as the MAD for 9 directions are needed. 
Next, those nine MADs are compared, and the relative address of the window (direction) with the 
minimum MAD is obtained. The direction is transferred to the digital controller and sensor 
decoders, and the new location of the target is set. When the reference renew signal is issued, the 
4 x 4 image data of the minimum MAD comparing window is stored in reference analogue 
memory as the new reference image. 
Fig.5.3.2 shows the signal chain of the MAD processor. The SC circuits have a level shift 
function, thus about 2V signal range is maintained. The final output of the analogue MAD 
processor is a comparator output that is digital ("H" or "L"). Actual circuit detail is explained in 
the following section. 
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Fig.5.3.2: Signal chain of analogue MAD processor 
5.3.2 Absolute difference calculator 
The absolute difference calculator consists of an ordinary SC circuit subtractor and a comparator. 
Changing the order of the inputs ensures that the smaller signal is always subtracted from the 
larger signal, thus the absolute difference is calculated (the sign of the output signal is same). 
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Fig.5.3.3: Schematic diagram of absolute difference calculator 
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In SC circuits, charge under the gate of MOS transistor is a cause of small voltage shift when a 
switch is off. Thus the noise canceller switch, which is shown in Fig.5.3.4, is important to reduce 
this offset. Noise canceller switch consists of a main transistor and two extra transistors which 
size is a half of main transistor. Source and dram of these extra transistors are connected. The 
main transistor and these extra transistors are driven by opposite clock signal. Charge under the 
main transistor is absorbed by the extra transistors when the main transistor is going to be off. 
Therefore voltage shift is alleviated. 
flit'. 
W/L=m 
(CIk)o—II.— I (Cik) 
W/L=m/2 I I W/L=m/2 
Fig.5.3.4: Noise canceller switch 
Fig.5.3.5: Response of absolute difference calculator 
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Fig.5.3.5 and Table.5.3.1 show SPICE simulation results. 
Poly-Si 
Capacitance 
Difference from ideal value 
(with noise canceller) 
Difference from ideal value 
(without noise canceller) 
0.5pF 53mV 95mV 
l.OpF l4mV 35mV 
1.5pF 3mV l8mV 
2.OpF 2mV 7mV 
2.5pF 3mV 4mV 
Table.5.3.1: Offset of absolute difference calculator 
The total circuit response is fast enough (<200ns) for a 3MHz frequency, however the deviation 
from actual value is up to 15mV. The main reason for this deviation is switching noise, as the 
transistor's Gate-Source or Gate-Drain capacitance (CGS or CGD) cannot be neglect, and gain of 
the FC-amp (Folded-Cascade) is low. To reduce this effect, the capacitance is set to lpF. VR 
(reference voltage) is set to over 3V to use the good linearity region of the FC-amp. Actual 
experimental results are shown in Fig.5.3.6. Each data point is averaged 32 times, and the 
standard deviation is 2mV. The absolute voltage differences can be calculated correctly. 
However this circuit is sensitive to temperature due to the limited gain of folded cascade 
amplifiers, and IC reduces the output voltage range when the circuit is hot. The unit layout data is 
shown in Fig.5.3.7. The 16 unit area is 1.57 x 0.65mm. Fig.5.3.8 shows the output waveform of 
the absolute difference circuits, which was probed on the tracking sensor chip. The circuits 
calculated absolute difference correctly. 
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comparison voltage 2.5V, reference 1.2 to 3.8V, room tempreture 
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Fig.5.3.6: Experimental results of absolute difference calculator 
Fig.5.3.7: Layout data of absolute difference calculator 
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Fig.5.3.8: Actual waveform of absolute difference calcudtc 
5.3.3 Z (summing) circuit 
Fig.5.3.9 and Fig.5.3.10 show the schematic diagram and layout data of the E circuit. Since only 
one OP-amp is employed in this circuit, a two stage OP-amp is used to increase linearity. The 
area is about 0.59 x 0.65mm. One problem is the signal range. The input and output voltage 
range is the same (2V), thus if input voltages are simply summed, the output voltage reaches 32V 
and overflows. Therefore the output must be compressed to avoid overflow. One sixteenth 
(1/16) compression is correct in theory, however the resolution of analogue signal processing is 
determined by the noise factor. A 2V range is used for 8-bit pixel signal resolution, and 1 LSB is 
8mV. About 4mV is the practical limit of analogue processing. Thus one half compression is the 
practical limit. Experimentally, the absolute difference rarely takes the maximum value, and the 
MAD does not exceed one-quarter of maximum range. Thus one quarter compression has been 
adopted. The compression ratio is determined by the capacitor ratio. If the MAD difference is 
only 1-bit, the evaluated direction (minimum MAD detection) may be wrong. However, the 
MAD usually yields quite different values, thus it normally will not cause a tracking error. 
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Fig.5.3.10: Layout data of 7. circuit 
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Since large capacitor is loaded, response of the E circuit was examined by SPICE simulation 
beforehand. Fig.5.3.11 shows the results. The output signal settled within 400ns and the output 
value was correct. Experimental results of the Z circuit TEG are shown in Fig.5.3. 12. Fig.5.3.13 
shows the actual outputs of the absolute difference circuits in the tracking sensor chip. The left 
figure is the result of a still dark target in a dark background, and the right figure is that of a 
bright target. The blue line shows the output voltage of the E circuit for 9 directions. The E 
circuit worked correctiv and the bright target in the dark background has a larger total difference. 
Fig.5.3.11: Simulation results of Z circuit 
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16 input voltage (V) 
Fig.5.3.12: Experimental results of E circuit 
Fig.5.3.13: Actual waveform of 	circuit 
5.3.4 Abandonment of WIA circuit 
The minimum MAD direction among the 9 directions must be chosen. Many smart sensors use 
WTA (Winner-Take-All) as the multi-input comparator, and detect maximum (or minimum). 
VITA circuits have recently been used in a number of applications, especially artificial neural 
systems. When the preceding circuits provide voltage inputs, a voltage-mode WTA circuit is 
desirable [120] [121]. A schematic diagram for the WTA circuit is shown in Fig.5.3.14. The main 
problem of this circuit is its poor resolution. Ismail insisted that to obtain the full binary output 
values for the winning and losing cells, the required input voltage difference should be at least 
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100 mV for the single-stage configuration [1201. The reason for the poor resolution of this circuit 
is due to the lack of a feedback circuit. Ismail claimed that the circuit performance can be 
enhanced by cascading the identical stages [120], however the simulation result shows the very 
little IN curve improvement (few mV) and still the minimum distinguishable voltage difference 
is about lOOmV. As the LSB of input voltage for the tracking chip is about 8 mV, the 




Fig.5.3.14: Schematic diagram of voltage-mode WIA circuit 
Current-mode WTA circuits are widely used [122], as many neural network systems adopt the 
current-mode circuit technique. Although the input of the tracking sensor chip is voltage, if a 
simple and precise Voltage-Current converter is available, current-mode WI A is worth 
employing. Another merit of this circuit is it has feedback, thus more sensitivity to input 
differences can be expected. A schematic diagram for this WTA circuit is shown in Fig.5.3. 14. A 
single transistor is employed for the voltage-current converter. This idea might be the same as 
[123], though they did not report their circuit detail. It is very sensitive to input differences under 
various input conditions. If the specific threshold value can be used for the output detector, 2-3 
mV resolution is possible. However this resolution is the best case, and if three or more inputs 
have a similar value, resolution is deteriorates, and sometimes lead to the wrong answer. The 
other problem is its slow response. In SPICE simulation, the output delay is about 20 4us. It is 
permissible, yet much slower than an ordinary two input comparator. An extra current-voltage 
converter is necessary for the precise output stage, as this WTA circuit is basically designed for 
current-mode and the formal output value is current. In the tracking sensor chip, the required 
resolution is 4-8 mV, and erroneous judgment cannot be allowed. Thus the WTA circuit is not 
used. 
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Fig5.3.15: Schematic diagram of current-mode WTA circuit 
5.3.5 Minimum MAD detector 
A simpler 9 input comparator has been devised. Fig.5.3. 16 shows the schematic diagram of this 
circuit. An ordinary comparator is used, 9 MAD values are compared sequentially 8 times, and 
the new input is compared to the stored data in analogue memory. Only when a new input is 
smaller than the stored signal, the new input is stored as the new minimum value. Thus the 
minimum value among 9 inputs is stored in analogue memory in the end. A similar concept 
circuit was found in [124]. The input order of MAD directions is fixed (directions 1 to 9), and the 
8 comparison results are stored in 8 F.F. (Flip-Flop) circuits, thus finding the last comparison that 
outputs a low signal shows the minimum MAD direction. This decoding  circuit and F. F. are 
digital circuits and arranged in the digital controller. Fig. 5.3.17 shows the decoder schematic 
diagram. Fig.5.3. 18 shows layout data of the minimum MAD detector. The area is about 
0.63 x 0.09mm. Actual experimental results are shown in Fig.5.3.19. The output of the minimum 
MAD detector in the tracking sensor chip was probed, and measured directly. In this case, 
direction 5 has the minimum MAD value, and the detector found the minimum direction 
successfully. 
The maximum detector, which is not used in the first tracking sensor, can easily be designed by 
the same concept. The maximum MAD value is useful for feature' detector and tracking error 
checkers. If the maximum MAD is a small value, tracking results are dubious (Section 3.2), and 
the singularity of the reference image is not enough for BMA tracking (Section 2.4). 
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(3.5 to 0.5V) 
Fig.5.3.16: Schematic diagram of minimum MAD detector 
Fig.5.3.1 7: Schematic diagram of minimum MAD decoder 
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l:j: 
Fig.5.3.18: Layout data of minimum MAD detector 
Fig.5.3.19: Output waveform of minimum MAD detector 
5.3.6 Summary 
The real difficulty of designing an analogue MAD processor is its complexity of wiring. Since 52 
parallel analogue memories are used, connection errors can happen. Even if layout data and 
schematic data are matched perfectly, schematic-layout checking programs cannot find 
architecture or algorithm faults. Usually analogue circuits are simulated by SPICE simulation, 
however this processor uses SC circuits controlled by digital clock, thus full SPICE simulation is 
difficult. To prove the connection and architecture are correct, mixed digital-analogue simulation 
was carried out. The analogue MAD processor works accurately in the actual tracking sensor 
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chip. 
For future improvement, implementing Adaptive BMA is suitable to deal with target image 
transformation. However if SC circuits are used for the reference image mixing process, leakage 
of SC cannot cancel out and cause error in the long run. The solution for this problem is 
discussed in Chapter 7. 
5.4 Digital controller circuit details 
This section discusses the actual circuit detail of the digital controller. The block diagram and 
signal flow are explained in section 5.4.1. The details including schematic data, simulation data, 
layout data, and experimental results are also presented. 
5.4.1 Digital controller structure 
The basic components of digital controllers are synchronous state machines (Johnson counter 
based sequencer) and decoders. State machines regulate the control signal, and decoders output 
the control signal. Fig.5.4.1 shows the block diagram and layout data of the MAD processor. 
There are five main blocks: main controller, MAD controller, memory and pixel decode (CDS) 
controller and minimum MAD decoder. Additionally there are registers to keep the input and 
output the target address. The area is about 0.53 x 2.90mm. 
Fig.5.4.1: Block diagram of digital controller 
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Fig.5.4.2 shows the outline state diagram of the digital controller. The first tracking sensor chip 
does not contain an AIC (Auto his Control), 3.33ms timer and a frame counter, in order to test 
various frame rates and refresh timings of a reference image. Basic clock, reset, start (enable), 
exposure stop, reference renewal and next frame signals are fed an external system. Frame rate 
can be changed, and when exposure time is short, it can be up to about 5000 frames/s with a 
1 MHz clock. Experimentally 2MHz has also achieved. 
/ 
A, 	 CDS 
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Fig.5.4.2: State diagram of digital controller 
All circuits were tested by Verilog digital simulation. Actual circuits and logic details are 
explained in the following section. 
5.4.2 Main controller 
Fig.5.4.3 shows the state diagram of the main controller. It mainly controls pixel and frame cycle. 
The schematic diagram is shown in Fig.5.4.4. 
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Fig.5.4.3: State diagram of main controller 
Fig.5.4.4: Schematic diagram of main controller 
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5.4.3 Memory and pixel decoder controller 
This block controls analogue memory and pixel decoder. Fig.5.4.5 and Fig.5.4.6 show the signal 
timing chart and schematic diagram of this controller. This block also achieves CDS sequence. 
Five successive increments for pixel address are controlled. To check the signal timing of 
designed circuits, Verilog simulation was carried out. Fig.5.4.7 shows the obtained signal timing 
chart. Timing of all signals was correct. 
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Fig.5.4.5: Signal timing chart of memory and pixel controller 
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Fig.5.46: Schematic diagram of memory and pixel decoder controller 
[J1 
Fig.5.4.7: Signa' timing chart of main, memory and pixel controller 
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5.4.4 MAD controller 
The analogue MAD processor is controlled by this block. Fig.5.4.8 shows state diagrams of the 
MAD controller. There are two counters. One for the 9 directions and the other for MAD control. 
Fig.5.4.9 shows part of the full signal timing sequence. Fig.5.4. 10 and Fig.5.4. 11 show schematic 
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Fig.5.4.8: State diagram of MAD controller 
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Fig.5.4.9: Signal timing chart of MAD controller 
Fig.5.4.10: Schematic diagram of MAD controller (for 9 directions) 
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Fig.5.4.1 1: Schematic diagram of MAD controller (for MAD control) 
5.4.5 Input and output registers 
To prevent input error, Moore machine architecture is employed. Since external systems may not 
synchronize with the tracking sensor chip, all inputs from external systems except the clock are, 
first, stored in input registers. 
5.4.6 Summary 
All circuits are designed in synchronous architecture, thus a smaller design rule (0.5pm , O.35pm, 
etc) will be able to be used in the future without the changing circuit. 1MHz system clock, which 
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is decided by analogue block requirements, can be accelerated thus improving SC circuit 
response. Precise, small voltage range, and high slew rate devices will enable response 
improvements in the future. 
5.5 Summary 
In this chapter hardware construction of a single chip tracking sensor was presented. Practical 
circuits have been designed even using rather old 1.6.tm DPDM technology. Table 5.5.1 shows 
the parameters of the sensor chip. Electrical performance of all pixels, an analogue MAD 
processor, analogue memory and a digital controller unit were simulated and examined 
experimentally. Images were converted to voltage signals, and they are stored in analogue 
memory in parallel and processed by an analogue MAD processor. 2V signal range and 8-bit 
signal resolution were maintained. The experimental results showed that all digital and analogue 
circuits of the tracking sensor chip worked correctly. No architectural or algorithmic flaw was 
found. The tracking performance will be presented in the next chapter. 
Pixel resolution 64 x 64 APS 
Pixel size 40 x 40 im 
Fill factor 63.4% 
Basic clock 1 MHz (2 MHz) 
Supply voltage 5V 
Chip size 4.54 x 5.28mm 
Frame rate 1-10000 frames/s 
Reference window size 4 x 4 pixel 
Search window size 6 x 6 pixel 
Table 5.5.1: Parameters of tracking sensor 
165 
Experimental results of tracking performance 
Chapter6 
Experimental results of tracking performance 
In this chapter the experimental results of the tracking sensor chip are presented. Test bed 
construction is also presented. The single chip tracking sensor works successfully and can track 
complex figures. The results are taken from 10 working samples. 
6.1 Test bed construction 
Fig. 6. 1.1 shows photographs of the test board of the tracking sensor. Clock signal and other input 
signals are supplied by a programmable logic analyzer (HEWLETT PACKARD 16702A LOGIC 
ANALYSIS SYSTEM). The output signals of the tracking sensor are also stored in this system. 
OWN 
th -. --nnuf. 
Fig.6.1.1: Photograph of test board on moving stage 
This system is sufficient to test the electrical performance. However target image inputs and 
precise motion control are required to test tracking performance. Three types of test beds have 
been devised. Two types have an optical lens, and the other system does not. 
6.1 .1 The First test bed (Image projection and moving stage) 
Fig 6.1.2 illustrates the first system, and Fig.6. 1.3 shows a photograph. It uses a sighting device 
with a microscope for the image projector. A pulse motor stage, which is controlled by PC, is 
used for the moving stage. This stage can control the position on a scale of microns at a speed of 
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LIP to 801urn / ins (2000pixels/s), and any linear motion is programmable. Therefore the true 
address is easily obtained, and tracking performance can be evaluated precisely. The tracking 
sensor is mounted on a test board that is set on the stage. 
Image 
Micro Scope 	 Projector 
Moving Stage 	I 
Sensor 
hip 
Fig.6.1.2: First test bed 
Fig.6.1.3: Photograph of first test bed 
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Test patterns, which are pointer lights, are projected onto a pixel area of the tracking sensor 
directly. A dot pattern or edge shapes are used. Fig.6.1.4 shows an example input pattern. The 
size of rectangle is changeable, yet the illumination level is fixed. However the tracking sensor 
can chanie its e\posurc time, thus the illumination intenslt\ can be changed linearly. 
The merit of this system is precise irradiation as the input patterns can be seen through a 
microscope. The input pattern address can be set easily. Even sub-pixel location is possible. The 
demerit is the simplicity of input patterns. The intensity of input lights is uniform, and only a 
rectangular shape can be used. However the sub-pixel location makes edges blur, and the length 
and width of the rectangle can be changed independently. Therefore the input pattern can be 
more complex. 
6.1.2 The Second test bed 
The second test bed is similar to the first one. The difference is that the test board is connected to 
the microscope, and the target image is a real image. Fig.6.1.5 illustrates this system, and 
Fig.6.1.6 shows the photograph of this system. The target image is magnified 5, 10, 20 and 50 
times, thus the target object must be smaller than the pixel pitch (40um), and an IC pattern was 
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used at first. Any object can be used, however a thick object causes a blurred image as the 
microscope has a limited depth of Ic!d 
Sensor chip 
Board 




Fig.6.1.5: Second test bed 
Fig.6.1.6: Photograph of second test bed 
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The merit of this system is that a more complex image and subtle intensity change is possible. 
The demerit is difficulty of setting the target address. Though the tracking sensor has an analogue 
sensor output to check the target image, to see it requires address searching and image converting 
sequences. However precise motion control is still possible. 
6.1.3 The Third test bed 
The third test bed uses a simple optical lens to examine real-world images. However the sensor 
cannot output the whole image at high-speed, thus the precise address of the target is hard to 
detect in real time. This may be a serious problem as the reference window and search window 
are relatively small. A trackable image must be inside the reference window, and target motion 
must be slower than the frame rate. To examine the tracking performance, true movement also 
must be known. Therefore the third test bed was used only to check tracking performance 





Fig.6.1.7: Photograph of third test bed 
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6.2 Experimental Results 
6.2.1 Tracking of a simple pattern target 
Using the first test bed. tracking performance under various conditions as examined. At first a 
still dot pattern was used for the target image. The result was correct, and the output address was 
the same as the input address. However when the target image is plain, which yields a small 
MAD difference, the output address is incremented continuously. Fig.6.2. I shows the results. 
The output address increments both X and Y directions. This result is strange as each direction 
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Fig.6.2.1: Error output 
This error is caused by the output of the multi-input comparator. Direction 9, (+1,±1), which is 
the last to be compared, continuously has the minimum MAD difference. One possible reason is 
leakage of the analogue memory of the comparator. In that case, the last comparison direction 
may have the smallest MAD value. Therefore when the target image is similar to the background, 
and all MADs are small, Direction 9 may be chosen. Experimentally, when the MAD of 
Direction 9 is about 50mV larger than the minimum MAD, mis-tracking may occur. However 
such a large leakage does not occur, because the compare sequence takes place within 140us. 
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Another possibility is that Direction 9 actually has the smallest MAD. Pixels in the bottom row of 
the search window are selected last. The difference is only 16 clocks, however, if the input image 
is bright, this period may cause a difference. The MAD of all bright images was investigated. 
Fig.6.2.2 shows the probed MAD values of 9 directions when the input image is plain. Though it 
is a small difference, Direction 9 has the minimum MAD value in this case. However for the X 
direction, the pixels are selected simultaneously. Thus Directions 7, 8 and 9 may have the same 
value. 
Fig.6.2.2: MAD values of 9 directions 
This error only occurs when the reference image is very similar to the background. A high-
contrast reference image must be selected. If the maximum MAD detector is used, the error 
output can be excluded. This error can be useful for finding a feature, since a still target which 
can be detected correctly. may be trackable. 
Next a moving image was tested. The one-way and return motions were used. Table.6.2. 1 shows 
the test pattern images. Fig.6.2.3, Fig.6.2.4, Fig.6.2.5 and Fig.6.2.6 show the tracking results of 
targets of various speed at various light intensities. The maximum speed target which can be 
tracked was 2000 pixels/s. And this is limited by the motor of the moving stage, however up to 
10,000 pixels/s can be tracked with a 2MHz clock since the frame rate is changeable and 10,000 
frames/s is possible when the target image is bright enough. 
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Fig.6.2.3: Tracking results of one-way motion for X direction. The tracked position is 
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Fig.6.2.4: Tracking results of return motion for X direction. The tracked position is 100% 
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Fig.6.2.5: Tracking results of one-way motion for Y direction. The tracked position is 
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Fig6.2.6: Tracking results of return motion for Y direction. The tracked position is 100% 
correct at all times. 
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The roimdin error theory as also veritied using the tracking sensor chip. When the target 
image moved slowly so the target had continuous sub-pixel movement, and the reference image 
was renewed at every frame, then the output address missed the target. The same motion target 
can be tracked by a fixed reference technique. Fig.6.2.7 shows this error result. In this case the 
motion is 0.1 pixel/frame. Theoretically when the target image moved less than 0.5 pixels/frame, 
the estimated address didn't move. On the other hand, when the target image moved faster than 
.5 pixels/frame, the output address exceeded the true address. However the experimental results 
show that 0.3, 0.5, 0.7, 0.9 pixel/frame movement did not cause this error when the target was 
high contrast pattern. Fig.6.2.8 shows the result of 0.5 pixel/frame movement with a high contrast 
target image. Only small or dark targets tend to cause error. Fig.6.2.9 shows the tracking result of 
a dark target. With fixed reference the target was tracked correctly, though reference refreshing 
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Fig.6.2.7: Rounding error results (0.1 pixel/frame movement) 
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Fig.6.2.9: Rounding error results of a low contrast target. This form of total cumulative 
loss of tracking is typical of block matching techniques under condition of poor contrast. 
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6.2.2 Tracking of an object image 
Basic tracking performance was proven by high contrast input pattern. However real-world 
images may be more obscure. Using the second test bed, various real object images were 
projected on a sensor chip. At first, an IC pattern was used as that provided tiny complex images. 
Fig. 6.2.l0 shows an example target image, and Fig. 6.2. 11 shows the tracking results. In this case, 
the stage moved 800.im, and the image was magnified by two, thus the address change was 40 
pixels (800j.un x 2 / 40 l.un = 40 pixel). Motion speed was 4000 l.irnls, thus it took about 200ms to 
reach the end point. The image was tracked successfully. Other images were also examined. 
Fig.6.2.12 shows an enlarged coin surface image, and Fig.6.2.13 shows tracking results. This 
image was also tracked successfully. 
Using the third test bed, the image of a building image was examined for tracking. The test bed 
was moved abruptly, and the exact movement could not be recorded. However the estimated 
motion directions were correct, thus this building image was tracked. Fig.6.2.14 shows the 
results. 
These tracking results show the senor chip may be deal with complex image tracking, although 
there is some limitation on target speed or illumination level. 
rrwl 
rz.k1.;  
Fig.6.2.10: Projected IC pattern image 
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Fig.6.2.1 1: Tracking results of IC pattern 
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Fig.6.2.1 3: Coin surface tracking results 
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Fig.6.2.14: Scene tracking results 
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62.3 Tracking of a changing object image 
Complex images may also be tracked. However, a real-world target image can change its shape 
and size. Fixed reference does not cause rounding error, though reference refreshing is required 
tor transformational objects. Regular refreshing can be useful when target images have irregular 
motion as the rounding error is cancelled out and is not accumulated. All real-world targets have 
some pitching or rolling in reality. The refreshing rate is important and must be adjusted to the 
target movement. 
A target with zigzag motion was tested to check whether the rounding error was cancelled out. 
Two type of zigzag motion were tested. Both motions cancelled rounding error cyclic. Fig.6.2. 15 
illustrates two motions. Fig.6.2. 16 shows the tracking results. Though the reference image was 
refreshed every frame, correct tracking was maintained for a long time (about 2 minutes). 
Therefore regular refreshing proved effective. Long term tracking is difficult for the tracking chip 








+35-3+35-7um - -35+3-35+7um 
Fig.6.2.15: Zigzag motion 
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Fig.6.2.16: Zigzag motion tracking results 
Next, using regular refreshing, a real object target at a varying distance from the tracking chip 
was tried so the size of the target image changed. However, the stage on which the target was set 
moved slowly for this purpose, and the focus could not be adjusted to a different distance. 
Therefore the first test bed was used with a changing dot pattern size. Fig.6.2.17 shows an 
expanding image. 
X direction1 
Fig.6.2.17: Expanding target images 
Fig.6.2.18 shows the successful tracking results. The target image moved in the Y direction and 
expanded in the X direction. The tracking results of a non-expanded image were added for 
[I] 
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Fig.6.2.18: Tracking results of expanding image 
6.2.4 Summary 
Experimentally high speed tracking performance has been proven with various size and shape of 
images. Tracking performance of the real object images, which are not synthetic data, have also 
been examined. Therefore the tracking sensor may deal with complex and obscure targets. Frame 
rate can be increased up to 10,000 frames/s, and high-speed targets of 10,000 pixels/s can be 
tracked. No other published system can achieved these features. Rounding error and rounding 
error cancellation by the fixed reference technique have been demonstrated. Using regular 
refreshing, long-term tracking with limited retention time analogue memory have been achieved. 
A changing target has also been tracked. 
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Summary and Conclusion 
7.1 Summary 
This research has demonstrated how a single chip CMOS sensor can track complex targets, and 
also shown its tracking algorithms and practical circuit design. In order to ensure practical 
performance, thorough simulation has been carried out with real-world target images. Although 
many valid tracking algorithms have been published, the simple BMA has been adopted and 
improved upon using a practical architecture, which includes new target tracking circuits. All 
circuits have been fully simulated and examined experimentally and they worked correctly. The 
tracking performance of the sensor chip has been examined, and it can track target images 
successfully. 
In chapter 2, tracking algorithms are reviewed and simple BMA was adopted. In order to 
determine the trackable features, a feature finding sequence is necessary, and a new MAD based 
feature finder was devised. Based on real-world image analysis, BMA parameters (Table 2.5. 1) 
and tracking simulation conditions were decided. 
In chapter 3, the results of tracking simulation were presented. The rounding error, which is the 
main cause of the tracking error, was founded by the simulation analysis. This error mechanism 
was also proved and reproduced by simulation using synthetic data. To prevent rounding error 
accumulation, fixed reference BMA was adopted and precise tracking ability was demonstrated. 
This algorithm uses a smaller block size (4 x 4) than those reported in the published literature. 
However there is a problem about reference refreshing, and long-term tracking was difficult with 
this algorithm. To detect tracking errors in long sequences, a simple MAD error detector was 
devised and checked by the tracking simulation. However this simple method cannot detect 
errors completely. 
In section 3.2, another researcher's error checker was reviewed, however this cannot apply to this 
research because of its complexity. Three new error check schemes - Centre of Gravity based 
method, Difference deviation function based method and smoothed MAD method - were 
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presented and simulated with real-world image data. The smoothed MAD methods, which were 
simple and matched with BMA, were reliable and practical. With the aid of this error checker, 
long-term tracking is possible. 
In section 3.3, the other possible causes of errors, which were illumination change, data format 
and random noise, were considered. The data format does not affect the tracking results. The 
influence of illumination change can be avoided with a simple subtraction operation. Although 
edge extracted images are commonly used in other research, it was found that they degrade total 
tracking performance in some cases. Random noise effects were suppressed by using larger block 
sizes, however the optimum size depends on the target. 
In section 3.4, improved tracking techniques, which enable long-term tracking, were presented. 
Four refreshing techniques - culling frame technique, regular refreshing technique, fine pitch 
pixel and adaptive BMA - have been devised and examined with real-world image data. All of 
them automatically adapted their reference images and dealt with the transformation of the target 
image, therefore they enable a target to be tracked without new inputs from outside the system. 
However each technique has some strong and weak points. 
The culling frame technique works, however it requires a large search window, thus the 
computation is heavy. 
Regular refreshing technique has achieved long-term tracking with less calculation and a 
high frame rate. However refreshing rate must be optimised depending on target motion 
characteristics. Fortunately the same kinds of target requires similar refreshing rate, thus the 
rate once fixed, does not need to change. This method is simple and easy to design and 
implement on a silicon chip. 
The fine pixel approach works well, however like the culling frame technique it requires 
heavy computation. Additionally it requires fine pixel pitch, which is hard to design on a 
silicon chip. 
Adaptive BMA may have the best performance of all 4 techniques, and can deal well with 
target transformation. A FIR or IIR filter for composing the reference image is required. 
Theoretically it also requires changing coefficients depending on targets. However even 
with a fixed coefficient, tracking performance was practical. 
Regular refreshing technique and adaptive BMA can be implemented on a single chip tracking 
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sensor, however regular refreshing technique was chosen for the first chip due to its simplicity. 
In chapter 4, a review of other smart sensors was presented. All the described tracking chips and 
systems have difficulties. There are two main problems in the existing design of tracking sensors. 
Firstly they cannot handle complex target images, therefore simple features such as edges or 
bright points are used as the target for some sensors, even though the target does not always have 
those features in the real-world. Secondly the precision of tracking is quite poor due to their 
circuit techniques. So although they perform well on synthetic data, performance is poor on real-
world images. In this research the tracking sensor is implemented on a single chip and 
desighed to: 
track a complex target which needs not include clear clue features 
track a target image which has at least 8-bit resolution 
have 2-D pixel resolution (64 x 64) 
In chapter 5, hardware construction of a single chip tracking sensor was presented. Practical 
circuits have been designed even using rather old 1.6.tm DPDM technology. Table 5.5.1 shows 
the parameters of the sensor chip. Electrical performance of all pixels, an analogue MAD 
processor, analogue memory and a digital controller unit were simulated and examined 
experimentally. Input images were converted to voltage signals, and stored in analogue memory 
in parallel and processed by an analogue MAD processor. 2V signal range and 8-bit signal 
resolution were maintained. The experimental results showed that all the tracking sensor chip 
worked correctly. No architectural or algorithmic flaw was found. 
Pixel resolution 64 x 64 APS 
Pixel size 40 x 40 m 
Fill factor 63.4% 
Basic clock 1 MHz (2 MHz) 
Supply voltage 5V 
Chip size 4.54 x 5.28mm 
Frame rate 1-10000 frames/s 
Reference window size 1 	4 x 4 pixel 
Search window size 1  6 x 6 pixel 
Table 5.5.1: Parameters of the tracking sensor 
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In chapter 6, tracking test beds and experimental tracking results of the single chip tracking 
sensor have been presented. The total performance of the tracking chip is superior to the other 
published tracking systems from the following viewpoints: 
• High speed tracking (up to IO,()UO frarnes/s) 
• Complex target images can be tracked. (10 bit MAD resolution) 
• Target image can change. 
• Single chip svsteni 
Rounding error and rounding error cancellation by the fixed reference technique hae also been 
demonstrated. Using regular refreshing, long-term (over minutes) tracking with limited retention 
time (few seconds) of analogue memory has been achieved. However there is still ample room 
for further improvement in this tracking chip. Its weak points are: 
• no error checker 
• no feature finder 
• no AIC (Auto Iris Control) 
• Small number of pixels (64 x 64) 
• Small search and reference windows (4 x 4),(6 x 6) respectively 
• Low sensitivity of the photo detector 
• Limited reference refreshing rate 
• Degradation of analogue calculation resolution 
• Difficulty in selecting a target 
• Single target 
The above disadvantages will be addressed in the future. The next section presents future 
improvements. 
7.2 Future work 
• Error checker 
A BMA based error checker has already been presented in Chapter 2. This error checker uses 
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• Feature finder 
A BMA based feature finder was also presented in Chapter 2. This feature finder uses the 
maximum MAD value, yet the reference image is in the same frame, thus little change of 
control scheme is required. However, there is no critical problem in including new circuits. 
• AIC (Auto Iris Control) 
Monitoring the average light intensity of the search window area is difficult with the current 
pixel architecture. AIC usually uses a different PD area, and it only detects averaged light 
intensity of the whole sensor area. However a multi-row decoder could be designed, so that the 
reference window could be monitored. Fig. 7.2.1 shows this concept. 
Fig.7.2.1: AIC for search window 
• Number of pixels 
Using sub-micron technology, a smaller pixel pitch can be easily achieved. 0.35um technology 
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enables 256x 256 or more pixels without changing the architecture. 
• Window size 
Using sub-micron technology, a smaller analogue calculator may be available. However 
analogue units cannot be scaled down proportionally, and the number of devices and the 
amount of calculation increase exponentially. Therefore architectural change will be required 
for this improvement. 
• Low sensitivity of photo detector 
For a dark target image, tracking speed is slow as the exposure time must be long even though 
the calculation time is same. Using  amplified pixel technology is a solution, though linear 
amplification is required. 
• Refreshing reference 
There is a leak of an analogue memory, thus a very slow refreshing rate cannot be adopted. 
Using digital values would be an ideal solution. However an analogue to digital converter 
would be required, yet low frequency converters (about 100kHz) are enough as only 16 data 
items are processed in one frame. If a very small analogue to digital and digital to analogue 
converter can be used, full analogue processing will be preserved. However fully digital circuits 
would be a fundamental solution. 
• Precision of MAD calculation 
Careful design circuits can achieve 8-bit resolution. However a more noise tolerant circuit 
technique must be developed for further research. Rail-to-rail Op-Amps, low noise switches 
and high precision capacitances are important components, and will be employed in future 
chips. 
• Selecting the target 
A good man-machine interface is necessary to show users the tracking results and to ease the 
target selection. In the current tracking sensor, pixels inside the search window can be seen, 
however the whole image cannot be observed. Combining camera and tracking processing is 
desirable, though it is difficult as their frame rates are different. If a pixel output difference can 
be detected several times within one camera frame, fast frame rate tracking processing can be 
achieved at a slow video frame. 
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• Multiple targets 
Multiple target tracking is desirable as there may be many targets for a surveillance system. 
Even for a single target, if several points are tracked, tracking accuracy is improved. This 
improvement increases the number of devices and complicates the address control, especially 
when the targets collide or are superimposed. 
There are two ways to further improve the design. One solution is using deep-sub-micron 
technology and high precision analogue circuits, and increasing the number of devices and the 
integration scale. However high precision and small size are not compatible for analogue devices. 
A fully digital chip is the other solution. With 0.18km technology, a sufficient number of pixels 
can be implemented on a single chip, each with ADC and digital memory [501. The tracking 
calculation can be achieved outside the pixel area, and the tracking algorithm is applicable. This 
may be the best architecture with current fabrication technology. 
The most difficult task of machine vision is target recognition, and no sensor chips or systems 
including this research have been able to achieve performance equivalent to humans' except 
under limited situations with specified targets. As a result no neural algorithms and circuits were 
employed in this tracking chip, however these are promising methods to deal with problems of 
uncertainty. Using and coordinating the outputs of a lot of these small high speed tracking chips 
by neural or fusion techniques to a separate powerful system such as a parallel computer may 
make progress in this difficult area. Creating a practical tracking system with this concept is a 
future goal. 
7.3 Conclusion 
This research has achieved the following aims which were mentioned in chapter 1: 
checked others' implementation of object tracking (software + hardware), and assessed their 
disadvantages in chapters 2, 3 and 4 
developed simple tracking algorithms which were based on the block matching algorithm in 
chapters 2 and 3. 
tested the tracking algorithms, and proved their tracking ability with real world images in 
chapters 2 and 3. 
designed and implemented sensor, analogue and digital circuits on a silicon chip in chapter 
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5. 
(5) demonstrated successful tracking for various artificial and real images in chapter 6. 
Expected difficulties were tracking accuracy and measures for transforming target images. 
However this research revealed the fact that a combination of high frame rate and simple 
BMA based algorithms, which gradually refresh a reference image, can track real world 
images. Due to the low pixel resolution (64 x 64 pixel) and for lack of real-time outputs of the 
whole image, selecting target address precisely is difficult, and tracking performance for a real 
vehicle could not be demonstrated and proved. However this tracking chip could potentially track 
real vehicles, judging from the tracking results of changing high-speed complex target images 
with test beds. 
The hypothesis that underpins this work is that "with the use of novel techniques for tracking 
measurement, a simple algorithm can achieve usable tracking performance in real-world images, 
and that the algorithm can be implemented on a single chip". This project has shown that the 
hypothesis is true under circumstances of bright targets and sub-pixel random target motion and 
with respect to a few minutes tracking. We can therefore conclude that the approach to tracking 
studied in this thesis would be useful in a range of applications as the total system can be very 
small and deal with changing or very high-speed targets. Surveillance system can apply to not 
only a large target like a human but also a small jumping flea (it depends on attached optical 
system), vehicle tracking system, lane sensing and vehicle navigation. 
This research was able to demonstrate that, with the use of novel techniques for tracking 
measurement, a simple algorithm can be implemented on a single chip, which could be used 
to track fast objects in real-world images. 
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