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Introduction
Presently several biometric modalities such as voice, face, ear, fingerprint etc. are in vogue for the task of verification of a person (Woodward, 1997) . The biometric based verification systems are also useful in forensic (where the task is to identify a suspect from the given biometric sample), and law enforcement applications apart from security applications (e.g., access control). We are concentrating on ear biometric for verification because of its unique and stable structure. It needs no high resolution camera for its acquisition and is noninvasive and unaltered under facial expressions, mental situations and anxiety. In view of ever increasing criminal activities and terror threats there is a need to create secure environment.
Ear image is a passive biometric as it can be captured from a distance without the knowledge of the user. Hence it is of special interest to researchers dealing with forensic and surveillance applications. Ears have played a significant role in forensic science for many years; a burglar convicted of murder in UK on the basis of ear prints was found at the scene of the crime (BBC News, 1998) . Recently, Netherland gas station robbery case was solved by the forensic experts by analyzing the ears of the robbers in the surveillance video tapes as their faces were covered (Hoogstrate et al., 2001) . The identification of an individual by an ear based surveillance camera images is studied by Hoogstrate et al. (2001) . Swift and Rutty (2003) have explored the current knowledge related to the human ear drawing paying attention to the forensic investigation where ear could play a valuable role.
Burge and Burge have proposed one of the earliest computerized ear recognition systems based on Voronoi diagrams for the identification of passive ear. Methods like force field (Hurley et al., 2002) , neural networks (Moreno and Sanchez, 1999) , genetic algorithms (Yuizono et al., 2002) , and also those employing a variety of geometric features (Choras, 2005) are applied for ear recognition. Victor et al. (2002) have used PCA for both ear and face recognition and demonstrated that face yields slightly better recognition rates. In a similar study by Chang et al. (2003) shows no significant difference between face and ear features. Rahman et al. (2007) consider the geometrical distance between the predefined points as a feature. Nanni and Lumini (2009) use color information whereas Cummings et al. (2010) use image ray transformation. The recent approach of Kumar and Wu (2012) exploits the local orientation information and local gray level phase information through complex Gabor. Chan and Kumar (2012) extract the robust phase information using 2-D quadrature filtering (both monogenic and quaternionic). Kumar and Chan (2013) exploit the sparse representation of the local ear shape. However these recent systems (Kumar and Wu, 2012; Chan and Kumar, 2012) do not address any challenging conditions such as occlusion, lighting etc.
The prevailing authentication systems have not addressed the issue of robustness under the unconstrained conditions. In this regard Chang et al. (2003) note that PCA is sensitive to the pose variation as reflected in the degradation of accuracy to the tune of 30% under the unconstrained environment. Cummings et al. (2010) find that the ray transform is sensitive to illumination. Zavar and Nixon (2007) obtain the elliptical shape of an ear that is sensitive to occlusion using Hough transform. Abdel-Mottaleb and Zhou (2005) make use of the skin tone for ear detection under the condition of constrained lightning. Bustard and Nixon (2010) describe a homography transform for SIFT features. This method is robust to the background clutter, occlusion, pose but sensitive to brightness. Recently PCA was converted into principal independent components (PIC) using the information sets (Mamta and Hanmandlu, 2013a) to build a robust ear based biometric system. Here the same problem is attempted in the context of surveillance using a new entropy based features.
Although much progress has been made on ear recognition but the recognition under the unconstrained environment such as surveillance task is still a challenge. In this paper we will develop a new entropy function to handle different types of uncertainty introduced at the time of acquisition of an ear for surveillance. Entropy is a measure of disorder in a physical system. The concept of entropy was introduced by the Clausius (Yagi, 1981) and Shannon (1948) extended this concept (Shannon, 1948) to the field of information theory. The Shannon entropy as a measure of uncertainty is defined as
Here p i is the probability distribution of each possible state i and log p is the logarithmic gain function and 0 ≤ p i ≤ 1, n i=1 p i = 1 where n is the total number of states. Shannon entropy also satisfies the extensive (additive) property applicable to two independent events that bear the relation:
Renyi (1970) improved the Shannon entropy by introducing an additional parameter ␣that controls the shape of probability distribution. When α = 1 Renyi entropy becomes Shannon entropy and it possesses the additive property just as Shannon entropy. Renyi entropy is defined as:
However for certain class of physical systems termed as non-extensive systems, Tsallis has formulated an extensive entropy function as a generalization of Boltzman-Gibbs statistic (Tsallis et al., 1998) . Pal and Pal (1992) have replaced the logarithmic gain function of Shannon entropy with an exponential gain function having the non-additive property. Hanmandlu and Das (2011) have extended Pal and Pal entropy by introducing polynomial in the exponential function having the flexibility to modify. Mamta and Hanmandlu have used this entropy function called Hanman-Anirban entropy (Hanmandlu and Das, 2011) to generate Local Principal Independent Components (LPIC) features for ear (Mamta and Hanmandlu, 2013b) and Iris (Mamta et al., 2016) recognition. The non-extensive entropy function of Susan and Hanmandlu (2013) having the non-linear gain in the exponential function is a special case of Hanman-Anirban entropy function and it is best suited to random texture classification.
Motivation
Mostly an entropy function is constructed as a product of the probability term and non-linear information gain of the probability term. In this paper we incorporate the flexibility to manipulate the nonlinearity in the exponential gain function through free parameters. This entropy function has a facility of modifying the information source values in addition to the gain function. In the surveillance application, there is a likelihood of the original information getting corrupted when the free parameters help counter its ill effect. Thus the new entropy is designed to deal with the unconstrained conditions which have not been attempted in the literature.
The existing entropy functions operate in the probabilistic domain where the random occurrences of the information source values are quantified as the probabilistic information. However the quality of the information source values commonly known as the property values or attribute values (gray levels in an image) is described by the possibility whereas the probability only deals with the frequency of occurrence of the gray levels of an image. The conventional entropy functions being associated with the probabilities do not serve the purpose of describing the uncertainty associated with the distribution of gray levels of an image. Both possibility and probability are the two facets of uncertainty present in the image. The proposed entropy function has a facility of handling the uncertainty in both probabilistic and possibility domains unlike the conventional entropy functions.
As we know the surveillance database is highly corrupt, it is therefore not amenable to robust feature extraction.
Owing to highly uncertain environment the interclass similarity gradually decreases whereas the intra class similarity increases. This leads to higher error rates (FAR and FRR) while verifying a person. To cater to this situation we have refined the scores generated by the Euclidean distance classifier to recheck the decision of acceptance or rejection. The contributions of this paper are as follows:
Contributions of this paper
1. New non-extensive entropy that can handle both information gain function and original information. 2. Two new features based on new entropy 3. Refined scores to correct the erroneous scores. 4. Evaluation of the proposed feature and refined scores on public ear database and on the highly unconstrained synthesized databases. 5. Performance comparison of the biometric system with some methods in the literature under the unconstrained environment.
The organization of this paper is as follows. Section 2 presents the formulation of new entropy along with its properties. Section 3 introduces new features based on this entropy function. Refined scores method is explained in Section 4. The database for the evaluation of the new entropy based biometric system is described in Section 5. Results of ear based authentication are discussed in Section 6 and conclusions are given in Section 7.
Formulation of a new entropy function
As most of the entropy functions do not consider the modification of the information source, the proposed entropy function has this provision.
Definition. Consider P = {p 1 , p 2 , . . .p n } is probability of variable X = {x 1 , x 2 , . . .x n } where n is the number of probabilistic experiments. Let the information gain of i th event of X be defined by
Where the probability p i ∈ [0,1] and a, b, and α, β, are the real valued parameters and the information gain I (p i ) is along the y-axis as depicted in Fig. 1 corresponding to p i on the x-axis. From Fig. 1 it can be seen that the plot of the information gain is a function of parameter α. This graph shown that as probability increases the information gain monotonically decreases. Hence the new entropy function is defined as
Where γ modifies the information source values. The information gain is given by
The properties of the proposed entropy function
Proof of Property 1: As I (p i ) is assumed to be either Gaussian or exponential function, it is a continuous curve; and H being the sum of continuous functions is also a continuous function. 
Now consider α > 0; for 0 ≤ p i ≤ 1 and a, b, β +ve, we have then
In this case d dp I (p i ) in Eq. (7) becomes −ve or zero due to −ve sign of differentiation, we can claim that asp i increases from 0 to 1 and the information gain I (p i ) decreases. So we can conclude that for α > 0, β > 0 and a ≥ 0, b ≥ 0, information gain I (p i ) is always decreasing for 0 ≤ p i ≤1.
Property 4. Entropy function H
is a continuous function. 
Proof of Property 5: Consider p 1 = p 2 = . . . = p n = 1 ⁄n and n ≥ 1 then
Where
To prove H(p) is an increasing function, it is sufficient to prove that h(n) is an increasing function. Proof of Property 6: According to Jensen's inequality, for a function f(x) to be concave, the following condition must be satisfied.
This property is true for any value of c i in the range 0 ≤ c i ≤ 1, and for α < 0 or α > 0; hence H (p) is a concave function in the interval of 0 ≤ p ≤ 1 and β > 0, γ > 0. 
Property 7. Let us consider a partition of
Hence, H(B) − H(A) > 0 i.e. H(B) > H(A) thus completing the proof.
Property 8. Entropy is minimum if and only if all p
i 's except 1 are 0's and that single p i is equal to 1. i.e. H min = 1 ␥ e −(a1 α +b) β = e −(a+b) β where a,b,β > 0.
Proof of Property 8:
Suppose that p i = 0 for all i except k with p k = 1. Next by contradiction we prove that the entropy H = (0, . . ., 1. . ., 0) is the minimum. Let us consider at least two non-zero probabilities; say p i and p j for the minimum value of H. Now using Property 7 we can say H(p 1 , . . .,
. So from this contradiction we conclude that H is the minimum if and only if all p i 's are zeros except one p i .
Property 9. Consider an event with the partition of an event space as
A = [A 1 , A 2 , . . ., A n ] and p i = pr (A i ).
If a new partition, B is made by subdivision of one event of A, then H (B) ≥ H (A).

Proof of Property 9: A 1 is subdivided into B c and B d then the partition of
Now we can write 
Proof of Property 10:H
Let us Assume that α = 1, β = 2, γ = 1, a = 1, b = 0 then (15) becomes
Where, β is a positive real number for any n ≥ 1. Also
The Hessian matrix is of the formH
For P 0 = (1/n, 1/n, . . . 1/n) H(p) attains the maximum if H s|P 0 is negative. Moreover H s is negative finite if the determinant of the k th principal minor of H s has the sign of (−1) k , k = 1,2,. . .n.
Now the determinant of k th principal minor of H s is
After observing Eqs. (13) and (14) we can say that H s is negative finite at P 0 . So H(p) is maximum at P 0 = (1/n, 1/n, . . . 1/n)
Additional properties of the proposed entropy function
A. The normalized entropy is of the form of 
. ., p(y) n , then the proposed non-extensive entropy of X is given by
Similarly the proposed non-extensive entropy of Y is given by
The conditional entropy of X given Y is defined as
Similarly conditional entropy of Y given X is defined as
The joint entropy of X and Y is defined as
C. Justification for the Non extensive entropy
The additive property of Shannon and Renyi entropies make them unsuitable for biometric applications as the image information is non-additive. This is borne out by the fact that a strong spatial correlation exists among the gray levels of pixels of the same pattern. In this situation a simple addition of the individual gray levels to measure the information content is not enough. In the ear biometric there is also strong correlation between the neighboring pixels in the form of the spatial correlation in the gray levels. Ear consists of many subparts and the gray levels in these are highly correlated. Generally all the images have homogeneity of scene illumination (gray level contrast) along with the gray level interaction (spatial as well as intensity), strong correlation and repetitive patterns so the non-extensive entropy is a better choice for biometric purpose.
Proof: It can be proved by Jensen's inequality. From Eqs. (20) and (21), we have
Therefore we can conclude that the joint entropy of X and Y is always less than the individual entropies. Unlike Shannon entropy, the equality condition is not satisfied since e −(ap α (x i )+b)
Hence proposed entropy is a non-extensive.
Graphical interpretation of new entropy:
The effect of free parameters a, b, α, β, γ can be observed by plotting probability on the x axis and the entropy value on the y axis. The effect of parameters on the entropy can also be seen in (Mamta and Hanmandlu, 2014) . We can fit different probability distributions to the information source values by changing their values.
Let us see a few cases arising out of parameter settings.
Case 1. When α takes +ve values like
As␣ changes from 0.2 to 3the area under the curve increases as shown in Fig. 2(a) .The entropy values lie in between 0 and 1. Let b = 1 and all other parameters be the same as above. As shown in Fig. 2(b) the entropy values vary from 0 to 0.3 as α is increased. The values of α and b are changing the probability distribution curves.
Case 2. The effect of varying γ value with other parameters fixed.
As shown in Fig. 3(a) for γ = 1,2,3,4,5 and α = 0.2, a = 1, b = 0 and β = 2 the entropy curve is inverted barring γ = 1.This inverted curve has enough discriminating power as shown subsequently. In Fig. 3(b) we take b = 1 and all other parameter are the same as in Fig. 3(a) , i.e. γ = 1,2,3,4,5 and α = 0.2, a = 1, b = 1 and β = 2. The entropy curve lies in between 0 to 0.03.
Case 3. The effect of γ when α takes high +ve values.
For γ = 1and α = 4, 5, 6, 7, 8,a = 1, b = 0, ␤ = 2 as in Fig. 4 (a) the curve lies in between 0 to1. But forγ = 2 and all other values being the same the curve displays 2 distinct modes as shown in Fig. 4(b) . As we increase the value of γ = 4 keeping all other parameter the same the modes become more deeper in Fig. 4(b) . This type of shape is not witnessed in other entropies and has a potential for image segmentation.With high values of ␥ and ␣, the entropy curves still show two modes separated by a valley as in Fig. 4(b) and (c).
Feature extraction based on the new entropy
We are interested in capturing the uncertainty present in the gray levels (information source values) of an ear image arising due to the surveillance conditions. For this, the new entropy is used to extract the features representing the possibilistic uncertainty. Our objective is to find the uncertainty present in the information source values in a window using the new entropy function; so we partition an ear image into windows.
We use the framework of a fuzzy set to derive the information set. We assume the gray levels I= I ij in a window and the corresponding membership function values, denoted by μ ij forming a fuzzy set. These are connected through the new entropy function to derive the information set. For this, firstly we need to use the information source values in place of probability values and secondly the exponential gain function in Eq. (5) should be made to represent the distribution of the information source values in the form of a suitable membership function by choosing parameters statistically. Here we use mean but fuzzifier instead of variance as it has large spread. Then with the choice of parameters
Where I γ ij, is the information source value modified by γ and μ g ij is a Gaussian membership function given by
2 is a fuzzifier proposed by Hanmandlu et al. (2003) .
Again with another choice of parameters, . We will now formulate two features based on the information set. 
Effective Gaussian Information source value (EGI) using the Gaussian membership function
Effective Exponential Information source value (EEI) using the exponential membership function
WhereĪ(k) is the feature from the k th window using I γ ij μ e ij is obtained from Eq. (24). It may be noted that the new entropy function contains parameters in the exponential gain function. We have computed these parameters so as to convert the gain function into Gaussian function μ g ij and Exponential μ e ij . However the membership functions (MFs) are a function of ␣. Next we compute two feature types: Effective Gaussian Information (EGI) and Effective Exponential Information (EEI) both of which are functions of γ. As EGI and EEI are also functions of MFs hence they are also functions of both α and γ. In the results section, we will show how the results vary as we vary these two parameters. But we select α and γ when the results are the highest. The algorithm for feature extraction is in order.
Algorithm for feature extraction
Step-1: Divide the ear image into windows of size w x w.
Step-2: Compute the Gaussian and exponential membership functions using Eq. (23) and respectively for each window using I (ref) = mean and fuzzifier f 2 h .
Step-3: Compute the two feature types EGI and EEI using Eqs. (25) and (26) respectively.
Step-4 Form the two feature vectors with EGI and EEI features obtained in Step-3.
Step-5: Each feature vector is tested separately for ascertaining the classification accuracy. If feature vectors are found ineffective by a classifier, choose another value for w and repeat Steps 2-4.
Step-6: Stop. Next we discuss the classification of these features.
Classification
Let us analyze the efficacy of a simple Euclidean distance based classifier (EC) on the entropy based features. As we are concerned with the unconstrained environment where raw biometric images suffer from various forms of degradation caused during acquisition.
The conventional matching algorithm based on the Euclidean distance (EC) is not adequate to handle the uncertainty present in the image based on the raw scores. There will be a lot of difference between the test image captured under the unconstrained environment and the training image captured in a controlled environment. The intra class similarity between the test image and its claimed identity (a biometric sample of an enrolled user of the system) may decrease whereas the interclass similarity may increase thus causing high false acceptance rate (FAR), false rejection rate (FRR), which are two error rates used to judge the performance of a biometric system in addition to genuine acceptance rate (GAR), and Receiver Operating Characteristic (ROC). FAR is a rate at which imposter is accepted as a genuine user 
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while FRR is a rate at which the genuine users are rejected as imposters. GAR is the rate at which genuine user is accepted correctly. Both FAR and FRR are complementary to each other. In real life it is very difficult to achieve very low values simultaneously for both of them. When a decision threshold is adjusted to get a low value for one error rate it will result in increase of the other error rate. One way to determine a threshold is to plot FAR versus GRR (1-FRR) also known as ROC curves that displays the performance of the system. For multilevel security requirement aimed at forensic, surveillance, civilian and high security applications, it is difficult to get an accurate verification based on a single threshold. So we have to look beyond the raw scores (i.e. the genuine matching scores or imposter scores) to improve the verification rate in terms of GAR (or improve both the error rates). Owing to lack of intraclass similarity under the unconstrained conditions a query score cannot judge a claimed identity accurately. To improve the verification rate we need to recheck the neighbors of each score.
The proposed concept of refined scores
In the literature normalization of the query template (unknown template) is done using the information of the neighbors of the claimed template (enrolled template). This normalization method where the matching scores (generated by calculating dissimilarity or similarity between the query and the claimed templates) are normalized along with their neighborhood scores is termed as cohort based normalization (Kinnunen et al., 2006; Finan et al., 1997; Poh et al., 2009; Aggarwal et al., 2008) . In this work, we do not normalize the matching scores but simply refine the scores using the information of the neighbors (cohort) of the claimed matching scores. Since the verification mode involves 1:1 matching, it is evident that the system does not utilize all the scores in the knowledge base. The query template is matched against the claimed template and the rest N-1 templates remain unused during the verification process. These N-1 templates (the neighboring templates of the claimed template) are termed as the cohort template; so we want to utilize the non-matching scores (score generated by calculating dissimilarity or similarity between the query and neighbors of the claimed template) for the verification. Each reference score of the claimed user has N-1 neighborhood scores that do not participate in the process directly and these are at our disposal for the improvement of the overall verification accuracy. Hence in our system, the non-matching scores other than the claimed scores are termed as Cohort scores.
Hence in the proposed authentication system, the query sample is not only compared with the claimed sample but also with neighbors of the claimed sample (cohort scores) before making decision about the identity of the user. The decision process of the biometric based authentication system will be re-modeled by incorporating this refined version of either selection or rejection of a user. In the conventional scheme of authentication, if the scores based on Euclidean distance is less than the pre-defined threshold, then the user is classified as the genuine, otherwise an imposter. Under the surveillance conditions there is a possibility of rejecting some genuine users falsely (FRR) and some of the imposters are falsely accepted (FAR). To reduce these errors in authentication, we refine the scores by applying rechecks on the error scores. In our ear based biometric database, the samples are highly disproportionate. For example if M is the number of users then we will have only M genuine scores but M (M-1) imposter scores. This means that almost all the bins in a database will be occupied by imposter samples, only a small proportion is occupied by genuine samples. Soto reduce FAR and FRR there is need to have a recheck on both the genuine and the imposter scores.
Let us see how to use the cohort scores. These are computed for each claimed score and employed in the calculation of FAR and FRR. Let X Q be the query sample and X T Cl be the claimed template. Let d = ED X Q , X T Cl be the dissimilarity computed as the Euclidean distance (ED) between the query sample X Q and the claimed template X T Cl such that
Where T is the threshold. If d < T then the score is claimed as genuine (Gen) otherwise imposter (Im). Our strategy here is not to go for the single comparison in Eq. (27) to determine the class; but to utilize the neighboring template of the claimed template to generate the cohort matching score which is the Euclidean distance between the query sample and the cohort template. We will now discuss how to improve both error rates by cohort scores. 
Improvement of FRRs and FARs
To improve FRR the proposed strategy is not to reject the user if a matching score (d) is more than the threshold (T ) instead it is refined using the cohort information (neighbors of the claimed identity, X T k ). If the matching score (d) between the query sample and the claimed template is above the threshold (T ) then the query sample X Q is rechecked with all the neighbors of the claimed identity X T k of that user to verify again whether the user is genuine or not. Now the matching score d ch k is computed between the query sample X Q and all cohort template s X T k , If (d) is less than all the matching scores between the query sample and all cohort templates (d ch k ) then the claimed user is said to be genuine (Gen) but if d is above any one of d ch k then the user is authenticated as the imposter (Im). In this process the rejection rate of genuine user as imposter is reduced thus reducing FRR and increasing GAR as shown in block diagram in Fig. 5(a) .
For the improvement of FAR we recheck whether the accepted user is genuine or imposter as in Fig. 5(b) . If the cohort matching score d ch k between the query sample X Q and non-matching templates X T k is higher than the threshold (T ) then the user is declared as an imposter (Im). On the other hand, if d ch k is less than T, we do not directly accept it as the genuine but compare the query sample with the matching template X Q to verify whether the user is genuine or imposter. As part of this rechecking we again calculate the cohort score d = ED X Q , X T Cl between the query sample(X Q ) and claimedtemplates X T Cl and if d ch k is greater than d, then the user is authenticated as an imposter. On the other hand if d ch k is less than d then the user is authenticated as genuine. The whole process by which FARs and FRRs are refined by using the cohort information is termed as refined scores (RS) method. 
The public and synthetic databases
The verification performance of the proposed entropy based features EGI and EEI and the refined scores (RS) method is evaluated on both the constrained data and the unconstrained ear databases.
Publically available constrained ear databases
Database 1 (DB1):
IITD segmented ear database of 125 subjects (IIT, 2007) containing at least 3 images per subject.
Database 2(DB2):
The IIT Delhi Ear Database Version1 (IIT, 2007) also provides a large dataset of ear images from 221 subjects. It also contains at least 3 images per subject.
We have used here the segmentation approach of Kumar and Wu (2012) . The segmented ear images are subjected to illumination normalization. The final images are of size 50 × 180 pixels.
The unconstrained synthesized databases
The unconstrained database is created from DB2 shown in Fig. 6(a) . The unconstrained synthesized database is created by incorporating changes in brightness, contrast, resolution, noise and occlusion.
Synthesized Brightness Databases:
The two brightness datasets are synthesized from DB2 by adding an offset to each pixel channel in the probe images. The database with 70% increase in the brightness is named as SB70DB2 as in Fig. 6(b) , and with 90% increase is named as SB90DB2 as in Fig. 6(c) . 2. Synthesized contrast Databases: Two contrast databases are created by reducing the original contrast of the probe image of ear by 30% termed as SB30DB2 shown in Fig. 6(d) and by 50% termed as SB50DB2 shown in Fig. 6 (e). 3. Synthesized resolution databases: To check the performance of the proposed authentication system on poor quality of images, this database is created by considering 20% and 10% of the original resolution of the probe images termed as S20RDB2 shown in Fig. 6 (f) and S10RDB2 as shown in Fig. 6(g ). 4. Synthesized noisy databases: To check the performance under noisy environment two noisy database are created by adding Gaussian noise with zero mean and 30% variance in the probe image termed as SG30NDB2 shown in Fig. 6(h) , and salt and pepper noise with 40% noise density termed as SSP40NDB2 shown in Fig. 6(i) . 5. Synthesized occlusion databases: An ear is normally occluded in the above and below portions and on Helix side (outer side) due to hair and ear accessories respectively, the occluded databases are created to reflect these three portions by varying size of the black rectangle over the probe images. Synthesized dataset with 40% occlusion of top side named S40TODB2 is shown in Fig. 6 (j), 40% bottom occlusion named S40BODB2is shown in Fig. 6 (k), 40% and 50% side occlusions are named as S40SODB2in Fig. 6 (l) and S50SODB2in Fig. 6(m) .
The performance evaluation
The performance of the proposed features is evaluated using EC followed by RS method on both the constrained and synthesized databases. We have considered the training to test ratio of 2:1 for the experiments on DB1 and DB2 and all synthesized databases with k-fold cross validation. These experiments are repeated for three times until all 3 images get the chance to become the test images and the average of the experimental results is shown in the form of ROC. We generate 125*3 genuine and 125*124*3 imposter scores from DB1 and 221*3 genuine and 221*220*3 imposter scores from DB2 including those of the synthesized databases.
Initially all the images are normalized by the maximum gray level and then these are used to extract local entropy features (EGI and EEI) by partitioning each image into windows of size 9*9 which yield 120 features per image.
Verification performance evaluation on the proposed features using EC
Performance evaluation on the constrained database
For this, we have considered different values for α and γ like α = 0.8 and γ = 1, 2, 3, 4 while extracting EGI and EEI and then classified using EC. As shown in Figs. 7 and 8(a) the maximum GARs achieved by EGI are 76.3% and 75.5% shown in Figs. 7(b) and 8(b) and those achieved by EEI are 77.3% and 76.1% at FAR of 0.1% on DB1 and DB2 using α = 0.8 and γ = 4. Note that GARs achieved by both EGI and EEI are less.
Comparison with the existing methods
As EGI and EEI both give the best GAR with α = 0.8 and γ = 4; hence we use these values for further experiments. Now as shown in Fig. 9(a) GARs of 76.3%, 77.3% are achieved by EGI and EEI on DB1 whereas out of all the conventional entropy functions compared, viz., Shannon, Renyi, Tsallis, Pal and Pal and Susan-Hanman entropy, the maximum GAR of 72.8% is achieved by Tsallis at FAR of 0.1%. As shown in Fig. 9(b) GARs of 75.5%, 76.1% are achieved by EGI and EEI on DB2 whereas the maximum GAR of 72.1% at FAR of 0.1% is achieved by Pal and Pal entropy function. These two ROCs show that the proposed entropy based features are more efficient than those of the entropy functions compared. 
Analysis of distributions of genuine and imposter scores using the entropy based features
So far we have not shown the importance of distributions of genuine and imposter scores that depend on the type of features and matching algorithm used. The features must be such that they should separate the distribution of genuine scores from that of the imposter scores. Since we have two features (EGI, EEI) we will show the distribution using EGI only. The distributions of genuine and imposter scores based on EGI are shown in Fig. 10(a) and those due to Tsallis entropy that gives the highest verification rate among all the traditional entropies classified by EC, are shown in Fig. 10(b) . There is an overlapping between the distributions of genuine and imposter scores generated by EGI using EC but these are better than those obtained with Tsallis entropy. These results indicate that EC cannot correct the erroneous scores.
Performance evaluation on the synthesized unconstrained database classified by EC
All features perform equally well under the constrained conditions but the true efficiency of an authentication system is measured only under the unconstrained environment. To evaluate the performance under the unconstrained conditions we have used the synthesized database described in Section 5.2.
1 Verification performance evaluation on brightness database: GAR achieved by EGI is 75.5% and by EEI is 76% on SB70DB2 as shown in Fig. 11 (a) whereas GAR achieved by Shannon entropy is 14.7% at FAR of 0.1% and GARs achieved by EGI and EEI are 75.2% and 75.1%at FAR of 0.1% on SB90DB2 as shown in Fig. 11 (b) whereas all the entropies that have been compared fail on this high brightness database and the proposed system performance is not degraded even on these highly brightness databases.
Distribution of Genuine and Imposter on brightness database:
It can be seen from Fig. 12 that on high brightness database, the distributions of the genuine and imposter scores based on EGI do not overlap but those due to Pal and Pal entropy (highest recognition rate out of all the traditional entropies compared) are overlapped because the verification accuracy achieved by these entropies is close to 0 indicating that they are unsuitable to handle the high brightness data 2 Performance evaluation on contrast databases: GARs achieved by EGI and EEI on SC30DB2 are 73.6%, 71.3% whereas the conventional entropies give GARs ranging from 59% to 1.3% at 0.1% of FAR as shown in Fig. 13(a) . GARs achieved by EGI and EEI on SC50DB2 are 59% are 48% at FAR of 0.1% whereas the conventional entropies yield GAR less than 5% at FAR of 0.1% shown in Fig. 13(b) . From these results we can claim that on less contrast 
Distribution of Scores on SC50DB2 database:
As the database is corrupted the genuine and imposter scores have poor distributions based the traditional entropies. But EGI feature induces an acceptable distribution as seen in Fig. 14 on the same contrast database.
3 Verification performance evaluation on less resolution database: GARs of 72.7% and 73.7% at FAR of 0.1% are obtained on S20RDB2 with EGI and EEI whereas other entropy functions yield the maximum GARs of 63% to 38% as in Fig. 15(a) . The minimum GAR of 47.5% is achieved by EEI on S10RDB2 whereas all other entropy functions give GAR less than 7.2% at FAR of 0.1% as in Fig. 15(b) . We conclude that on highly bad images having very less resolution the conventional entropies totally fail, whereas the proposed entropy features are capable of handling the bad quality images.
Distribution of Scores on less resolution databases:
Owing to the less resolution the traditional entropy functions yield an overlapping distribution of the genuine and imposter scores; so the verification rates fall down whereas the new entropy based features EGI are capable of handling the less resolution databases as in Fig. 16. 4 Verification performance evaluation on noisy database: The maximum GAR achieved on the Gaussian noisy affected database by EGI features is 60.5% whereas other entropies report less than 3% GAR at FAR of 0.1% as shown in Fig. 17(a) . The maximum GAR of 69% is achieved on SSP40NDB2 whereas EGI yields GAR of 68% at FAR of 0.1% in Fig. 17 
Distribution of Scores generated by EGI:
The conventional entropy functions fail to distinguish between the genuine and imposter scores on noisy data in Fig. 18(b) and this is not the case with the new entropy based features as shown in Fig. 18(a) . S40SODB2 shown in Fig. 19(c) and 70.1% on S50SODB2 shown in Fig. 19(d) at FAR of 0.1%. On the other hand, the existing entropy functions display the worst performance on all the occluded databases shown in Fig. 19(a)-(d) .
Distribution of Genuine and Imposter on Occlusion database:
On comparing the distributions of the genuine and the imposter scores based on the new entropy based feature EGI on different occlusion database shown in Fig. 20(a) , (c) and (e) with those of the Shannon entropy (that gives the maximum recognition rate) shown in Fig. 20(b) , (d) and (f), we find the former distributions are almost separated whereas the latter are overlapped. This demonstrates the discriminating power of the new entropy features.
Performance evaluation of RS using new entropy based feature
In order to have an effective separation between the genuine and imposter scores, we move on to the refined scores (RS) generated from the entropy based features derived from the constrained and the unconstrained databases.
RS performance RS method evaluation on constrained database
Both EGI and EEI yield GAR of 93.8% on DB1 at FAR of 0.1% using whereas the conventional EC yields GARs of 76.3%, 77.3% with these two features as shown in Fig. 21(a) . On the other hand at FAR of 0.001 both features yield GAR of 57% with EC while RS method yields GAR of 91.2% and 90.9% on EGI and EEI respectively. As shown in Fig. 21(b) RS method yields 96.5% on DB2 by both features and the conventional EC yields GARs of 75.5%, 76.1% by both EGI and EEI at FAR of 0.1% but at FAR of 0.001%, we achieve GAR of 91.2% by both EGI and EEI using RS method. Similarly, GARs of 49.4% and 44% are achieved by EGI and EEI using EC on DB2 shown in Fig. 21 (b) . We now conclude that at very low FAR (0.001%), GAR is improved by RS method with the proposed features. 
Performance evaluation of RS under the unconstrained databases
1. Performance evaluation on Brightness database: GARs achieved by EGI and EEI are 96.1% and 96.3% at 0.1% FAR using RS method. GAR achieved by EGI is 75.5% and EEI is 76% on SB70DB2 using EC shown in Fig. 22(a) . GAR of 95.8% is obtained using RS method by both features whereas GAR of 75.1% with ths same features using EC on SB90DB2 shown in Fig. 22(b) . Bansal, M. Hanmandlu / Journal of Electrical Systems and Information Technology xxx (2016) xxx-xxx 2. Performance evaluation on contrast database: RS yields GAR of 93.7% with both EGI and EEI features whereas the conventional EC yields GAR of 73.6, 71.3% with these features respectively at 0.1% of FAR as shown in Fig. 23(a) on SC30DB2. RS method performs better than EC on SC50DB2 as shown Fig. 23(b) . 3. Performance evaluation of RS on two low resolution databases: On these two databases, RS method works better than EC shown in Fig. 24 (a) and (b).
Performance evaluation of RS method on noisy database:
GAR achieved by RS method is more than 85% as shown in Fig. 25 (a) and (b) while GAR achieved by the conventional EC is less than 61.5% at FAR of 0.1% on both noisy databases shown in Fig. 25 (a) and (b) respectively. 5. Performance evaluation of RS method on occluded database: Maximum GARs of 88. 2%, 90.5%, 93.2% and 92.3% are achieved on ST40ODB2, SB40ODB2, SS40ODB2, SS50ODB2 at FAR of 0.1% using RS method shown in Fig. 26(a) - (d) with EGI and EEI. It can be seen from Figs. 25 and 26 that on all noisy and occluded databases, RS method achieves higher GAR than that of EC.
Conclusions
This paper presents a new non-extensive entropy equipped with some free parameters which can be tuned to modify the original information source as well as the information gain function. Two features are developed based on the proposed entropy. As application of the proposed features the ear verification in surveillance is taken up. To handle the surveillance environment these flexible features are used as they can be adapted. Conventional EC is unable to handle the surveillance application because of the reduced interclass similarity; so we have refined the scores generated by EC termed as refined scores (RS) before making the decision of rejection or selection to minimize FARs and FRRs thus enhancing the performance not only in civilian but also in surveillance applications. The decision process of the biometric based authentication system has been re-modeled by incorporating this refined version of selection or rejection of a user. The ear based verification system that employs the entropy based features and RS method is evaluated on both the constrained and the unconstrained databases. For the constrained database we have used two publically available databases while the unconstrained database is synthesized by DB2 incorporating different environments like brightness, contrast, very low resolution, noisy environment and occlusion.
The synthesized databases are created with very high uncertainty like 90% increase in brightness, 30% decrease in contrast, only 10% resolution of the original probe image, very high occlusion like 40 or 50% at different sides and Gaussian and salt and pepper noise with 30% variance. Yet the proposed features give admirable results on highly unconstrained databases whereas the existing entropies found to be totally misfit using EC. The efficiency of proposed entropy features along with RS method has been demonstrated not only on the constrained but also on the unconstrained environments. The proposed features also yield better results on the constrained database than those of the entropy functions compared.
