Concentrating tripartite quantum information by Streltsov, Alexander et al.
Streltsov, Alexander and Lee, Soojoon and Adesso, 
Gerardo (2015) Concentrating tripartite quantum 
information. Physical Review Letters, 115 . 030505/1-
030505/5. ISSN 1079-7114 
Access from the University of Nottingham repository: 
http://eprints.nottingham.ac.uk/40772/1/1410.6346.pdf
Copyright and reuse: 
The Nottingham ePrints service makes this work by researchers of the University of 
Nottingham available open access under the following conditions.
This article is made available under the University of Nottingham End User licence and may 
be reused according to the conditions of the licence.  For more details see: 
http://eprints.nottingham.ac.uk/end_user_agreement.pdf
A note on versions: 
The version presented here may differ from the published version or from the version of 
record. If you wish to cite this item you are advised to consult the publisher’s version. Please 
see the repository url above for details on accessing the published version and note that 
access may require a subscription.
For more information, please contact eprints@nottingham.ac.uk
Concentrating tripartite quantum information
Alexander Streltsov,1 Soojoon Lee,2 and Gerardo Adesso3
1ICFO-The Institute of Photonic Sciences, Mediterranean Technology Park, 08860 Castelldefels (Barcelona), Spain
2Department of Mathematics and Research Institute for Basic Sciences, Kyung Hee University, Seoul 130-701, Korea
3School of Mathematical Sciences, The University of Nottingham, University Park, Nottingham NG7 2RD, United Kingdom
(Dated: June 30, 2015)
We introduce the concentrated information of tripartite quantum states. For three parties Alice, Bob, and
Charlie, it is defined as the maximal mutual information achievable between Alice and Charlie via local oper-
ations and classical communication performed by Charlie and Bob. We derive upper and lower bounds to the
concentrated information, and obtain a closed expression for it on several classes of states including arbitrary
pure tripartite states in the asymptotic setting. We show that distillable entanglement, entanglement of assis-
tance, and quantum discord can all be expressed in terms of the concentrated information, thus revealing its role
as a unifying informational primitive. We finally investigate quantum state merging of mixed states with and
without additional entanglement. The gap between classical and quantum concentrated information is proven
to be an operational figure of merit for mixed state merging in absence of additional entanglement. Contrary to
pure state merging, our analysis shows that classical communication in both directions can provide advantage
for merging of mixed states.
PACS numbers: 03.67.Hk, 03.65.Ud, 89.70.Cf
Introduction.—Correlations between parts of a composite
system are crucial to dictate its collective behavior and to de-
termine its usefulness for functional tasks involving the cor-
related components. This is true both for physical models in
condensed matter and statistical mechanics [1], and for com-
plex systems in the biological, engineered and social domains
[2]. In classical and quantum systems, correlations between
two parties are generally quantified by the mutual informa-
tion. In a thermodynamic context, mutual information quan-
tifies the amount of work required to erase all the correlations
established between two parties [3]. In the context of quan-
tum communication [4], mutual information plays a funda-
mental role to describe the classical capacity of a noisy quan-
tum channel connecting the two parties [5]. Maximizing the
mutual information between, say, Alice and Charlie, within a
larger system potentially involving other cooperative or com-
petitive players, ensures that a reliable communication chan-
nel is established between the chosen sender and receiver, so
that Alice and Charlie can implement quantum cryptography
or quantum state transfer protocols with high success [6].
In this Letter we introduce and study a quantum informa-
tional task that we name information concentration. We con-
sider a general communication scenario involving three par-
ties, Alice, Bob, and Charlie, who initially share an arbitrary
mixed quantum state. Our main question can then be formu-
lated as follows:“How much can Charlie learn about Alice by
asking Bob?” To answer this question we analyze the task of
maximizing the mutual information between Alice and Char-
lie via a cooperative strategy by Charlie and Bob only rely-
ing on local operations and classical communication (LOCC).
The corresponding maximal mutual information between Al-
ice and Charlie is termed concentrated information (CI).
In the classical domain this quantity coincides with the to-
tal mutual information between Alice and the remaining two
parties, since in this case Bob can share all his knowledge
with Charlie via a classical channel. However, the situation
changes completely if quantum theory is applied. As we will
Figure 1. (color online). Concentrating information in tripartite
quantum states. Panel (a) shows the initial situation: Alice, Bob, and
Charlie share a quantum state ρABC ; additionally, Charlie has access
to a quantum register R. Bob and Charlie perform local operations
and classical communication (LOCC), aiming to maximize the mu-
tual information between Alice and Charlie. The final state shared
by Alice and Charlie is illustrated in Panel (b).
show, the CI is in general below the maximal value achievable
in the classical case. We derive upper and lower bounds to
the CI which depend on classical and quantum correlations in
different partitions of the original tripartite state. Remarkably,
when the three players share asymptotically many copies of
an arbitrary pure state, we obtain a closed expression for the
CI, only depending on the initial entropic degrees of Alice’s
and Charlie’s subsystems. The CI can be further evaluated ex-
actly in some classes of mixed states. The broad relevance of
the concept is underlined by showing that distillable entangle-
ment [7], entanglement of assistance [8], and quantum discord
[9, 10] can all be expressed in general as exact functions of CI.
Finally, we study the usefulness of the CI in the context of
quantum state merging [11, 12]. We extend state merging to
the realistic case of mixed states, and show that for this gener-
alized task classical communication in one direction is strictly
less powerful than general LOCC. Furthermore, by exploiting
recent breakthrough results on conditional mutual information
[13, 14], we prove that the CI yields a faithful figure of merit
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2for LOCC quantum state merging (LQSM), a variant of state
merging operating on mixed states without additional entan-
glement. The results of this Letter provide fundamental and
practical advances for quantum information theory and its ap-
plications in a multipartite scenario.
Concentrated information: Setting and definitions.—We
consider three parties, Alice, Bob, and Charlie, sharing a
quantum state ρ = ρABC . The aim of Bob and Charlie is to
concentrate their mutual information with Alice on Charlie’s
side via LOCC. To this aim, Charlie makes use of an auxiliary
quantum register R, so that the total initial state is given by
σi = ρ
ABC ⊗ ρR. (1)
In the concentration process, Bob and Charlie perform an
LOCC protocol which maximizes the mutual information be-
tween Alice and Charlie (see Fig. 1). Noting that the total sys-
tem of Charlie consists of two subsystems C and R, the maxi-
mal mutual information achievable in this process is given by
I(ρ) = sup
Λ
IA:CR(σ f ). (2)
In the above expression, IA:CR is the mutual information be-
tween Alice’s system A and Charlie’s system CR, the supre-
mum is taken over all LOCC protocols Λ = ΛB↔CR between
Bob and Charlie, and the final state σ f = σACRf is the state
shared by Alice and Charlie after the application of the LOCC
protocol Λ on the initial state σi:
σ f = TrB[Λ[σi]]. (3)
The quantity defined in Eq. (2) will be referred to as con-
centrated information (CI). We will also consider the case of
one-way LOCC where the classical communication is directed
from Bob to Charlie only. The maximal mutual information
in this case will be called one-way concentrated information,
and we will denote it by I→. We will also study the situation
where a large number of copies of the state ρ is available. The
corresponding regularized CI is given as
I∞(ρ) = lim
n→∞
1
n
I(ρ⊗n), (4)
and its one-way version will be denoted by I∞→.
At this point it is useful to note that the CI is never smaller
than its one-way version I→ and never larger than the total
mutual information IA:BC:
I→(ρ) ≤ I(ρ) ≤ IA:BC(ρ). (5)
The first inequality is evident by observing that one-way
LOCC is a restricted version of general LOCC. The second
inequality represents the fact that Bob and Charlie cannot
concentrate more mutual information than is initially present
in the total state ρ. The proof follows by noting that any
operation acting on the systems of Bob and Charlie can-
not increase their mutual information with Alice [15], and
thus: IA:CR(σ f ) ≤ IA:BCR(σi). Together with the fact that
IA:BCR(σi) = IA:BC(ρ) this completes the proof of Eq. (5). We
remark that the CI has a natural interpretation as the amount
of information Charlie can obtain about Alice by asking Bob,
within the considered quantum communication scenario.
Bounding the CI.—Having introduced the CI, we will now
show a powerful upper bound, which also relates I to the dis-
tillable entanglement Ed. As we will also see below in this
Letter, the bound is tight in a large number of relevant scenar-
ios, including all pure states in the asymptotic limit.
Theorem 1. CI is bounded above as follows:
I(ρ) ≤ min
{
IA:BC(ρ), S (ρA) + EAB:Cd (ρ)
}
. (6)
We note that the same bound also applies to the regularized
concentrated informationI∞. The proof of the theorem can be
found in the Supplemental Material [16], see section 1 there.
Due to Eq. (5), the above theorem also provides an upper
bound on the one-way CI. Similarly, any lower bound on I→
is also a lower bound for I. We will now show that I→ can
be bounded below as follows:
I→(ρ) ≥ max
{
IA:C(ρAC), IA:B(ρAB) − δA|B(ρAB)
}
, (7)
where δ is the quantum discord [9, 10], a measure of quan-
tumness of correlations (for more details and alternative def-
initions see also [17–22]). The inequality I→(ρ) ≥ IA:C(ρAC)
can be seen by noting that this amount of mutual informa-
tion between Alice and Charlie is always achieved if Bob and
Charlie do not interact. On the other hand, the inequality
I→(ρ) ≥ IA:B(ρAB) − δA|B(ρAB) can be seen by noting that
erasing Charlie’s system cannot increase the CI: I→(ρ) ≥
I→(ρAB ⊗ |0〉 〈0|C). To complete the proof of Eq. (7), we note
that for states of the form ρAB ⊗ ρC the CI and its one-way
version coincide, and are given by [22, 23]
I(ρAB ⊗ ρC) = I→(ρAB ⊗ ρC) = IA:B(ρAB) − δA|B(ρAB). (8)
We note that both of the aforementioned quantities bound-
ing the CI, namely the distillable entanglement and the quan-
tum discord, are usually difficult to compute for an arbitrary
state. However, closed expressions for both quantities are
known for many important families of states [20, 24]. For in-
stance, the distillable entanglement can be evaluated exactly
for all maximally correlated states, and that quantum discord
can be evaluated for any state ρAB of rank two, if the subsys-
tem A is a qubit. This renders the bounds on the CI analyt-
ically accessible in several relevant cases. Finally, we also
mention that the bounds provided in Eqs. (6) and (7) can be
adapted to obtain alternative upper and lower bounds on the
CI, which may be easier to evaluate. In particular, any upper
bound on the distillable entanglement (such as the logarith-
mic negativity [25–27], which is a computable entanglement
monotone related to the entanglement cost under operations
preserving the positivity of the partial transpose [28, 29]) pro-
vides a (looser) upper bound on the CI via Eq. (6). Similarly,
(looser) lower bounds can be derived from Eq. (7) by provid-
ing upper bounds on quantum discord; since quantum discord
is defined as a minimization problem, it is easy to provide
computable bounds also in this situation; see e.g. [30, 31].
Exact evaluation of CI.—We now show that, impressively,
closed formulae for the CI can be obtained for a number of
3relevant classes of states. We start by considering the situation
where Alice, Bob, and Charlie share a pure state |ψ〉 = |ψ〉ABC .
In this case, the one-way CI is given exactly by
I→(|ψ〉) = S (ρA) + Ea(ρAC). (9)
Here, Ea is the entanglement of assistance which was de-
fined in [8] as follows: Ea(ρAC) = max
∑
i piEd(|ψi〉AC). The
maximum is taken over all decompositions of the state ρAC ,
while the distillable entanglement of a pure state |ψACi 〉 is
equal to the von Neumann entropy of the reduced state [7]:
Ed(|ψi〉AC) = S (ρAi ). For the proof of Eq. (9) we refer to
the Supplemental Material [16], see section 2 there. We will
now evaluate the regularized CI for an arbitrary tripartite pure
state |ψ〉 = |ψ〉ABC . Remarkably, in this scenario I∞ and I∞→
both coincide with the bound provided in Theorem 1, i.e., the
bound is tight for all pure states in the asymptotic setting.
Theorem 2. For any pure state |ψ〉 = |ψ〉ABC it holds:
I∞(|ψ〉) = I∞→(|ψ〉) = S (ρA) + min{S (ρA), S (ρC)}. (10)
This theorem provides a simple expression for the regular-
ized CI of pure states, and shows that one-way LOCC op-
erations suffice for optimal information concentration in the
asymptotic setting. For the proof of the theorem we refer to
the Supplemental Material [16], see section 3 there.
Finally, we consider an instance of mixed states, where Bob
is in possession of two particles B1 and B2, each of them be-
ing correlated exclusively with Alice or Charlie. If the state
shared by Alice and Bob is pure, the scenario is covered by
states of the form
ρ = |ψ〉 〈ψ|AB1 ⊗ ρB2C . (11)
As we show in section 4 of the Supplemental Material [16],
the results presented in this Letter allow to evaluate the regu-
larized CI for this set of states:
I∞(ρ) = S (ρA) + min{S (ρA), Ed(ρB2C)}. (12)
Importantly, this implies that the bound provided in Theorem
1 is asymptotically saturated for all states given in Eq. (11).
CI as a unifying quantum informational primitive.—The
approach presented in this Letter allows to unify three funda-
mental quantities in quantum information theory: distillable
entanglement Ed [7], entanglement of assistance Ea [8], and
quantum discord δ [9, 10]. As we will see in the following, all
these quantities can be traced to a common origin, since all of
them can be written in terms of the CI.
For Ea this can be seen by using Eq. (9), which implies
that the entanglement of assistance of a state ρAC is related
to the one-way CI as follows: Ea(ρAC) = I→(|ψ〉) − S (ρA),
where |ψ〉 = |ψ〉ABC is a purification of ρAC . The relation to
quantum discord δ is evident from Eq. (8), according to which
the amount of discord in a state ρAB can be expressed in terms
of CI as follows: δA|B(ρAB) = IA:B(ρAB) − I(ρAB ⊗ ρC), where
ρC is an arbitrary state of Charlie’s system C. Finally, the
relation between CI and distillable entanglement is given by
Eq. (12), which implies that Ed(ρB2C) = I∞(ρ) − log2 dA, for
an arbitrary state ρB2C , with ρ = |φ+〉 〈φ+|AB1 ⊗ ρB2C , |φ+〉AB1 =∑
i |ii〉AB1 /
√
dA, and dA = dB1 = dB2 .
It is straightforward to extend the aforementioned results
to entanglement of formation E f and entanglement cost Ec
by using the relation between quantum discord and entangle-
ment of formation [32–35], and recalling that Ec is equal to
regularized E f [36]. It is thus reasonable to expect that other
important quantities might be also recast in terms of the CI.
LOCC quantum state merging (LQSM).—We will now
show that the task of concentrating information presented in
this Letter is closely related to the task of merging quantum
states via LOCC, that we analyze here. In the latter task, Bob
and Charlie aim to merge their parts of the total state ρ = ρABC
on Charlie’s side via LOCC, while preserving the coherence
with Alice. To this end, Charlie has access to an additional
register R, and the overall initial state σi is again given by
Eq. (1). It is instrumental to compare this task to the standard
quantum state merging as presented in [11, 12]. In contrast to
that well established protocol, in LQSM Bob and Charlie are
not allowed to use any additional entangled resource states,
and the overall state ρ is not restricted to be pure.
We now introduce the fidelity of LQSM as follows:
F (ρ) = sup
Λ
F(σ f , σt) (13)
with Uhlmann fidelity F(ρ, σ) = Tr(
√
ρσ
√
ρ)1/2. Here, the
desired target state σt = σACRt is the same state as ρ = ρ
ABC
up to relabeling the systems B and R. The final state σ f was
already introduced in Eq. (3), and the supremum is taken over
all LOCC operations Λ = ΛB↔CR between Bob and Charlie.
The relevance of the quantity defined in Eq. (13) comes
from the fact that it faithfully captures the performance of the
considered task. In particular, a state ρ admits perfect LQSM
if and only if F (ρ) = 1, while F (ρ) < 1 otherwise. As we will
see in a moment, the fidelity is closely related to the gap be-
tween quantum and classical CI, which can then be regarded
as a faithful figure of merit for LQSM on its own right. In
particular, we will find that perfect LQSM is possible if and
only if the CI is equal to the total mutual information IA:BC:
F (ρ) = 1⇔ I(ρ) = IA:BC(ρ), (14)
while I(ρ) < IA:BC(ρ) otherwise. This result implies an op-
erational equivalence between information concentration and
LQSM: a state admits perfect LQSM if and only if it admits
perfect information concentration, i.e., if all the mutual infor-
mation available in the state can be concentrated on Charlie’s
side. To prove the statement in Eq. (14) we will establish a
link between F and I formalized by the following theorem.
Theorem 3. The fidelity of LQSM is bounded below as
F (ρ) ≥ 2− 12 [IA:BC (ρ)−I(ρ)]. (15)
The proof of the theorem is based on very recent results
from [13] and can be found in the Supplemental Material [16],
see section 5 there. From this result it is evident that per-
fect information concentration implies perfect LQSM: I(ρ) =
IA:BC(ρ)⇒ F (ρ) = 1. The other direction follows straightfor-
wardly by continuity of the mutual information.
4These results demonstrate that the gap IA:BC(ρ)−I(ρ) has an
inherent operational meaning, quantifying the deviation from
perfect LQSM. Note that this gap is a genuinely quantum fea-
ture, and vanishes for fully classical states. In the classical
domain all the mutual information available in the state can
be concentrated via classical communication.
Furthermore, we will provide another necessary condition
for perfect LQSM. In particular, Bob and Charlie can perfectly
merge their systems via LOCC on Charlie’s side only if the
state ρ = ρABC satisfies the inequality EAB:C(ρ) ≥ EA:BC(ρ) for
all entanglement measures E. The statement can be proven
directly by using the fact that any valid entanglement mono-
tone E cannot increase under LOCC [24]. This implies that
any state ρ which violates the above inequality for some en-
tanglement measure does not allow for perfect LQSM.
Quantum state merging of mixed states.—Finally, we will
show that the novel concepts of information concentration and
LQSM are also useful in the context of conventional quantum
state merging [11, 12]. We first introduce the asymptotic fi-
delity of LQSM, F ∞(ρ) = limn→∞ F (ρ⊗n), and note that a
state ρ allows for perfect asymptotic LQSM if and only if its
asymptotic fidelity is F ∞(ρ) = 1. As we show in section 6
of the Supplemental Material [16], perfect asymptotic LQSM
implies perfect asymptotic information concentration:
F ∞(ρ) = 1⇒ I∞(ρ) = IA:BC(ρ). (16)
This result means that Bob and Charlie cannot merge their
state via LOCC even in the asymptotic scenario, if the regu-
larized CI is below the total mutual information IA:BC . The
importance of this result lies in the fact that the regularized CI
can be evaluated exactly in a large number of relevant scenar-
ios, as was demonstrated previously in this Letter.
Using the tools presented above, we are now in position to
extend quantum state merging to mixed states in the following
way. For a given state ρ = ρABC , we supplement Bob and
Charlie with additional entangled states |φ〉 = |φ〉B′C′ . If we
now adjust these states such that the CI of the total state ρ ⊗
|φ〉 〈φ| becomes equal to the total mutual information IA:BC ,
the amount of entanglement in |φ〉 provides a lower bound on
the amount of resources needed to merge the mixed state ρ.
This shows how the tools just developed can be used to gain
new results in the established framework of state merging.
In the next step we will demonstrate how results from quan-
tum state merging can be carried over to LQSM. In partic-
ular, the results presented in [11, 12] imply that Bob and
Charlie can asymptotically merge their parts of a pure state
|ψ〉 = |ψ〉ABC via LOCC if and only if their conditional entropy
S (ρBC)−S (ρC) is not positive. This result can be immediately
extended to mixed states: if a state ρ = ρABC has nonpositive
conditional entropy, it allows for perfect LQSM asymptoti-
cally, i.e., S (ρBC) − S (ρC) ≤ 0 ⇒ F ∞(ρ) = 1. Together with
Eq. (16) this means that perfect asymptotic information con-
centration is also possible in this case. Note that the converse
is not true in general: there exist mixed states ρ which allow
for perfect LQSM, but have positive conditional entropy.
Finally, we will show that, in quantum state merging of
mixed states, general LOCC are strictly more powerful than
one-way LOCC. This is notable, since both procedures are
instead equivalent in the traditional quantum state merging
of pure states [11, 12], for which classical communication in
both directions does not provide any advantage. In particular,
we will present a family of states allowing for perfect state
merging with general LOCC in the single-shot scenario, but
which cannot be merged via one-way LOCC even asymptoti-
cally. The following family of states has this property:
ρ =
1
4
(
|0〉 〈0|B ⊗ |00〉 〈00|AC + |1〉 〈1|B ⊗ |10〉 〈10|AC (17)
+ |ψ〉 〈ψ|B ⊗ |01〉 〈01|AC + |ψ⊥〉 〈ψ⊥|B ⊗ |11〉 〈11|AC
)
,
with mutually orthogonal states |ψ〉 and |ψ⊥〉 such that 0 <
| 〈0|ψ〉 | < 1. Clearly, this state can be merged with two rounds
of classical communication already in the single-shot sce-
nario. The proof that the state cannot be merged via one-way
LOCC even asymptotically is strongly based on the present
framework of information concentration, and the details are
provided in section 7 of the Supplemental Material [16].
Conclusion.—In this Letter we introduced the concentrated
information (CI) of arbitrary tripartite quantum states, pro-
vided upper and lower bounds to it, and an explicit expression
for all tripartite pure states in the asymptotic setting and other
families of mixed states. We also investigated LOCC quan-
tum state merging, a variation of the standard quantum state
merging protocol where the merging procedure is performed
on mixed states via LOCC only, and proved that CI is a faith-
ful figure of merit for this task. We also proved that distillable
entanglement, entanglement of assistance, and quantum dis-
cord can all be expressed as exact functions of CI, and demon-
strated how the methods developed here can be used to gen-
eralize standard quantum state merging to mixed states, thus
providing novel insights on such communication primitive.
We expect that further investigation of the concepts developed
here may lead to an operational classification of multipartite
quantum states, different from what emerges from the notions
of entanglement and other quantum correlations known today.
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1SUPPLEMENTAL MATERIAL
1. Upper bound on CI
Here we will prove that the concentrated information is
bounded above as follows:
I(ρ) ≤ min
{
IA:BC(ρ), S (ρA) + EAB:Cd (ρ)
}
. (A.1)
The inequality I(ρ) ≤ IA:BC(ρ) was already proven in Eq. (5)
of the main text, and it remains to show the inequality I(ρ) ≤
S (ρA) + EAB:Cd (ρ). For this we will show that any final state
σACRf = TrB[Λ[σi]] with initial state σi = ρ
ABC ⊗ ρR and an
LOCC protocol Λ = ΛB↔CR satisfies the inequality
IA:CR(σACRf ) − S (ρA) ≤ EAB:Cd (ρABC). (A.2)
Noting that the LOCC protocol Λ = ΛB↔CR does not af-
fect Alice’s subsystem and using the relation EAB:Cd (ρ
ABC) =
EAB:CRd (σi), this inequality is equivalent to
S (σCRf ) − S (σACRf ) ≤ EAB:CRd (σi). (A.3)
The latter inequality can be proven by using the fact that the
distillable entanglement is bounded below as [37]
S (σCRf ) − S (σACRf ) ≤ EA:CRd (σACRf ), (A.4)
and is nonincreasing under LOCC and under discarding sub-
systems:
EA:CRd (σ
ACR
f ) ≤ EAB:CRd (σABCRf ) ≤ EAB:CRd (σi) (A.5)
with σABCRf = Λ[σi]. This completes the proof.
2. One-way CI for pure states
In the following, we will prove that the one-way concen-
trated information for a pure state |ψ〉 = |ψ〉ABC is given by
I→(|ψ〉) = S (ρA) + Ea(ρAC), (A.6)
where Ea is the entanglement of assistance.
To prove Eq. (A.6), note that for any state ρ = ρABC the
one-way concentrated information can be written as follows:
I→(ρ) = sup
{MBi }
IA:CR
(∑
i
piρACi ⊗ |i〉 〈i|R
)
(A.7)
with piρACi = TrB[M
B
i ρ]. We will now show that the supre-
mum in the above expression can be achieved over rank-1
POVMs. For this, note that any POVM {Mi} can be refined
to a rank-1 POVM {Mi j} such that ∑ j Mi j = Mi. In the next
step we will show that such a refined POVM leads to a larger
mutual information, i.e.,
IA:CR
∑
i j
pi jρACi j ⊗ |i j〉 〈i j|R
 ≥ IA:CR
∑
i
piρACi ⊗ |i〉 〈i|R

(A.8)
with pi jρACi j = TrB[M
B
i jρ]. This can be seen by rewriting this
expression as follows:∑
i j
pi j
[
S (ρACi j ) − S (ρCi j)
]
≤
∑
i
pi
[
S (ρACi ) − S (ρCi )
]
. (A.9)
The latter inequality is true due to the concavity of the condi-
tional entropy [6]. This proves that the supremum in Eq. (A.7)
can be performed over rank-1 POVMs.
In the next step it is crucial to note that, for a pure state |ψ〉 =
|ψ〉ABC and a rank-1 POVM {MBi }, each state ρACi in Eq. (A.7)
is also pure. This implies that the mutual information on the
right-hand side of Eq. (A.7) can be written as follows:
IA:CR
(∑
i
pi |ψi〉 〈ψi|AC ⊗ |i〉 〈i|R
)
= S (ρA) +
∑
i
piS (ρCi ).
(A.10)
Note that the maximization over rank-1 POVMs in Eq. (A.7)
is equivalent to a maximization over all decompositions of the
state ρAC in Eq. (A.10). This completes the proof of Eq. (A.6).
3. Asymptotic CI for pure states
Here we will show that for any pure state |ψ〉 = |ψ〉ABC the
regularized CI and its one-way version coincide, and both are
given as
I∞(|ψ〉) = I∞→(|ψ〉) = S (ρA) + min{S (ρA), S (ρC)}. (A.11)
For this, we use Eq. (9) in the main text, which implies that
the regularized one-way CI can be written as follows:
I∞→(|ψ〉) = S (ρA) + E∞a (ρAC) (A.12)
with the regularized entanglement of assistance E∞a (ρ) =
limn→∞ Ea(ρ⊗n)/n. In the next step we use the fact that the reg-
ularized entanglement of assistance of the state ρAC is equal to
the smallest of the local entropies [38]:
E∞a (ρ
AC) = min{S (ρA), S (ρC)}. (A.13)
It follows that for pure states the regularized one-way CI is
given by
I∞→(|ψ〉) = S (ρA) + min{S (ρA), S (ρC)}. (A.14)
On the other hand, recall that Theorem 1 in the main text also
holds in the asymptotic scenario. Applying Theorem 1 to a
pure state, we find that the regularized CI is bounded above as
follows:
I∞(|ψ〉) ≤ S (ρA) + min{S (ρA), S (ρC)}. (A.15)
Combining these results completes the proof.
4. CI and distillable entanglement
In the following we consider tripartite states of the form
ρ = |ψ〉 〈ψ|AB1 ⊗ ρB2C , (A.16)
2assuming without loss of generality that all subsystems A, B1,
B2, and C have the same dimension. We will prove that the
regularized CI for this set of states can be given as follows:
I∞(ρ) = S (ρA) + min{S (ρA), Ed(ρB2C)}. (A.17)
To prove this statement, we first invoke Theorem 1 in the
main text, which implies that the regularized CI in this case is
bounded above as follows:
I∞(ρ) ≤ S (ρA) + min{S (ρA), Ed(ρB2C)}. (A.18)
To complete the proof, we will now show that I∞ is also
bounded below by the same expression. To show this, suppose
that the distillable entanglement between Bob and Charlie is
smaller than the entropy of Alice’s state:
Ed(ρB2C) = αS (ρA) (A.19)
with α < 1. Bob can then asymptotically teleport the fraction
α of his states to Charlie by using Schumacher compression
[39]. This means that for any ε > 0 there exist integers m ≤ αn
and an LOCC protocol Λ between Bob and Charlie such that
||Λ(ρ⊗n) − |ψ〉 〈ψ|⊗mac ⊗ |ψ〉 〈ψ|⊗n−mab || ≤ ε. (A.20)
Note that the states |ψ〉ab and |ψ〉ac are both equivalent to the
state |ψ〉AB1 in Eq. (A.16), but |ψ〉ab is shared by Alice and
Bob while |ψ〉ac is shared by Alice and Charlie. Here ||M|| =
Tr
√
M†M is the trace norm of the operator M, and the integers
n and m satisfy the inequality
α ≥ m
n
≥ α − ε. (A.21)
In the next step, observe that by LOCC Bob and Charlie can
transform the pure state |ψ〉ab shared by Alice and Bob into a
mixed state σac shared by Alice and Charlie. It is crucial to
note that this procedure can be performed in such a way that
the mutual information of σac is equal to S (ρA) [23]. Together
with Eq. (A.20) this reasoning implies that for any ε > 0 there
exist integers n and m satisfying Eq. (A.21) and an LOCC
protocol Λ between Bob and Charlie such that
||Λ(ρ⊗n) − |ψ〉 〈ψ|⊗mac ⊗ σ⊗n−mac || ≤ ε. (A.22)
With the mutual information of |ψ〉ac and σac given by 2S (ρA)
and S (ρA) respectively, it is easy to verify that the mutual in-
formation of |ψ〉 〈ψ|⊗mac ⊗ σ⊗n−mac is given by (n + m)S (ρA).
To complete the proof of Eq. (A.17) we will use continuity
of the mutual information. In particular, for two states ρ = ρXY
andσ = σXY with ||ρ−σ|| ≤ 1, the mutual information satisfies
the following inequality:
|IX:Y (ρ) − IX:Y (σ)| ≤ 3T log2 d + 3h(T ). (A.23)
Here, d is the dimension of the total Hilbert space, T =
||ρ − σ||/2 is the trace distance between ρ and σ, and h(x) =
−x log2 x− (1− x) log2(1− x) is the binary entropy. The afore-
mentioned inequality (A.23) can be proven directly by using
continuity of the von Neumann entropy [40].
It follows that for any 0 < ε ≤ 1/2 there exist integers n
and m satisfying Eq. (A.21) such that
I(ρ⊗n) ≥ (n + m)S (ρA) − 3ε log2 dn − 3h(ε). (A.24)
Note that in the above expression d is the dimension of a single
copy of the state ρ (i.e., the dimension of ρ⊗n is given by dn).
In the next step we will use Eq. (A.21), thus arriving at the
following inequality:
1
n
I(ρ⊗n) ≥ (1 + α) S (ρA) − ε
[
S (ρA) + 3 log2 d
n
]
− 3h(ε)
(A.25)
which is true for any 0 < ε ≤ 1/2 and some integer n. By
using Eq. (A.19) this result implies that the regularized CI is
bounded below by
I∞(ρ) ≥ S (ρA) + Ed(ρB2C), (A.26)
which completes the proof of Eq. (A.17) for the case
Ed(ρB2C) < S (ρA). On the other hand, if Ed(ρB2C) ≥ S (ρA),
Bob can asymptotically teleport all copies of his state to Char-
lie. Using the same lines of reasoning as above we see that the
regularized CI is given by 2S (ρA) in this case. This completes
the proof of Eq. (A.17).
5. CI and fidelity of LQSM
Here we will prove that the fidelity of LQSM for any state
ρ = ρABC is bounded below as
F (ρ) ≥ 2− 12 [IA:BC (ρ)−I(ρ)]. (A.27)
In the first step, note that every LOCC operation between Bob
and Charlie can be regarded as a unitary by introducing an
environment E, i.e., the final state σACRf shared by Alice and
Charlie can be written as σACRf = TrBE[σ
ABCRE
f ] with the total
final state
σABCREf = U(ρ
ABC ⊗ ρR ⊗ ρE)U† (A.28)
and a unitary U acting on all systems but A.
In the next step, we will use the main result from a recent
work [13]: there exists a quantum operation Λ from CR to
BCRE which allows to recover the total final state σABCREf
from the reduced state σACRf , with fidelity bounded below as
F
(
σABCREf ,Λ[σ
ACR
f ]
)
≥ 2−
1
2 I(A:BE|CR)σABCREf , (A.29)
where I(X:Y |Z) is the conditional mutual information.
This means that by acting on his particles C and R, Charlie
can locally recover the total final state σABCREf from the re-
duced state σACRf with fidelity bounded below by Eq. (A.29).
As the fidelity is invariant under unitaries and nondecreasing
under discarding subsystems, Charlie can obtain the desired
target state σACRt with fidelity bounded below by Eq. (A.29),
and thus
F (ρ) ≥ 2−
1
2 I(A:BE|CR)σABCREf
3for any final state σABCREf . The proof is complete by noting
that the conditional mutual information ofσABCREf can be writ-
ten as
I(A : BE|CR)σABCREf = IA:BC(ρABC) − IA:CR(σACRf ), (A.30)
which can be verified by inspection.
6. Asymptotic LQSM and regularized CI
Here we will prove that perfect asymptotic LQSM implies
perfect asymptotic information concentration, i.e.,
F ∞(ρ) = 1⇒ I∞(ρ) = IA:BC(ρ). (A.31)
For proving this statement, it is important to note that
F ∞(ρ) = 1 implies that for any ε > 0 there exists an inte-
ger n ≥ 1 and an LOCC protocol Λ between Bob and Charlie
such that
||σ f − σ⊗nt || ≤ ε. (A.32)
Here, the target state σt = σACRt is equivalent to the state ρ =
ρABC up to relabeling the particles B and R, the final state σ f is
given by σ f = TrB[Λ[σ⊗ni ]] with initial state σi = ρ
ABC ⊗ ρR,
and ||M|| = Tr√M†M is the trace norm of the operator M.
We will now complete the proof of Eq. (A.31) by us-
ing Eqs. (A.32) and continuity of mutual information in
Eq. (A.23). In particular, these results imply that for any
0 < ε ≤ 1/2 there exists an integer n ≥ 1 such that
I(ρ⊗n) ≥ IA:BC(ρ⊗n) − 3ε log2 dn − 3h(ε), (A.33)
where now d is the dimension of the total system ABC. This
result implies that for states ρ satisfying F ∞(ρ) = 1 the reg-
ularized concentrated information I∞ is bounded below by
IA:BC . Noting that I∞ is bounded above by the same quantity
completes the proof.
7. General LOCC versus one-way LOCC
Here we will consider the following family of states
ρ =
1
4
(
|0〉 〈0|B ⊗ |00〉 〈00|AC + |1〉 〈1|B ⊗ |10〉 〈10|AC (A.34)
+ |ψ〉 〈ψ|B ⊗ |01〉 〈01|AC + |ψ⊥〉 〈ψ⊥|B ⊗ |11〉 〈11|AC
)
,
with orthogonal states |ψ〉 and |ψ⊥〉 such that 0 < | 〈0|ψ〉 | < 1.
In particular, we will prove that the state cannot be merged
via one-way LOCC even in the asymptotic scenario. Using
the same arguments as in section 6 of this Supplemental Ma-
terial, it is enough to prove that the regularized one-way con-
centrated information is strictly below the total mutual infor-
mation:
I∞→(ρ) < IA:BC(ρ). (A.35)
For proving this statement, we will use results from section
8 of this Supplemental Material, which imply that a state ρ =
ρABC cannot be merged via one-way LOCC in the asymptotic
scenario if its regularized discord is strictly larger than the
mutual information of ρBC
lim
n→∞
1
n
δAC|B(ρ⊗n) > IB:C(ρBC). (A.36)
Using the fact that for the family of states considered here
the reduced state ρBC is maximally mixed, it remains to show
that the regularized discord is nonzero. This can be seen by
noting that the state given in Eq. (A.34) has nonzero discord
δAC|B(ρ) > 0, and by proving that the discord is additive for
this family of states. Additivity is shown in section 9 of this
Supplemental Material, and the proof is complete.
8. Bounding one-way CI
In this section we will prove the following bound for the
one-way CI:
I→
(
ρABC
)
≤ IA:BC
(
ρABC
)
+IB:C
(
ρBC
)
−δAC|B
(
ρABC
)
, (A.37)
where δ is the quantum discord.
For proving this, we first note that the amount of discord
δX|Y in a quantum state ρXY can be expressed as follows [22,
23]:
δX|Y
(
ρXY
)
= IX:Y
(
ρXY
)
− sup
{MYi }
IX:Z
∑
i
TrY
[
MYi ρ
XY
]
⊗ |i〉 〈i|Z
 ,
and the supremum is taken over all POVMs {MYi } on the
subsystem Y . For proving the inequality (A.37) we will
use the fact that its right-hand side can also be written as
IA:C(ρAC) + IB:AC(ρABC) − δAC|B(ρABC) which is further equiv-
alent to IA:C(σAC) + sup{MBi } I
AC:R(σACR) with supremum over
all POVMs {MBi } and the state σACR is defined as
σACR =
∑
i
TrB
[
MBi ρ
ABC
]
⊗ |i〉 〈i|R . (A.38)
Note that the same state σACR can also be used to express the
one-way concentrated information as follows:
I→(ρABC) = sup
{MBi }
IA:CR
(
σACR
)
. (A.39)
Using the aforementioned results, the inequality (A.37) is
equivalent to
sup
{MBi }
IA:CR
(
σACR
)
≤ IA:C
(
σAC
)
+ sup
{MBi }
IAC:R
(
σACR
)
. (A.40)
The proof of Eq. (A.37) now follows by using the inequality
IA:CR
(
σACR
)
≤ IA:C
(
σAC
)
+ IAC:R
(
σACR
)
, (A.41)
which is a direct consequence of the subadditivity of von Neu-
mann entropy [6].
49. Additivity of discord
Here we will show that discord δX|Y is additive for states of
the form
ρXY =
∑
i
pi |i〉 〈i|X ⊗ |ψi〉 〈ψi|Y . (A.42)
This can be seen by using the Koashi-Winter relation, relat-
ing quantum discord δ and entanglement of formation E f as
follows [32–35]:
δX|Y (ρXY ) = E f (ρXZ) − S (ρXY ) + S (ρY ), (A.43)
where the total system XYZ is in a pure state |ψ〉XYZ . In the
next step, note that the state ρXY in Eq. (A.42) can be purified
as follows:
|ψ〉XYZ =
∑
i
√
pi |i〉X ⊗ |ψi〉Y ⊗ |i〉Z . (A.44)
In the final step, we note that the state ρXZ has the following
form:
ρXZ =
∑
i, j
ai j |i〉 〈 j|X ⊗ |i〉 〈 j|Z (A.45)
with parameters ai j =
√pi p j 〈ψ j|ψi〉. States of this form are
also known in the literature as maximally correlated states,
and their entanglement of formation is known to be additive
[41]. This also implies that quantum discord is additive for
the states given in Eq. (A.42).
