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Abstract-This paper deals with the construction of stable discrete numerical solutions of strongly 
coupled mixed hyperbolic problems using difference schemes. By means of a discrete separation of 
variables method and solving the underlying discrete Sturm-Liouville type problem, the numerical 
solution of the discretized mixed problem is constructed.@ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Coupled hyperbolic partial differential systems arise in microwave heating processes [1,2], 
optics [3], cardiology [4], soil flows [5,6], and others. Uncoupling techniques [5] have well-known 
drawbacks such as assuming unnecessary hypotheses, the increase of the order of differentiation 
of the system, and others [7]. In this paper, we use matrix finite difference schemes to construct 
discrete numerical solutions of mixed problems of hyperbolic type modeled by 
Au,&, t) - utt(x, t) = 0, O<z<l, t>o, (1) 
u(0, t) = 0, t > 0, (2) 
Bu(1, t) + CU,(l, t) = 0, t > 0, (3) 
4x, 0) = f(x), O<Z<l, (4 
Ut(X, 0) = v(x), O<x<l, (5) 
where A, B, C are m x m complex matrices, elements of Cmxm, and the unknown u and f, v are 
Cm-valued functions. 
We assume that 
C is invertible, (6) 
all the eigenvalues of A are positive. (7) 
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It is important to note that even in the case where A is a diagonalizable matrix, the problem 
remains coupled if matrices B and C are not simultaneously diagonalizable with A. For the 
coupled parabolic case, matrix difference schemes have been recently used in [8,9]. 
Throughout this paper, the set of all the eigenvalues of a matrix P in Vxm is denoted by 
g(P) and its 2-norm, denoted by ]]P]] is defined by [lo, p. 561 
where for a vector .Z in @“, ~]]zTx]]~ is the usual Euclidean norm of Z. The maximum of the set 
{I4;X E o(P)) is called the spectral radius of P and is denoted by p(P). If P is Hermitian, 
i.e., P = PH, where PH is the conjugate transpose of P, then llP[l = p(P) [ll, p. 231. If P 
is diagonalizable and Q is an invertible matrix such that Q-‘PQ is a diagonal matrix, then 
II4 L llQ-lll IIQIMP). 
If S is a matrix in aYxrn, we denote by St its Moore-Penrose pseudoinverse. An account of 
properties and applications of this concept may be found in [12,13]. The kernel of S, denoted by 
Ker S, coincides with the matrix I - StS, denoted by Im(1 - StS). We say that a subspace E 
of U? is invariant by the matrix A E Cmxm if A(E) c E. The property A(Ker G) c Ker G is 
equivalent to the condition GA(1 - GtG) = 0 [14]. 
If P E cmxm, f(w) is a holomorphic function defined on an open set R of the complex plane 
and c(P) lies in Q, the holomorphic matrix functional calculus defines f(P) as a matrix that may 
be computed as a polynomial in P of degree smaller than the minimal polynomial of P, see [15, 
p. 5671. In particular, if P is invertible, then g(P) lies in D, = Cc N Ha, H, = {--reia;r 2 0) 
and considering f(w) = log,( w a ) b ranch of the complex logarithm, holomorphic in D, [16, 
p. 761, then for w E D,, the function fi = exp( (l/2) log,(w)) is holomorphic and fi = 
exp ((l/2) log,(P)) is the square root of P. Note that if Jp is the Jordan canonical form of P, 
P = SJpSvl and fi is the square root of Jp, then Q = SfiS-r is a square root of P. The 
real line is represented by R. 
This paper is organized as follows. Section 2 deals with the discretization of problem (l)- 
(5) using central difference approximations for the second derivatives uZz,utt, forward difference 
approximations for ut and backward difference for u,. Section 3 deals with the construction 
of nontrivial solutions of the boundary value problem resulting from the discretization of prob- 
lem (l)-(3). S ec ion 4 deals with the construction of stable solutions of the discretized mixed t’ 
problem using a discrete separation of the variables method. Finally, Section 5 includes a pro- 
jection method that permits us to extend the results of Section 4 to a wider class of initial value 
functions f(z) and u(z). 
2. ON THE DISCRETIZATION PARTIAL 
DIFFERENCE PROBLEM 
Let us divide the domain [0, 11 x [0, +oo[ into equal rectangles of sides Ax = h, At = Ic, and 
introduce coordinates of a typical mesh point (ih, jk) with V(i, j) = u(ih,jlc). Using central 
difference approximations for both utt and u,, [17,18] forward differences for ut and backward 
for 21,: 
Ut (ih jk) ~ vi7.i + 1) - U(Kd 
7 k ’ 
utt (ih jk) N U(i,j + 1) - 2U(i>j) + U(4.i - 1) 
7 k2 i 
u (ih jk) N U(i,d - U(i - l,.d 
2 1 h ’ 
u,, (ih jk) ~ U(i + 1,j) - 2U(&j) + Vi - l,j). 
> h2 
discretization of problem (l)-(5) yields 
r2A [U(i + l,j) + U(i - l,j)] + 2 (I - r2A) U(i,j) - [U(i,j + 1) + U(i,j - l)] = 0, 
O<i<N, j > 0, 
(8) 
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w43 = 0, j > 0, (9) 
BU(N,j) + NC [U(N,j) - U(N - l,j)] = 0, j > 0, (10) 
U(i,O) = F(f) = f O<i<N, (11) 
U(i, 1) - U(i, 0) 
k 
=V(i) =w f , 
0 
OlilN, (12) 
where 
k 
r= -, 
h 
Nh=l. (13) 
3. THE DISCRETIZED BOUNDARY DIFFERENCE PROBLEM 
Let us seek solutions of problem (8)-(10) of the form 
uti, j) = wqq, T(j) E cmxm, H(i) E cc”. (14) 
Equation (8) for sequences of form (14) gives 
r2AT(j) [H(i + 1) + H(i - l)] + 2 (I - r2A) T(j)H(i) - [T(j + 1) - T(j - I)] H(i) = 0. (15) 
Let p be a real number and let us write equation (15) in the form 
r2AT(j) [H(i + 1) - (2 + 5) H(i) + H(i - 1)] 
- [T(j + 1) - (21+ PA) T(j) + T(j - l)] H(i) = o. 
Note that equation (16) is satisfied in {H(i)},{T(j)} satisfy 
(16) 
H(i + 1) - 
( > 
2 + $ H(i) + H(i - 1) = 0, Oci<N, (17) 
T(j + 1) - (21+ PA) T(j) + T(j - 1) = 0, j > 0. (18) 
Let us take p E W such that 
-4r2 < p < 0. 
Then -1 < (p + 2r2)/2r2 < 1 and there exists B ~]0,27r[~ {x} such that 
(19) 
case = 2r2 +p 
29 ’ 
p = 2r2 (cos ~9 - 1) = -4r2 sin2 ’ 
0 5 * 
(20) 
Let 
be the solutions of the scalar equation 
ts-(2+$)z+1=0, 
and note that 
2: = cos (7~0) + i sin (no), zy = cos (78) - i sin cne). 
The general solution of equation (17) satisfying H(0) = 0 takes the form 
H(i) = sin (ifI)E, EEP. 
(21) 
(22) 
(23) 
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Thus, the boundary condition (9) is satisfied and condition (10) holds if 
M(B)T(j)E = 0, j > 0, (24 
where {T(j)} is a solution of (18) and 
M(0) = C-lB sin (No) + iV [cos (NB) - sin ((N - 1) e)] I. (25) 
In order to solve (18), let us consider the algebraic matrix equation 
IV’--(21+pA)W+I=O, w E PX”. (26) 
If A has positive eigenvalues, taking 
r < & = mm 
{ 
a-i/s; a E 44) (27) 
and using that p = -4r2 sin2 (a/2), it follows that matrices 
are solutions of (20) such that 
- I is invertible. (2% 
In fact, by the spectral mapping theorem [15, p. 5241, one gets 
n(Wo-WI)= {2/m; act(A)} (30) 
and 
(l+$y2-Jy -++==a(l+$) #O. (31) 
By [19,20], condition (29) means that the pair {Wc, Wr} is a complete set’ of solutions of (26). 
Hence, the general solution of (18) is given by 
T(j) = W{P + W[Q, P, Q E UYXm. (32) 
By the properties of the matrix functional calculus, both matrices Wc and Wr are polynomials 
in the matrix A of degree p - 1, where 
p is the degree of the minimal polynomial of A. (33) 
Hence, condition (24) is equivalent to the condition 
M(e)Aj (P, Q) = 0, OIj<p, P,QE~J-. (34 
Thus, the boundary value problem (8)-( 10) admits nontrivial solutions of the form (14) if there are 
vectors P, Q nonsimultaneously zero, satisfying (34). A necessary condition to have eigenfunctions 
is that matrix M(8) be singular and, by (25), this occurs if the matrix 
c-l B + N bin we) - sin ((N - 1) 011 I is singular 
sin (Ne) (35) 
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Let us assume that 
there exists p E CT (-C-lB) II R. 
Note that condition (35) holds if there are solutions 0 of the scalar equation 
(36) 
N [sin (NO) - sin ((N - 1) e)] = I-1, 
sin (NO) 
Equation (37) is equivalent to 
(2N-p)tg f - ptg 
(2) - ((N-++ 
(37) 
(33) 
If p # 0, it is easy to show that there exists a root 81 of (38) in the interval 1(1) =](21- l)n/ 
(2N - l), (21f 1)7r/(2N - l)[ for 1 5 1 5 N - 1. If p = 0, then B is singular and equation (37) 
is equivalent to the equation sin (NO) = sin ((N - l)e), h aving solutions B1 = (21 - 1)~/(2N - 1) 
for 1 = 1,2,. . . , N - 1. Let G(p) = C-lB + ~1 and note that condition (34) is equivalent to 
WA’P, &I = 0, o<j<p. (39) 
If we define the block matrix G(p) by 
then (39) can be written in the form 
(40) 
%4(p, Q) = 0. (41) 
By [12, p. 241, the algebraic system (41) admits nonzero solutions (P, Q) if rank@(p) < m, and 
in this case, the solution set of (41) is expressed by 
(P, Q) = (I - b)+&)) (PO, Qo) > PO, Qo E cm. 
Summarizing, the following result has been established. 
THEOREM 1. Let A, C be matrices satisfying (6),(7) and let 1-1 be a real number satisfying (36). 
Let r > 0 satisfy (27) and let t$ be solutions of (38) in 1(1) =](21- l)n/(2N - l), (21+ 1)7r/(2N 
-l)[, for 1 I 1 5 N - 1, if p # 0; and 61 = (2Z- 1)7r/(2N - l), for 1 5 1 5 N - 1, if p = 0. Let 
pl = -4r2 sin2 (Or/a), M(&) be defined by (25), G(p) = C-lB + ~1, and G(p) defined by (40). 
If rank G(p) < m, then the boundary problem (8)-(10) admits nonzero solutions defined by 
Ul(i,j) = (W{fi + W!Ql) sin (iOl), lli<N-1, j>O, (42) 
where 1 5 1 5 N - 1, 
2 
Wo = I - 2Ar2 sin2 -I, 
0 Jc 
2 
WI = I - 2Ar2 sin2 4 
z - 
I - 2Ar2 sin’ - I, 
(fi, Ql) = (I - &4+%)) (P, Q) > P,QE(F. 
(43) 
(44) 
1188 J. CAMACHO et al. 
4. THE MIXED PROBLEM 
Let us assume the hypotheses and the notation of Section 3. By superposition, we seek a 
candidate solution of problem (8)-(12) of the form 
N-l 
u(i,j) = c (@fi + W’{Ql) sin (i&), lli<N-1, j>O, (45) 
I=1 
where vectors Pl, &I lie in Ker 6’(p) and must be chosen so that conditions (11) and (12) hold. 
In order to identify vectors Pl, Ql appearing in (45), let us consider the scalar discrete Sturm- 
Liouville problem 
h(i+1)-(2+-#i)+h(i-l)=O, O<i<N, 
(46) 
h(0) = 0, ph(N) - N [h(N) - h(N - l)] = 0, 
whose eigenfunctions set is {sin(i@)}~~‘. By imposing the initial conditions (11) and (12) to 
the sequence {U(i, j)} defined by (45), it follows that 
N-l 
F(i) = c (I3 + Ql) sin (iel), (47) 
kl 
N-l 
kV(i) + F(i) = C {WoP~ + WlQl} sin (i&). (48) 
l=l 
By the theory of discrete Fourier series [21, Chapter 111, working component by component, 
from (47), it follows that 
N-l 
C sin (i&$)F(i) 
I3 + Ql = ‘=,‘-, 7 (49) 
C sin2 (iel) 
i=l 
N-l 
C {kV(i) + F(i)} sin (ie,) 
wofi + wlQl= l=l N-l 
C sin2 (ie,) 
i=l 
(50) 
Premultiplying (49) by Wc and subtracting (50), one gets 
N-l 
C {(IV0 - I) F(i) - kV(i)} sin (i&) 
(IV0 - Wl) Ql = I=’ N-l 
C sin2 (iel) 
i=l 
Premultiplying (49) by (-WI) and adding (50), it follows that 
N-l 
C {kV(i) - (WI - I) F(i)} sin (iel) 
(Wo - WI) 9 = l=l N-l 
C sin2 (iel) 
i=l 
(51) 
(52) 
Discrete Numerical Solution 1189 
Since Wo - Wr is invertible, from (51),(52), one gets 
Pl = 
(WO - Wl)-l ycll {kV(i) - (WI - I) F(i)} sin (i&) 
N-l , 
C sin2 (ior) 
i=l 
(53) 
&I = 
(WO - Wl)-l yzll {(WO - I) F(i) - kV(i)} sin (i&) 
N-l (54) 
C sin2 (i6j) 
i=l 
Since by (28),(29), matrices We, Wr, and (Wc - Wr)-’ are polynomials in the matrix A of degree 
p - 1, by (40), (53), and (54), vectors Pl, Ql satisfy (41) if 
{F(i), V(i), 1 5 i 5 N - 1) c Ker G(p) (55) 
and 
Ker G(p) is an invariant subspace of A. 
Condition (56) can be expressed in the form 
(56) 
G(PP (I- W+W) = 0. (57) 
THEOREM 2. Under hypotheses (55) and (57), together with those of Theorem 1, the sequence 
{U(i, j)} given by (45) defines a solution of the mixed problem (8)-(12). 
By the spectral mapping theorem [15, p. 5691, the spectrum of matrices Wo and Wr defined 
by (43) are given by 
2 
1 - 2ar2 sin2 0 4 
-5 
f dc 1 - 2ar2 sin2 - 1, a E a(A). 
Notethat ]I-2ar2sin2(Qr/2)zt (1 -2ar2sin2(t$/2))2 - I] = l,becausel-2ar2sin2(&/2) < 1. 
Hence, p(Wo) = p(Wr) = 1. 
We are now concerned with the stability of the solution given by (45), (53), and (54). This 
means that given (X, T), where X = i/N = iho, ho = l/N fixed, T = Jk finite, we are concerned 
with the behaviour of {U(i, j)} as k --) 0, i.e., j + 03, but with Jk = T fixed. By (7) and (43), 
it follows that 
llW0ll 5 1 + O(r), IlW0 - 41 = o(r), Il(W0 - Wd-‘IJ = 0 (r-l), r -+ 0, (58) 
IlWlII i 1 + O(r), Ilwl - III = o(r), r --) 0. 
Fixed ho = l/N, since r = k/h, (58) means 
IlWo(l 5 1 + O(k), IIWO - III = O(k), (((Wo - WlJ([ = 0 (k-l) , k --) 0, 
(59) 
IlWllI I 1 + O(k), IIWI - 111 = O(k), k + 0. 
By (53), (54), and (59), it follows that 
II4II = 001, IIQ~II = O(l), k -4 0. (60) 
By (60), it follows that {U(i,j)} remains bounded as j increases, if the numbers (see [18, 
P. 1061) 
remains bounded as j + 03, k -+ 0, 0 < j 5 J, Jk = T. 
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Note that since IlWclj I 1 + O(lc), let IlWcll 5 1 + lcS, for some positive constant, then, for 
0 < j 5 J, one gets 
II II 
W{ < IlWoll’ 5 (1-t O(k))’ 2 (1 + O(/c))J 5 eJOck) 2 eJkS = eTS. 
The same occurs for I\W[ I). H ence, by (60), the solution defined by (45), (53), and (54) is 
stable, i.e., 
Il~(~l~)ll = O(1), k + 0, ho = j$ fixed, 
(61) 
l<i<N, j + co, t = jk finite. 
Summarizing, the following result has been established. 
THEOREM 3. Under the hypothesis of Theorem 2, the solution {U(i,j)} defined by (45), (53), 
and (54) is stable in the sense of (61), for T > 0 satisfying 
r < [p(A)]-“‘. (62) 
REMARK 1. If matrix A is symmetric, then Ws and Wr are also symmetric. Then 1) Wall = 
p(Wo) = 1 = p(Wl) = 1) WI )I and independently of t, the solution given by Theorem 3 remains 
bounded as j --) 00. 
EXAMPLE 1. Consider problem (8)-( 12) where m = 3 and matrices 
A=[; I:’ ;], B=[;- -; j, C=[! ” 11. 
The matrix C is invertible and -C-lB is given by 
e-c-1B = ; ; -“z . [ 1 2 0 -1 
In this case, we have a(A) = {1,2} and p = 1 E a(-C-lB). The matrix G(1) = C-‘B + I and 
G(l)t take the form 
G(1) = -2 0 2 [-I 1 I]. G(l>t= [, -; -; ]. 
The subspace Ker G(1) is invariant by A because 
G(1)A [I - G(l)tG(l)] = 0. 
If we consider problem (8)-(12) with the above data and initial functions F(i),V(i) lying in 
Ker G(l), then the solution given by (45), (53), and (54) is stable for T < [p(A)]-12 = l/d. Let 
f = (fl,f2,f3)T, w = (q,2rz,~)~, then 
means that 
h($-)=f3($), v1(~)=u3(~), 1liLN. 
Thus, if f and v satisfy the last condition, the solution of problem (8)-(12) given by Theorem 3 
is stable for r < l/a. 
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5. THE PROJECTION METHOD 
This section is concerned with the construction of solutions of problem (8)-(12) for functions 
F, V, satisfying more general conditions than those of Section 4. Suppose that 
b(l), *. .7 p(q)} c (T (-C-‘B) n R, (63) 
where p(i) # p-l(j) for 1 5 i, j L-q, i # j, and let G&(h)) be the matrix 
G(p(h)) = (C-lB + /@)I) , l<h<q. (64) 
As polynomials z - p(h) are mutually coprime, by the decomposition theorem [22, p. 5361, if 
R(z) is the polynamial 
R(z) = b - P(1)) (x - P(2)) 3.. (x - 44)) 1 (65) 
then 
S = Ker R (-C-lI3) = ker G (p(1)) @ . . . @ Ker G (p(q)) . 6-w 
Assume that 
{F(i), V(i), 1 5 i 5 N - 1) c S. (67) 
Now we define the projection of functions F, V on the subspace Ker G@(h)). Since polynomial 
qhb) = fJ (x - P(k)) 
k=l 
kfh 
is coprime, by Bezout’s theorem [22, p. 5381, taking 
) 1 <h _< q, 
(68) 
(69) 
one gets 
1 = 2 akqk(z). 
k=l 
(70) 
By applying the matrix functional calculus on matrix (-C-lB), by (64), (65), and (70), it follows 
that 
R (P(S)) = G (141)) . . . G (14s - l)jG (4s + 1)) e . . G Mq)) , 
I = (-1)q jy a,R (p(s)). 
s=l 
(71) 
(72) 
Hence, the projections of F(i) = f(i/N), V(i) = v(i/N) on Ker G(p(s)) take the form 
F, = (-l)“a,R (p(s)) F(i) E Ker G (p(s)), 
K = (-l)SasR (P(S)) V(i) E Ker G (p(s)), lIsI4, 
(73) 
where 
F(i) = f: F/z(i), V(i) = f: V;t(i), l<i<N-1. (74) 
h=l h=l 
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Let us assume that projections F,,V,, 1 5 s < q, satisfy 
{F,(i), G,(i), 1 I i I N - 1) c Ker G (p(s)), 
G (CL(S)) A (I - G MS))+ G MS))) = 0, 
(75) 
and let U(.,., s) be the solution of the mixed problem given by Seotion 4 and associated to the 
eigenvalue p(s) instead of ~1; i.e., 
N-l 
Wi,j, s) = c {W&~(S) + W{,,Qt(s)} sin (i&(s)), (76) 
Z=l 
where {O,(s); 1 5 1 I N - 1) are solutions of equation 
@w4B)h(f-9) =Pw4+4 
qs> E (21 - lb Pi+ lb 
[ 1 2N-1’ 2N-1 ’ l<ZIN-1, 
R(s) = 
(Wo+ - WI,~)-~ ygll (kV,(i) - (WI+ - I) F,(i)} sin (i&(s)) 
N-l 7 
C sin2 (iel(s)) 
i=l 
(WO+ - WI+>-~ Nc’ {(WO+ - I) F8(i) - W(i)} sin (i&(s)) 
Qds) = i=l N-l 7 
C sin2 (ie&)) 
i=l 
WO,, = I - 2Ar2 sin2 (y) +/(I-2Ar2sin2 (?))‘-I, 
Wl,$ = I - 2Ar2 sin2 
By construction, 
u(i,j) = f: u(i,j, sj 
s=l 
is a solution of (8)-(12), that is, stable if 
T < [P(A)]-~‘~, ho = ; fixed, j ---t co, l<iSN-1. 
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