The bipartite crossing number problem is studied and a connection between this problem and the linear arrangement problem is established. A lower bound and an upper bound for the optimal number of crossings are derived, where the main terms are the optimal arrangement values. Two polynomial time approximation algorithms for the bipartite crossing number are obtained. The performance guarantees are O(log n) and O(log 2 n) times the optimal, respectively, for a large class of bipartite graphs on n vertices. No polynomial time approximation algorithm which could generate a provably good solution had been known. For a tree, a formula is derived that expresses the optimal number of crossings in terms of the optimal value of the linear arrangement and the degrees, resulting in an O(n 1:6 ) time algorithm for computing the bipartite crossing number.
Introduction
The crossing number problem calls for placing the vertices of a graph in the plane and drawing the edges with Jordan curves, so that the number of edge crossings is minimized. This problem has been extensively studied in graph theory 29], combinatorial geometry 19], and theory of VLSI 14] . Moreover, this problem has also been studied by the graph drawing community, since one of the most important aesthetic objectives in graph drawing is reducing the number of crossings 20] . In this paper we study the bipartite crossing number problem which is an important variation of the crossing number problem. The problem of obtaining drawings of graphs on multiple layers with a small number of edge crossings frequently arises in graph drawing and the design of VLSI 5, 6, 16, 26] . When the number of layers is two, the underlying problem is called the bipartite drawing or the two-layer drawing problem. Throughout this paper G = (V 0 ; V 1 ; E) denotes a connected bipartite graph, where V 0 ; V 1 are the two classes of independent vertices, and E is the edge set. We will assume that jV 0 V 1 j = n and jEj = m. A bipartite drawing of G consists of placing the vertices of V 0 and V 1 into distinct points on two parallel lines and then drawing each edge using a straight line segment connecting the points representing the endvertices of the edge. Let bcr(G) denote the bipartite crossing number of G, that is, bcr(G) is the minimum number of edge crossings over all bipartite drawings of G. Computing bcr(G) is NP-hard 10] even when the ordering of vertices in V 0 is xed 6]. Integer programming methods for computing bcr(G) have been studied by various researchers 12, 17, 28] . These methods, however, do not guarantee polynomial time running times. Moreover, although a polynomial time approximation algorithm with the performance guarantee of O(log 4 n) times the optimal is known for the crossing number of degree bounded graphs 15] , no polynomial time approximation algorithm whose performance is guaranteed has been known for approximating bcr(G). A nice result in this area is a fast polynomial time algorithm which approximates the bipartite crossing number by a factor of 3, when the positions of vertices in V 0 are xed 6].
In this paper we explore an important relationship between the bipartite crossing number problem and the linear arrangement problem which is another well-known problem in the theory of VLSI 3, 4, 13, 25] . Let G denote the minimum degree of G, a G denote the arboricity of G, i.e. the minimum number of acyclic graphs that G can be decomposed to, and L(G) denote the optimal value for the linear arrangement problem. We show (Theorem 3.1) that bcr(G) plus the sum of the square of degrees in G is ( G L(G)). Moreover, we show (Theorem 3.2) that bcr(G) is O(a G L(G)). Our general method for constructing the upper bound is shown to provide for an optimal solution and an exact formula, resulting in an O(n 1:6 ) time algorithm for computing bcr(G) when G is a tree (Theorem 5.1).
A direct consequence of our results is to obtain the rst polynomial time approximation algorithm for bcr(G) with a performance guarantee of O(log n) from the optimal for a large class of graphs.
This class contains all regular graphs, all degree bounded graph, and all genus bounded graphs, provided that these graphs are not too sparse. We also obtain a polynomial time divide and conquer approximation algorithm in which the divide phase approximately separates the graph, and show that it has the performance guarantee of O(log 2 n) from the optimal, for a variety of graphs. Both algorithms produce drawings in which the coordinates of all vertices are integers so that the sums of edge lengths are also provably near-optimal, with the same approximation factors as for the number of edge crossings. This property of our drawings makes them very appealing to the graph drawing and theory of VLSI. We also settle down the open problem of computing a largest biplanar subgraph of an acyclic graph in polynomial time. A bipartite graph G = (V 0 ; V 1 ; E) is called a biplanar graph if it has a bipartite drawing in which no two edges cross each other. It is known that the problem of determining a largest biplanar subgraph is NP-hard, even when G is planar and the vertices in V 0 and V 1 have degrees at most 3, and at most 2, respectively 7]. No polynomial time algorithm for solving this problem on acyclic graphs had been known, and the proposed heuristics for computing a large biplanar subgraph of an acyclic graph such as the one in 27] would not necessarily compute a largest one. Thus, the question of whether or not a largest biplanar subgraph of an acyclic graph can be computed in polynomial time had been an open one. Indeed, since the NP-hardness result was shown for very sparse planar graphs 7], it was suggesting that the problem may also be NP-hard for acyclic graphs. Surprisingly, in this paper we present a linear time algorithm for solving the weighted version of this problem in any acyclic graph (Theorem 6.1). The weighted version was rst introduced in 17]. Section 2 contains preliminaries and the basic notations. Section 3 contains our main results and explores the relation between bcr(G) and the linear arrangement problem. Section 4 contains the applications and includes several observations on the separator based lower bounds and also contains the approximation algorithms for bcr(G). In particular, a lower bound of ( G nb (G)) for bcr(G) is derived, where b (G), < 1=2, is the size of the -separator in G. This lower bound is crucial in verifying the performance guarantee of the divide and conquer algorithm. Section 5 contains our result regarding the bipartite crossing number of a tree T which is expressed exactly in terms of L(T) and the degrees of the vertices, resulting in an O(n 1:6 ) time algorithm for computing bcr(T).
Finally, Section 6 contains our linear time algorithm for computing a largest biplanar subgraph of an acyclic graph.
Preliminaries
With the exception of Section 6 we consider the connected graphs only under the term graph. Let G = (V 0 ; V 1 ; E), V = V 0 V 1 , and v 2 V . We denote by d v the degree of v, and denote by d v the number of vertices of degree one which are adjacent to v. We denote by G the minimum degree of G. A bipartite drawing of G is obtained by placing the vertices of V 0 and V 1 into distinct points on two horizontal lines y 0 ; y 1 , respectively, and drawing each edge with one straight line segment. We will assume that y 0 is the line y = 0 and y 1 is the line y = 1. Any bipartite drawing of G is identi ed The linear arrangement problem is to determine a bijection f : V ! f1; 2; 3; :::; jV jg of minimum length. This minimum value whose computation is NP-hard 10] will be denoted by L(G). Let If a bipartite drawing h does not have the median property, then it can be converted to a drawing which has the property using a process which is called the median construction. This process consists of placing the vertices of V 0 in the same order in which they appear in h into the locations In this section we explore the relationship between bcr(G) and L(G).
Lower bounds
Let h be a bipartite drawing of G = (V 0 ; V 1 ; E). Let e = ab 2 E, and let u be a vertex in V 0 V 1 so that u = 2 fa; bg. We say e covers u in h, if the line parallel to the y axis passing through u has a point in common with the edge e. Note that for any e = ab, a 2 V 0 ; b 2 V 1 , neither a nor b are covered by e. However, a vertex c 2 V 1 with h(c) = h(a) is covered by e. Let N h (e) denote the number of those vertices in V 1 which are covered by e in h. We will use the following two lemmas later. To nish the proof of (ii) take the sum over all e = ab 2 E. 2
Lemma 3.2 Let h be a bipartite drawing of G = (V 0 ; V 1 ; E). If h has the median property, then,
with an arbitrary small > 0.
Proof. To prove the claim, let uv 2 E with v 2 V 1 so that d v = 1. Since h has the median property, med(v) = u, and thus v is placed arbitrary close to u in h. So we may assume that jh(v)?h(u)j V 1 .
Thus, the sum of the contributions of all edges which are incident to vertices of degree one in V 1 to L h is at most jV 1 j jV 1 j = , and the claim follows. 2
We now prove the main result of this section.
Proof. Let h be a bipartite drawing of G. We will construct an appropriate bijection f : V 0 V 1 ! f1; 2; :::; ng. Let h 0 be a drawing which is obtained by applying the median construction to h. Let v 2 V 1 with d v 2, and let u 1 ; u 2 ; :::; u dv be its neighbors with h 0 (u 1 ) < h 0 (u 2 ) < ::: < h 0 (u dv ): Let i be an integer, 1 i bd v =2c; and let u be a vertex in V 0 so that h 0 (u i ) < h 0 (u) < h 0 (u dv?i+1 
Note that h 0 has the median property, thus for i = 1; 2; :::; bd v =2c,
and hence (1) implies,
Using (2) observe that for any v 2 V 1 with d v 2, 
We note that since (5) 
Since h 0 has the median property, the bijection f in Part (ii) of Lemma 3.1 satis es,
Observe that if G 2, then
Hence, the above inequality can be rewritten as,
Usage of the above inequality in (6) gives,
Observing that L f L(G), bcr(h 0 ) 3bcr(h), G m+ = + Proof. To prove the result we will rst show that for any bipartite drawing h of G,
? m: (8) For now assume that (8) 
An upper bound
We now derive an upper bound on bcr(G). We need the following obvious lemma. I e 5a G L f :
To complete the proof we take f to be the optimal solution to the linear arrangement problem, that is, L f = L(G), and note that bcr(G) bcr(f). 2 
Applications
It is easy to provide examples of graphs G for which bcr(G) = ( G L(G)). where (A; A) denotes a cut which partitions V into A and A. Leighton 14] proved that for any degree bounded graph G, cr(G) + n = (b 
Approximation algorithms
Let G = (V 0 ; V 1 ; E). The bipartite arrangement problem is to nd a bipartite drawing h of G with smallest L h , so that for any v 2 V 0 V 1 , h(v) is an integer. We denote this minimum value by L(G). Note that coordinate function h for a bipartite drawing need not to be an injection, since it may be that h(a) = h(b), for some a 2 V 0 , and some b 2 V 1 . Thus, in general L(G) 6 = L(G). Our approximation algorithms construct bipartite drawings in which all vertices have integer coordinates, so that the number of edge crossings, and at the same time, the length of the drawings are small. We need the following Lemma. Remarks. Note that since a G can be computed in polynomial time, the class of graphs with a G c G is recognizable in polynomial time, when c is a given constant. Hence, those graphs which meet the required conditions in Observations 4.1 can be recognized in polynomial time. Also, note that many important graphs such as those introduced in Observation 4.2 meet the conditions, and hence for these graphs the performances of both algorithms are guaranteed. Finally note that the lower bound of (n G b1 3 (G)) for bcr(G) has been crucial to verify the suboptimality of the solution in Theorem 4.3.
Bipartite crossings in trees
We note that if a G is small, then, the gap between the upper bound in Theorem 3.2 and the lower bound in Theorem 3.1 is small, and hence, it is natural to investigate the case a G = 1, that is, when G is acyclic. In fact, in this case the method in the proof of Theorem 3.2 provides for an optimal bipartite drawing.
Theorem 5.1 Let T be a tree on the vertex set V = V 0 V 1 , where V 0 and V 1 are the partite sets, and jV j = n. Let f be a bijection utilizing an optimal solution to the linear arrangement problem.
Then,
Proof. We prove the Theorem by induction on n. The result is true for n = 1; 2: Let n 3: Assume that the Theorem is true for all l-vertex trees, l < n; and let T be a tree on n vertices. We rst show that the RHS of (10) is a lower bound on bcr(T). We then show that bcr(f ) equals to RHS of (10) . Consider an optimal bipartite drawing h of T. It is not di cult to see that one of the leftmost (rightmost) vertices is a leaf. Denote the left leaf by v 0 , the right leaf by v k , and let P = v 0 v 1 :::v k be the path between v 0 and v k . Note that P will cross any edge in T which is not incident to v i , 0 i k. It follows that path P will generate at least c P = n ? 1 ? k ?
crossings, where c P counts exactly the number of edges in T which are not incident to any vertex on P. By deleting the edges of P we obtain trees T i , on the vertex since L g L(T).
To nish the proof we will show that bcr(f ) equals to the RHS of (10) . Consider an optimal linear arrangement f of the tree T. It is not di cult to see that f ?1 (1) and f ?1 (n) are leaves 22, 3] . (16) Substituting c P its value from (11) , and repeating the same steps used in deriving (14) , we obtain (17) To complete the proof, we use (15) in (17) A tree is called a caterpillar if it consists of a path to which some vertices of degree one (leaves) are attached. For a star with at least three vertices, the non-leaf vertex is considered an endbone, the backbone consists of this single endbone, and all leaves are endleaves. If a star has two vertices, then we treat these vertices as endbones. We would not concern ourselves with a star on only one vertex, as it does not play any role in the non-trivial instances of our problem.
Let T = (V; E) and r 2 V . We may view r as the root of T, and for any x 2 V; x 6 = r, de ne the parent of x to be the vertex adjacent to x on the unique path between x and r. For any x 2 V , the set of children of x, denoted by N x , are those vertices of T whose parent is x. For any x 2 V; x 6 = r, let T x denote the component of T containing x, which is obtained by removing the parent of x from T. We de ne T r to be T.
It is well-known and easy to show that any graph is biplanar i all of its connected components are caterpillars. It is further easy to check that any acyclic graph is a caterpillar i it does not contain a double claw (a star on 4 vertices whose edges are subdivided) as a subgraph. Hence, any graph is biplanar i it does not contain a double claw as a subgraph. Let B be a biplanar subgraph of T = (V; E). We say that a caterpillar is in B, if this caterpillar is a connected component of B. We say that B spans a vertex a 2 V , if there is an edge ab in B.
For any x 2 V , let B x denote the set of all biplanar subgraphs of T x , and w (T x ) denote the maximum weight of any biplanar subgraph in B x . Our goal is to determine w (T r ). To achieve this goal, for any x 2 V , we de ne 5 additional related optimization problems as follows: 
Proof Sketch. The basic idea for the recurrence relations is to describe how an optimal solution for T x can be constructed from the optimal solutions for the trees rooted in N x . Indeed, (18) , (19) , and (22) are not di cult to see. For (20) , let x be an endbone of a caterpillar C in B 2 B x , w(B) = w 3 (T x ).
First, consider the case that C is not a star. Since x is an endbone of C, it has at least two neighbors in C, and all but one of its neighbors are leaves in C. Let y 1 be the non-leaf neighbor of x in C, and y 2 be an endleaf in C. Then, y 1 is either an endbone or an endleaf in C n fxg, for otherwise B will contain a double claw. This justi es the rst two terms in the rst inner curly bracket. To justify the third and the fourth terms note that, the leaf y 2 will contribute g(y 2 ), and any y 0 2 N x n fy 1 ; y 2 g will contribute f(y 0 ), respectively, to w(B). To justify the terms in the second inner bracket, consider the case that C is a star. Then, C must contain at least one vertex of degree one, y, which will contribute g(y) to w(B). Furthermore, any y 0 2 N x n y is a leaf of C only if w xy 0 + w 5 (T y 0) > w (T y 0); otherwise B must contain a maximum biplanar subgraph of T y which has the weight w (T y ). Thus, any y 0 2 N x n y will contribute f(y 0 ) to w(B). For (21) , let x be a midbone of a caterpillar C in B 2 B x , w(B) = w 4 (T x ). Then, x has two neighbors y 1 and y 2 which are located on the backbone of C. By deleting x from C, we obtain exactly two caterpillars C 1 and C 2 so that y i is either an endbone or an endleaf for C i , i = 1; 2, for otherwise B will contain a double claw. Now follow arguments similar to those for deriving (20) .
2
Theorem 6.1 For an edge-weighted acyclic graph T = (V; E), a biplanar subgraph of largest weight can be computed in O(jV j) time. Proof Sketch. With no loss of generality assume that T is connected, for otherwise we apply our arguments to the connected components of T. We select a root r for T, perform a post order traversal, and show that for any x 2 V , w i (T x ), 1 i 5, and w (T x ) can be computed in O(jN x j) time, if all these quantities are already known for the children of x. This is obvious for w (T x ), and it is obvious for w 5 (T x ) using (22) . For w 1 (x) and w 2 (x) we use (18) and (19) , and note that the expressions in the curly braces can be computed in O(N x ) time, if a maximizing y is known. So the issue is to nd a maximizing vertex y 2 N x in O(N x ) time. It is easy to see that for (18) , y must maximize w xy + max i=1;3 w i (T y ) ? w (T y ), and for (19) , y 2 N x must maximize w xy + w 4 (T y ) ? w (T y ); these can be computed in O(jN x j) time. (21), and use arguments similar to those employed for computing w
