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GENERALIZED COVERING SPACE THEORIES
JEREMY BRAZAS
Abstract. In this paper, we unify various approaches to generalized covering
space theory by introducing a categorical framework in which coverings are de-
fined purely in terms of unique lifting properties. For each category C of path-
connected spaces having the unit disk as an object, we construct a category of
C-coverings over a given space X that embeds in the category of pi1(X, x0)-sets
via the usual monodromy action on fibers. When C is extended to its coreflective
hull H (C), the resulting category of based H (C)-coverings is complete, has an
initial object, and often characterizes more of the subgroup lattice of pi1(X, x0) than
traditional covering spaces.
We apply our results to three special coreflective subcategories: (1) The category
of ∆-coverings employs the convenient category of ∆-generated spaces and is
universal in the sense that it contains every other generalized covering category
as a subcategory. (2) In the locally path-connected category, we preserve notion
of generalized covering due to Fischer and Zastrow and characterize the topology
of such coverings using the standard whisker topology. (3) By employing the
coreflective hull Fan of the category of all contractible spaces, we characterize the
notion of continuous lifting of paths and identify the topology of Fan-coverings as
the natural quotient topology inherited from the path space.
1. Introduction
When a topological space X is path-connected, locally path-connected, and
semilocally simply-connected, the entire subgroup lattice of pi1(X, x0) can be un-
derstood in terms of the covering spaces of X [22]. More precisely, the monodromy
functor µ : Cov(X)→ pi1(X, x0)Set from the category of coverings over X to the cat-
egory ofpi1(X, x0)-sets is an equivalence of categories. If X lacks a simply connected
covering space, more sophisticated machinery is often needed to understand the
combinatorial structure of pi1(X, x0); however, significant advancements have been
made in the past two decades. In this paper, we develop a categorical framework
which unifies various attempts to generalize covering space theory, clarifies their
relationship to classical topological constructions, and illuminates the theoretical
extent to which such methods provide information about the fundamental group.
Many authors have attempted to extend the covering-theoretic approach to
more general spaces, e.g. [1, 3, 7, 20, 21]. The usefulness of one generalization
over another depends on the intended application. For instance, Fox’s overlays
[20] provide no more information about the subgroup lattice of pi1(X, x0) than
traditional covering maps but admit a much more general classification in terms of
the fundamental pro-group. Semicoverings [3] are intimately related to topological
group structures on fundamental groups [5, 17] and have natural applications to
general topological group theory [4]. In the current paper, we consider maps
Key words and phrases. Fundamental group, generalized covering map, coreflective hull, unique
path lifting property.
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defined purely in terms of unique lifting properties. Our definitions are inspired
by the initial approach of Hanspeter Fischer and Andreas Zastrow in [16] and the
subsequent papers [8] and [11].
Generalized covering maps defined in terms of unique lifting properties often
exist when standard covering maps do not and provide combinatorial information
about fundamental groups of spaces which are not semilocally simply connected
[15, 16]. For instance, one-dimensional spaces such as the Hawaiian earring,
Menger curve, and Sierpinski carpet admit certain generalized “universal” cov-
erings having the structure of topological R-trees (called universal lpc0-coverings
in the current paper) on which pi1(X, x0) acts by homeomorphism. These R-trees
behave like generalized Caley graphs [18] and have produced an explicit word
calculus for the fundamental group of the Menger curve [19] in which the funda-
mental groups of all other one-dimensional and planar Peano continua embed.
In the current paper, we begin with a category C of path-connected spaces
having the unit disk as an object and define C-coverings to have a unique lifting
property with respect to maps on the objects of C. In Section 2, we introduce
categories of C-coverings and explore their properties. In particular, we show the
category CovC(X) of C-coverings over a given space X canonically embeds into
pi1(X, x0)Set by a fully faithful monodromy functor µ : CovC(X) → pi1(X, x0)Set.
Thus a C-covering p : X˜ → X is completely characterized up to isomorphism by
the conjugacy class of the stabilizer subgroup H = p∗(pi1(X˜, x˜0)). The category of
based C-coverings becomes highly structured - exhibiting many properties that
categories of classical covering maps lack - when we take C to be the coreflective
hull of a category of simply connected spaces.
The literature on fundamental groups of wild spaces and generalized covering
spaces primarily takes the viewpoint of considering fundamental groups at a cho-
sen basepoint and applying the relevant infinite group theoretic concepts. In some
situations, it may be preferable to avoid picking a basepoint and work with the
fundamental groupoid pi1(X). In Section 3, we relate our categorical treatment of
generalized coverings to covering morphisms of groupoids [9].
In Section 4, we identify the convenient (in the sense of [2, 23]) category of ∆-
generated spaces, used in directed topology [13] and diffeology [10] as the setting
for a “universal” theory of generalized covering maps. The category of ∆-coverings
is universal in the sense that any other category ofC-coverings canonically embeds
within it. In a more practical sense, any attempt to characterize the subgroup
structure of pi1(X, x0) using maps having unique lifting of paths and homotopies of
paths is retained as a special case of ∆-coverings.
Since we define C-coverings only in terms of abstract unique lifting properties,
we are left with two important questions for given C.
Structure Question: If a C-covering exists, is there a simple characteriza-
tion of the topology of the C-covering space X˜?
Existence Question: Monodromyµ : CovC(X)→ pi1(X, x0)Set is fully faith-
ful but need not be essentially surjective. Thus a subgroup H ⊆ pi1(X, x0) is
said to be a C-covering subgroup if there exists a corresponding C-covering
p : X˜ → X and x˜0 ∈ X˜ such that H = p∗(pi1(X˜, x˜0)). Is there a practical
characterization of the C-covering subgroups of pi1(X, x0)?
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In general, the Existence Question is challenging and must be taken on a case-
by-case basis depending on which category C is being used. Some necessary and
sufficient conditions for the existence of C-coverings are known for the locally
path-connected category C = lpc0 [6, 8, 15, 16]; however, general characterizations
remain the subject of ongoing research beyond the scope of the current paper.
Nevertheless, it is reasonable to expect that an answer to the Structure Question
will provide some help in answering the Existence Question.
In Sections 5 and 6, we answer the Structure Question in two important cases.
First, we show the topology of lpc0-coverings must always be the so-called “stan-
dard” or “whisker” topology. Moreover, we show that if X is first countable, then
the notions of lpc0-covering and ∆-covering over X agree. Second, we consider
the coreflective hull Fan of all contractible spaces, which is generated by so-called
directed arc-fan spaces. We identify the topology of Fan-coverings, which character-
ize the notion of continuous lifting of paths [3], as the natural quotient topology
inherited from the path space. The Existence Question for Fan-coverings remains
open and is likely to have application to topological group theory.
2. Generalized covering theories
2.1. Notational considerations. Throughout this paper, X will denote a path-
connected topological space with basepoint x0 ∈ X. We take Top0 to be the cate-
gories of path-connected topological spaces and maps (i.e. continuous function)
and bTop0 to be the category of based path-connected spaces and based maps.
All subcategories of Top0 and bTop0 considered in this paper are assumed to be
full subcategories. Given a subcategory C ⊂ Top0, the corresponding category of
based spaces (X, x) where X ∈ C is denoted bC. If f : (X, x) → (Y, y) is a based
map, f∗ : pi1(X, x) → pi1(Y, y) will denote the homomorphism induced by f on
fundamental groups.
Let [0, 1] denote the unit interval and D2 = {(x, y) ∈ R2|x2 + y2 ≤ 1} the closed
unit disk with basepoint d = (1, 0). A path in a space X is a continuous function
α : [0, 1] → X. If α : [0, 1] → X is a path, then α−(t) = α(1 − t) is the reverse path.
If α, β : [0, 1] → X are paths such that α(1) = β(0), then α · β denotes the usual
concatenation of paths. The constant path at x ∈ X is denoted by cx.
Definition 1. A map f : X → Y has the unique path lifting property if for any two
paths α, β : [0, 1]→ X, we have α = β whenever f ◦ α = f ◦ β and α(0) = β(0).
Let P(X) denote the space of paths in X with the compact-open topology. The
compact-open topology of P(X) is generated by the subbasic sets 〈K,U〉 = {α ∈
P(X)|α(K) ⊆ U} where K ⊂ [0, 1] is compact and U ⊂ X is open. For given x ∈ X,
let P(X, x) = {α ∈ P(X)|α(0) = x} denote the subspace of paths which start at x and
Ω(X, x) = {α ∈ P(X)|α(0) = x = α(1)} denote the subspace of loops based at x. A
map f : (X, x) → (Y, y) induces a continuous function f# : P(X, x) → P(Y, y) given
by f#(α) = f ◦ α. Note that f : X → Y has the unique path lifting property if and
only if f# : P(X, x)→ P(Y, p(x)) is injective for every x ∈ X.
2.2. Disk-coverings. In the attempt to minimize the conditions one might impose
on a covering-like map p : E → X, we are led to the following definition due
to Dydak [11]. The definition is minimal in the sense that our goal is to retain
information about the traditional fundamental group pi1(X, x0) and to do this one
should require unique lifting of all paths and homotopies of paths.
4 JEREMY BRAZAS
Definition 2. A map p : E→ X is a disk-covering if E is non-empty, path-connected
and if for every e ∈ E and map f : (D2, d) → (X, p(e)), there is a unique map
f̂ : (D2, d)→ (E, e) such that p ◦ f̂ = f .
Since the unit interval is a retract of D2, it is clear that if p : E → X is a
disk-covering, then every path α : ([0, 1], 0) → (X, p(e)) also has a unique lift
α˜e : ([0, 1], 0)→ (E, e) such that p ◦ α˜e = α. It follows that p must be surjective. The
induced homomorphism p∗ : pi1(E, e) → pi1(X, p(e)) is injective for every e ∈ E and
we have [α] ∈ p∗(pi1(E, e)) if and only if the unique lift α˜e : ([0, 1], 0) → (E, e) such
that p ◦ α˜e = α is a loop.
A morphism of disk-coverings p : E→ X and q : E′ → X′ is a pair ( f , g) of maps
f : E → E′ and g : X → X′ such that g ◦ p = q ◦ f . Let DCov denote the category
of disk-coverings and for a given space X, let DCov(X) be the subcategory of disk-
coverings over X where morphisms are pairs ( f , id), that is, commuting triangles:
E
p

f
// E′
q
~~
X
If G = pi1(X, x0), then traditional arguments from classical covering space theory
imply the existence of a canonical “monodromy” functor µ : DCov(X) → GSet
to the category GSet of G-Sets (sets A with a group action (g, a) 7→ g · a) and
G-equivariant functions (functions f : A → B satisfying f (g · a) = g · f (a)). On
objects, µ is defined as the fiber µ(p) = p−1(x0). If q : E′ → X is a disk-covering
and f : E → E′ is a map such that q ◦ f = p, then µ( f ) is the restriction of f to a
G-equivariant function p−1(x0)→ q−1(x0).
Lemma 3. If (X, x0) ∈ bTop0 and G = pi1(X, x0), the functor µ : DCov(X) → GSet is
faithful.
Proof. Suppose p : E→ X and q : E′ → X are disk-coverings over X. Let f , g : E→
E′ be maps such that q◦ f = p = q◦ f and µ( f ) = µ(g) as functions p−1(x0)→ q−1(x0).
To see that µ is faithful, we check that f = g. Fix e0 ∈ p−1(x0), pick a point e ∈ E,
and a path γ : [0, 1]→ E from e0 to e. By assumption, we have f (e0) = g(e0) = e′0 for
some point e′0 ∈ q−1(x0). If β : [0, 1]→ E′ is the unique path such that q◦β = p◦γ and
β(0) = e′0, then f ◦γ = β = g◦γ by unique path lifting. In particular, f (e) = β(1) = g(e)
and thus f = g. 
The functor µ : DCov(X) → GSet will not typically be full since there are
non-isomorphic disk-coverings corresponding to isomorphic group actions (see
Example 19 below). In this sense, disk coverings - despite their great generality -
are not an ideal candidate for a generalized covering theory. We will often restrict
µ to a subcategoryD ⊆ DCov(X). When we do this, we will still use the symbol µ
to represent the restriction functorD→ GSet.
The subgroups H ⊆ G which arise as the stabilizer subgroups of G-sets in the
image of µ are precisely those for which there is a disk covering p : (E, e) → (X, x)
with p∗(pi1(E, e)) = H. Since some subgroups of pi1(X, x0) need not arise as such
stabilizers, we give special attention to those that do.
Definition 4. A subgroup H ⊆ pi1(X, x0) is a disk-covering subgroup if there is a disk
covering p : (E, e)→ (X, x) with p∗(pi1(E, e)) = H.
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Another useful property not held by classical covering maps is the following
2-of-3 lemma. We leave the straightforward proof to the reader.
Lemma 5. Suppose p : E→ X and q : E′ → E are maps. If two of the maps p, q, p ◦ q are
disk-coverings, then so is the third.
2.3. C-coverings and their properties. The following definition is based on the
definition of generalized covering in [16] but, in the spirit of [11], allows for a
wider range of possible lifting criteria.
Definition 6. Let C ⊆ Top0 be a full subcategory of non-empty, path-connected
spaces having the unit disk D2 as an object. A C-covering map is a map p : X˜ → X
such that
(1) X˜ ∈ C,
(2) For every space Y ∈ C, point x˜ ∈ X˜, and based map f : (Y, y) → (X, p(x˜))
such that f∗(pi1(Y, y)) ⊆ p∗(pi1(X˜, x˜)), there is a unique map f˜ : (Y, y)→ (X˜, x˜)
such that p ◦ f˜ = f .
We call p a universal C-covering if X˜ is simply connected. Furthermore, we call p a
weak C-covering map if p only satisfies condition 2.
Remark 7. The second condition in the definition of C-covering is reminiscent
of the unique lifting criterion used in classical covering space theory. Since D2
is an object of C and pi1(D2, d) = 1, it is clear that every weak C-covering is a
disk-covering and is therefore surjective. In general, the lift f˜ : (Y, y0)→ (X˜, x˜0) in
condition (2) can be described as follows: Let y ∈ Y and γ : [0, 1]→ Y be any path
from y0 to y. Then f˜ (y) is the endpoint of the unique lift f˜ ◦ γx˜0 : [0, 1]→ X˜ starting
at x˜0.
If C is a category of simply connected spaces, the notion of weak C-covering
agrees with the maps of study in [11]. For instance, if D is the category whose
only object is D2, a weak D-covering is precisely a disk-covering. In general, the
“weak” coverings are not unique up to homeomorphism and, as we will show,
can always be replaced by some category of genuine C-coverings without losing
information about pi1(X, x0).
Since we always assume D2 is an object ofC, we have the following implications
for a given map p : X˜→ X:
p is a C-covering⇒ p is a weak C-covering⇒ p is a disk-covering
Let CovC denote the category of C-coverings and CovC(X) denote the category
of C-coverings over X; we view these as full subcategories of DCov and DCov(X)
respectively. Since every C-covering p : X˜ → X is a disk-covering, we may apply
the monodromy functor µ to p to obtain the corresponding group action of G =
pi1(X, x0) on the fiber p−1(x0). The following embedding theorem illustrates that
C-coverings, unlike disk-coverings, are characterized up to isomorphism by this
group action.
Theorem 8. The functor µ : CovC(X)→ GSet is fully faithful.
Proof. Since µ : DCov(X) → GSet is faithful by Lemma 3, the restriction is also
faithful. To check that µ is full, suppose p : E→ X and q : E′ → X are C-coverings
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and that f : p−1(x0) → q−1(x0) is a G-equivariant function. Being G-equivariant
means that f satisfies the equation f (α˜e(1)) = α˜ f (e)(1) for every loop α ∈ Ω(X, x0)
and point e ∈ p−1(x0). Fix e0 ∈ p−1(x0), let e′0 = f (e0), and consider a loop β ∈ Ω(E, e0).
We have
e′0 = f (e0) = f
(
α˜e0 (1)
)
= p˜ ◦ βe0 (1)
which implies that p◦β lifts to a loop in E′ based at f (e0) = e′0 ∈ q−1(x0). Thus p∗([β]) ∈
q∗(pi1((E′, e′0))). Since p∗(pi1(E, e0)) ⊆ q∗(pi1((E′, e′0))), there is a unique morphism
p˜ : (E, e0)→ (E′, e′0) such that q ◦ p˜ = p. It suffices to check that f is the restriction of
p˜ to p−1(x0). Let e ∈ p−1(x0) and γ : [0, 1] → E be a path from e0 to e. If α = p ◦ γ,
then
f (e) = f (α˜e0 (1)) = α˜e′0 (1) = p˜(e).

The functor µ in Theorem 8 is not necessarily an equivalence of categories since
subgroups H ⊆ pi1(X, x0) exist for which there may be no C-covering p : (X˜, x˜0) →
(X, x0) such that H = p∗(pi1(X˜, x˜0)): see Examples 60 and 61.
Definition 9. A subgroup H ⊆ pi1(X, x0) is a C-covering subgroup if there exists a
C-covering map p : (X˜, x˜)→ (X, x0) such that p∗(pi1(X˜, x˜)) = H.
Remark 10. By changing the basepoint of the path-connected space X˜ in the fiber
p−1(x0), it is clear that whenever H is a C-covering subgroup, every conjugate of H
is also a C-covering subgroup.
The following proposition is straightforward to verify based on arguments from
traditional covering space theory. In particular, it confirms that CovC is closed
under the operation of composition, a property not generally held by covering
maps in the classical sense.
Proposition 11. Suppose p : X˜→ X and q : Y˜→ X˜ are maps.
(1) If p and q are C-coverings, then so is p ◦ q,
(2) If p and p ◦ q are C-coverings, then so is q.
2.4. Coreflections. Throughout this section, we assume C is a category having
D2 as an object. We typically want C to have “enough” objects to provide an
interesting theory. Certainly, if the only object of C is D2, then the category CovC is
rather uninteresting; we’d even have CovC([0, 1]) = ∅. In this section, we will show
that replacing any C with its coreflective hull in Top0 provides a richer theory of
coverings without sacrificing any monodromy data.
Definition 12. The coreflective hull ofC in Top0 is the full subcategoryH (C) of Top0
consisting of all path-connected spaces which are the quotient of a topological sum
of objects of C.
CertainlyH (C) is closed under quotients and C ⊆H (C).
Example 13. Well-known examples of coreflective hulls taken within Top0 include
the following:
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(1) If D is the category whose only object is D2, then H (D) is the category
∆Top0 of so-called ∆-generated spaces1 The category of ∆-generated spaces
has been used in directed topology [13] and diffeology [10]. We treat the
∆-generated category in more detail in Section 4.
(2) The category lpc0 of path-connected, locally path-connected spaces is it’s
own coreflection since the quotient of every locally path-connected space
is locally path-connected. More practically, lpc0 is the coreflective hull of
the category of directed arc-hedgehogs: see Lemma 48 below.
(3) The category Top0 is itself the coreflective hull of the category Top1 of all
simply connected spaces. The proof is a nice exercise and is left to the
reader.
Proposition 14. If D2 is an object of C, then ∆Top0 ⊆ H (C). In particular, [0, 1] is an
object ofH (C).
The categoryH (C) is coreflective in the sense that the inclusion functorH (C)→
Top0 has a right adjoint c : Top0 → H (C) where c(X) has the quotient (i.e. final)
topology with respect to all maps g : Y → X with Y ∈ C. A set U ⊆ X is C-open in
X if for every map f : Z→ X where Z ∈ C, f−1(U) is open in Z. A set U is open in
c(X) if and only if U is C-open in X. The fact that c : Top0 →H (C) is right adjoint
is equivalent to the following more practical formulation.
Proposition 15. The identity function id : c(X) → X is continuous. Moreover, if
g : Y→ X is continuous where Y ∈H (C), then g : Y→ c(X) is also continuous.
Since [0, 1] and D2 are objects ofH (C), every path and homotopy of paths in X is
also continuous with respect to the topology of c(X). Thus the continuous identity
id : c(X) → X is a disk-covering, which induces an isomorphism pi1(c(X), x) →
pi1(X, x) on fundamental groups for every x ∈ X.
Corollary 16. For every X ∈ Top0, the identity function id : c(X) → X is an H (C)-
covering.
Proof. By construction, c(X) ∈ H (C). Suppose Y ∈ H (C) and f : (Y, y) → (X, x) is
a based map such that f∗(pi1(Y, y)) ⊆ (id)∗(pi1(c(X), x)) = pi1(X, x). Since Y ∈ H (C),
f : Y→ c(X) is also continuous and certainly satisfies f ◦ id = f . 
The next lemma tells us that every weak C-covering induces aH (C)-covering
which retains identical monodromy data of pi1(X, x0).
Lemma 17. If p : X˜→ X is a weakC-covering, thenψ(p) : c(X˜)→ X is aH (C)-covering.
Moreover, the morphism
c(X˜)
ψ(p)
  
id // X˜
p
  
X
of disk-coverings over X induces an isomorphism µ(ψ(p) : c(X˜)→ X)  µ(p : X˜→ X) of
G-sets.
1The term “∆-generated” comes from the fact that ∆Top0 is the coreflective hull of the category
consisting of the standard n-simplices ∆n.
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Proof. First, we check that ψ(p) is aH (C)-covering. By construction, c(X˜) ∈H (C).
We check that ψ(p) is a weak H (C)-covering. Suppose x˜ ∈ X˜, p(x˜) = x, and f :
(Y, y)→ (X, x) is a based map where Y ∈H (C) and f∗(pi1(Y, y)) ⊆ (ψ(p))∗(pi1(c(X˜), x˜)).
Since the continuous identity function c(X˜) → X˜ induces an isomorphism of fun-
damental groups, we have (ψ(p))∗(pi1(c(X˜), x˜)) = p∗(pi1(X˜, x˜)).
Define a function f˜ : (Y, y)→ (X˜, x˜) as follows: for z ∈ Y, pick a pathγ : [0, 1]→ Y
from y to z. If f˜ ◦ γ : [0, 1] → X˜ is the unique lift such that p ◦ f˜ ◦ γ = f ◦ γ and
f˜ ◦ γ(0) = x˜, we let f˜ (z) = f˜ ◦ γ(1). Since f∗(pi1(Y, y)) ⊆ p∗(pi1(X˜, x˜)) and p is a disk-
covering, it is clear that f˜ is a well-defined function and is unique. It suffices to
show f˜ : Y → c(X˜) is continuous with respect to the topology of c(X˜). Suppose
U ⊆ c(X˜) is open. Since Y ∈ H (C), we need to check that g−1( f˜−1(U)) is open in Z
for every map g : Z → Y where Z ∈ C. Suppose we have a point z ∈ g−1( f˜−1(U)).
Pick any path γ from y to g(z) so that f˜ (g(z)) = f˜ ◦ γ(1) = x˜′. Note that
( f ◦ g)∗(pi1(Z, z)) ⊆ f∗(pi1(Y, g(z)))
= [ f ◦ γ]−1 f∗(pi1(Y, y))[ f ◦ γ]
⊆ [ f ◦ γ]−1p∗(pi1(X˜, x˜))[ f ◦ γ]
= p∗
([
f˜ ◦ γ
]−1
pi1(X˜, x˜)
[
f˜ ◦ γ
])
= p∗(pi1(X˜, x˜′))
Since Z ∈ C and p : X˜→ X is a weak C-covering, there is a unique map k : (Z, z)→
(X˜, x˜′) such that p ◦ k = f ◦ g. Since Z ∈ H (C), the function k : Z → c(X˜) is also
continuous. Since p ◦ f˜ ◦ g = f ◦ g = p ◦ k and f˜ (g(z)) = x˜′, we have f˜ ◦ g = k by the
uniqueness of the function k. Thus g−1( f˜−1(U)) = k−1(U) is open in Z.
The last statement of the lemma follows directly from the fact that id : c(X˜)→ X˜
is a disk-covering which induces an isomorphism of fundamental groups. 
Corollary 18. EveryC-covering subgroup of pi1(X, x0) is also aH (C)-covering subgroup
of pi1(X, x0).
Example 19. The previous lemma indicates that if X is path-connected but not
an object of H (C), then the identity functions id : X → X and ψ(id) : c(X) → X
are non-isomorphic disk-coverings (only the later of which is a H (C)-covering)
which correspond to isomorphic G-sets under the functor µ. For instance, when
H (C) = lpc0, a non-locally path-connected space X provides an example.
Corollary 20. The coreflection c : Top0 → H (C) induces a fully faithful functor ψ :
CovC(X) → CovH (C)(X) which is the identity on all underlying sets and functions.
Moreover, the following diagram of functors commutes up to natural isomorphism.
CovC(X)
µ
%%
ψ
// CovH (C)(X)
µ
xx
GSet
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Proof. Lemma 17 shows that a C-covering p : X˜ → X gives rise to the H (C)-
coveringψ(p) : c(X˜)→ X. If q : Y˜→ X is anotherC-covering and f : X˜→ Y˜ is a map
such that q◦ f = p, then the coreflection c( f ) : c(X˜)→ c(Y˜) satisfiesψ(q)◦c( f ) = ψ(p).
Functorality follows easily from here. Since c : CovC(X) → CovH (C)(X) is the
identity functor on underlying sets and functions, it is obviously faithful.
The component of the natural isomorphism at a given C-covering p : X˜ → X,
is the isomorphism of G-sets (ψ(p))−1(x0) → p−1(x0) induced by the following
morphism of disk-coverings over X.
c(X˜)
ψ(p)
  
id // X˜
p
  
X
Naturality is straightforward to check. Finally, ψ is full since it is faithful and the
monodromy functors are fully faithful. 
Proposition 21. Suppose the objects of C are simply connected and include the unit disk.
Let p : X˜→ X and q : Y˜→ X˜ be maps.
(1) If p and q areH (C)-coverings, then so is p ◦ q,
(2) If p and p ◦ q areH (C)-coverings, then so is q,
(3) If q and p ◦ q areH (C)-coverings, then so is ψ(p) : c(X˜)→ X.
Proof. (1) and (2) follow directly from Proposition 11. For (3) suppose q and r
are H (C)-coverings. By Lemma 17, it suffices to show that p : X˜ → X is a weak
C-covering. Let Y ∈ C and f : (Y, y) → (X, x) be a map and p(x˜) = x. Since q is
surjective, we may pick a point y˜ ∈ q−1(x˜). By Lemma 5, p is a disk-covering and
thus has unique lifting with respect to path-connected spaces. Therefore, we only
need to check that a based lift of f to (X˜, x˜) exists. Since Y is simply connected,
f∗(pi1(Y, y)) = 1 ⊆ (p ◦ q)∗(pi1(Y˜, y˜)). Thus there is a unique map f˜y˜ : (Y, y) → (Y˜, y˜)
such that p ◦ q ◦ f˜y˜ = f . The map q ◦ f˜y˜ : (Y, y)→ (X˜, x˜) is the desired lift. 
Theorem 22. For every X ∈ Top0, the continuous identity function c(X) → X induces
an equivalence of categories CovH (C)(X)  CovH (C)(c(X))
Proof. Define the functor F : CovH (C)(X)→ CovH (C)(c(X)) simply by applying the
coreflection c: If p : X˜ → X is a H (C)-covering, then F(p) : X˜ = c(X˜) → c(X) is
continuous by Proposition 15. Given a morphism f : X˜→ Y˜ ofH (C)-coverings as
in the diagram below, we have X˜, Y˜ ∈H (C) so F is the identity on morphisms.
X˜
f
//
p

Y˜
q
  
X˜
f
//
F(p)
  
Y˜
F(q)
~~
X c(X)
The inverse G : CovH (C)(c(X))→ CovH (C)(X) is defined as follows: If p′ : X˜→ c(X)
is a H (C)-covering, then the composition p = G(p′) = X˜ → c(X) → X is a H (C)-
covering by Proposition 11. On morphisms, G is the identity. A straightforward
check shows that F and G are inverse equivalences. 
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Theorem 22 implies that if one wishes to consider theH (C)-coverings of a space
X, then for all practical purposes one may assume X is an object ofH (C). We now
consider subcategories C ⊆ D of Top0. The fact that H (C) ⊂ H (D) allows us to
apply the coreflection functor c : Top0 →H (C) to every object ofH (D).
Corollary 23. If p : X˜ → X is a H (D)-covering, then ψ(p) : c(X˜) → X is a H (C)-
covering.
Proof. Since C ⊂ H (D), aH (D)-covering p : X˜ → X is a weak C-covering. Now
apply Lemma 17. 
The coreflection c : H (D) → H (C) induces a functor φ : CovH (D)(X) →
CovH (C)(X): on objects φ sends aH (D)-covering p : X˜→ X to φ(p) = p : c(X˜)→ X
and if q : Y˜→ X is anotherH (D)-covering and f : X˜ → Y˜ satisfies q ◦ f = p, then
φ( f ) = c( f ) : c(X˜)→ c(Y˜) is the coreflection.
Theorem 24. If C ⊂ D ⊂ Top0, the functor φ : CovH (D)(X) → CovH (C)(X) is fully
faithful. Moreover, the following diagram of fully faithful functors commutes up to natural
isomorphism.
CovH (D)(X)
µ
&&
φ
// CovH (C)(X)
µ
xx
GSet
Proof. By definition, φ is the identity on underlying sets and functions, which
makes faithfulness clear. Suppose p : X˜ → X and q : X˜ → X areH (D)-coverings
and f : c(X˜) → c(Y˜) is map such that φ(q) ◦ f = φ(p). Since H (C) ⊂ H (D), we
have c(X˜) = X˜ and c(Y˜) = Y. Thus f : X˜ → Y˜ satisfies q ◦ f = p and c( f ) = f . We
conclude that φ is full.
The component of the natural isomorphism at a givenH (D)-covering p : X˜ →
X, is the isomorphism of G-sets (φ(p))−1(x0) → p−1(x0) induced by the morphism
id : c(X˜)→ X˜ of disk-coverings φ(p) and p over X. Naturality is straightforward to
check. 
We conclude that using a smaller category C allows us to retain more of the
subgroup lattice of pi1(X, x0).
Corollary 25. If C ⊂ D ⊂ Top0 and H is aH (D)-covering subgroup of pi1(X, x0), then
H is also a H (C)-covering subgroup of pi1(X, x0). In particular, if X admits a universal
H (D)-covering, then X also admits a universalH (C)-covering.
We summarize the results of this section with a simple diagram: Suppose D2 ∈
C ⊂ D ⊂ Top0 with coreflections Top0 → H (C) and Top0 → H (D). Then the
following diagram of fully faithful functors commutes up to natural isomorphism
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(where ↪→ denotes a fully faithful functor).
CovH (D)(X)
n
µ

  φ // CovH (C)(X)
p P
µ

CovD(X) y
µ
++
* 
 ψ
77
CovC(X)fF
µ
ss
4 T
ψ
ff
GSet
2.5. Categorical constructions of C-coverings. The category Top0 whose objects
are unbased path-connected spaces is not complete (i.e. closed under all small
categorical limits). In order to construct limits and pullbacks of coverings, we
restrict ourselves to based spaces and maps. Let bCovC and bCovC(X, x) denote
the categories of all based C-coverings p : (X˜, x˜)→ (X, x) and based coverings over
(X, x) respectively.
Lemma 26. The categories bCovH (C) and bCovH (C)(X, x) are complete.
Proof. Let J be a small category and F : J → bCovC be a diagram of H (C)-
coverings: F( j) = p j : (X˜ j, x˜ j) → (X j, x j) for object j ∈ J and for each morphism
m : j → k in J, there are maps am : (X˜ j, x˜ j) → (X˜k, x˜k) and bm : (X j, x j) → (Xk, xk)
such that pk ◦ am = bm ◦ p j. Let lim p j : (lim X˜ j, x˜0) → (lim X j, x0) be the standard
limit in bTop0. Let X = lim X j, X˜ be the path-component of lim X˜ j containing x˜0
and p : X˜ → X be the restriction of lim p j. We check that p : X˜ → X is a weak
H (C)-covering.
For j ∈ J, let a j : (X˜, x˜0) → (X˜ j, x˜ j) and b j : (X, x0) → (X j, x j) be the canonical
projections satisfying b j ◦ p = p j ◦ a j. Let f : (Y, y) → (X, x0) be a map such that
Y ∈H (C) and f∗(pi1(Y, y)) ⊆ p∗(pi1(X˜, x˜0)). Let f j = b j ◦ f and note that
( f j)∗(pi1(Y, y)) ⊆ (b j ◦ p)∗(pi1(X˜, x˜0)) = (p j ◦ a j)∗(pi1(X˜, x˜0)) ⊆ (p j)∗(pi1(X˜ j, x˜ j))
Thus there is a unique map f˜ j : (Y, y) → (X˜ j, x˜ j) such that p j ◦ f˜ j = f j. Given a
morphism m : j→ k in J, we have
pk ◦ am ◦ f˜ j = bm ◦ p j ◦ f˜ j = bm ◦ f j = bm ◦ b j ◦ f = bk ◦ f = fk
so am ◦ f˜ j = fk by the uniqueness of lifts. It follows that there is a unique map
f˜ : (Y, y)→ (lim X˜ j, x˜0) such that a j ◦ f˜ = f˜ j. Since Y is path-connected, f˜ has image
in X˜. Finally, since b j ◦p◦ f˜ = p j ◦ a j ◦ f˜ = p j ◦ f˜ j = f j = b j ◦ f , the universal property
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of X gives p ◦ f˜ = f . This proves that p is a weakH (C)-covering.
X˜k
pk

X˜
p

ak
99
a j
// X˜ j
am
^^
p j

Xk
Y
f
//
f˜
BB
X
bk
88
b j
// X j
bm
__
By Lemma 17, the coreflection ψ(p) : c(X˜)→ X is aH (C)-covering. It is a standard
application of coreflections and limits to check that p is the categorical limit in
bCovH (C).
Applying the same argument to basedH (C)-coverings over a given based space
(X, x), one can prove that bCovH (C)(X, x) is complete. 
Since (X, x0) is the limit lim(X j, x j) in the proof of Lemma 26, there is a canon-
ical homomorphism h : pi1(X, x0) → limpi1(X j, x j), h([α]) = ([b j ◦ α]) where the
limit limpi1(X j, x j) of groups is realized canonically as a subgroup of the product∏
j∈J pi1(X j, x j) taken over the objects of J. In the following theorem, we utilize this
same notation; the result generalizes a key ingredient in the proof that fundamen-
tal groups of one-dimensional spaces inject into their first shape group, i.e. are
pi1-shape injective [12].
Theorem 27. Suppose the H (C)-covering p : (X˜, x˜0) → (X, x0) is the limit a diagram
F : J → bCovH (C) of universalH (C)-coverings. Then p is a universalH (C)-covering
if and only if the canonical homomorphism h : pi1(X, x0)→ limpi1(X j, x j) is injective.
Proof. Suppose h is injective. Let α˜ : S1 → X˜ be a loop based at x˜0. Since X˜ j is
simply connected by assumption, the loop p j ◦ a j ◦ α˜ = b j ◦ p ◦ α˜ is null-homotopic
in X j. Since h([p ◦ α˜]) = ([b j ◦ p ◦ α˜]) is trivial and h is injective, [p ◦ α˜] = 1. Since p∗
is injective, [α˜] = 1 proving that X˜ is simply connected. For the converse, suppose
α : S1 → X is a loop such that α j = b j ◦ α is null-homotopic in X j for all j ∈ J. To
prove the injectivity of h it suffices to show α is null-homotopic. Since p j : X˜ j → X j
is aH (C)-covering, there is a unique lift α˜ j : S1 → X˜ j such that p j ◦ α˜ j = α j. Given a
morphism m : j→ k in J, we have pk ◦ am ◦ α˜ j = bm ◦ p j ◦ α˜ j = bm ◦α j = αk, which by
unique lifting proves that am ◦ α˜ j = α˜k. Since together, the loops α˜ j and α j define a
cone from the identityH (C)-covering id : S1 → S1 to F, we see that there is a loop
α˜ : S1 → X˜ such that p ◦ α˜ = α and a j ◦ α˜ = α˜ j. But since X˜ is simply connected,
both α˜ and α are null-homotopic. 
Corollary 28. Suppose (X, x0) = lim(X j, x j) is the limit of a diagram F : J → bTop0 in
the category of based, path-connected spaces where X j admits a universalH (C)-covering
for each j ∈ J and b j : X → X j is the projection. If the canonical homomorphism
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h : pi1(X, x0) → limpi1(X j, x j), h([α]) = ([b j ◦ α]) is injective, then X admits a universal
H (C)-covering.
Proof. Let p j : (X˜ j, x˜ j)→ (X j, x j) be a universalH (C)-covering. Given a morphism
m : j→ k in J let bm = F(m) : X j → Xk. Since X˜ j is simply connected, there is a unique
map am : (X˜ j, x˜ j) → (X˜k, x˜k) such that pk ◦ am = bm ◦ p j. Thus we have a diagram
J → bCovH (C) of universal H (C)-coverings with limit p : (X˜, x˜0) → (X, x0). By
Theorem 27, X˜ is simply connected. 
Corollary 28 provides a categorical proof of the fact that a pi1-shape injective
Peano continuum admits a universal lpc0-covering. The general case appears in
[16]. Interestingly, the converse of Corollary 28 is false in the locally-path connected
case [15]; there exist Peano continua (X, x0) = lim←−−n(Xn, xn), which are the inverse
limit of finite polyhedra and which admit a universal lpc0-covering but for which
h : pi1(X, x0)→ lim←−−n pi1(Xn, xn) fails to be injective.
Another useful construction is the pullback construction: Fix aH (C)-covering
p : X˜ → X and any map f : Y → X. We view the pullback X˜ ×X Y = {(x˜, y) ∈
X˜ × Y|p(x˜) = f (y)} as a subspace of the direct product. Similar to the situation
above, the space X˜ ×X Y need not path-connected and the components need to
be objects of H (C). This failure has been fully characterized in the locally path-
connected caseH (C) = lpc0 [14]. To overcome this issue, we again choose a single
path component and apply the coreflection c.
Fix points y0 ∈ Y, x0 = f (x0), and x˜0 ∈ p−1(x0). Let P be the path component
of X˜ ×X Y containing (x˜0, y0) and let f #X˜ = c(P) be the coreflection. We call the
projection f #p : f #X˜ → Y, f #p(x˜, y) = y the pullback of X˜ by f and check that it is a
H (C)-covering map.
Lemma 29. If p : X˜ → X is a H (C)-covering, Y ∈ Top0 and f : Y → X is a map,
then the pullback f #p : f #X˜ → Y is a H (C)-covering corresponding to the subgroup
f−1∗ (p∗(pi1(X˜, x˜0))) ⊆ pi1(Y, y0).
Proof. By construction, f #X˜ is an object of H (C). Let Z ∈ H (C), (x˜, y) ∈ f #X˜
and g : (Z, z) → (Y, y) be a map such that g∗(pi1(Z, z)) ⊆ ( f #p)∗(pi1( f #X˜, (x˜, y))). Let
q : f #X˜→ X˜ be the second projection such that p ◦ q = f ◦ f #p. Now
( f ◦ g)∗(pi1(Z, z)) ⊆ f∗
(
( f #p)∗(pi1( f #X˜, (x˜, y)))
)
= p∗(q∗(pi1( f #X˜, (x˜, y))))
⊆ p∗(pi1(X˜, x˜))
Thus there is a unique map k : (Z, z)→ (X˜, x˜) such that p◦k = f ◦ g. By the universal
property of pullbacks, we have a unique map g˜ : (Z, z)→ (X˜ ×X Y, (x˜, y)) satisfying
q ◦ g˜ = k and f #p ◦ g˜ = g. Since Z is path-connected g˜ has image in P and since
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Z ∈H (C), g˜ : Z→ f #X˜ is continuous.
Z
g˜
  
k

g
**
f #X˜
q
//
f #p

X˜
p

Y
f
// X
Finally, we check that ( f #p)∗(pi1( f #X˜, (x˜0, y0))) = f−1∗ (p∗(pi1(X˜, x˜0))). One inclusion
is clear from the commutativity of the square. For the other suppose [γ] ∈
f−1∗ (p∗(pi1(X˜, x˜0))). Since [ f ◦ γ] ∈ p∗(pi1(X˜, x˜0), there is a unique lift κ : S1 → X˜
such that p ◦ κ = f ◦ γ. Thus there is a unique loop γ˜ : S1 → f #X˜ such that
f #p ◦ γ˜ = γ and q ◦ γ˜ = κ. It follows that [γ] ∈ ( f #p)∗(pi1( f #X˜, (x˜0, y0))). 
In fact, a based map f : (Y, y0)→ (X, x0) induces a functor f # : bCovH (C)(X, x0)→
bCovH (C)(X, y0). If p′ : (X˜′, x˜′0) → (X, x0) is another H (C)-covering over X and
g : (X˜, x˜0) → (X˜′, x˜′0) is a morphism such that p′ ◦ g = p, then f #g : f #X˜ → f #X˜′ is
uniquely induced by a straightforward pullback diagram.
Corollary 30. Suppose p : X˜ → X is a universal H (C)-covering. Then the pullback
f #p : f #X˜ → Y is a universalH (C)-covering if and only if f∗ : pi1(Y, y0) → pi1(X, x0) is
injective.
We use the existence of pullbacks to verify the closure of H (C)-covering sub-
groups under intersection.
Theorem 31. If {H j| j ∈ J} is any set of H (C)-covering subgroups of pi1(X, x0), then⋂
j H j is aH (C)-covering subgroup.
Proof. Fix a H (C)-covering p j : (X˜ j, x˜ j) → (X, x0) such that (p j)∗(pi1(X˜ j, x˜ j)) = H j.
Let (X˜, x˜0) = (
∏
j X˜ j, (x˜ j)). By Lemma 26, the product p =
∏
p j : c(X˜) → ∏ j X is a
H (C)-covering. Note that p∗(pi1(X˜, x˜0)) is the product of subgroups ∏ j H j when
we make the identification
∏
j pi1(X, x0)  pi1(
∏
j X, (x0)). Let δ : X →
∏
j X be
the diagonal map and δ#p : δ#X˜ → X be the pullback of X˜ by δ. By Lemma 29,
δ#p is a H (C)-covering map such that the image of the homomorphism (δ#p)∗ is
δ−1∗ (
∏
j H j). It is easy to see that δ−1∗ (
∏
j H j) =
⋂
j H j and thus
⋂
j H j is a H (C)-
covering subgroup. 
Theorem 31 implies the existence of a minimal H (C)-covering subgroup for
every based path-connected space (X, x0): Let
U(X,C) = ⋂{H|H is aH (C)-covering subgroup of pi1(X, x0)}.
The existence of minimalH (C)-covering subgroups immediately implies the exis-
tence of an initial basedH (C)-covering p : (X˜, x˜0)→ (X, x0) such that p∗(pi1(X˜, x˜0)) =
U(X,C).
Theorem 32. For any space X, the category CovH (C)(X) has an initial object.
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Corollary 33. A space X admits a universalH (C)-covering if and only if U(X,C) = 1.
Any non-trivial elements of the subgroup U(X,C) may be viewed as those el-
ements of pi1(X, x0) which are indistinguishable from the homotopy class of the
constant loop with respect to H (C)-coverings. Thus if U(X,C) , 1 there are ho-
motopy classes of loops which are inaccessible to study viaH (C)-coverings.
Proposition 34. U(X,C) is a normal subgroup of pi1(X, x0).
Proof. Recall from Remark 10 that if H is a H (C)-covering subgroup of G =
pi1(X, x0), then gHg−1 is also a H (C)-covering subgroup for each g ∈ G. The
normal subgroup NH =
⋂
g∈G gHg−1 (called the core of H in G) is the largest normal
subgroup of G which is contained in H. By Theorem 31, NH is a H (C)-covering
subgroup. Let N be the intersection of the cores of all H (C)-covering subgroups
H. Clearly N is normal. Since NH ⊆ H for all H, we have N ⊆ U(X,C) and since N
is aH (C)-covering subgroup (by Theorem 31), we see that N = U(X,C). 
3. The groupoid approach
Recall that if a map f : X→ Y has the unique path-lifting property and f◦α = f◦β
for paths α and β, then we cannot conclude that α = β unless we already know
they agree at a point. Consequently, the basepoints in the definition of C-covering
cannot be disregarded. Nevertheless, some of the above results have nice analogues
involving the fundamental groupoid, which avoid reference to subgroup conjugacy
classes. We briefly mention a few of them here.
Given a small groupoid G, let G(x,−) denote the set of morphisms in G whose
source is the object x. A covering morphism over G is a functor F : H → G be-
tween groupoids such that for each object y ∈ H the induced functionH(y,−) →
G(F(y),−) is bijective [9]. The category of covering morphisms over G is denoted
CovMor(G). It is a standard fact that CovMor(G) is equivalent to the functor cat-
egory SetG of operations of G on sets. Moreover, if G = G(x, x) is the vertex group
viewed as a one-object subcategory and G is connected, then the inclusion G→ G
is an equivalence of categories which in turn induces an equivalence SetG → GSet.
We are interested in the case where G = pi1(X) is the fundamental groupoid of X
and G = pi1(X, x0).
Since a disk-covering p : E → X has unique lifting of all paths and homotopies
of paths, it is clear that the induced functor pi1(p) : pi1(E) → pi1(X) is a covering
morphism. Thus we obtain a monodromy functor M : DCov(X)→ CovMor(pi1(X))
by applying pi1 to disk-coverings and their morphisms. If E : CovMor(pi1(X)) →
pi1(X, x0)Set is the equivalence of categories referenced in the previous paragraph,
then E ◦M ' µ is the faithful monodromy functor of Lemma 3. Consequently, M
is faithful.
For the rest of this section, suppose C ⊂ Top0 is a category containing the unit
disk as an object.
Theorem 35. For any space X, there is a canonical fully faithful monodromy functor
M : CovC(X)→ CovMor(pi1(X)).
Proof. Since CovC(X) ⊂ DCov(X), we define the functor M : CovC(X)→ CovMor(pi1(X))
simply to be the restriction of M : DCov(X) → CovMor(pi1(X)). It follows from
Theorem 8 that M : CovC(X)→ CovMor(pi1(X)) is fully faithful. 
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Since the following diagram commutes up to natural isomorphism and the
bottom functor is an equivalence, it is possible to consistently replace µ with M in
all of the previous diagrams involving monodromy.
CovC(X)
iIM
ww
t
µ
''
CovMor(pi1(X))

E
// pi1(X, x0)Set
The results on categorical limits and pullbacks as applied to based H (C)-
coverings may be summarized as follows.
Theorem 36. If CovMor is the category of all covering morphisms, then for any C the
image of M : bCovH (C) → CovMor is complete.
Theorem 37. For any (X, x0) ∈ bTop0, the image of M : bCovH (C)(X, x0)→ CovMor(pi1(X))
is complete and has an initial object.
4. The universal covering theory: ∆-coverings
In this section, we consider in more detail the category in which all other C-
covering categories embed, that is, when D2 is the only object of C.
Definition 38. A subset U ⊆ X is ∆-open in X if f−1(U) is open in D2 for every map
f : D2 → X. A space X is ∆-generated if a set U is open in X if and only if U is
∆-open in X.
Let ∆Top0 denote the category of path-connected, ∆-generated spaces. We prefer
to use the following characterization of ∆-generated topologies which follows
directly from the existence of space filling curves [0, 1] → D2: A set U ⊆ X is
∆-open if and only if α−1(U) is open in [0, 1] for every path α : [0, 1]→ X.
Recall a space X is sequential if U ⊂ X is open if and only if for every convergent
sequence xn → x in X with x ∈ U, there exists N ≥ 1 such that xn ∈ U for all n ≥ N.
The following lemma follows from well-known topological facts.
Lemma 39. [10] Every first countable and locally path-connected space is ∆-generated
and every ∆-generated space is sequential and locally path-connected.
IfD denotes the full subcategory of Top0 whose only object is D2, thenH (D) =
∆Top0. We denote the coreflection functor by ∆ : Top0 → ∆Top0. Thus ∆(X) has
the same underlying set as X and has the topology consisting of all ∆-open sets. For
the sake of convenience we call a ∆Top0-covering p : X˜ → X simply a ∆-covering.
Definition 6 translates as follows.
Definition 40. A map p : X˜→ X is a ∆-covering map if
(1) X˜ ∈ ∆Top0,
(2) for every space Y ∈ ∆Top0, point x˜ ∈ X˜, and based map f : (Y, y)→ (X, p(x˜))
such that f∗(pi1(Y, y)) ⊂ p∗(pi1(X˜, x˜)), there is a unique map f˜ : (Y, y)→ (X˜, x˜)
such that p ◦ f˜ = f .
The following theorem is the relevant combination of Theorem 24 and Corollary
20; it implies that among all C-coverings, ∆-coverings retain the most information
about the subgroup structure of pi1(X, x0).
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Theorem 41. If C has D2 as an object, then there is a canonical fully faithful functor
CovC(X)→ ∆Cov(X).
Corollary 42. Suppose C ⊂ Top0 has D2 as an object. Then every C-covering subgroup
of pi1(X, x0) is also a ∆-covering subgroup of pi1(X, x0).
We now observe that the images of the functors µ : ∆Cov(X) → GSet and
µ : DCov(X) → GSet agree, or equivalently that every disk-covering subgroup
of pi1(X, x0) is a ∆-covering subgroup of pi1(X, x0). Recall that a disk-covering is
precisely a weak D-covering where the only object of D is D2. The following
lemma is a special case of Lemma 17.
Lemma 43. If X is path-connected and p : E→ X is a disk-covering, then p : ∆(E)→ X
is a ∆-covering.
We can now extend the coreflection ∆ : Top0 → ∆Top0 to a functor DCov(X)→
∆Cov(X). If f : E → E′ satisfies p′ ◦ f = p for disk-coverings p : E → X and
p : E′ → X, then ∆( f ) : ∆(E)→ ∆(E′) is a morphism of the ∆-coverings p : ∆(E)→ X,
p : ∆(E′)→ X.
Corollary 44. The functor ∆ : DCov(X) → ∆Cov(X) taking disk-covering p : E → X
to the ∆-covering p : ∆(E)→ X is right adjoint to the inclusion ∆Cov(X)→ DCov(X).
Theorem 45. Suppose X is path-connected and G = pi1(X, x0). The follow diagram of
functors commutes up to natural isomorphism.
DCov(X)
µ
%%
∆ // ∆Cov(X)
kK
µ
yy
GSet
Proof. To define the natural isomorphism η : µ ◦∆→ µ, we take the component ηp
of the disk-covering p : E→ X to be the isomorphism of group actions induced by
the morphism
∆(E)
p
!!
id // E
p
  
X
of disk-coverings under µ. The naturality of η is straightforward to verify. 
Remark 46. We do not wish to give much attention to categories of weak C-
coverings; however, Theorem 45 can be generalized as follows: If wCovC(X) is
the category of weak C-coverings over X, then the follow diagram of functors
commutes up to natural isomorphism where ψ is right adjoint to the inclusion
CovH (C)(X) ⊂ wCovC(X).
wCovC(X)
µ
%%
ψ
// CovH (C)(X)
kK
µ
xx
GSet
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One should interpret the conclusion of Theorem 45 as follows: Any attempt to
study the combinatorial structure of the traditional fundamental group pi1(X, x0)
using maps that uniquely lift paths and homotopies of paths can be replaced
or generalized by ∆-coverings without losing any information about pi1(X, x0).
Additionally, by Theorem 22, we have ∆Cov(X)  ∆Cov(∆(X)) and thus there
is also no loss of information by assuming from the start that X is ∆-generated.
The subgroup U(X,∆Top0) ⊆ pi1(X, x0) is, in some sense, the group of “phantom”
homotopy class, i.e. those which are invisible to any generalized covering-theoretic
approach.
Given a ∆-covering p : X˜→ X, it is natural to search for explicit descriptions of
the topology of X˜. In the following section, we employ the locally path-connected
category to provide a simple description of X˜ in the case that X is first countable.
For a non-first countable, ∆-generated space X, it seems that we can only describe
the topology of X˜ as a final topology with respect to a collection of paths [0, 1]→ X˜.
5. Coverings for locally path-connected spaces: lpc0-coverings
The second case we consider is when H (C) is the category lpc0 of path-
connected, locally path-connected spaces. As discussed in the introduction, the
notion of lpc0-covering is a direct generalization of the “generalized regular cov-
erings” in [16]. lpc0-coverings p, which are non-regular in the sense that the image
of p∗ is a non-normal subgroup, are known to exist [17].
Definition 47. [11] Let (J,≤) be an infinite directed set. The directed wedge (A, a0) =∨
J(X j, x j) of spaces (X j, x j) indexed by J is the based wedge sum with the following
topology: U ⊂ A\{a0} is open if and only if U∩X j is open in X j for each j ∈ J and U
is an open neighborhood of a0 if and only if there is a k ∈ J such that X j ⊂ U for all
j > k and U ∩ X j is open in X j for each j ∈ J. The arc-hedgehog over J is the directed
wedge (H(J), a0) =
∨
J([0, 1] j, 0).
If t ∈ [0, 1], we let t j denote the image of t ∈ [0, 1] j in H(J). Observe that maps
(H(J), a0) → (X, x) are in bijective correspondence with convergent nets α j → cx,
j ∈ J (which converge to the constant path) in the path space P(X). Also note that
H(J) is path-connected, locally path-connected, and simply-connected. Let H be
the category whose objects include H(J) for every directed set J.
Lemma 48. H (H) = lpc0.
Proof. Since every quotient of a topological sum of locally path-connected spaces is
locally path-connected, it is clear thatH (H) ⊆ lpc0. Suppose X is path-connected
and locally path-connected and suppose there is a set U ⊆ X such that −1(U) is
open for every map  : H(J) → X from some arc-hedgehog. We check that U is
open in X. If U is not open, then there exists x ∈ U such that no neighborhood
of x is contained in U. Let {V j| j ∈ J} be a base of path-connected connected
neighborhoods at x, where J is a directed set. For every j ∈ J, there is a point
x j ∈ V j\U. Pick a path  j : [0, 1] → V j from x to x j. Together these paths induce
a unique map  : (H(J), a0) → (X, x) such that the restriction to [0, 1] j is  j. Since 
is continuous −1(U) is an open neighborhood of a0 in H(J). Thus there is a k ∈ J
such that [0, 1] j ⊆ −1(U) for all j > k. Thus  j(1) = x j ∈ U for all j > k which is a
contradiction. Thus U must be open in X. 
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The coreflection functor Top0 → H (H) is well-known [8, 11, 16]; we denote it
by lpc : Top0 → lpc0. A convenient description of the coreflection is the following:
lpc(X) has the same underlying set as X and has topology generated by the path-
components of the open sets of X. Since D2 is not an object of H , apparently, we
cannot apply much of the above theory to H itself. However, it is certainly true
that D2 ∈ lpc0. Since H (lpc0) = lpc0, the results in Section 2 apply to lpc0 when
we view it as the coreflective hull of H with D2 added as an object. Definition 6
translates as follows.
Definition 49. A map p : X˜→ X is a lpc0-covering map if
(1) X˜ is path-connected and locally path-connected,
(2) for every path-connected, locally path-connected space Y, point x˜ ∈ X˜, and
based map f : (Y, y)→ (X, p(x˜)) such that f∗(pi1(Y, y)) ⊂ p∗(pi1(X˜, x˜)), there is
a unique map f˜ : (Y, y)→ (X˜, x˜) such that p ◦ f˜ = f .
Example 50. Suppose X is semilocally simply connected and locally path-connected.
Certainly every covering (in the classical sense) over X is a lpc0-covering. Thus
the traditional classification of covering spaces guarantees that every subgroup
of X is a lpc0-covering subgroup. As a consequence, the category Covlpc0 (X) of
lpc0-coverings is precisely the usual category of connected coverings over X.
Example 51. It is known that if X is a metric space with Lebesgue dimension equal
to 1 or if X embeds inR2, then X admits a universal lpc0-covering, or equivalently
U(X, lpc0) = 1 [16]. Thus spaces such as the Hawaiian earring, Menger curve, and
Sierpinski triangle all admit a universal lpc0-covering which, for many practical
purposes, is a suitable replacement for a traditional universal covering.
We now seek to identify the topology of lpc0-covering spaces. The authors of [16]
show that the so-called “whisker topology” construction, used in classical covering
theory [22], provides a candidate one might use to construct lpc0-coverings. We
confirm that all lpc0-coverings arise from the whisker topology.
Fix (X, x0) ∈ bTop0 and a subgroup H ⊆ pi1(X, x0). Let X˜H = P(X, x0)/ ∼ where
α ∼ β if and only if α(1) = β(1) and [α · β−] ∈ H. The equivalence class of α is
denoted [α]H. We give X˜H the whisker topology, which is generated by the sets
B([α]H,U) = {[α · ]H |([0, 1]) ⊆ U}
where U is an open neighborhood of α(1). Note that if [β]H ∈ B([α]H,U), then
B([α]H,U) = B([β]H,U). In the case that H = 1 is the trivial subgroup, we just write
X˜. The basepoint of X˜H is taken to be class x˜H = [cx0 ]H of the constant path cx0 at
x0. The map pH : X˜H → X is defined to be the endpoint projection pH([α]H) = α(1).
When X is locally path-connected and semilocally simply-connected, pH : X˜H →
X, pH(x˜H) = x0 is the classical covering space of X which corresponds to the
subgroup H ⊆ pi1(X, x0) under the usual classification of coverings [22]. When X
is not semilocally simply-connected, pH : X˜H → X may not be a covering map but
still has the potential to be a lpc0-covering map. The general properties of pH are
studied in great detail in [16].
Lemma 52. [16] The space X˜H is path-connected and locally path-connected. The endpoint
projection pH : X˜H → X is a continuous surjection. If X is locally path-connected, then
pH : X˜H → X, pH([α]H) = α(1) is an open map.
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An important feature of the whisker topology is that many maps f : (Y, y) →
(X, x) are guaranteed to have at least one lift to X˜H. The following result is extracted
from classical covering space theory.
Lemma 53. [16, Lemma 2.4] Suppose Y is path-connected and locally path-connected,
y0 ∈ Y, α ∈ P(X, x0), and f : (Y, y0) → (X, α(1)) is a map such that f∗(pi1(Y, y0)) ⊆
[α−]H[α]. Then there is a continuous map f˜ : (Y, y0)→ (X˜H, [α]H) such that pH ◦ f˜ = f
defined by f˜ (y) = [α · ( f ◦ τ)]H where τ : [0, 1]→ Y is any path from y0 to y.
The lift f˜ : (Y, y0) → (X˜H, x˜H) of a map f : (Y, y0) → (X, x0) defined in Lemma
53 is called the standard lift of f . In particular, every path α : ([0, 1], 0) → (X, x0)
has a standard lift α˜S : [0, 1] → X˜H starting at x˜H defined as α˜S (t) = [αt]H where
αt(s) = α(st).
Corollary 54. H ⊆ (pH)∗
(
pi1(X˜H, x˜H)
)
.
Proof. If [α] ∈ H, then the standard lift α˜S is a loop based at x˜H since α˜S (1) =
[α1]H = [α]H = x˜H. Thus (pH)∗
([
α˜S
])
= [α]. 
Lemma 55. For any subgroup H ⊆ pi1(X, x0), the following are equivalent:
(1) pH : X˜H → X is a lpc0-covering,
(2) pH : X˜H → X has the unique path lifting property,
(3) (pH)∗
(
pi1(X˜H, x˜H)
)
= H.
Proof. (1) ⇒ (2) is obvious. (2) ⇒ (3) Suppose pH : X˜H → X has the unique path
lifting property. By Corollary 54, one inclusion is clear. Suppose γ : [0, 1] → X˜H
is a loop based at x˜H. Let α = pH ◦ γ. By uniqueness of path lifting, γ = α˜S . In
particular, α˜S (1) = [α]H = x˜H, which implies (pH)∗([γ]) = [α] ∈ H.
(3) ⇒ (2) Suppose (pH)∗
(
pi1(X˜H, x˜H)
)
= H. Suppose α ∈ P(X, x0) is a path such
that there is a lift β : [0, 1]→ X˜H, β(0) such that β(1) , α˜S (1) = [α]H. Let β(t) = [βt]H
and γ = β1 and note β · (γ˜S )− is a well-defined loop based at x˜H. By assumption,
[α · β−1 ] = (pH)∗
([
β · (γ˜S )−]) ∈ H. Thus β(1) = [β1]H = [α]H = α(1) which is a
contradiction.
(2) & (3)⇒ (1). Let Y ∈ lpc0, y ∈ Y, α ∈ P(X, x0), and f : (Y, y)→ (X, x) such that
α(1) = x and f∗(pi1(Y, y)) ⊆ (pH)∗(pi1(X˜H, [α]H)). We have
(pH)∗(pi1(X˜H, [α]H)) = [α−](pH)∗(pi1(X˜H, x˜H))[α] = [α−]H[α].
By Lemma 53, there is a map f˜ : (Y, y)→ (X˜H, [α]H) such that pH ◦ f˜ = f . Since pH
has the unique path lifting property and Y is path-connected, f˜ is unique. 
We now verify that these are the only candidates for lpc0-covering maps.
Lemma 56. Suppose p : (X̂, xˆ)→ (X, x0) is a based lpc0-covering and p∗(pi1(X̂, xˆ)) = H.
Then there is a homeomorphism p˜ : (X̂, xˆ)→ (X˜H, x˜H) such that pH ◦ p˜ = p.
Proof. Since p∗(pi1(X̂, xˆ)) = H ⊆ (pH)∗(pi1(X˜H, x˜H)) (recall Corollary 54), there is by
Lemma 53 a continuous standard lift p˜ : (X̂, xˆ) → (X˜H, x˜H) such that pH ◦ p˜ = p.
Suppose [α]H ∈ X˜H and α˜ : ([0, 1], 0) → (X̂, xˆ) is the unique lift of α such that
p ◦ α˜xˆ = α. By definition of the standard lift, p˜(α˜x(1)) = [α]H. Thus p˜ is surjective.
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Suppose τ1, τ2 : ([0, 1], 0) → (X̂, xˆ) are paths such that p˜(τ1(1)) = [p ◦ τ1]H =
[p ◦ τ2]H = p˜(τ2(1)). Then
p∗([τ1 · τ−2 ]) = [(p ◦ τ1) · (p ◦ τ2)−] ∈ H = p∗(pi1(X̂, xˆ)).
By unique path lifting of p, it follows that τ1(1) = τ2(1) and thus p˜ is injective.
It suffices to check that p˜ is an open map. To obtain a contradiction, suppose
V is an open neighborhood in X̂ such that p˜(V) is not open in X˜H. Pick a path
β : ([0, 1], 0) → (X̂, xˆ) such that β(1) ∈ V and no neighborhood of p˜(β(1)) = [p ◦ β]H
is contained in p˜(V). Let {U j| j ∈ J} be a neighborhood base at x = p(β(1)), which
is directed by inclusion ( j ≤ k if and only if Uk ⊆ U j). Since {B([p ◦ β]H,U j)| j ∈ J}
is a neighborhood base at [p ◦ β]H, there is a path  j : ([0, 1], 0) → (U j, x) such that
[(p ◦ β) ·  j]H ∈ B([p ◦ β]H,U j)\p˜(V) for each j ∈ J. Let x j =  j(1) ∈ U j.
The paths  j combine to give a map  : (H(J), a0) → (X, x) on the arc-hedgehog.
Since H(J) is path-connected, locally path-connected and simply-connected, there
is a unique lift ̂ : (H(J), a0) → (X̂, β(1)) (such that p ◦ ̂ = ). Since V is an open
neighborhood of β(1), there is a k ∈ J such that ̂ maps the k-th arc of H(J) in to
V, i.e. ̂([0, 1]k) ⊂ V. If ̂k is the path which is the restriction of ̂ to [0, 1]k, then
̂k(1) ∈ V and p ◦ ̂k = k. But this implies
[(p ◦ β) · k]H = [(p ◦ β) · (p ◦ ̂k)]H = [p ◦ (β · ̂k)]H = p˜(β · ̂k(1)) ∈ p˜(V)
which is a contradiction. 
Combining Lemmas 55 and 56, we obtain the following theorem which, for
the locally path-connected category, answers the Structure Question posed in the
introduction: the topology of any lpc0-covering space is equivalent to the whisker
topology.
Theorem 57. For any subgroup H ⊆ pi1(X, x0), the following are equivalent:
(1) H is a lpc0-covering subgroup of pi1(X, x0),
(2) pH : X˜H → X is a lpc0-covering,
(3) pH : X˜H → X has the unique path lifting property,
(4) (pH)∗
(
pi1(X˜H, x˜H)
)
= H.
It is not true that every ∆-covering map is a lpc0-covering map. For instance, if
X is locally path-connected but not ∆-generated, then the identity map X→ X is a
lpc0-covering map but not a ∆-covering. We confirm that every ∆-covering map is
also a lpc0-covering map when X is first countable.
Lemma 58. Suppose X is first countable and p : X→ X is a map. Then p is a ∆-covering
map if and only if p is a lpc0-covering map.
Proof. First, suppose p : X → X is a lpc0-covering map. By Theorem 57, X  X˜H
where H = p∗(pi1(X, x)). But if X is first countable, then so is X˜H (by the definition
of the whisker topology). Since X˜H is also locally path-connected, it is ∆-generated
by Lemma 39. Since every ∆-generated space is locally path-connected, condition
(2) of Definition 40 is straightforward to verify. Therefore, p is a ∆-covering map.
For the converse, suppose p : X → X is a ∆-covering such that p∗(pi1(X, x)) = H.
Since X is locally path-connected, p : X → X is continuous, and p∗(pi1(X, x)) = H,
there is by Lemma 53, a map p˜ : X → X˜H such that pH ◦ p˜ = p. By definition, if
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γ : [0, 1] → X is a path from x to z and α = p ◦ γ, then p˜(γ(t)) = α˜S (t) = [αt]H
where αt(s) = α(st) is the path given by restricting α to [0, t]. We show in the next
paragraph that p˜ is a homeomorphism. Once this is done, it is clear that pH has
the unique path lifting property and is therefore a lpc0-covering (by Theorem 57)
which is equivalent to p.
Our proof that p˜ is a homeomorphism is quite similar to the proof of Lemma
56. Verifying bijectivity is identical so we leave it to the reader. We check that p˜ is
open: To obtain a contradiction, suppose V is open in X and p˜(V) is not open in
X˜H. Pick a path β : ([0, 1], 0) → (X, x) such that β(1) ∈ V and no neighborhood of
p˜(β(1)) = [p ◦ β]H is contained in p˜(V). Let {Un|n ≥ 1} be a countable neighborhood
base at x = p(β(1)). Since {B([p ◦ β]H,Un)|n ≥ 1} is a neighborhood base at [p ◦ β]H
and p˜(V) is not open, there is a path n : ([0, 1], 0)→ (Un, x) such that [(p ◦ β) · n]H ∈
B([p ◦ β]H,Un)\p˜(V) for each n ≥ 1. Let xn = n(1) ∈ Un.
The paths n combine to give a map  : (H(ω), a0) → (X, x) on the ω-arc-
hedgehog. Since H(ω) is ∆-generated and simply-connected, there is a unique
lift  : (H(ω), a0)→ (X, β(1)) (such that p ◦  = ). Since V is an open neighborhood
of β(1), there is a N such that  maps the n-th arc of H(ω) in to V for all n ≥ N. If n
is the path which is the restriction of  to [0, 1]n, then n(1) ∈ V and p ◦ n = n. But
this implies
[(p ◦ β) · n]H = [(p ◦ β) · (p ◦ n)]H = [p ◦ (β · n)]H = p˜(β · n(1)) ∈ p˜(V)
for some n, which is a contradiction. 
Combining the previous lemma with Theorem 57, we obtain the following
comparison for first countable spaces. This comparison states implies that for a
first countable space X, the subgroup structure of pi1(X, x0) retained by all disk-
coverings, ∆-coverings, and lpc0-coverings is exactly the same.
Theorem 59. If X is first countable, then Covlpc0 (X) = ∆Cov(X). Moreover, the follow-
ing diagram of functors commutes up to natural isomorphism.
DCov(X)
µ
&&
∆ // ∆Cov(X) _
µ

Covlpc0 (X)
jJ
µ
xx
GSet
The study of wild fundamental groups is typically focused on the fundamental
groups of metric spaces. The previous theorem implies that any covering-theoretic
attempt to characterize the subgroup structure of the fundamental group of a
metric space is retained or improved upon by the lpc0-coverings introduced in [16].
In particular, there can be no mysterious disk-covering subgroup H ⊆ pi1(X, x0)
for which the classical endpoint projection pH : X˜H → X fails to have unique
path lifting. The author does not know of an example of a non-first countable,
∆-generated space X and subgroup H ⊆ pi1(X, x0) such that H is a ∆-covering
subgroup but not a lpc0-covering subgroup.
Example 60. Let H =
⋃
n≥1{(x, y) ∈ R2|(x − 1/n)2 + y2 = 1/n2} be the standard
Hawaiian earring space and `n : S1 → H be a simple closed curve traversing the
n-th circle. We consider the subgroup F∞ ⊆ pi1(H, (0, 0)) freely generated by the
homotopy classes of the loops `n. There does not exist any subcategory C ⊆ Top0
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such that F∞ is a C-covering subgroup. If such a subcategory were to exist, then
F∞ would be a ∆-covering subgroup and therefore a lpc0-subgroup sinceH is first
countable. But by Theorem 57, this would imply that pF∞ : X˜F∞ → X has unique
path-lifting, which is false: see Example 6.2 of [16]
Example 61. For an even more extreme example consider any non-simply con-
nected, first countable space X such every non-trivial homotopy class has a rep-
resentative in an arbitrary neighborhood of the basepoint x0. Such spaces are
considered in detail in [24, 25] and include the famous harmonic archipelago and
Griffiths twin cone spaces. It is well-known that the only subgroup H ⊆ pi1(X, x0)
for which pH : X˜H → X has the unique path lifting property is when H = pi1(X, x0).
Using the same reasoning as in the previous example, we can conclude that given
any C, the only C-covering subgroup of pi1(X, x0) is pi1(X, x0) itself. Thus one can-
not possibly distinguish any elements of pi1(X, x0) using any theory of generalized
coverings.
6. Continuous lifting: Fan-coverings
Definition 62. Let (J,≤) be a directed set and K = J∪{∞} be obtained by adding one
maximal point. Give K the topology generated by basis sets {k} and Vk = {∞}∪ { j ∈
J| j > k} for k < ∞. The directed arc-fan over J is the cone over K, i.e. the quotient
space F(J) = K× [0, 1]/K×{0}with basepoint b0, the image of K×{0} in the quotient.
We denote the k-th arc of F(J) (i.e. the image of {k} × [0, 1]) by [0, 1]k and take the
point tk to be the image of {(k, t)} in [0, 1]k. The restriction of a map f : F(J) → X
to [0, 1]k is a path fk : [0, 1]k → X. Observe that maps f : (F(J), b0) → (X, x) are in
bijective correspondence with convergent nets f j → f∞ in P(X, x) indexed by J.
Let F be the category whose objects are D2 and the directed fans F(J) for all
directed sets J. Let Fan = H (F ) be the coreflective hull of F in Top0. Note that
the arc-hedgehog H(J) = F(J)/({∞}× [0, 1]) is a quotient of F(J) and thus lpc0 ⊂ Fan.
The directed fan F(ω) is a non-locally path-connected continuum. Thus lpc0 is a
proper subcategory of Fan.
Lemma 63. A path-connected space X is an object of Fan if and only if for some (equiva-
lently any) x ∈ X, the map ev : P(X, x)→ X, ev(α) = α(1) is quotient.
Proof. First note that if y ∈ X and β : [0, 1] → X is any path from y to x, then ev :
P(X, x)→ X factors as the composition of the left concatenation map λβ : P(X, x)→
P(X, y), λβ(α) = β · α and evaluation ev : P(X, y) → X. Thus if ev : P(X, x) → X is
quotient, then ev : P(X, y)→ X is quotient for all y ∈ X.
Suppose ev : P(X, x) → X is quotient for all x ∈ X. We show that X ∈ Fan.
Suppose U ⊆ X is a set such that for every directed set J and map f : F(J) → X,
f−1(U) is open in F(J). Fix x ∈ X. We check that ev−1(U) is open in P(X, x). If
ev−1(U) is not open, then there is a convergent net f j → f∞, j ∈ J in P(X, x) such that
f∞ ∈ ev−1(U) and f j < ev−1(U) for every j ∈ J. This net uniquely induces a map f :
(F(J), b0)→ (X, x) for which f−1(U) is open by assumption. But 1∞ ∈ [0, 1]∞∩ f−1(U)
which implies the existence of j0 such that 1 j ∈ f−1(U) for all j > j0. This contradicts
the assumption that f j(1) = f (1 j) < U for all j ∈ J. Therefore, ev−1(U) must be open
in P(X, x). Since ev is quotient, U is open in X. This proves X ∈ Fan.
For the converse, suppose X ∈ Fan, x ∈ X, and U ⊆ X is such that ev−1(U) is open
in P(X, x). To see that ev is quotient, we check that U is open. If U is not open, then
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there is a map f : (F(J), b0) → (X, y) on a directed arc-fan such that f−1(U) is not
open in F(J). Pick a point z ∈ f−1(U) such that no neighborhood of z is contained
in f−1(U).
Case I: Suppose z = b0. Since F(J) is locally path-connected at b0, there is a
directed set K and a map h : (H(K), a0) → (F(J), b0) such that h(1k) < f−1(U) for
every k ∈ K. But since H(K) ∈ Fan and f ◦ h : (H(K), a0) → (X, y) is continuous,
h−1( f−1(U)) is an open neighborhood of a0 in H(K). Thus there is a k0 ∈ K such that
1k ∈ h−1( f−1(U)) for all k > k0. This contradicts the fact that h(1k) < f−1(U) for every
k ∈ K. Thus U must be open.
Case II: Suppose z , b0. There is a directed set L and a net z` → z∞ = z, ` ∈ L
in F(J) such that z` < f−1(U) for every ` ∈ L. Since z , b0, we may assume z` has
image in the open set F(J)\{b0}  (J ∪ {∞}) × (0, 1]. Thus for each ` ∈ L ∪ {∞}, we
have z` = t j(`) ∈ (0, 1] j(`) for some j(`) ∈ J. Define a function h : (F(L), b0)→ (F(J), b0)
so that for all ` ∈ L∪{∞}, the restriction of h to [0, 1]` is the linear path h(s`) = (st) j(`).
Since [0, 1] is locally compact and L ∪ {∞} is Hausdorff, the continuity of h follows
directly from exponential laws for maps on pairs of spaces. Note that h(1`) = z` for
all ` ∈ L∪{∞}. Since f and h are continuous, ( f ◦h)` → ( f ◦h)∞ is a convergent net of
paths in P(X, y). Now if γ is any path in X from x to y, then γ · ( f ◦ h)` → γ · ( f ◦ h)∞
in P(X, x). Since γ · ( f ◦ h)∞(1) = f (z) ∈ U, we have γ · ( f ◦ h)∞ ∈ ev−1(U). By
assumption, ev−1(U) is open so there is an `0 such that γ · ( f ◦ h)` ∈ ev−1(U) for all
` > `0. However, this contradicts the fact that γ · ( f ◦ h)`(1) = f (z`) < U for every
` ∈ L. Thus U must be open. 
Corollary 64. Suppose f an : Top0 → Fan is the coreflection functor. The topology of
f an(X) is the quotient topology on X with respect to evaluation ev : P(X, x)→ X for any
x ∈ X.
Proof. Pick any x ∈ X. The continuous identity f an(X) → X is a disk-covering
and therefore induces a continuous bijection b : P( f an(X), x) → P(X, x) on path
spaces. A convergent net α j → α, j ∈ J in P(X, x) corresponds to a continuous map
f : F(J) → X on a directed arc-fan for which f : F(J) → f an(X) is also continuous
since F(J) ∈ Fan. Thus α j also converges to α in P( f an(X), x). Consequently,
b is a homeomorphism. By Lemma 63, ev : P( f an(X), x) → f an(X) is quotient.
Composing b−1 with this quotient map completes the proof. 
Theorem 65. Every contractible space is an object of Fan. Consequently, if Cntr is the
category of contractible spaces, thenH (Cntr) = Fan.
Proof. Since every directed arc-fan is the cone over a convergent net, we have
F ⊂ Cntr and thus Fan ⊂ H (Cntr). Recall that every contractible space Z is
the retract (and therefore quotient) of the cone CZ = Z × [0, 1]/Z × {0} over Z.
Since coreflective hulls are closed under quotients, it suffices to show CZ ∈ Fan
for any (possibly non-path-connected) space Z. Let tz denote the image of (z, t)
in CZ and v = 0z be the vertex. Using the exponential law for based path spaces
it is straightforward to verify that the map f : CZ → P(CZ, v), f (tz)(s) = (st)z is
continuous. If ev : P(CZ, v) → CZ is evaluation, then ev ◦ f = id, showing that
ev is a retraction and therefore a quotient map. It follows from Lemma 63 that
CZ ∈ Fan. 
Definition 66. [3] A map f : X→ Y has continuous lifting of paths if for every x ∈ X,
the induced map f# : P(X, x)→ P(Y, f (x)) is a homeomorphism.
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Proposition 67. The following are equivalent for a map p : X̂→ X:
(1) p has continuous lifting of paths,
(2) p is a weak F -covering map,
(3) p is a weak Cntr-covering map.
Proof. (1)⇔ (2) Suppose xˆ ∈ X̂, and p(xˆ) = x. First observe that p# : P(X̂, xˆ)→ P(X, x)
is a homeomorphism if and only if every map f : (F(J), b0) → (X, x) on a directed
arc-fan lifts uniquely to a map fˆ : (F(J), b0) → (X̂, xˆ) such that p ◦ fˆ = f . Since
directed arc-fans are simply connected, it is immediate that every F -covering has
continuous lifting of paths. It follows directly from exponential laws of mapping
spaces that every map with continuous lifting of paths also is a disk-covering [5,
Remark 2.5].
(2)⇔ (3) We prove the more general fact that ifH (C) =H (D), then p : X̂→ X is
a weakC-covering if and only if p is a weakD-covering. By symmetry, we only need
to prove one direction. Suppose p is a weak C-covering and f : (Y, y) → (X, x) is a
map with Y ∈ D and f∗(pi1(Y, y)) ⊆ p∗(pi1(X̂, xˆ)). Since p is a disk-covering it suffices
to show the unique function f̂ : (Y, y) → (X̂, xˆ) such that p ◦ f̂ = f is continuous.
If c : Top0 → H (C) is the coreflection, then by Lemma 17 ψ(p) : c(X̂) → X is a
H (C)-covering. Since Y ∈ H (D) = H (C), the unique lift f̂ : (Y, y) → (c(X̂), xˆ)
is continuous. Composing this map with the continuous identity id : c(X̂) → X̂
shows that f̂ : Y→ X̂ is continuous.
c(X̂)
ψ(p)
&&
id // X̂
p

Y
f
//
f̂
OO
X

Corollary 68. A map p : X̂→ X is a Fan-covering map if and only if X̂ ∈ Fan and p has
continuous lifting of paths.
In the previous section, we identified the topology of lpc0-coverings as the
whisker topology. In the same fashion, we identify the topology of Fan-coverings as
the natural quotient topology. Let X˜qtopH denote the space with the same underlying
set of X˜H (used in the previous section) with the quotient topology with respect to
the map q : P(X, x0)→ X˜H, q(α) = [α]H.
Using exponential properties of mapping spaces, it is shown in [3] that the
endpoint projection pH : X˜
qtop
H → X, pH([α]H) = α(1) induces a retraction (pH)# :
P(X˜qtopH , x˜H) → P(X, x0) on path spaces. The canonical section s : P(X, x0) →
P(X˜qtopH , x˜H) is given by s(α) = α˜S , the standard lifts of paths starting at x˜H. Thus
the inclusion H ⊆ (pH)∗
(
pi1
(
X˜qtopH , x˜H
))
holds in general. Since a retraction is a
homeomorphism if and only if it is injective, the next lemma follows immediately.
Lemma 69. [3, Theorem 7.7] The endpoint projection pH : X˜
qtop
H → X, pH([α]H) = α(1)
has continuous lifting of paths if and only if it has the unique path lifting property.
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Lemma 70. Suppose Y ∈ Fan, y0 ∈ Y, α ∈ P(X, x0), and f : (Y, y0) → (X, α(1)) is a
map such that f∗(pi1(Y, y0)) ⊆ [α−]H[α]. Then there is a continuous map f˜ : (Y, y0) →
(X˜qtopH , [α]H) such that pH ◦ f˜ = f defined by f˜ (y) = [α · ( f ◦ τ)]H where τ : [0, 1]→ Y is
any path from y0 to y.
Proof. As in Lemma 53, f˜ is well-defined; we are left to verify continuity. Consider
the following commuting diagram.
P(Y, y0)
ev

f#
// P(X, f (y0))
λα // P(X, x0)
q

Y
f˜
// X˜qtopH
The mapλα(β) = α·β is left concatenation byα. Each function in the top composition
is continuous and the left vertical map is a quotient map by Lemma 63. Thus f˜ is
continuous by the universal property of quotient spaces. 
Lemma 71. If p : X̂→ X is a Fan-covering and H = p∗(pi1(X̂, xˆ)) ⊆ pi1(X, x0), then there
is a homeomorphism pˆ : X̂→ X˜qtopH such that pH ◦ pˆ = p.
Proof. As in Lemma 56, there is a canonical bijection pˆ : X̂ → X˜qtopH defined as
follows. If γ is any path in X̂ starting at x0, then pˆ(γ(1)) = [p ◦ γ]H. Consider the
following diagram which commutes since if γ ∈ P(X̂, xˆ), then pˆ(ev(γ)) = pˆ(γ(1)) =
[p ◦ γ]H = q(p#(γ)).
P(X̂, xˆ) 
p#
//
ev

P(X, x0)
q

X̂
pˆ
// X˜qtopH
Since p has continuous lifting of paths (Corollary 68), the top map is a homeo-
morphism. Since X̂ ∈ Fan, the left vertical map is quotient by Lemma 63. The
right vertical map is quotient by construction. Therefore the bottom horizontal
map must be a continuous quotient map. Since pˆ is bijective, it is a homeomor-
phism. 
As we did for the locally path-connected case, we can now answer the Structure
Question for the category Fan: the topology of any Fan-covering space is equivalent
to the natural quotient topology.
Theorem 72. For any subgroup H ⊆ pi1(X, x0), the following are equivalent:
(1) H is a Fan-covering subgroup of pi1(X, x0),
(2) pH : X˜
qtop
H → X is a Fan-covering,
(3) pH : X˜
qtop
H → X has the unique path lifting property,
(4) (pH)∗
(
pi1(X˜
qtop
H , x˜H)
)
= H.
Proof. Using Lemma 70, the proof of (2) ⇔ (3) ⇔ (4) is identical to the proof of
Lemma 55. (1) ⇒ (2) follows directly from Lemma 71. (2) & (4) ⇒ (1) is by
definition. 
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Remark 73. In general, it is known that the whisker topology on X˜H is finer than
the quotient topology of X˜qtopH [26]. Our characterization of the topology of lpc0-
and Fan-coverings indicates that if H is a Fan-covering subgroup of pi1(X, x0), then
lpc
(
X˜qtopH
)
 X˜H.
References
[1] V. Berestovskii, C. Plaut, Uniform universal covers of uniform spaces, Topology Appl. 154 (2007), no.
8, 1748–1777.
[2] P. Booth, J. Tillotson, Monoidal closed, Cartesian closed and convenient categories of topological spaces,
Pacific J. Math. 88 (1980), no. 1, 35–53.
[3] J. Brazas, Semicoverings: a generalization of covering space theory, Homology Homotopy Appl. 14
(2012), 33–63.
[4] J. Brazas, Open subgroups of free topological groups, Fund. Math. 226 (2014), 17–40.
[5] J. Brazas, Semicoverings, coverings, overlays, and open subgroups of the quasitopological fundamental
group, Topology Proc. 44 (2014), 285–313.
[6] J. Brazas, P. Fabel, On fundamental groups with the quotient topology, J. Homotopy and Related
Structures 10 (2015), 71-91.
[7] N. Brodskiy, J. Dydak, B. Labuz, A. Mitra, Group actions and covering maps in the uniform category,
Topology Appl. 157 (2010), no. 17, 2593–2603.
[8] N. Brodskiy, J. Dydak, B. Labuz, A. Mitra, Covering maps for locally path-connected spaces, Fund.
Math. 218 (2012), 13–46.
[9] R. Brown, Topology and Groupoids, Booksurge PLC, 2006.
[10] J.D. Christensen, G. Sinnamon, E. Wu, The D-topology for diffeological spaces, Pacific J. Math. 272
(2014), no. 1, 87-110
[11] J. Dydak, Coverings and fundamental groups: a new approach, Preprint. arXiv:1108.3253v1. 2011.
[12] K. Eda, K. Kawamura, The fundamental groups of one-dimensional spaces, Topology Appl. 87 (1998),
163–172.
[13] L. Fajstrup, J. Rosicky´, A convenient category for directed homotopy, Theory Appl. Categ.21 (2008),
no. 1, 7–20.
[14] H. Fischer, Pullbacks of generalized universal coverings, Algebraic & Geometric Topology 7 (2007),
1379-1388.
[15] H. Fischer, D. Repovsˇ, Z. Virk, A. Zastrow, On semilocally simply-connected spaces, Topology Appl.
158 (2011), 397–408.
[16] H. Fischer, A. Zastrow, Generalized universal covering spaces and the shape group, Fund. Math. 197
(2007), 167–196.
[17] H. Fischer, A. Zastrow, A core-free semicovering of the Hawaiian Earring, Topology Appl. 160 (2013),
no. 14, 1957–1967.
[18] H. Fischer, A. Zastrow, Combinatorial R-trees as generalized Caley graphs for fundamental groups of
one-dimensional spaces, Geom Dedicata. 163 (2013), 19–43.
[19] H. Fischer, A. Zastrow, Word calculus in the fundamental group of the Menger curve, Preprint.
http://www.cs.bsu.edu/homepages/fischer/resume/menger.pdf
[20] R.H. Fox, On shape, Fund. Math. 74 (1972), no. 1, 47–71.
[21] S. Lubkin, Theory of covering spaces, Trans. Amer. Math. Soc. 104 (1962), 205–238.
[22] E. Spanier, Algebraic Topology, McGraw-Hill, 1966.
[23] N.E. Steenrod, A convenient category of topological spaces, Michigan Math. J. 14 (1967), 133–152.
[24] Z. Virk, Small loop spaces, Topology Appl. 157 (2010), 451–455.
[25] Z. Virk, Homotopical smallness and closeness, Topology Appl. 158 (2011), 360–378.
[26] Z. Virk, A. Zastrow, The comparison of topologies related to various concepts of generalized covering
spaces, Topology Appl. 170 (2014), 52-62.
Department of Mathematics & Statistics; Georgia State University, Atlanta, Georgia 30303
