In this paper, We propose a new style panel data factor stochastic volatility model with observable factors and unobservable factors based on the multivariate stochastic volatility model, which is mainly composed of three parts, such as the mean equation, volatility equation and factor volatility evolution. The stochastic volatility equation is a 1-step forward prediction process with high dimensional parameters to be estimated. Using the Markov Chain Monte Carlo Simulation (MCMC) method, the Forward Filtering Backward Sampling (FFBS) algorithm of the stochastic volatility equation is mainly used to estimate the new model by Kalman Filter Recursive Algorithm (KFRA). The results of numeric simulation and latent factor estimation show that the algorithm possesses robustness and consistency for parameter estimation. This paper makes a comparative analysis of the observable and unobservable factors of internet finance and traditional financial listed companies in the Chinese stock market using the new model and its estimation method. The results show that the influence of observable factors is similar to the two types of listed companies, but the influence of unobservable factors is obviously different.
Introduction
The return and the volatility of financial assets are both sequentially correlated, and the volatility also has time-varying characteristics. Both stochastic volatility (SV) model and generalized autoregressive conditional heteroskedasticity (GARCH) model can describe the dependence and the volatility clustering of the financial time series. The stochastic volatility (SV) model considers that the stochastic volatility of return on financial assets contains unobservable factors, and the volatility of the previous period will have an impact on the volatility of the next period. The stochastic volatility model performs well in the volatility of the realized volatility of high frequency data. Because of the rapid development of the research in the field of high frequency data, especially the in-depth study of the realized volatility, the characteristics of continuous transaction data are constantly reflected, and most of the modern stochastic volatility research is carried out around continuous data.
On the basis of the geometric Brownian motion process, the non-Gaussian O-U process, the time-varying Levy process, the Markovian switching process and other jump stochastic process based on continuous time have been extensively applied to the analysis of stochastic volatility models. Shephard (2005) divided the development of stochastic volatility models into two generations. The early stochastic volatility models were simple stochastic differential equations driven by geometric Brownian motion. They focus on the research of the model estimation and testing, and a series of model estimation methods also are proposed. Since the late 1990s, stochastic volatility models have acquired great progress in the realized volatility prediction and other fields of high frequency data. In recent years, in addition to traditional estimation and test, researches on stochastic volatility model focus more on the characterization of local characteristics of high frequency transaction data, such as long memory, jump test, diffusion and microstructure noise. Stochastic volatility model can process both continuous data and discrete data.
Although there is some controversy over who proposed the stochastic volatility model first (see Shephard (2005) for details), it is an indisputable fact that the stochastic volatility model was first applied to discrete time model analysis. Because early financial high frequency data can't be compared with relatively low-frequency data in terms of means of acquisition and analysis significance. The study of unitary stochastic volatility model originates from the application of time-varying Brownian motion in financial econometrics. Taylor (1982) is regarded as one of the early pioneers of stochastic volatility model because he introduced the features of volatility clustering and time-varying volatility into the model at the same time. Harvey et al. (1994) first proposed the multivariate stochastic volatility model. Although Diebold and Nerlove's (1989) multivariate factor model also adopted multiple structures, the multivariate stochastic volatility model lays more emphasis on the study of multiple financial assets. In addition to the asymmetry caused by the different reactions of risk, the multiple random volatility model also needs to consider the joint influence of multiple assets. Therefore, factor model plays an important role in the analysis of multivariate stochastic volatility model. Han (2005) and Chib et al. (2006) studied the high-dimensional multivariate stochastic volatility model further. The high dimension mainly comes from two aspects. On the one hand, it refers to the large number of multiple assets, such as dozens or even hundreds of financial assets. On the other hand, in the multivariate stochastic volatility model; a large number of parameters need to be estimated because of the complexity of the structure. In Han's study, up to 222 parameters need to be estimated in the stochastic volatility model with 36 return series and 3 factors. In Chib's model, if the number of assets is 50 and the number of factors is 8, the estimated parameters will reach 688.It is obviously that so many parameters need to be estimated in a special way. In the high-dimensional factor stochastic volatility model, they all adopt block estimation method. That is, divided the parameters to be estimated into several groups firstly, and the complexity of calculation is reduced through the estimation of each group. Finally, estimated the relevant parameters based on Gibbs sampling and Metropolis-Hastings Algorithm.
The covariance structure of the model's error component must be considered when setting the stochastic volatility term. Since the stochastic volatility model requires the structure of error components, the positive definitiveness of covariance matrix and the correlation of its components, the setting of covariance components must follow routine rules. Tsay (2010) considered Cholesky decomposition to re-parameterize the covariance matrix. He thinks this method has many advantages. First, the positive definitiveness of covariance matrix can be satisfied easily. Secondly, each element of the decomposition matrix has better explanatory ability. Finally, such decomposition can reflect the time-changed characteristics of volatility.
Since this kind of decomposition also causes high dimensional problems, Lopes, McCulloch and Tsay (2012) put forward a feasible approach to estimate Cholesky's stochastic volatility model. This method adopts the matrix transformation of the multiple random error terms, and considering that there are too many parameters of the conditional covariance matrix for direct estimation, Cholesky decomposition is adopted to estimate it. Although these methods can simplify the structure of random error components, they still need to consider the corresponding estimation methods for the processing of high-dimensional parameters. Kast- 
Specifications of Panel Data Factor Stochastic Volatility Model
The specification of stochastic volatility term in panel data stochastic volatility model (PDSVM) is similar with multivariate stochastic volatility model. Since some factors are related to the change of the rate of return, they are treated as explanatory variables in the model, which will influence the structure of the stochastic volatility terms. At this point, if the multiplicative factor model is used, it is difficult to get a good theoretical explanation and can not adaptive to the model transformation. Therefore, in the panel data factor stochastic volatility model, we only consider the additive factor stochastic volatility model here. It is also assumed that the additive factors and covariates are independent each other.
In panel data random effect model and fixed effect model, we only discuss one case, that is, we only discuss random effect or fixed effect. It is also assumed that such single effect can be reflected in individuals and periods simultaneously.
Panel Data Stochastic Volatility Model
In the financial assets allocation and portfolio management, it is assumed that the excess logarithmic return rate of an investment portfolio composed of N financial assets is r t = (r 1t , r 2t , · · · , r N t ) , where r it (i = 1, 2, · · · , N, t = 1, · · · , T ) represents the excess logarithmic return rate of the financial asset i in the period t. 
where x it is the observable factor which affect the rate of return on financial assets. It can be an internal or external factor of the financial market.
where k is the number of influence factors. ξ i and η t are random effects of individuals and period. The rest influence of random variables on r it is reflected in the setting of error component terms. We mainly study individual effects. Assuming that the mean value of error component u it in time t is 0, µ ε = E(u t ) = 0, the conditional covariance matrix satisfies Σ t = diag(σ 2 1t , · · · , σ 2 N t ) and σ 2 it = exp(h it ). Furthermore, we assumed that the volatility equation of the panel data stochastic volatility model is
where α i0 is a scalar, u it and v it are independent each other, and both obey the normal distribution with mean 0, variance σ 2 iξ and σ 2 iη respectively. Since exponential transformation was carried out in advance for h it , it is used to satisfy the positive definiteness of variance covariance matrix Σ t . In order to satisfy the stationary of the time series at the same time, it is assumed that the regression parameter satisfies |α i1 | < 1, otherwise the higher-order lag term of the corresponding variable will be introduced. Model 
Panel Data Factor Stochastic Volatility Model
The explanatory variables of panel data stochastic volatility model ( here mainly considers how to use the statistical factor stochastic volatility model to reflect the influence of common shock on multiple assets. This common shock is represented by a common factor. After introducing the common factor, the panel data factor stochastic volatility model could be written as follows:
where, it is assumed that random error component is coincide with model (2.2). In fac-
represent common factor, the number of common factors is p, and p < N .
The conditional covariance structure of stochastic volatility term u it is consistent with panel data stochastic volatility model (2.1). In order to reflect the lag effect of common factors, i.e., the impact of continuous decay caused by the common shocks, which is similar to the multi-factor stochastic volatility model proposed by Jacquier et al. (1995) and Lopes and Carvalho (2007) .
It is assumed that the common factors of panel stochastic volatility model have the same evolution of stochastic volatility:
where, ε jt ∼ N (0, 1), w jt ∼ N (0, σ 2 w ), and the error terms are independent each other. So, with the process (2.4), for given q jt and any j = 1, · · · , p, it has E(f jt ) = 0 and V ar(f jt ) = exp(q jt ). For the common factor f t , there are: (f t |Q t ) ∼ N (0, Q t ), where Q t is the variancecovariance matrix of the common factor f t .So there are Q t = diag(exp(q 1t ), · · · , exp(q pt )) for the conditional variance, where q jt is given by the AR (1) process in equation (2.4) . In order to ensure the stationary of the sequence generated by the state process (2.4), it is assumed
Equations (2.3), (2.2) and (2.4) compose the panel data factor stochastic volatility model. Due to some restrictions have been applied to the factor loading and common factor in the process of factor decomposition, the estimation of panel data factor stochastic volatility model is more complex than the general panel stochastic volatility model. The estimation of each predictive variables and latent variables of model (2.2) -(2.4) need to be carried out simultaneously, and it is difficult to give closed-form solution. When the relevant iterative technology is adopted, many additional parameters will be generated, which will escalate the difficulty of model parameters estimation.
In the panel data factor stochastic volatility model, the high dimensional problem mainly come from the large number of parameters must be estimated in the process of conditional covariance matrix and factor decomposition. Although the statistical factors can reduce the dimension as the number of assets N is very large, the number of parameters generated from the model estimation may be far greater than the number of assets. In panel data factor stochastic volatility model (2.3), β i is a k dimensional column vector, and there are k × N covariate parameters in total. λ i and f t are p dimensional column vectors. Since the number of periods and the number of individuals are T and N respectively, under the condition of applying identification constraints, λ i and f t have p(p − 1)/2 and p(p + 1)/2 constraints respectively. f t is the latent factor, and there are still N p − (p 2 + p)/2 free parameters. The number of α i0 and α i1 in model (2.4) is equal to the total number of financial assets N . Both ϕ j0 and ϕ j1 in the model (2.4) are coefficients for the regression of AR (1), so each of them has p parameters to be estimated.
In the case of applying identification constraints, there are kN +N p−(p 2 +p)/2+2(N +p) parameters to be estimated in the whole panel data factor stochastic volatility model (2.2) -(2.4), N p − (p 2 + p)/2 of which are determined by factor decomposition. In this way, for the financial asset portfolio with the number of assets N = 40, the number of explanatory variables k = 3, and the number of factors p = 6, 431 model parameters are estimated after factoring coefficient is removed, which does not include the requirements for random error terms. So the higher dimensional problem can occur in any one of these k, N , T , p. In the following analysis, we should consider how to reasonably reduce the dimension, how to estimate and calculate the model parameters in the case of high dimension.
From the above analysis, it can be considered that the panel data stochastic volatility model is similar with the panel data factor stochastic volatility model, although they are different in form. In the following analysis, we mainly discuss panel data factor stochastic volatility model. In fact, many of the following results are also applicable to the analysis of the general panel data stochastic volatility model. Relatively, the research on panel data factor stochastic volatility model is more complicated, especially for the setting and estimation of high-dimensional parameters in the model, it needs some iterative algorithms and computing techniques. 
Preliminary Tact
The observable information of panel data factor stochastic volatility model can be divided into two parts. One part comes from the covariate (independent) variables x it , and another part comes from the predictor (dependent) variable r it . Denotes the information set I t−1 composed of observable historical records, the parameter to be estimated is
, and the conditional density function of the latent variable is p(ψ|ω, I t−1 ). While the observable variables and data are given, the conditional likelihood function of the parameters can be written as:
where, N (·|·) is the multivariate normal distribution. β i x it + λ i f t is the conditional mean function of r t . Ω t is its marginal condition covariance matrix, which can be written as:
Although the density function of multivariate normal distribution exists, its integral result hasn't explicit solution. And the conditional density function of latent variable ψ cannot be given. The likelihood function given by equation ( 
The invariant distribution of all variables and parameters will be a huge distribution family. We will use reasonable methods to decompose this large distribution family. When using Bayesian method to estimate parameters, hierarchical Bayesian method will be mainly used. Therefore, the distribution pattern of each parameter, the prior information of the distribution parameter and the setting of the posterior results are very important for the effectiveness of the estimation results. And the consistency of estimation results should be considered as much as possible at the same time. Because the latent variables in the model are all dynamic, and the structure of AR (1) process (2.2) and (2.4) is similar. Therefore, the dynamic correlation of potential variables will be estimated by the processing method of Figure 1 : Logical structure direction graphic for panel data factor stochastic volatility model All parameters and potential variables in the conditional density function (3.1) can be divided into three parts for discussion in the sampling simulation according to the three equations of the panel data factor stochastic volatility model. These three parts are the parameters and potential variables (
and the mean and variance of its random items, and (ϕ j0 , ϕ j1 ) in model (2.4) and the estimation of mean and variance of its random items. If subdivide it further,
and (h it ) can be sampled in blocks. In the corresponding posterior distribution, the distribution of each parameter or potential variable must be considered. When using hierarchical
Bayesian method for estimation, not only the specific distribution pattern should be studied, but also the corresponding distribution parameters should be considered. In this paper, after setting each posterior parameter, the corresponding algorithm implementation is mainly discussed.In order to reduce operation time, in the iterative calculation, the corresponding algorithm will be designed according to the three-step estimation of covariate coefficient, factor decomposition and dynamic linear model.The relationship between these three parts is shown in the simplified directed graphical model given in figure 1.
Latent Variable and Other Parameters Posterior Distribution Specification
The key problem for Bayesian estimation by block sampling is the partitioning of "blocks" and the setting of posterior distribution of each estimated parameter. In the panel data factor stochastic volatility model, according to the different types of estimated parameters and posterior distributions, the estimated parameters can be divided into four parts: independent variables' coefficient β i , factor loading λ i , common factor f t , latent variables h it and q jt in evolution of stochastic volatility. These four parts interact influence with each other.
Assuming that estimations for other blocks are given, the estimation of each block can be discussed. The priori and posteriori distribution types of each parameter detailed setting process are given in Fang & Zhang (2014) .
The setting of priori and posteriori distributions of β i
Assuming that there is no interaction effect between individuals. Then, the hierarchical priori of β i (i = 1, 2, · · · , N ) is extracted independently from the normal distribution, and its multivariate distribution can be set as follow:
And the priori distribution of its mean and inverse covariance matrix can be expressed as follows:
Correspondingly, the posteriori distribution pattern of β i and the corresponding parameter style are:
. M is the model error accuracy, and its setting will directly affect the relevant parameters estimation.
The setting of priori and posteriori distributions of λ i
To ensure the identification of parameters, assuming that the factor loading parameter λ i is a lower triangular matrix, i. e. λ ij = 0 ( i < j; i = 1, · · · , N ; j = 1, · · · , p ). The priori distribution of λ ij can be set as follows:
Where, 1(·) is the indicator function.
When i ≤ p,the posteriori distribution of λ i is
When i > p,the posteriori distribution of λ i is
It should be noted that the factor loading parameter λ i needs to be set with the f t jointly as below. The specific algorithm see the appendix.
The setting of priori and posteriori distributions of f t
The estimation of common factor f t and factor loading λ i needs to be carried out at same time. However, compared with factor loading, the setting of common factor is relatively simple.The posteriori distribution of f t in the panel data factor stochastic volatility model is related to the fixed effect parameters and the volatility equation. Its conditional density
x t , h it , q jt ) still subjects the normal distribution. Under the condition that the distribution of factor loading has been set, f t is assumed to follow the following p-dimensional normal distribution :
Combined with factor loading λ i , the posteriori distribution of f t is set as
where,
and Σ * is determined by identification conditional constraints. That is, choose the appro-
The conditional distribution of logarithmic error volatility vector h t is N -dimensional normal distribution. It can be set as
where, Σ ν is the variance-covariance matrix of the volatility equation. Since we assume that Σ ν and V h are both diagonal matrices, that is, there is no correlation between error terms and volatility terms. The volatility equation can be simplified as N independent univariate autoregressive processes conditions (Pitt and Shephard (1999) , Migon, Gamerman, Lopes and Ferreira (2005)). It could be decomposed into N independent Dynamic Linear Models (DLM). If these dynamic linear models are regarded as the evolution process, the priori, prediction and posteriori conditional distribution of the volatility term h t at time t can be expressed as:
The information set I t−1 is composed of the data set {r t , x t } and the derived parameter set
which is denoted as:
Since the volatility equation can be decomposed into N independent components, the priori distribution of logarithmic volatility h it can be set as follow:
The blocking movement method proposed by Chib et al. (2006) is adopted to the panel data factor stochastic volatility model. Denote h T = (h 1 , · · · , h T ) , both coefficient block and logarithmic fluctuation block are required to set the posterior conditional distribution in the blocking movement sampling method.
Given priori distribution (3.11), for coefficient α i and volatility variance σ 2 iη , the corresponding posteriori distribution is also normal -inverse Gamma distribution. In a hierarchical form, it can be expressed as follows:
The relationship between the priori distribution and the conjugate posteriori distribution of h t in equation (3.10) can be given by Bayesian rule.
MCMC Algorithm for Joint Parameters Estimation
For convenience to design the corresponding algorithm, we divide the parameters of the panel data factor stochastic volatility model into several blocks to estimation. According to the structure of the model, it is mainly divided into three parts. The first is the coefficient of the explanatory variable, which we call the joint parameter estimation. The second part is the factor decomposition part, including the common factor and factor loading estimation. The third block is the random error term and the corresponding stochastic volatility equation. The biggest advantage of Bayesian estimation is that we can constantly correct the relevant information through MCMC. Equation Because the error term of stochastic volatility model not only includes heteroscedasticity, but also includes sequence correlation. In order to facilitate the estimation of the joint parameter β i , combining Basu & Chib (2003) and Chib & Greenberg (1994) , we further assume that the variance covariance matrix is σ 2 i ϑ −1 i I N on the premise that there is individual heteroscedasticity and time correlation. σ 2 i is given in the following hierarchical form:
σ 2 i and δ σ are inverse Gamma and Gamma distribution respectively. The parameters of δ σ , ν σ and ν ϑ below are scale constants. It is assumed that the distribution of ϑ i is
The covariance matrix reflects the heteroscedasticity of error terms very well. The sequence correlation is also determined by the parameters (α i0 , α i1 ) and (ϕ j0 , ϕ j1 ) of the volatility equation and the parameters determining the autocorrelation are denoted as φ. The relevant algorithm can be determined by sampling in the following steps:
(1) 
And the conditional density function of π(φ) approximately subject to the multivariate t
Where,φ, V φ and ν φ are location (vector) parameters, scale (matrix) parameters and degrees of freedom respectively. The degree of freedom ν φ can be set to any constant greater than 1.The other two parametersφ and V φ will be estimated by using the Forward Filtering Backward Sampling (FFBS) algorithm in section 3.5 as below.
In the MCMC algorithm with joint parameter β i , σ i , φ and ϑ i are related to factorization results and the setting of volatility equation. (σ i is a parameter that reflects heteroscedasticity. φ and ϑ i are autocorrelation parameters). Therefore, when M-H algorithm is adopted for these parameters, it is necessary to combine volatility equation and factor decomposition results for iteration. This is the main difference between panel data factor stochastic volatility model and individual random effect panel data model in parameter estimation.
MCMC Algorithm for Factor Decomposition
The posteriori distribution of factor loading and common factor (factor score) is set as normal distribution. When using Bayesian rule to estimate the relevant parameters, Gibbs sampler is used to sampled the estimated parameters firstly. The sampling density of factor
The decomposition of common factors can be carried out simultaneously with the estimation of joint parameters, so the rest part of r t −β x t consists of the factorization term and the stochastic volatility term. When the identification constraints were applied, the number of factors loading λ i is N p + p(1 − p)/2. This becomes a rather high-dimensional problem in the parameter estimation process especially when the number of individuals is very large.
Chib, Nardari and Shephard (2006) proposed to use the t-distribution as the approximate distribution of p(λ i ) when set free elements of the alternative density of factor loading. This method is simpler than normal distribution parameter estimation and easier to deal with high dimensional problems. The influence of fixed effect on parameter setting should be mainly considered in the estimation of factor load matrix elements of panel factor stochastic volatility. It is assumed that the factor loading λ i subjects to the multiple t distribution The estimation process of common factor f t is very similar to factor loading. There is a multiplication relation among them, and the factor decomposition process of the factor stochastic volatility model reflects the unobservable factors of the explained variables. This must base on joint parameters estimation as well as consider the influence of volatility equation on the setting of random error component. The idiosyncratic variance part σ 2 λ of factor decomposition is the filtering of stochastic volatility terms.
When i ≤ p,the algorithm of free element λ ij in factor load matrix and corresponding common factor (score) can be determined by the following steps of sampling processes.
(1)
(3) Markov chain is constructed by M-H algorithm. The free elements λ * i are extracted from the multivariate normal distribution or the approximate multivariate t distribution of the setting parameters, and the current value is λ t−1 i , which will be chose by the following rules:
Extracting the new free elements λ * i based on above probability. If the value is rejected, the current value λ t−1 i is accepted as a node element of the Markov chain and iterated until the stationary distribution of each λ ij is obtained.
(4) According to the product form of the factor decomposition, the common factor is sampled from the given distribution as below:
Stepwise iterate until it converges.
When i > p, sampling algorithms for factor loading λ i and common factor f t can be set similarly. Compared with i ≤ p, the sampling distribution dimension of factor loading and common factor are different. For the high-dimensional factor model, the dimension of factor decomposition is decided by the purpose of dimensionality reduction.
Here, we mainly consider dimension reduction of the individuals. How to reduce the dimensions of multiple individuals to appropriate number of common factors and factor loading is not only related to the criteria for the selection of the number of common factors, but also closely related to the real examples. At the same time, the selection of the number of common factors also has an impact on the results of the algorithm.
FFBS Estimation of Dynamic Stochastic Volatility Equation
The panel data factor stochastic volatility model includes two volatility equations, namely, (1) processes of volatility terms. In order to realize the joint estimation both of them, we will deal with the model (2.2)-(2.4) in some form. These will be reflected in the following two aspects. Firstly, after the joint parameter estimation of the model is given by formula (3.14) in section 3.3,β i x it , the observable fixed design part at the right side of model ( 
Where, equation ( 
The joint distribution of implied volatility blocks are determined by the conditional distribution at time T . Therefore, the conditional distribution can be described as:
The last step of equation (3.20) is obtained from the backward property of Markov chain.
Here, h t conditional independent with h t+j (j > 1).
According to Bayesian formula, the distribution of (h t |h t+1 , Σ e , Σ ν , I t ) in formula (3.20) can be acquired from conditional transition probability density p(h t+1 |h t , Σ e , Σ ν , I t ) and
conditional probability density
and which satisfy
Where,
Full conditional sampling of h t is consisted of two steps: backward sampling in time and forward Kalman filtering. (h t |I T ) subject to the normal distributions. By Kalman filtering algorithm, the estimated values of mean m t and variance D t of (h t |I T ) can be obtained.
Since h t−1 and I t are independent each other, From Markov chain (h t−1 |h t ), there is (1) Kalman filtering was used to filter h t from conditional probability density p(h t |Σ e , Σ ν , I t ), and a series of distribution parameters and distribution density of h t were obtained ( t = 1, · · · , T − 1).
(2) The current update value h t of the state vector are sampled from the distribution have been given by the marginal density (3.21).
(3) h t−1 are sampled from the conditional probability density p(h t−1 |h t , Σ e , Σ ν , I t−1 ) by backward sampling, return to step (2) until t = 1 and complete the backward sampling process.
FFBS method includes two steps: forward filtering and backward sampling. The algorithm we proposed can take the advantage of the information until time t to predict h t .
The unobservable volatility term h t has sequence correlation, so, the estimation results ob- From the perspective of model fitting method and efficiency we mainly discuss four aspects, including the estimation accuracy, the robustness of the estimation results, the priori distribution and the influence of the initial value selection on the estimation results. In the simulation study, a set of models which are mimic the real application problems are constructed at first. For example, a portfolio of large financial assets which is consists of 20 to 40 financial assets. It includes not only observable factors but also unobservable factors about the price changes of financial assets. In order to study the estimation efficiency of joint estimation based on MCMC, the data generation process was designed according to Due to the high dimensional characteristics of the estimated parameters, the generation process of the explained variable r it is determined by these parameters. After setting the number of individuals, periods, covariables and common factors , the parameters or data sets that need to be generated randomly include: each free element λ ij of the factor loading matrix λ, the value of the covariates x it = (1, · · · , x kit ), covariates coefficient β i = (β i1 , · · · , β ik ), factor volatility coefficient (α i0 , α i1 ), stochastic volatility term coefficient (ϕ j0 , ϕ j1 ), random error terms v it and w jt . It is assumed that these parameters are independent of each other besides the correlations considered in the model setting.
The basic parameters of the DGP (data generation process) given in table 1 are set as follows:
(1) x it (There are k − 1 variables in addition to the constant terms): It is assumed that observable factors x 2it , · · · , and x kit all come from different normal distributions. Suppose that the a-th explanatory variable x ait is generated by a normal distribution with mean 2a and variance 2 a (a = 2, · · · , k ).
(2) β i : Here we discuss the individual random effect model, so that the coefficient of each explanatory variable changes with the individual. Suppose that for the individual i, the coefficients β i2 · · · , and β ik are obtained from the normal distribution. Without loss of generality, its mean and variance are assumed to be 0.06 and 0.009.
(3) λ ij : For any i = 1, 2, · · · , N ; j = 1, 2, · · · , p, we assumed λ ij ∼ N (0.8, 0.1).
(4) (α i0 , α i1 ): For any i = 1, 2, · · · , N , there is α i0 ∼ N (0.08, 0.01). α i1 comes from rescaled Beta distribution with mean 0.85 and variance 0.25. (11) f t : The factor volatility term is generated by f jt = exp(q jt /2)ε jt , where ε jt ∼ N (0, 1).
From steps (1) -(11) of the DGP, multivariate time series {r it }(i = 1, · · · , N ) with length T can be generated. Our purpose is to establish the panel data factor stochastic volatility model to estimate the model through the algorithm designed above and validate the estimation efficiency and fitting effect. Bayesian estimation of high dimensional factor model also needs to consider priori distribution. Assuming that the priori distribution parameters are independent of each other, in order to improve the fitting effect, the basic settings of the priori distribution are set as follows:
The joint parameters β ij ∼ N (0.02, 0.04). We do not consider the difference between sampling by column and sampling by row in here. Free elements of factor loading λ ij ∼ N (0.9, 0.1). α i0 and ϕ j0 are subject to the normal distribution N (−0.04, 0.01). From Chib et al. (2006) , it is assumed that α i1 = 2α * i1 −1 and ϕ j1 = 2ϕ * j1 −1, where α * i1 ∼ Beta(0.85, 0.2) and ϕ * j1 ∼ Beta(0.9, 0.25). If there involve in degrees of freedom, it is assumed that the degrees of freedom come from the uniform distribution of lattice points (7, 10, 13, 16, 19, 22, 25, 30) .
Other parameters are set according to the estimation of model (2.2) -(2.3).
In the process of estimation, how to combine factor decomposition, FFBS algorithm and joint parameter estimation must be considered. The interaction of each system of equations in the estimation process should be considered either. Since the factorization process is only an in-depth analysis of unobservable factors, and FFBS algorithm takes into account the generation process of latent variables. So, the filtering process in the forward prediction is closely related to the factor decomposition process. There is also a nested relationship between the generation of potential fluctuation term h it and factor fluctuation term q jt and the estimation of joint parameters. To clarify the relationship between the three, the follow steps must be obeyed: observable factors deal with before non-observable factors;
Component decomposition was carried out before dynamic linear model estimation. Due to many factors must be considered, the results of model estimation are very complex.
Here, we only report the estimated results which can describe the fluctuation characteristics of explanatory variables and the estimation of coefficient of explanatory variables. In the process of computing, without special explanation, the sampling run times of MCMC are 12,000 times. The first 2,000 were discarded as burn in processes and the last 10,000 were retained for inference.
The three components of panel data factor stochastic volatility model need to be estimated jointly. The estimation results of any part will affect the other two parts at the same time. In order to verify the estimation effect of the joint estimation algorithm, we study it in four main parts, which are the factor loading, the implied volatility terms, the score of the common factor, and the coefficient of the covariates. The implied volatility terms include factor volatility and random volatility. The following simulation results are mainly from simulation model M 1. The results of other models are similar to this. When comparison is needed, the results of other models are given simultaneously.
The estimation of factor loading λ ij is related to choice the number of factors. In simulation model M 1, the number of individuals is 10 and the observation period is 200. According to the ICp criterion proposed by Bai and Ng (2002) , the number of common factors is 3, and the factor loading matrix Λ is 10 rows and 3 columns. In 10,000 effective simulations, the average factor loading corresponding to the three common factors are calculated respec- Compared with the initial value of the data generation process, the location parameter has some deviation. The relationship between the setting of hierarchical parameters and the final estimation results can be explored in future. The effective estimator of factor loading can be generated by the above simulation algorithm in the same time.
Since the generation mechanism is same, the estimation process of stochastic volatility term h t and factor volatility term q t are related to the factor decomposition processes and In order to compare the difference between the real factor score and the factor score calculated from the estimated value, the individual average method is used to calculate the estimation of the common factor score.f t represents the common factor individual average score, there
The individual average of the real factor score is calculated by the same method of estimation factor score and the comparison of their results are shown in figure 4 . The left graph of figure   4 shows the fitting effect of the real factor score and estimated results of 200 observations.
The center graph is the scatter plot of them. The true factor score is on the horizontal axis, and the fitting factor score is on the vertical axis. The results fall on the diagonal line exactly which indicate the fitting effect is pretty well. The graph on the right shows the autocorrelogram of the factor score fitting results. Due to AR (1) process have been added to the stochastic volatility effect, the high-order autocorrelation of factor score items is not obvious. Figure 3 shows that the joint method of filtering and sampling is effective in estimation the latent factor volatility.
The effect of the joint estimation algorithm is reflected not only by the fitting effect of latent fluctuation term and factor error term but also by the fitting effect of intercept term and autoregressive term coefficient of the AR (1) process in the volatility equation. In the data generation process of factor volatility equation, the constant term α i0 and slope term α i1 are set as 0.08 and 0.85 respectively. It can be seen from the simulation process that α i1 is closer to 1 as soon as α i0 is closer to 0, which show the goodness fitting effect, and this In the panel data factor stochastic volatility model, the influence of various observable factors on the explained variables is related to covariates and individuals. In the process of joint estimation, the coefficients of covariates are estimated by the hierarchical Bayesian estimation method of panel data random coefficient model, and each model is assumed to have intercept terms. In the MCMC algorithm, the 10,000 times iteration is run after burn in process. The simulation was repeated 1000 times to obtain the estimation results of The internet finance companies have only been growing rapidly in recent years, for the sake of comparative analysis, we selected 10 listed companies from the three classes of internet finance companies as defined earlier. Because the state-owned commercial banks in China are very big, we selected 10 regional commercial listed banks from the public banking company.
In China, regional commercial banks refer to banking financial institutions whose business area is subject to region restrictions. All of these listed companies come from Shenzhen 
The method mentioned in here is used to estimate the model (5.1) together with the factor panel stochastic volatility model (2.2) -(2.4). According to the method proposed by Bai and Ng (2002) , three common factors were selected. The estimated results of factor loading and individual random effects are shown in table 3 and table 4 respectively.   From table 3 , internet financial listed companies and traditional financial listed companies have obvious differences in factor loading. Among them, internet financial listed companies are generally higher loading on the first common factor, while traditional financial listed companies are higher loading on the second common factor. Since the common factors represents the common shocks or the common influencing factors on a group of stocks, it shows that the influencing factors of these two classes of financial companies are completely different, or they have different resources. On the other hand, traditional financial listed companies have both positive and negative factor loadings on the three factor loads, indicating that their impact directions are not completely consistent. However, the sign of listed internet financial companies are all positive in the first factor loading and the second factor loading, and all negative in the third factor load. That shows obvious consistency. In conclusion, the transactions of these two classes of financial listed companies show obvious behavioral characteristics, which verify that there is indeed a significant difference between their internal and external influences factors. Since all explanatory variables have been standardized, the coefficients of each explanatory variable are mainly used for the comparative analysis of the two classes of listed companies.
As it can be seen from table 4, the coefficient estimation results of stock circulation market value have a relatively high significance level, and all of them are significance at the significance level of 10%. These observable factors had no significant difference in the effect on the two classes of stocks. Except the bank of Shanghai (601229), there is a significant positive correlation between the current market value of the two classes of stocks and the stock return.
It shows that listed companies with larger current market value show more obvious positive return in the observation period. There is no consistency between the influence of trading volume and trading amount on the return of the two classes of companies. However, except for the bank of Nanjing (601009), most stock trading volume and transaction amount are inversely correlation to stock return. It shows that there are different market performances between high price stocks and low price stocks. 
Conclusions and Further Research
The joint estimation method of panel data factor stochastic volatility model mentioned in here is mainly multivariate FFBS algorithm based on block sampling. Other methods can also be tried to apply to the estimation of such models. Such as the generalized moment method which is widely used in the multivariate stochastic volatility model, quasi-maximum likelihood estimation, simulated maximum likelihood, important sampling technique and other estimation methods which have been successfully applied to univariate and multivariate stochastic volatility models. Other filtering algorithms combining MCMC with Kalman filtering and particle filtering can also be considered. If the high-frequency data are analyzed, the reflection of jump, microstructure noise and realized volatility in the model and the corresponding estimation method should also be considered in the model design.
The empirical study shows that the factor stochastic volatility model, which considers the observable factors inside the market and the unobservable factors outside the market.
This model can not only reflect the impact of common shocks on the same class of stocks, but also analyze the differences between different classes of stocks. In here, the Forward In addition to the model test mentioned in the previous analysis process, panel data stochastic volatility model diagnosis is also a field that can be studied in the future. Pitt z t = c t + b iht + e t (6.1)
Since the unobservable factor b i are uncorrelated with time variables, let h t = b iht , assume that h * t−1 = (1, h t−1 ), the model (3.18) and (3.19 ) will be obtained. To predict the implicit volatility block, in model (3.20) , neglecting the known parameters and data information, its conditional probability density is π(h|I T ) = p(h T |I T ) T t=1 p(h t |h t+1 , I t ) (6.2)
Information set I t and I T have given as above.
Since p(h T −1 , h T |I T ) = p(h T |I T )p(h T −1 |h T , I T ) (6.
3)
The backward sampling process of (6.2) can be written as:
The estimation of high dimensional implicit volatility term h t include 2 steps: forward filtering and backward sampling.
(1) Forward Filtering
To use the information which collect at timing t to predict the state of future timing, adding the state variables h t+1 at timing t + 1 to the state equation (6.3), full conditional density of joint states can be written as: p(h t−1 , h t , h t+1 |I t ) = p(h t−1 , h t |I t )p(h t+1 |h t−1 , h t , I t ) (6.5)
The I t includes full information of model parameters and data of I T . From the property of Markov chains, we have p(h t+1 |h t−1 , h t , I t ) = p(h t+1 |h t , I t ) = p(h t+1 |h t ) (6.6)
The RHS first term of equation (6.5) can be written as p(h t−1 , h t |I t ) = p(h t−1 |h t , I t )p(h t |I t ) (6.7)
Where, p(h t−1 |h t , I t ) = p(h t−1 |h t , I t−1 , z t ) = p(h t−1 |h t , I t−1 ) (6.8)
The existence of last step of (6.8) because of h t−1 and z t are conditional independence.
Combining with (6.5)-(6.8), we have p(h t , h t+1 |I t ) = p(h t |I t )p(h t+1 |h t ) (6.9)
After introducing the information of parameters and data at timing t + 1, (6.9) evolved into a renewal process. At this point, forward filtering algorithm of state equation (3.19) realized by transfer rule (3.20) , where the prediction result of implied volatility h t will obtain gradually.
(2) Backward Sampling
The backward sampling process of equation (6.4) is designed to smooth the state variables, from the Markov chains property, we have p(h t |h t+1 , · · · , h T , I T ) = p(h t |h t+1 , I T +1 , I T ) = p(h t |h t+1 , I T +1 ) (6.12)
On the other hand p(h t−1 , h t , z t |h t+1 , z t+1 , I t+1 ) = p(h t−1 , h t , z t |h t+1 , z t+1 ) (6.13)
In order to realize the posterior joint sampling, considering that the joint distribution of (h t−1 , h t ) is the multivariate normal distribution, the block sampling of the implied volatility term can be extracted from the distribution of (6.11). 
