Since the 1980s, much progress has been done in completely determining which functions share a Julia set. The polynomial case was completely solved in 1995, and it was shown that the symmetries of the Julia set play a central role in answering this question. The rational case remains open, but it was already shown to be much more complex than the polynomial one. Here, we offer partial extensions to Beardon's results on the symmetry group of Julia sets, and discuss them in the context of singularly perturbed maps.
Introduction
In complex dynamics, the problem of finding maps with the same Julia set goes back to Julia himself [1] . During the 1980s and early 1990s, a complete description for the polynomial case was obtained through the efforts of Baker, Eremenko, Beardon, Steinmetz and others [2, 3, 4, 5] . The culmination of this work is the following theorem: given any Julia set J for a non-exceptional polynomial, there exists a polynomial P such that the set of all polynomials with Julia set J is given by P(J) = {σ • P n : n ≥ 1 and σ ∈ Σ J },
where Σ J denotes the set of symmetries of J -that is, the set of all complex-analytic isometries of C preserving J.
A rational function is exceptional if it is conformally conjugate to a power map, a Chebyshev polynomial or a Lattès map. This result highlights the importance of the group of symmetries for the Julia set of polynomials; it completely determines which polynomials share that Julia set.
The generalisation to rational maps, however, is not completely understood yet. Levin and Przytycki proved in 1997 that -for a large class of rational functions -having the same Julia set is equivalent to having the same measure of maximal entropy [6] , while Ye proved that the characterisation given by (1) is not possible even for non-exceptional rational maps [7] . Here, we prove some partial extensions to Beardon's results on the symmetry group of Julia sets. We apply these results to obtain a complete description of the symmetries for maps of the form z → z m + λ/z d , previously studied by McMullen, Devaney and others [8, 9] .
Results
Since rational functions are not holomorphic throughout all of C, as is the case for polynomials, it is natural to consider them as analytic endomorphisms of the Riemann sphere C = C ∪ {∞}. Therefore, our set of possible symmetries shall be the set of analytic isometries of C Proof. If J(R) = C, then every isometry of the Riemann sphere preserves J(R). Hence, Σ(R) is I( C), which is a closed group, and the conclusion follows.
If J(R) = C, we cannot have Σ(R) = I( C). Thus, we take σ ∈ I( C) \ Σ(R). We know that there exists some
which is an open set. Therefore, there must be a neighbourhood U of σ(z) that does not intersect J(R). Since C is a homogeneous space, this yields a neighbourhood V ⊂ I( C) of the identity such that µσ / ∈ Σ(R) for every µ ∈ V . By continuity of the group operations, V σ is a neighbourhood of σ which does not intersect Σ(R), and thus I(
Though simple, this results has crucial consequences. Firstly, as a closed subset of a compact set, we get that Σ(R) is compact; secondly, by Cartan's closed subgroup theorem, it follows that Σ(R) is a Lie subgroup of I( C). Hence, we obtain our first serious restriction on Σ(R). Theorem 2.2. For a rational map R, Σ(R) is (isomorphic to) one of:
(i) The trivial group;
(ii) A group of roots of unity;
(iii) A dihedral group generated by a root of unity z → e 2πi/k z and an inversion z → 1/z;
(iv) The orientation-preserving symmetries of a regular tetrahedron, octahedron or icosahedron;
(v) S[O(1) × O(2)] -i.e., the group of isometries of the form z → e iθ z and z → e iθ /z for any θ ∈ [0, 2π);
(vi) All isometries of the Riemann sphere.
Proof. We note that there is little to be done in cases (i) and (vi) from a symmetry point of view. Although their dynamics may be interesting -case (vi), for instance, are the Lattès maps -, we assume now that Σ(R) is neither trivial nor all of I( C).
The first distinction we must make is between a discrete and a continuous symmetry group. In the former, Σ(R) must be a discrete Lie group, and -since I( C) is compact -this implies that it is finite. The classification of finite subgroups of SO(3) in [10] then gives us cases (ii) through (iv).
For continuous symmetry groups, we must study the Lie subgroups of I( C). Take, then, the connected component H of Σ(R) containing the identity -which must be a Lie subgroup of I( C) with an associated Lie subalgebra h ⊂ i( C).
Since i( C) so(3) R 3 , where the Lie algebra structure is given by the vector product, it follows that the only proper non-trivial Lie subalgebras of i( C) are one-dimensional, and thus H is a one-dimensional Lie subgroup of I( C). Now, every one-dimensional Lie group admits a parametrization using the Lie exponential. Therefore, we write
, which has as associated vector field X : T C → T C -called the action field of H -given by
By the hairy ball theorem, there exists z 0 ∈ C such that X(z 0 ) = 0; this point satisfies φ(t, z 0 ) = z 0 for all t, and so it is fixed by every σ ∈ H. As every isometry of C has exactly two antipodal fixed points, it follows that z 0 's antipode is also fixed by the action of H. Conjugating the Riemann sphere by an isometry such that z 0 = 0, we conclude that H is conjugate to
Now, take a z ∈ J(R) that is not fixed by the action of H. Its orbit must be a circle, and so J(R) is a collection of circles -either a single circle or an uncountable amount of them. In the former case, Σ(R) are the symmetries of a circle, so its elements are either of the form z → e iθ z or z → e iθ /z. Furthermore, Eremenko and van Strien [11] showed that either R or R 2 must be a Blaschke product. In the latter, the smoothness of each connected component of J(R) implies that all multipliers of repelling periodic orbits are real [12, 11] and, still following Emerenko and van Strien, this implies that J(R) is contained in a single circle -and therefore is a single circle. We fall back to the previous case, and we are done. Now, we need conditions that allow us to choose, among all these possible geometries, which one corresponds to a given rational map R. We offer a sufficient condition and a necessary one; Ye's results suggest that complete characterisations, like for polynomials, are not possible. Our necessary condition even allows us to specify a value for k in Proposition 1, albeit in a very specific situation. . Furthermore, since σ is a symmetry of J(R) and an isometry of C, we get that f σ = f , which means that there is a neighbourhood V of z 0 that is forward-invariant under both R and σ and which is contained in U , so that Φ maps it into a circle B(0; δ) and conjugates R to z m . Now, consider the functions σ = ΦσΦ −1 : V → V and R = ΦRΦ −1 : V → V . We already know that R(z) = z m ; now, notice that σ is an automorphism of B(0, δ), and thus it is an isometry of the hyperbolic metric on B(0; δ). Since it also fixes 0, it follows that it is of the form σ(z) = e iθ z. Therefore, R σ(z) = (e iθ z) m = e i(mθ) z m = σ m R(z), and so Rσ = σ m R.
In Figure 1 , we show examples of Julia sets with finite, non-trivial symmetry groups. Figure 1a is the Julia set for the Newton map of the polynomial z → z 3 + 1, and Figure 1b corresponds to the map z → z 2 + 1/z 2 . The latter belongs to a family which shall be discussed in further details in section 3.
Finally, a known application of symmetries of a Julia set is in the description of all polynomials that share a Julia set [5] . Although Ye's results provide an example where the simple criterion for polynomials fails for rational maps, we can nevertheless offer a sufficient condition involving symmetries. Proof. One of the assertions follows directly from the complete invariance of the Julia set. To prove the converse, we recall that J(S) is characterised as the minimal closed set with more than three points which is completely invariant under S, hence J(R) ⊂ J(S). Now, suppose that E = J(R) \ J(S) is non-empty. Take z ∈ J(S) and a neighbourhood U of z satisfying U ∩ E = ∅. Then, k≥0 S k (U ) ⊂ C \ E by the complete invariance of J(R), which is a contradiction since E, being the difference between two perfect sets, is itself perfect and thus contains more than two points. For σ ∈ I( C), we can apply the lemma above with S = Rσ to conclude that σ ∈ Σ(R) ⇔ J(Rσ) = J(R), and again with S = σR to obtain σ ∈ Σ(R) ⇔ J(σR) = J(R). We are now in a position to prove the following. Proposition 3. Let R and S be rational maps of degree ≥ 2 such that RS = σSR for some σ ∈ Σ(R). Then, R and S have the same Julia set.
Proof. We shall prove that, under the hypotheses of the theorem, F (R) is completely invariant under S. Since both are surjective on C, it suffices to prove that it is backward invariant, i.e.,
Firstly, notice that, for all k ≥ 1, we obtain by induction that SR k = (σR) k S. Now, let M be a Lipschitz constant for S in the spherical metric. For z ∈ F (R), the definition of the Fatou set means that {R k } k≥1 is normal, and therefore equicontinuous by the Arzelá-Ascoli theorem, at z. As such, for any , there exists a neighbourhood U of z such that diam R k (U ) < /M for every k ≥ 1. Since σ is an isometry of the Riemann sphere, we have:
This tells us that {(σR) k } k≥1 is equicontinuous on S(U ), and thus S(z) ∈ F (σR) = F (R). Therefore, 
Applications
We apply these results to the families of singularly perturbed maps, also called McMullen maps. These are rational functions of the form R λ (z) = z m + λ z d for m ≥ 2, d ≥ 1 and λ ∈ C. They have been previously studied by McMullen [8] , Devaney and others [9] , who have already exploited particular Möbius functions that preserve J(R λ ). We provide a way to determine all isometries of C that do so. Theorem 3.1. The Julia set of R λ has the following symmetries:
(i) z → e iθ z ±1 for any θ ∈ R, if λ = 0;
(ii) z → µz ±1 , where µ m+d = 1, if m = d and |λ| = 1;
(iii) z → µz, where µ m+d = 1, otherwise.
Proof. The case λ = 0 reduces to R 0 (z) = z m , and its Julia set is a circle; hence (i) follows. Now, if λ = 0, we start with the symmetries fixing infinity. Let σ(z) = µz, where µ m+d = 1. We have: First, we invoke Theorem 2.2: since Σ(R λ ) only admits certain structures, any symmetry group that properly contains {z → νz : ν m+d = 1} as a subgroup must also contain a symmetry of the form σ(z) = µ/z with |µ| = 1. Now, we call upon results from potential theory which can be found in [13] . Let g 0 (z, 0) and g ∞ (z, ∞) denote the Green's functions for the connected components of F (R λ ) containing 0 and ∞, respectively. Since conformal mappings send Green's functions to Green's functions, we have that dg ∞ [σ(z), ∞] = g ∞ [R(z), ∞] for z in a neighbourhood of 0 by the uniqueness of the Green's function for a domain. Therefore, d log |Φσ(z)| = log |ΦR(z)|, where Φ is the Böttcher function for R; hence, µ z + a 0 + · · · d = α z m + λ z d + · · · , where |α| = 1. Comparing the coefficients in the series expansion, we conclude that m = d and, simultaneously, µ = αλ. Since |µ| = |α| = 1, it follows that |λ = 1 and we are done.
