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Resumen Se formula y estudia la paradoja del examen sorpresa para n
d´ıas como juego de suma cero entre dos jugadores, el docente y el alumno,
considerando los costos de estudio por d´ıa y el costo que representa el
ser examinado en forma imprevista, permitiendo que el docente pueda
tomar el examen cualquiera de los n d´ıas o incluso ninguno de ellos, y
que el alumno pueda elegir para estudio cualquier subconjunto de esos
n d´ıas (desde ninguno hasta todos). Calculamos el valor mixto de este
juego en funcio´n del nu´mero de d´ıas y del costo de la posible sorpresa, y
analizamos el rol de esta sorpresa como determinante para la eliminacio´n
de estrategias.
Keywords: juego · valor · examen sorpresa.
1. Introduccio´n
Estudiamos una generalizacio´n de la paradoja del examen sorpresa [5,7,17]
para n d´ıas (2 ≤ n ≤ ∞) formulada como un juego matricial finito para dos
jugadores con informacio´n imperfecta y suma cero [2,3,15,16,19]. Esta conocida
paradoja originalmente se plantea del siguiente modo. Un docente anuncia a un
alumno que le va a tomar un examen sorpresa durante uno de los pro´ximos n
d´ıas, en el sentido de que el alumno no podra´ saber (determinar, demostrar)
antes del examen cua´ndo va a ser este tomado. Dicho esto, el alumno razona en
forma individual del siguiente modo: no puede ser tomado el u´ltimo d´ıa, porque
ya lo sabr´ıa a la noche del d´ıa anterior y no ser´ıa una sorpresa; quedando as´ı
descartado este d´ıa. Del mismo modo no puede tomarlo el d´ıa anterior al u´ltimo
porque ya lo sabr´ıa en la noche del d´ıa previo, descarta´ndolo igualmente, y as´ı
continu´a descartando el resto de los n d´ıas, y concluyendo que no puede haber
tal examen. (La paradoja puede continuarse con que, despue´s de esto, el docente
finalmente le toma el examen uno de esos d´ıas, resultando por cierto una sorpresa
ya que el estudiante hab´ıa descartado todos los d´ıas.) Uno podr´ıa, ingenuamente,
concluir que la explicacio´n que resuelve la paradoja es sencillamente que no
hay posibilidad de tomar un examen sorpresa, pero esto no es realmente as´ı,
aceptando el hecho de que las sorpresas son factibles en este y otros terrenos,
SIIIO, Simposio Argentino de Informática Industrial e Investigación Operativa
48JAIIO - SIIIO - ISSN: 2618-3277 - Página 129
2 A. Arbiser
aun cuando es anunciada con anterioridad - esta modalidad de examen de hecho
puede darse en la realidad1.
Hubo varias formulaciones de esta paradoja a lo largo de ma´s de 60 an˜os
[5] con sus consiguientes resoluciones, algunas controvertidas o que escapan a la
esencia de la verdadera paradoja. Existe discusio´n en torno a cua´l es el verdadero
problema a resolver, as´ı como de la esencia de la nocio´n de “sorpresa”. Los
tratamientos existentes ba´sicamente se enmarcan en dos escuelas: la episte´mica,
que considera propiedades (a veces, axiomas) sobre el conocimiento, y la logicista
o racionalista, que utiliza en los argumentos el concepto de prueba o consistencia
a lo largo del desarrollo [4,9,10,17,18], y en una posicio´n intermedia hallamos
trabajos ma´s recientes que tienen en cuenta los juegos psicolo´gicos [6,8,13]. Tan
so´lo una de las formas de explicar la paradoja sugiere que el profesor podr´ıa
mentir, es decir, no hay por que´ creerle, lo cual le estar´ıa quitando valor al
anuncio que hace. Pero, aun con esta simplificacio´n tan catego´rica, hay discusio´n
en cuanto a cua´l es el error en el razonamiento del alumno. Por otro lado, tiene
sentido el ana´lisis para estudiar la conveniencia de las distintas acciones del
estudiante y del docente en el contexto presentado.
Nuestro objetivo es introducir una formulacio´n de la paradoja del examen
sorpresa, para n d´ıas, en forma de juego de informacio´n imperfecta de suma
cero para dos jugadores, desde un punto de vista prescriptivo, incorporando
un costo de estudio diario y otro (generalmente mayor) por ser examinado un
d´ıa no previsto. De este modo, aceptando que a priori la nocio´n de sorpresa
aparece entrelazada dentro del mismo razonamiento del alumno y del docente,
“resolveremos” la paradoja en el sentido de encontrar estrategias o´ptimas para
el docente y para el alumno. Esto es, los equilibrios mixtos del juego y su valor
mixto.
El presente ana´lisis sigue un camino distinto de los propuestos con anteriori-
dad. Hasta donde nuestra informacio´n indica, todos los tratamientos como juego
matricial part´ıan del hecho de que la decisio´n del docente se limita simplemente
a tomar o no tomar el examen [5,6,8,13], mientras que el objetivo de los alumnos
es (tan so´lo) la posibilidad de preverlo, es decir “adivinar” si se toma o no, ya
sea como estrategia pura o mixta, concluyendo luego sobre el valor del juego
resultante. Adema´s, la mayor´ıa de los trabajos estudia el caso para n = 2 o 3
d´ıas, esto es, un valor acotado. Nosotros ampliamos la informacio´n disponible,
teniendo en cuenta el costo de estudio por d´ıa, un nu´mero que indica el factor
sorpresa, esto es, el costo para el alumno de ser examinado un d´ıa para el cual
no estudio´, y la posibilidad de que el alumno elija un subconjunto cualquiera de
d´ıas de estudio entre n d´ıas (sin limitarse a una mera previsio´n del examen a lo
largo de los distintos d´ıas), a la vez que abordamos la variacio´n que incluye la
posibilidad de que no se tome nunca el examen. Estudiamos finalmente el caso
de un per´ıodo de tiempo infinito haciendo variar el factor sorpresa linealmente
con el nu´mero de d´ıas.
1 Al menos tiempo atra´s, en la educacio´n media, eran habituales y muy temidos por
varios estudiantes.
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1.1. Preliminares
Partimos de las siguientes definiciones que son esta´ndar de la teor´ıa de juegos
[2,3,11,12,14,15,16,19]. Representamos un juego finito o infinito numerable de
suma cero para dos jugadores con una matriz A de m × n nu´meros reales. Las
filas representan las decisiones del jugador max y las columnas las del jugador
min. El mecanismo consiste en que el jugador max elige una fila, a la vez que
el jugador min elige una columna - cada uno toma su decisio´n sin conocer la
decisio´n del otro. Los elementos de la matriz representan el pago del jugador
min al jugador max, en cada caso de eleccio´n de fila-columna; esto es, si max
elige la fila i y min elige la columna j, max ganara´ ai,j puntos/pesos a la vez que
min perdera´ esa cantidad. Naturalmente, valores negativos indican que el pago
y cobro se revierten (max pagara´ a min si ai,j < 0). El valor inferior de A es
min1≤j≤nmax1≤i≤mai,j y el valor superior de A es max1≤i≤mmin1≤j≤nai,j . Si
ambos valores coinciden, esa cantidad se llama el valor del juego. Una estrategia
dominada para el jugador max es una fila i tal que exista otra fila i′ con ai′,j ≥
ai,j para 1 ≤ j ≤ n; y ana´logamente se define esta nocio´n para el jugador min
mediante columnas y la otra desigualdad. Un equilibrio de Nash puro es un
elemento (y posicio´n) de la matriz (ai,j) que sea ma´ximo por filas y mı´nimo por
columnas, en el sentido amplio; es decir ai,k ≥ ai,j ≥ ar,j para todo 1 ≤ k ≤ m,
1 ≤ r ≤ n. Un equilibrio de Nash puro estricto es un elemento (y posicio´n)
ai,j tal que ai,k > ai,j > ar,j para todo 1 ≤ k ≤ m, 1 ≤ r ≤ n. Cuando una
estrategia conjunta es un equilibrio puro, en ella cada una de las dos estrategias
individuales constituye una mejor respuesta a la estrategia individual del otro
jugador. Cuando un juego no tiene valor puro, se complican las decisiones y
aparecen criterios que pueden pretender juzgar el comportamiento o medir la
racionalidad del oponente, ya sea en el a´mbito de los juegos cooperativos o no
cooperativos. En estos casos el juego resulta ma´s significativo cuando se compite
una cierta cantidad de veces (finita o no), ya que las decisiones pueden depender
de resultados anteriores, los que dan a cada jugador indicios del comportamiento
del oponente, para futuras decisiones (en el mismo juego o incluso en otros
en que ambos participen posteriormente). Un equilibrio de Nash mixto es un
equilibrio puro en el juego que resulta de sustituir los conjuntos de estrategias
de cada jugador por sus conjuntos de respectivas distribuciones de probabilidad.
As´ı, cada jugador elige una de dichas (infinitas) funciones, con el mecanismo
indicado, y el pago se calcula como el valor esperado de la estrategia conjunta
que resulta de ambas decisiones.
2. Forma de juego matricial y resultados preliminares
Nuestra formulacio´n sera´ como juego finito, en el cual se preve´ que el docente
tome el examen un u´nico d´ıa en una semana de n d´ıas, y que el alumno pueda
de antemano planificar el estudio para un subconjunto cualquiera de esos n d´ıas
(incluso todos o ninguno de estos). Ma´s adelante agregaremos el caso de que el
docente tenga adema´s la opcio´n de no tomar nunca el examen.
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Sea s > 0 el factor sorpresa (precio que paga el alumno si le toman el examen
un d´ıa para el que no estudio´). Sea bi el costo de estudio para el d´ıa i-e´simo,
para i = 1, 2, . . . , n. Ma´s abajo los consideraremos constantes para todo i, no
obstante esto lo que prevalece es que, a medida en que pasan los d´ıas, el costo
de estudio se acumula, hacie´ndose por ende cada vez (linealmente) mayor.
Queda planteado de este modo una familia de juegos finitos de suma cero, en
donde el jugador I o alumno elige una fila, que representa un subconjunto de d´ıas
en que estudia; este jugador busca el valor ma´ximo; mientras que el jugador II o
docente elige una columna, que representa un d´ıa en que toma el examen; este
jugador busca el valor mı´nimo. Por consiguiente, la matriz de pagos esta´ dada
por An(C, k) = −
∑k
i=1,i∈C bi−sχk(C) para todo C ⊆ {1, 2, . . . , n} y 1 ≤ k ≤ n,
donde χk(C) = 1 si k /∈ C, 0 si k ∈ C.
En honor a una situacio´n realista, el estudiante interrumpe el estudio una
vez rendido el examen, es decir que los costos para e´l tienen en cuenta los d´ıas
de estudio hasta el d´ıa en que rinde el examen y no los d´ıas subsiguientes, haya
o no haya planificado estudiar en ellos. Si bien el orden entre las filas y el orden
entre las columnas son irrelevantes en un juego dado en forma matricial, para
los resultados que siguen hace falta suponer las filas de An ordenadas, lo que
haremos usando la numeracio´n binaria caracter´ıstica de los subconjuntos de d´ıas
(desde el vac´ıo hasta todos los n d´ıas).
Dada A una matriz y a un nu´mero real, sea na(A) la cantidad de apariciones
de a entre los elementos de A. Para costos bi unitarios, la distribucio´n los distintos
elementos −1,−2, . . . ,−s− n+ 1 en A esta´ dada por la
Proposicio´n 1 Si s > n ≥ 1 y para todo 1 ≤ i ≤ n, bi = 1, entonces
n−j(An) = n1−s−j(An) =
∑n−j
k=0
(
n
k
)
para 1 ≤ j ≤ n i.e., una suma de coeficien-
tes binomiales consecutivos. En particular, n−1(An) = n−s(An) = 2n−1 − 1.
uunionsq
Lo siguiente que se advierte en la matriz para n d´ıas con la numeracio´n de
filas indicada es
Lema 1 Para todo n, si s > bi para todo i = 1, . . . , n, entonces, en An
1. cada fila impar esta´ dominada por la fila siguiente
2. no hay ma´s filas ni columnas dominadas fuera del caso (1).
uunionsq
Esto se traduce en el hecho de que, si la sorpresa tiene un costo suficien-
temente grande, “el planear estudiar cierto conjunto de d´ıas que no incluya el
u´ltimo siempre es peor que planear estudiar ese mismo conjunto de d´ıas inclu-
yendo el u´ltimo”. En la numeracio´n representa el cambio de 0 a 1 del d´ıgito de
las unidades. As´ı, la dimensio´n de la matriz relevante/reducida es 2n−1×n. Por
simplicidad llamaremos directamente An a esta matriz simplificada, para n d´ıas.
Proposicio´n 2 Para todo n, si s > bi > 0 para i = 1, . . . , n, entonces An
no tiene equilibrios de Nash puros, mientras que si bi = 1 para i = 1, . . . , n,
entonces:
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Si s = 1, los equilibrios de Nash puros de An son todos los elementos de las
filas 1 y 2.
Si 0 ≤ s < 1, los equilibrios de Nash puros de An son todos los elementos de
la fila 1.
uunionsq
A partir de aca´ supondremos que los bi son todos iguales; y se pueden nor-
malizar a 1, para lo cual cambiamos el valor de s por s′ = s− bi + 1, al cual por
simplicidad seguiremos llamando s. Esto es factible ya que tanto los equilibrios
puros como los mixtos sufrira´n la misma transformacio´n af´ın positiva i.e. funcio´n
de la forma αx+ β con α > 0. Quedan entonces como para´metros s y n.
En los ejemplos que siguen, tomamos como factor sorpresa s = 100 (>> n).
Por ej., para n = 3 d´ıas, la matriz de pagos a priori es de 8 × 3, pero
al descartar las filas impares -cada una dominada por la siguiente- resulta la
siguiente matriz de 4× 3:
A3 = −

100 100 1
100 1 2
1 101 2
1 2 3

Podemos calcular el valor mixto de este juego concreto usando un resolvedor2
que calcula el valor y un equilibrio mixto entre los que podr´ıan existir para tal
matriz.
Siguen ejemplos ilustrativos y sus soluciones3:
A2 = −
[
100 1
1 2
]
El valor (mixto) del juego es -1.99. Una estrategia o´ptima para el jugador fila
es (0.01, 0.99) y una estrategia o´ptima para el jugador columna es (0.01, 0.99)
(hay 1 equilibrio mixto extremo, esto es, ve´rtice del poliedro definido por las
desigualdades del problema de programacio´n lineal asociado).
De hecho, si s es el factor sorpresa, es decir se considera la matriz[−s −1
−1 −2
]
con s > 2, calculamos a mano el u´nico equilibrio mixto, que es (1/s, 1 − 1/s)
tanto para el alumno como para el docente, y el valor del juego es 1/s− 2.
2 Para matrices concretas el problema se reduce a un proble-
ma de programacio´n lineal. Por ej. mediante el online solver de
https://www.math.ucla.edu/ tom/gamesolve.html
3 Con el fin de describir los distintos casos escribimos un programa que, dados n, s y
los bi, genere la matriz, borre las filas/columnas dominadas, confirme la presencia
o ausencia de equilibrios en los casos relevantes y grafique las funciones de mejor
respuesta (Fig 1).
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Para la A3 de ma´s arriba, el valor es -2.9701. Una estrategia o´ptima para el
jugador fila es (0.01, 0.0099, 0, 0.9801) y una estrategia o´ptima para el jugador
columna es (0.01, 0.0099, 0.9801) habiendo 2 equilibrios extremos.
A4 = −

100 100 100 1
100 100 1 2
100 1 101 2
100 1 2 3
1 101 101 2
1 101 2 3
1 2 102 3
1 2 3 4

El valor es -3.9404. Estrategias o´ptimas son por ejemplo
(0.01, 0.0099, 0, 0.0098, 0, 0, 0, 0.9703) y (0.01, 0.0099, 0.0098, 0.9703) respec-
tivamente, habiendo 11 equilibrios extremos.
A5 = −

100 100 100 100 1
100 100 100 1 2
100 100 1 101 2
100 100 1 2 3
100 1 101 101 2
100 1 101 2 3
100 1 2 102 3
100 1 2 3 4
1 101 101 101 2
1 101 101 2 3
1 101 2 102 3
1 101 2 3 4
1 2 102 102 3
1 2 102 3 4
1 2 3 103 4
1 2 3 4 5

El valor es -4.901. Estrategias o´ptimas son por ejemplo
(0.01, 0.0099, 0, 0.0098, 0, 0, 0, 0.0097, 0, 0, 0, 0, 0, 0, 0,0.9606) y
(0.01, 0.0099, 0.0098, 0.0097, 0.9606) respectivamente.
3. Resultados principales
3.1. Rescritura de la paradoja
Con el fin de ofrecer una explicacio´n de la paradoja, y a la vez confirmar
la adecuacio´n del modelo, podemos rescribir -transitoriamente- el razonamiento
parado´jico, que va descartando cada uno de los d´ıas, en una secuencia de matrices
(como una suerte de combinacio´n entre la forma matricial y la extensiva), es decir
hacer prevalecer el efecto parado´jico por encima del problema de optimizacio´n
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involucrado. Veamos una reconstruccio´n del argumento original del alumno a
partir de la formulacio´n matricial que hemos adoptado, es decir, reinterpretando
el descarte de cada uno de los n d´ıas a partir de la informacio´n sobre las matrices
An. Nos basamos en la premisa de que el docente pretende lograr una sorpresa,
lo que se manifiesta en cobrar un pago de al menos s, y el alumno a sabiendas de
esto busca una manera de evitarlo. Supondremos como antes s > n. Partiendo
entonces de la matriz de pagos original, el alumno en primer lugar propone
descartar la posibilidad del examen el u´ltimo d´ıa, al observar que |ai,n| < |s|
para todo i impar, con lo que elimina las filas impares. Vista la matriz resultante,
entiende que el docente descartara´ la columna n a partir de un criterio ana´logo,
porque buscara´ lograr una sorpresa, esto es un pago de al menos s (siendo la
u´nica columna que no incluye la posibilidad de este pago mayor), pasando as´ı a
la matriz An−1. El alumno nuevamente descarta las filas impares de esta matriz,
y preve´ que el docente descartara´ la columna n − 1. Y as´ı se sigue, para llegar
finalmente a la matriz trivial A1, en la que no es posible un pago de s.
Por tanto, en forma similar a la te´cnica de eliminacio´n de estrategias domi-
nadas [2,3,19], dada una matriz A = (ai,j) ∈ IRm×n, y s ∈ IR, definimos para
A la s-eliminacio´n de una columna a la matriz A′ ∈ IRm×(n−1) que resulta de
eliminar de A la columna j siempre que mini ai,j > −s, y del modo usual de-
finimos para A la eliminacio´n de filas dominadas a la matriz A′′ ∈ IRm′×n con
m′ < m que resulta de eliminar de A toda fila i que cumpla ai,j ≤ ai′,j para
todo 1 ≤ j ≤ n, para algu´n 1 ≤ i′ ≤ m. Una s-eliminacio´n del juego de matriz A
es una secuencia alternada de pasos como los descriptos, es decir s-eliminaciones
de columnas alternadas con eliminaciones de filas dominadas (comenzando ya
sea con las filas o con una columna). Notar que una s-eliminacio´n de un juego
no necesariamente coincide con alguna secuencia de eliminacio´n de estrategias
dominadas, ni viceversa. De hecho, por el Lema 1 no hay posibilidad de reducir
ninguna matriz An con la dominacio´n cla´sica.
Proposicio´n 3 Dados n ≥ 1, s > 0, bi > 0 para 1 ≤ i ≤ n, si s >
∑
1≤i≤n bi,
existe para An una s-eliminacio´n que lleva a la matriz [−b1] ∈ IR1×1.
uunionsq
Es decir, so´lo “sobrevive” −b1 que estaba en la posicio´n (2n−1, 1). Esta forma
de explicar la paradoja responde a un criterio reduccionista en cuanto a lo cuan-
titativo, pero no invalida la motivacio´n de conocer el valor y los equilibrios del
juego original como indicadores de la ganancia ma´xima a la que pueden aspirar
los agentes as´ı como las estrategias necesarias. Lo interesante de esta interpreta-
cio´n es que provee una explicacio´n de la paradoja, como un intento inva´lido de
descarte de estrategias dominadas: para este descarte esta´ exigiendo mantener
so´lo las situaciones en las que habra´ una diferencia de pagos no menor a s (dado
el requisito de la sorpresa), entrelaza´ndose con la dominacio´n cla´sica.
3.2. Valor del juego n-e´simo
En todos los ejemplos anteriores, se observa la alta probabilidad de que el
alumno estudie todos los d´ıas (u´ltima fila) y la alta probabilidad de que el docente
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tome el examen el u´ltimo d´ıa (u´ltima columna). Esto es natural en presencia de
una gran diferencia entre s y la suma de costos de estudio
∑
1≤i≤n bi.
Figura 1. Funciones que indican las (a veces varias) opciones de mejor respuesta para
n = 6, en negro para el alumno y en gris para el docente, en vertical los d´ıas y en
horizontal las opciones.
La Fig. 1 (aparece rotada 90o a izquierda) muestra la funcio´n de mejor res-
puesta del alumno y del docente para una semana de 6 d´ıas, con las estrategias
de ambos en el orden antes establecido. Las casillas grises representan opciones
igualmente preferenciales para el docente.La fila superior representa el no to-
mar nunca el examen, posibilidad presente en la variante que se discute al final
del art´ıculo. La siguiente es una descripcio´n de la eleccio´n no determinista que
constituye la funcio´n mejor respuesta del docente:
si no se estudia ningu´n dı´a
elegir cualquier dı´a
si no
si se estudia todos los dı´as
elegir el dı´a n
si no
sea d el u´ltimo dı´a en que no se estudia
si se estudia en el dı´a n
elegir el dı´a d
si no
elegir cualquier dı´a >= d
Nuestro objetivo principal es hallar una fo´rmula compacta para el valor del
juego en funcio´n de n y s (en principio conforma´ndonos con considerar los costos
bi unitarios ya descriptos). As´ı como la cantidad de equilibrios mixtos que sean
extremos, los que, fijando un n particular se podr´ıan contar usando el me´todo de
[1]. Pero para el valor encontramos otra manera que describimos a continuacio´n,
con la virtud de que sirve gene´ricamente dados como para´metros n y s.
Si un juego (cualquiera, para dos jugadores) es no degenerado (ve´anse [1] y
otras referencias), entonces para cualquier equilibrio mixto (x, y) el soporte de
x tiene el mismo taman˜o que el soporte de y (es decir, las estrategias puras con
probabilidad positiva son la misma cantidad para x que para y). Esto explica la
gran cantidad de ceros en la probabilidad del jugador alumno, ya que hay so´lo n
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posiciones no nulas donde n es el taman˜o del soporte de la estrategia del docente
(i.e. el nu´mero de columnas).
Sera´ interesante dentro de un equilibrio mixto hallar el soporte de alguna
estrategia o´ptima del alumno, es decir, en que´ secuencias de posiciones habra´
probabilidades no nulas.
Lema 2 En el juego An, para todo n, el soporte de cualquier equilibrio mixto
tiene taman˜o n.
Demostracio´n. Por lo anterior, es el mismo taman˜o para ambos jugadores. Y el
soporte para una estrategia o´ptima del docente debe tener taman˜o n ya que,
de haber alguna posicio´n con probabilidad 0, el alumno mejora su estrategia si
eliminase ese d´ıa en su plan de estudio. uunionsq
Proposicio´n 4 Sea s > n. Numerando en binario los ı´ndices de las filas que
pertenezcan al soporte, a lo largo de esos nu´meros aparecen todos los n bits,
es decir, entre todas las estrategias puras del alumno que tienen probabilidad
positiva aparece cada d´ıa del 1 al n al menos una vez.
Demostracio´n. Dado un equilibrio mixto σ, en el caso en que cierto bit d no
apareciera, con 1 ≤ d ≤ n, el alumno estar´ıa siempre omitiendo estudiar para
el d´ıa d, y entonces una estrategia del docente que constituye tomar examen el
d´ıa d con probabilidad positiva ser´ıa una respuesta mejor que la anterior (esto
requiere que s > n), contradiciendo el hecho de que σ es un equilibrio. uunionsq
En otros te´rminos, dado un equilibrio, entre todas las filas que tengan proba-
bilidad positiva por parte del alumno, los n d´ıas aparecen indicados para estudiar
(posiblemente mezclados). Esto puede pensarse como natural: un d´ıa que nunca
es contemplado es candidato para la sorpresa.
Lema 3 Para s > n, en todo equilibrio mixto el soporte incluye la u´ltima fila.
uunionsq
Los ejemplos anteriores dan clara cuenta de esto, que dice que con cierta
frecuencia el alumno debe planear estudiar para cada uno de los n d´ıas.
Teniendo en cuenta la propiedad de autosimilaridad de la matriz de pagos
para n d´ıas (n > 1), vamos a comprobar que esta puede calcularse en forma
recurrente a partir de la de n − 1 d´ıas (lo mismo pasa si considera´semos costos
bi no unitarios por d´ıa). Damos para esto unas definiciones minimales.
Dada A = (ai,j) ∈ IRm×n, definimos A− ∈ IRm×n la matriz de elementos
A−i,j = (ai,j − 1), es decir el restar 1 a cada elemento de A.
Dadas A, B ∈ IRm×n, definimos g(A,B) ∈ IR2m×n como la matriz que resulta
de la yuxtaposicio´n vertical de A y B.
Dadas A ∈ IRm×1 y B ∈ IRm×n, definimos h(A,B) ∈ IR(m+1)×n la matriz
que resulta de la yuxtaposicio´n horizontal de A y B.
Para k ≥ 1, sea ck(s) = −(s, . . . , s, 1, . . . , 1)t, la columna de dimensio´n 2k×1
que consiste en k copias de −s seguidas de k copias de −1.
Con el objeto de calcular An la matriz del paso n, de dimensio´n 2
n−1 × n,
tenemos
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Lema 4 Valen las siguientes ecuaciones de recurrencia:
A2 =
[−s −1
−1 −2
]
An+1 = h(c2n−1(s), g(An, A
−
n )) (n ≥ 2)
Demostracio´n. Por induccio´n en n, veamos los pagos en el caso inductivo. Para
el examen en el d´ıa 1, el no estudio corresponde a la columna 1 mitad superior,
y el estudio a dicha columna mitad inferior. Para el examen en alguno de los
d´ıas 2 a n+ 1, ignorarmos la columna 1. En caso de no estudio ese d´ıa, tenemos
el juego de la matriz An, mientras que en caso de estudio ese d´ıa el costo para
el alumno excede en 1 al caso de n d´ıas, lo que se refleja en la matriz A−n .
uunionsq
Es decir, An+1 se calcula replicando verticalmente An, restando 1 a cada
elemento en el bloque inferior y agregando a izquierda la columna c2n−1(s).
No hace falta comenzar con n = 2, definiendo la matriz inicial para n = 1
(juego degenerado/trivial) y las ecuaciones pueden sustituirse por A1 = [−1] y
An+1 con la misma expresio´n de arriba para n ≥ 1.
Lema 5 Si la matriz (cuadrada) A tiene valor v, entonces A− tiene valor v−1.
Demostracio´n. El valor cambia acorde con cualquier transformacio´n af´ın αx+β
aplicada uniformemente a todos los elementos x siempre que α > 0. uunionsq
Lema 6 Si s > 1 y 0 > v > −s, el juego de 2× 2 cuya matriz de pagos es[−s v
−1 v − 1
]
no tiene valor puro, y tiene valor mixto v((s− 1)/s)− 1.
Demostracio´n. Sea (p, q) una estrategia conjunta, i.e. 0 ≤ p ≤ 1 y 0 ≤ q ≤ 1. El
pago para ella sera´ p(−sq+(1−q)v)+(1−p)(−q+(1−q)(v−1)) = p(−sq+1)+(1−
q)v−1, expresio´n que indica que la funcio´n mejor respuesta del jugador fila a q es
una recta con pendiente−sq+1, la que alcanza el ma´ximo (i.e. su mejor respuesta
dado q) haciendo p ma´ximo cuando q ≤ 1/s (y mı´nimo cuando valga la otra
desigualdad). La misma expresio´n es igual a q(−sp−v)+p+v−1, que indica que
la funcio´n mejor respuesta del jugador columna a p es una recta con pendiente
−sp − v, la que alcanza el mı´nimo (i.e. su mejor respuesta dado p) haciendo q
mı´nimo cuando p ≤ −v/s (y ma´ximo cuando valga la otra desigualdad); aca´
se hace uso de que s > 0. Luego, el par (p∗, q∗) = (−v/s, 1/s) representa un
equilibrio mixto. Sustituyendo p∗ y q∗ en la expresio´n anterior, el valor del juego
resulta v((s− 1)/s)− 1. uunionsq
Sea vn el valor de An.
Teorema 1 Si s > n ≥ 1, vn = s(( s−1s )n − 1).
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Demostracio´n. La forma recurrente de las matrices lleva a calcular vn tambie´n
en forma recurrente. El caso base es el valor de A1, v1 = −1. Si vn es el valor
de An, vn+1 se obtendra´ con una combinacio´n de vn que es el valor del bloque
superior (An), de vn − 1 que, por el lema 5, es el valor del bloque inferior (A−n ),
y de considerar la primera columna, del modo siguiente.
Expresamos al juego An como una secuencia de subjuegos, donde en cada
etapa el alumno decide en cua´l de dos subjuegos de la matriz An se encuentra.
Para ello, elige la mitad superior con probabilidad p (suma de las probabilidades
individuales de esas filas) o la mitad inferior con probabilidad 1 − p (a la vez
suma de las probabilidades individuales de esas otras filas), para cierto 0 ≤ p ≤ 1.
Y el docente, ana´logamente, decide en cua´l subjuego se encuentra, eligiendo la
columna izquierda con probabilidad q o el resto de la matriz con probabilidad
1 − q, para cierto 0 ≤ q ≤ 1. As´ı, la matriz del juego n-e´simo (el original, que
viene dado) tiene la forma
−1
.
−1
−s
.
−s
M
M−
(I)
donde M es la matriz del juego (n− 1)-e´simo. Para el subjuego final, dado por
n = 2, M tendra´ dimensio´n 1× 1, y la matriz (I) sera´[−s −1
−1 −2
]
cuyo valor es 1/s− 2 < 0 como fue resuelto ma´s arriba. En otro caso, si v es el
valor de M , resulta v − 1 el valor de M−, y dado que la primera columna en
cada bloque tiene todos valores iguales, el juego (I) resulta equivalente al (i.e.
con el mismo valor que el) siguiente juego de 2× 2, donde −s < v < 0:[−s v
−1 v − 1
]
cuyo valor es v((s−1)/s)−1 por el lema 6. (Esto “resuelve” el juego de la etapa
n.) Usamos entonces este valor para la recurrencia:
v1 = −1
vn+1 = vn
s−1
s − 1 n ≥ 1
notando que el caso inductivo preserva las condiciones −s < vn < 0.
Dada la forma de la recurrencia, si n ≥ 1 se sigue que vn = Pn( s−1s ), donde
Pn(x) = −xn−1 − xn−2 − · · · − x− 1. Resolviendo, vn = s(( s−1s )n − 1). uunionsq
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Por ejemplo, el valor de A2 visto anteriormente, que es 1/s− 2, coincide con
el v2 dado por este esquema.
3.3. Posibilidad de incumplimiento
Hay trabajos que consideran relevante la posibilidad de que el docente no
tome nunca el examen, esto es, que no cumpla “totalmente” su promesa -el
tomar el examen- por encima de (o como componente de) la sorpresa. Para
contemplar esta variacio´n, extendemos el juego An a A
′
n agregando como u´ltima
columna la estrategia adicional para el docente que consiste en no tomar el
examen ninguno de los n d´ıas. La matriz A′n tendra´ dimensio´n 2
n × (n + 1),
con (A′n)i,n+1 = −n1(i), donde n1(j) = |{0 ≤ k < j / el k-e´simo d´ıgito de la
escritura de j en base 2 es 1}| y en el resto de los elementos coincide con la
matriz original para n d´ıas sin filas borradas (de la seccio´n 2).
Por ejemplo, para s = 100
A′3 = −

100 100 100 0
100 100 1 1
100 1 101 1
100 1 2 2
1 101 101 1
1 101 2 2
1 2 102 2
1 2 3 3

Corolario 1 Si s > n > 1, A′n no tiene equilibrios de Nash puros, y tiene el
mismo valor vn hallado anteriormente.
Demostracio´n. La columna n + 1 esta´ dominada por la columna n. Una vez
borrada aquella, las filas impares resultan -como antes- dominadas por las pares.
Eliminadas las filas impares, se obtiene la matriz An, a la cual se aplica el teorema
anterior. uunionsq
3.4. Valor asinto´tico
Podemos finalmente estudiar los juegos An y A
′
n cuando s y n crecen en
forma independiente, y cuando esta´n correlacionados, lo que expresa que el factor
sorpresa puede crecer a medida en que pasa el tiempo. En el caso en que este sea
proporcional al (ma´s generalmente del orden del) nu´mero de d´ıas transcurridos,
tenemos el ı´tem (3) en el siguiente
Corolario 2 1. Para s > 1 fijo, cuando n crece el valor del juego tiende a 0.
2. Para n ≥ 1 fijo, cuando s crece el valor del juego tiende a −n.
3. Si s = an con a > 1, cuando n crece el valor del juego tiende a −∞.
Demostracio´n. En (3), si n → ∞, (an−1an )n − 1 → e−1/a − 1 < 0, por lo tanto
vn = an((
an−1
an )
n − 1)→ −∞. uunionsq
El item (1) dice que, en esa situacio´n, en la medida en que el nu´mero de d´ıas
crece, el juego se va volviendo ma´s “justo”.
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4. Conclusiones
La representacio´n y el estudio de este problema como juego matricial repre-
sentan para los participantes un avance importante con respecto al razonamiento
parado´jico que descarta cada uno de los d´ıas, independientemente de la forma
en que a posteriori se explica la paradoja. Es decir, aceptando la posibilidad del
examen cualquier d´ıa, as´ı como (opcionalmente) la de que no lo haya, ambos
agentes acceden a las condiciones dadas sin que a priori prevalezcan creencias,
sugerencias o incentivos, para llegar a un juego de informacio´n imperfecta que
modela la situacio´n real en un escenario iterado.
La formulacio´n de la paradoja como juego bipersonal no se vincula en forma
directa con aspectos netamente lo´gicos o epistemolo´gicos, sino que permite ganar
en el aspecto prescriptivo, y es razonable este efecto ya que el problema esta´
ligado a la autorreferencia y la posibilidad de razonamiento sobre el conocimiento
a lo largo del tiempo. La sola nocio´n de sorpresa se supera a la luz de un ana´lisis
usando conceptos de teor´ıa de juegos. Este abordaje se sostiene gracias a que
esta disciplina esta´ en gran parte motivada por argumentos de autorreferencia
desde la misma presuncio´n de racionalidad mutua.
La resolucio´n por recurrencia empleada no es equivalente al (ni derivada
del) me´todo de induccio´n hacia atra´s del ana´lisis cla´sico aplicable a la forma
extensiva de un juego, ya que hemos utilizado la forma matricial involucrando a
la vez una funcio´n de costos que participa en la recurrencia. La misma te´cnica es
en principio factible si se consideran costos bi no uniformes, a priori bajo ciertas
condiciones.
Las aplicaciones son numerosas ma´s alla´ de la paradoja en s´ı. Son visibles en
el terreno econo´mico tales como en las decisiones dentro del marco de auditor´ıas
impositivas, as´ı como en el terreno social, puesto que se esta´n modelando prome-
sas, su cumplimiento y su previsio´n, con costos asociados. A su vez, la explicacio´n
de la paradoja original a partir de la falsa eliminacio´n de estrategias dominadas
conlleva a estudiar el rol del concepto de sorpresa mediante la aplicabilidad del
criterio de s-eliminacio´n a otros juegos (sean o no de suma cero).
Obviamente el ana´lisis efectuado no se presenta como una cr´ıtica dentro del
terreno educativo, ni a favor ni en contra de que el estudio tenga que verse como
un costo para el estudiante, como tampoco se sostiene que los exa´menes sorpresa
sean necesariamente apropiados o beneficiosos (quiza´, despue´s de todo, estos no
existen). Al contrario, lo anterior representa el estudio de un esquema general
que en distintas formas se manifiesta en situaciones reales -particularmente en la
economı´a- en donde los agentes con informacio´n imperfecta asumen costos que
dependen de las negociaciones y del cumplimiento de promesas a lo largo del
tiempo.
Existen variadas posibilidades de trabajo futuro. La primera de ellas es tomar
los costos bi como para´metros adicionales. Esto incluye la atractiva posibilidad
de involucrar aprendizaje o memoria, vale decir que el efecto del estudio le de´ al
alumno una “ventana” de conocimiento por un determinado per´ıodo de tiempo,
resignificando los costos de estudio para ciertos d´ıas. Tambie´n la sorpresa podr´ıa
darse con distintos factores si que var´ıen (eg. decaigan) a lo largo del tiempo. El
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siguiente paso ser´ıa una extensio´n en la que el docente podr´ıa tomar ma´s de un
examen. En este contexto tendra´ sentido asumir que la toma de cada examen
tendra´ un costo para aquel, y el juego dejar´ıa de ser de suma cero. Otra l´ınea
interesante y realista consiste en incrementar el nu´mero de jugadores, esto es, la
participacio´n de un nu´mero variable de alumnos cuyas decisiones de estudio a
lo largo de los d´ıas puedan influir de unos a otros. Esto exigira´ la consiguiente
reformulacio´n del concepto de sorpresa ya que esta se producira´ de diferente
manera en cada uno de ellos.
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