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ABSTRACT
Due to increased demand for interactive learning opportunities for engineering
students, an interactive spectral analysis learning module was developed for the course
Biomedical Signal and Image Processing (HST582J/6.555J/16.456J). The design of this
module is based on the Star Legacy model, a pedagogical framework that promotes the
creation of guided learning environments that use applications as the context for focused
learning activities. The module is implemented using a combination of traditional
teaching methods and web-based components. The web-based components include
tutorial questions, text summaries, tables, figures, a glossary, and an interactive
demonstration. This module was used in HST582J/6.555J/16.456J during Spring Term
2001. A variety of assessment techniques were employed. Survey results show that
students generally found the module useful. Student performance on lab reports showed
improved understanding of key concepts relative to previous years. Future efforts should
reanalyze other performance data and make suggested modifications to the overall
module, the web-based tutorial, and the interactive demo.
Thesis Supervisor: Dr. Julie E. Greenberg
Title: Research Scientist
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Chapter 1: Introduction
Engineers; the designers, manufacturers, and operators of efficient machines,
processes, systems, and economical structures; apply scientific and mathematical
principles to practical ends (American Heritage Dictionary of the English Language,
1996). One may wonder how engineers are created by universities, specifically what
gives them the special edge that allows them to design such complex structures. The
answer is that somewhere in the engineer's training, they must learn how to take in,
process, understand, and - most importantly - apply the concepts to the creation of new
systems. The final step, application for creation, is what distinguishes engineers from
other professionals. The ability of engineers to complete this final step speaks of their
mastery of near and far transfer of concepts. Transfer is the ability to extend what has
been learned in one context to new contexts; where near transfer refers to transfer
between one task and a highly similar task, and far transfer refers to transfer between two
disparate tasks (Bransford et al., 1999).
From this view, one can see that good engineering schools are constantly looking
for ways to induce all levels of transfer among their students. One very common way to
promote understanding and transfer is to provide interactive learning opportunities. This
often involves small sessions with teaching assistants (TA's) or recitation instructors, in
which students can ask about specific topics and clarify confusions. Although such
sessions are particularly useful to students, the availability of such sessions is limited due
to time constraints of teaching staff. This motivates the search for other methods to
supplement interactive learning. One such method is to use web-based interactive
tutorials. With such interactive tools students can easily access tutorials at any hour of
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the day. Many of the standard confusion areas of students can be addressed in the web-
based tutorial, leaving more time for teaching staff to deal with more specific or difficult
problems. In addition, web-based tutorials provide a complete learning package in which
the students can access text, examples, sample problems, and other learning material in
one place. The web-base tutorial also delivers high technical content, allowing students
to perform complicated calculations whose results can be displayed quickly. Because of
the computational speed achieved by using a software package, more complicated
examples can be computed, offering students access to examples that would not be
possible by working with paper and pencil.
We have seen a particular need for interactive web-based tutorials in Biomedical
Signal and Image Processing (HST582J/ 6.555J) because this course attracts students
with a broad range of backgrounds. An example of this need can be seen in the class
evaluation from Spring1998, which states that one student thought that practice problems
covering mathematical concepts should be included in problem sets, which were thought
to be one of the main tools for learning the material (Underground Guide to Course 6).
This statement exemplifies the need for further practice problems, which could be given
in a web-based tutorial, for students to assess their understanding of basic concepts before
going on to solve larger problems.
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Chapter 2: Background
2.1 Learning Science
A sizeable amount of research in the field of learning science has resulted in a
pedagogical framework known as "How People Learn". This thesis applies the How
People Learn framework to the design of a module for learning spectral analysis . The
following learning science topics are relevant to this thesis: Experts vs. Novices,
Conditionalizing Knowledge, Active Learning, Assessment, and Implications for Design
of Learning Environments. These topics are summarized below and discussed
thoroughly in How People Learn, (Bransford et al., 1999).
2.1.1 Experts vs. Novices
Through the study of experts and novices in select fields, learning scientists have
been able to determine key aspects that distinguish the two groups. In general, experts'
problem solving is organized around important concepts, while novices tend to focus on
surface features of problems.
There are four key characteristics of an expert's knowledge. The first
characteristic is that experts notice meaningful patterns of information in problems. This
skill, which has developed over time by exposure to varying context, not only enables
experts to identify these patterns, but also enables them to understand the implications of
these patterns on the current situation.
The second characteristic observed in experts is their organized knowledge, which
leads to recall of specific principles or laws that define the problems. This skill is
actualized when knowledge is broken into conceptual groups in memory. Short-term
memory is enhanced when one groups information into familiar patterns. As the amount
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of conceptual groups increase, more relation of features defining each group, and more
interrelation between groups occurs. This further leads to more procedures for applying
this knowledge to problem solving contexts. For example, master chess players are able
to chunk together the configuration of several game pieces that govern some strategy in
the game; but novices, lacking the hierarchical organized structure of knowledge
possessed by experts, are unable to do the same.
The third characteristic of experts' knowledge is context and access to knowledge.
This means that the expert is good at retrieving knowledge relevant to a particular task
(i.e. experts do not have to search through all that they know to find what is relevant to
the problem). For example, when coming up with chess moves, chess masters only
consider a subset of possible moves, but the moves are superior to those of lesser-ranked
players.
The final characteristic found in experts is fluent retrieval. This factor does not
imply that experts can solve problems faster than novices, for this is sometimes not the
case since experts generally think through problems more thoroughly than novices do.
Overall in problem solving though, many of the experts' sub-processes vary from fluent
to automatic. Having fluency frees the experts' conscious attention for other processing,
giving more capacity to perform other tasks.
2.1.2 Conditionalizing Knowledge
Overall, experts' knowledge is organized around key concepts; it is
conditionalized; and it supports understanding and transfer as opposed to the ability to
memorized facts and formulas. The conditionalization of their knowledge - the ability to
specify the context in which it is applicable- some may argue, is the more difficult of
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experts' characteristics for novices to emulate. Thus learning scientists have performed
research and have learned of ways to develop conditionalized knowledge. Familiar
strategies of helping students conditionalize knowledge consist of assigning practice
problems. Although this method of developing conditionalization has been useful in the
past, there is much room for improvement. The first of which comes from the fact that
often problems are too simple and explicitly cued. For students to develop pattern-
recognition skills for authentic problem solving, less explicit and varying contexts should
be used in word problems. With this use of word problems students will develop the
ability to extract the relevant information, appropriate concepts and formulas involved, in
varying contexts of a problem with out needing cues. Another dilemma with using
practice problems is that often students' knowledge becomes overly contextualized,
causing students to concentrate more on the surface features of a problem. This issue can
also be resolved by context variation in addition to using abstraction in problem
representation, which is useful in heightening transfer because it helps one to think
flexibly.
An additional improvement that can be made is to allow students to work through
a set of carefully crafted problems prior to lecture or reading. Lectures often cover a
large amount of material, although covering too many topics too quickly is not fruitful for
learning. Learning in lecture can be improved by providing a degree of mastery of the
original subject before attempting transfer. Another improvement is to present students
with models of experts' initial qualitative thinking as they solve particular problems; so
that instead of allowing novices to use their less-than ideal strategies, they can take note
and apply the expert's strategies. Finally, students' preconceptions should be identified
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and challenged; because although students may have learned to solve sets of practice
problems correctly, the student's later ability to solve problems may be impaired.
One approach that has been evidenced to develop conditionalized knowledge is
the case-based, problem-based, and project-based learning, in which students' learning is
organized around authentic problems that occur in the discipline. When used
appropriately, these methods have yielded successful results in medical schools, law
schools, business schools, and increasingly in mathematics, science, and engineering. In
order to be successful in developing conditionalized knowledge, the methods must 1)
contain opportunity to work in multiple contexts, 2) identify relevant preconceptions to
problem solving, 3) formatively assess progress through problem solving, and 4) reflect
and revise on work following assessment to prepare a summative assessment. In addition
collaborative work can enhance students ability to learn, if used appropriately.
2.1.3 Active Learning
In addition to the improvements of transfer through the conditionalization of
knowledge, transfer can be further improved when viewed as an active process. This is
actualized by helping students to be more aware of themselves as learners who actively
monitor their learning resources and strategies and assess their performance ability in
completing particular tasks. Many activities that support active learning are known as a
metacognitive approach to learning. This approach focuses on sense making, self-
assessment, and reflection on what works and what needs improvement. Metacognitive
approaches to instruction have been shown to improve students' ability to transfer to new
situations without explicit prompting. Peer collaboration is particularly useful in helping
students to receive feedback about their thinking and to learn with understanding.
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2.1.4 Assessment
New methods of assessing the quality of learning transfer are needed for adaptive
expertise. Assessment's key principles are that it should provide opportunity for
feedback and revision. In addition, one's learning goals should be congruent with what is
being assessed. There are two major uses of assessment, formative and summative
assessment. Formative assessment, also called "preparation for future learning," uses
feedback as a method for improving teaching and learning, and assessing student's ability
to learn from text, lectures, or peers that provide direction for problem solving. The
second type of assessment, summative assessment, a form of "sequestered problem
solving", tests students' ability to solve problems based on what they know at the
moment. Using only summative assessment is not advisable, since such assessment can
lead to students only learning problems of a certain context. This tends to be the case
when teachers teach based on what they test, "taught to the test". The addition of
formative assessment though, better prevents overly contextualized learning and allows
students to better learn from new instructional opportunities, because formative
assessment develops the kind of understanding that supports new learning.
2.1.5 Implications for Design of Learning Environments
Research on expertise and learning suggests including the following features
when designing learning environments: 1) learner-centered, 2) knowledge-centered, 3)
assessment-centered, and 4) community-centered. Learning-centered environments are
particularly attuned to learner's prior knowledge, skills, attitudes, and beliefs. This is
similar to the concept of diagnostic teaching, which involves determining what students
think in relation to the problem at hand, sensitive discussion of students' preconceptions,
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and giving students new situations to think about that will enable them to adjust their
ideas. Singularly learner-centered environments are not enough to help students acquire
the knowledge and skills necessary to function effectively in society. For the ability of
experts to solve problems is not only due to a generic strategy set, but instead requires
organized knowledge to support planning and strategic thinking. This is where
knowledge-centered environments are useful. For they take students' need to become
knowledgeable seriously by organizing knowledge around key concepts in a discipline,
and understanding the context under which such knowledge is applicable. In addition to
knowledge-centered and learning-centered features, effective learning environment
designs should also be assessment-centered. Assessment-centered environments should
provide opportunities for feedback and revision by making students' current thinking
visible so that their understanding can be refined as needed. The final feature of
effectively designed learning environments, community-centered environments, fosters
norms that enable students, in addition to teachers, to learn from one another.
2.2 Star Legacy Model
The learning science research resulting in the How People Learn framework has
led to the development of a model for designing effecting learning environments, called
the Star Legacy model (Schwartz et al., 2000). The Star Legacy model includes a series
of steps that are defined below and shown in Figure 1. This model promotes the
development of guided learning environments that use particular applications as the
context for focused learning activities. The complexity of these contextual challenges
causes students to engage in the learning process over several days or weeks. Over time,
the students decompose the problems into manageable sub-problems, and they begin to
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see concepts being tested by the challenges. Upon understanding these problems,
students can begin to solve larger problems. Through this process students discover the
usefulness of what they are learning and the interrelationships between concepts
(Schwartz et al., 2000).
Look Ahead &
Reflect Back
Intil halege Generate Ideas Multiple Research & Test Y(
Perspectives Revise Mettl
Progressive G 0 P,
Deepening 0
Figure 1.
2.2.1 Look Ahead & Reflect Back
This section provides students with a chance to see what direction their leaning
will take and what they will come to understand. In addition, it provides the opportunity
for learner or teacher-based assessment; specifically for students to identify learning
goals and for teachers to assess the class's initial domain knowledge and learning needs.
The look ahead section should also serve as a motivational teaser that will raise students'
curiosity and aspirations for learning about the subject. Finally, the reflect back section
should serve as an end as well as a beginning of a cycle and should be a benchmark for
reflection and summative assessment (Schwartz et al., 2000).
2.2.2 Initial Challenge
In this step the student is presented with a challenge that may range from
designing a real-world project to answering sample questions. Effective challenges
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should promote learning in the context of problem solving so that the new concepts can
later be used for problem solving. The look ahead & reflect back and the initial challenge
sections are positioned with the intention of causing students to consider the relationship
between the two sections. It is desired that the students' and teacher's interpretation of
the initial challenge is influenced by the material presented in the look ahead section
(Schwartz et al., 2000).
2.2.3 Generate Ideas
The generate ideas section serves two purposes. The first is to encourage teachers
and students to share ideas in class such that it provides a specific assessment of what the
students understand about the challenge topic. In addition, this sharing of ideas allows
students to develop an idea of what other students think about a situation. The second
purpose of the generate ideas section is to provide students with the opportunity to
discover what they think and know, thereby making their own thinking explicit. This is
further facilitated by allowing students to contrast their ideas with one another (Schwartz
et al., 2000).
2.2.4 Multiple Perspectives
Multiple perspectives introduce students to an expert's approach to the challenge.
The multiple perspective section has three purposes: 1) to provide guidance as to relevant
topics students should explore to learn about the domain (instead of giving away the
solutions); 2) to present students with relevant vocabulary and accepted practice in the
domain of the challenge; 3) to show that a given solution has multiple vantage points and
that such a thing is acceptable. In fact, there is an advantage in learning multiple entry
points because it increases flexibility in future problem solving.
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2.2.5 Research and Revise
The research and revise section is the broadest section in this cycle. It involves
activities including collaboration with one another, consulting resources, listening to
lectures, and completing skill-building lessons. Overall it uses instructional techniques to
actualize its main objective, to help students reach problem solving goals when exploring
a challenge (Schwartz et al., 2000).
2.2.6 Test Your Mettle
An effective test your mettle section can have multiple formats but it must
provide focussed feedback suggesting which resources students should consult to reach
desired understanding level. One possible format is a multiple-choice test of near transfer
problems with feedback and rules for evaluating incorrect answers. Another format is a
formative instructional event that would enable students to see if their knowledge is up to
the task. With the feedback from these possible formats students and teachers should
fuse knowledge and assess whether the understanding and the coverage of the material is
complete (Schwartz et al., 2000).
2.2.7 Go Public
Going public with one's knowledge serves three purposes: 1) to make students
thinking visible so others can assess quality elements of understanding. This sets a
standard for achievement among the students and facilitates self-assessments; 2) to allow
students to learn from one another and at the same time learn that solving problems is a
multifaceted procedure; 3) to create, via the public nature of this step, a high stakes
environment among students, thus motivating them to do well (Schwartz et al., 2000).
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2.2.8 Progressive Deepening
The final step the Star Legacy model is to present students with multiple
challenges or a project, both with increasing difficulty, to allow students the opportunity
progressively deepen their knowledge. With the students' completion of the initial
challenge and their new understanding, such tasks should be manageable and the
abstraction in these challenges should be meaningful. It should be noted that although
progressive deepening is the last step in the cycle, it also begins a new cycle by posing
new challenges that require a deeper understanding (Schwartz et al., 2000).
2.3 Spectral Analysis
Spectral Analysis is a signal processing topic concerned with accurately
determining the frequency content of a signal. Important steps in performing spectral
analysis including using a window to extract a segment of the signal to be analyzed, and
using the discrete Fourier transform (DFT) to model the underlying, unsampled discrete-
time Fourier Transform (DTFT) (Oppenheim et al., 1999).
This module will focus on stationary signals, which are often analyzed using the
DFT. The module will cover the interactions of the following parameters: window length
and window shape and their effect on frequency and amplitude resolution, DFT length
and its effect on accurate frequency representation.
2.4 Goals
The goals of this thesis project are:
" Use Star Legacy Model to design a spectral analysis learning module on paper.
" Implement a web-based tutorial for use in the Research and Revise section of the
spectral analysis module.
19
. Evaluate the effectiveness of the spectral analysis learning module in HST.582J/
6.555J/ 16.456J during spring term 2001.
20
Chapter 3: Design of Spectral Analysis Module Based on Star
Legacy
We created a module for learning spectral analysis based on the How People
Learn framework as embodied in the Star Legacy Model (Schwartz et al., 2000). This
model consists of the stages described previously. Although we eventually intend to
provide the entire module on the web, in its initial implementation only Research &
Revise has web-based components, while other sections are classroom-based. This
module was initially used in HST582J/ 6.555J / 16.456J during spring term 2001 with a
class size of 22 students in lecture and roughly 10 students per lab. Students attend
lecture for 90 minutes twice per week; and lab sessions meet for 4 hours once per week.
A timetable for this module can be seen in Figure 2.
Monday Tuesday Wednesday Thursday Friday
Lecture 3:
ECG Lab 1A: ECG Lecture 4: Lab 1A: ECGguest DTFT
Lecturer
Lecture 5:
Lab 1B: ECG DFT LablB:ECG
(session 1) Problem Set (session 2)
3 out
Lecture 6: Lab 1C: ECG Problem Set Lab 1C:
Spectral (session 1) 3 due ECG
Analysis (session 2)
Lab 1 due
Figure 2.
This calendar describes the timing between Star Legacy activities in the Spectral Analysis
Module. Lab IA dealt with filtering ECG signals, unrelated to the spectral analysis
module. Lab lB introduces the challenge and the tutorial. In Lab IC students attempt to
solve the challenge presented the previous week. Problem Set 3 contains the spectral
analysis homework question. Lecture 6 is the spectral analysis lecture. Quiz 1 (not
shown) contains the spectral analysis test question. Lecture 4 is not part of the spectral
analysis module, but is used for assessment purposes.
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3.1 Look Ahead & Reflect Back
The spectral analysis module designed here did not have explicit components for
look ahead and reflect back.
3.2 Initial Challenge
This section strove to grab the interest of the students by presenting them with
their first challenge, a real-world problem in monitoring ECG signals that can be
approached using spectral analysis. This problem was designed to capture the main
concepts in spectral analysis as well as encourage students to start thinking about how to
solve such problems. The challenge posed was to design a real time system to detect
arrhythmia that minimizes the false alarm rate, but at the same time sound an alarm
within 10 seconds of an arrhythmia occurrence.
At the start of Lab period IB, for twenty to thirty minutes, the instructor presented
background information on the ECG signal and ventricular arrhythmia, a life-threatening
condition characterized by irregular heart rates. She displayed sample ECG data records
and analyzed the main features of normal rhythms (including the QRS complex), of
ventricular flutter (in which the heart beats rapidly and inefficiently), and of ventricular
fibrillation (in which heart muscle contracts chaotically, compromising cardiac function).
This allowed the students to form a clearer idea of their upcoming challenge and helped
them to pose goals that would enable them to tackle this challenge (Schwartz et al.,
2000).
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3.3 Generate Ideas
With the initial challenge posed, the students formed groups of two or three to
discuss how they would go about tackling the challenge. We chose a group size of two or
three students to conserve time as well as to make it more feasible for students to come
up with ideas for solving a problem dealing with a concept in which many students have
had no prior experience. The students prepared their ideas into an informal presentation
for the other groups in their lab session. This was intended to help students organize their
preliminary understanding of how to approach the initial challenge (Schwartz et al.,
2000).
3.4 Multiple Perspectives
After forty minutes of discussion, the groups reconvened and continued with Lab
1B by presenting their ideas in an organized fashion to the class. The presentation by
each group served the purpose of allowing other groups to obtain multiple perspectives,
some of which they might not have considered. Thus this session also served as a
learning experience to the students, opening their minds to other ways of viewing and
tackling problems. (Schwartz et al., 2000) After each group presentation there was a
brief discussion period in which other students had the opportunity to add more ideas
toward solving the initial challenge; as well as discuss the group's methods, by pointing
out areas of weakness and strength. In addition, the instructor encouraged groups to
explain their ideas more completely and pointed out the ideas that were the most
plausible, developing some of the ideas even more and pointing out some of the possible
pitfalls.
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One group suggested counting the number of peaks, each peak representing a
heartbeat, in a certain window of time to detect if the patient's heart rate is normal. The
instructor commented here that identifying the peaks would be the real challenge, and
went on to ask the group how they would find the period between pulses robustly.
Students suggested looking at the long-term average of the ECG signal versus the short-
term average. Focussing on short-term peaks and not long-term peaks could be used to
prevent incorrect peak detection due to a raise in the bias of the ECG signal. A student
then asked, "How can you make a universal template for all patients?" The instructor
suggested using an adaptive threshold to determine the peaks instead of the same
template across all patients. In this interaction, the instructor fills the role of a consultant
to the student groups, furthering students' understanding of the steps necessary to have a
more effective design. Overall the groups came up with variations of the following ideas:
1) Filter bank method to determine which frequency band had the most energy, 2)
Correlation of ECG signal with a non-arrhythmic template (i.e. matched filtering), 3)
Peak picking and period estimation between pulses, 4) Comparing the FFT of a particular
interval (differences between arrhythmic and normal ECG signals), 5) Bandpass filtering
to eliminate fluctuation in ECG signal. Note that #1 and #4 are related to spectral
analysis and require understanding of spectral analysis concepts to do correctly.
3.5 Research and Revise
The purpose of this section is to build a thorough understanding of key concepts
in spectral analysis. The Research & Revise section consists of a web-based tutorial and
class-based lecture. The web-based tutorial consists of introductory spectral analysis text
and resources, a spectral analysis demo, and interactive tutorial. The details of the web-
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based tutorial are discussed in chapter 4. Students were instructed to start the web-based
tutorial in the second half of Lab 1B. Many completed it in this time. Others finished it
outside of class. The lecture provided another view of the spectral analysis concepts
learned in the tutorial. Throughout the lecture, the instructor prompted the students to
answer questions requiring understanding of spectral analysis concepts that had been
introduced in the web-based tutorial.
3.6 Test Your Mettle
This section consists of a homework problem related to spectral analysis. The
problem set served as method of testing the students' transfer of concepts learned in
tutorial and lecture and was completed independently by each student. The problem set
was due two days after the spectral analysis lecture as seen in Figure 2. This problem set
question, which can be seen in Appendix A, is one of three questions on problem set
three of HST.582J/ 6.555J/ 16.456J.
3.7 Go Public
In this section the students completed the challenge via the lab project. In groups
of two, students spent a four-hour lab session (shown as Lab 1C in Figure 2)
implementing the design they decided upon based on the in-class discussions the previous
week. Here in their discussion about the lab, students can assess each others'
understanding of the spectral analysis concepts and thus make judgements that will allow
them to clarify their own understanding of these concepts (Schwartz et al., 2000). It is
intended that the web-based tutorial as well as the spectral analysis lecture prepared
students to make good design and analysis decisions. After completing the challenge,
students prepared lab reports, which included answering a spectral analysis question.
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This write-up was completed on an individual basis and thus served as a summative
assessment of the students' knowledge.
The final assessment was a quiz to test the students' understanding of spectral
analysis.
3.8 Progressive Deepening
There are later opportunities in the course for progressive deepening, as spectral
analysis comes up again in the context of speech spectrograms (lab 2) and random signals
(lab 4).
26
Chapter 4: Design of the Web-based Tutorial
4.1 Tutorial Content
The web-based tutorial is composed of tutorial questions, resources, and an
interactive demonstration of spectral. The tutorial questions are designed to promote
exploration and understanding of key concepts and to encourage constructive use of the
interactive demonstration. The resources and the interactive demonstration provide
background and examples while solving the tutorial questions.
The tutorial structure is essentially a sequence of questions, which guide the
student through basic spectral analysis concepts. Interleaved in these questions are
suggestions to access specific resources, typically text summaries. This serves as an
introduction before a new sub-topic begins. In addition, the interactive demonstration is
used in some of the questions to give students specific examples. Sample pages from the
tutorial can be viewed in Appendix B.
4.1.1 Resources
The resources consist of general text summaries, a glossary, and relevant figures
and tables. All of these resources are available from the initial tutorial page and from
each question page. The format of these pages can be seen in Appendix B. Links to
these resources may also be contained in questions or their hints.
The text summaries are intended to serve as a brief introduction to specific
concepts. Because the tutorial precedes the spectral analysis lecture, the following text
summaries are useful: Overview of Spectral Analysis, Window Characteristics, Effect of
Windowing, Frequency Resolution, Amplitude Resolution, and Effect of DFTl. The text
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summaries for these resources can be viewed in the Appendix B. In addition to these
resources there is also a link to the course text on spectral analysis.
The glossary can be seen in Appendix B. The glossary defines vocabulary
relevant to spectral analysis. In addition to the general links to the entire glossary,
individual questions contain links to specific glossary terms as appropriate. Furthermore
tutorial resources include links to window tables and figures. These resources can be
viewed in Appendix B.
4.1.2 Interactive Spectral Analysis Demonstration
The interactive spectral analysis demonstration is an online software tool that was
developed previously. The interactive demo (http://web.mit.edu/6.555/www/matweb/demo.html)
is implemented using the MATLAB* Web Server. It performs spectral analysis of
cosine, ECG, and speech signals. The input window displays a block diagram illustrating
the steps of the processing and allows user selection of key parameters such as window
length, window shape, and DFT length. The output window displays the DTFT
(continuous frequency representation) of the selected window and the windowed signal,
as well as the actual DFTF (discrete frequency representation) resulting from the
processing. Additional options permit the user to display time-domain signals, compare
and contrast multiple parameter sets, and generate spectrograms (using the same
parameter set) when the input is a speech signal. A sample of the demo is shown in
Appendix B.
The tutorial resources include a link to the interactive demonstration. Thus
students have the option of experimenting with parameters as they wish; either in the
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context of a tutorial question or more independently. Some tutorial questions specifically
require use of the interactive demo.
4.1.3 Tutorial Questions
In order to fully understand the concepts in spectral analysis, one needs to
understand window dynamics, how length and shape effect main lobes and side lobes;
sampling in time; and DFT basics, how the DTFT and DFT are related. For this reason
the initial set of tutorial questions, on Window Characteristics, served as a review to
insure that the students are up to speed on the following concepts: window length,
window shape, mainlobe width, peak sidelobe amplitude, and sampling in time. A
sample problem from this section can be seen in Appendix C.
The second set of tutorial questions, on the Effect of Windowing, has questions
dealing with window length and shape and their effect on frequency resolution. The third
set of tutorial questions, on the effect of windowing and DFT length, covers amplitude
resolution (how it is affected by window shape and length), the interaction and the
combined effects of window length and window shape, the difference between the DFT
and DTFT, and the implications of increasing DFT length. Samples of questions from
both of these sets can also be viewed in Appendix C.
All three sets of questions include true/false, multiple choice, and short answer
questions. After viewing each question, the student can answer the question, or if there
are hints, may optionally view the hints first. Once they have answered, they have the
option of checking their answer multiple times until they obtain the correct answer. It is
intended that the option to check will allow students to reason through their mistakes, but
given that the tutorial is not graded, this will depend on the students' motivation. Thus
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those students who are willing to spend the time to do this will most likely get more out
of the tutorial. The student can submit their answer to the question at any time, at which
point they will be presented with a solution to the question. The student will then proceed
to the next question. At one point in time it had been intended to have a more adaptive
tutorial that would send the student to another question that tested a similar concept if
they had answered incorrectly. This was not possible to implement due to time and
software constraints.
The tutorial questions consist of three question types. The first question type
consists of guided comparisons that use the demo to view the effect of individual
parameters as well as the interrelation between parameters. The second type consists of
concept-testing questions that check for the student's understanding after initial exposure
via the interactive demo. The third question type is application based and tests the
student's ability to use spectral analysis concepts on a larger scale.
4.2 Technical Tutorial Design
The web-based tutorial designed in this work is implemented using software
designed by Professor Tomas Lozano-Perez. This software, implemented in Scheme,
was developed for use in 6.001 and 6.034 to provide a substitute for lectures and paper
problem sets.
4.2.1 Questions
The tutorial questions were written in Latex and converted from Latex to html.
The html formatted questions were then broken up into segments: intro, question
statement, hints, answer options, and answer. Based on the question type, true/false,
short answer, or multiple choice, the question sections were placed into a Scheme
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template file in which the html text was enclosed in quotations within the Scheme. This
was done for each question. Each question filename was then placed in another Scheme
file that created the initial tutorial page. This file also contained the introductory text for
the tutorial in html format. The software package also created question buttons on the
initial tutorial page as well as hint, check, submit, next problem, and previous problem
buttons on the question page. Code for sample questions can be seen in Appendix C.
4.2.2 Resources
The text resources are saved as html documents, the figures as jpg, and the
equations as gifs. The side panel that contained links to the text resources on the initial
tutorial page and the question pages was created by files containing html text (see
Appendix C for examples) to create links. The text summaries and the glossary are saved
in two html documents. Different text topics and glossary terms were indexed using the
html target command.
4.2.3 Features
The features of this software are student and staff log in, ability to view scores,
and logs of tutorial performance. For security purposes and to control the use of the
tutorial a login is required. The students and staff both have user names and passwords
assigned. The second feature is that logs are kept of the students' performance
throughout the tutorial. The logs contain data on which questions the student has
answered, the number of times the student has checked, the answers the student has
checked, and the answer submitted by the student. The logs facilitate automated options
for viewing scores. The students are allowed to view a listing of the problems they have
completed, as well their score on these problems. In addition, their score on each
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problem is displayed next to the question button on the introductory spectral analysis
tutorial page. The staff has the ability to view all students scores one at a time or all at
once. They also have the option of viewing the errors in an assignment by student or by
class, as well as the answers on a particular problem by student or by class.
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Chapter 5: Assessment Techniques
This chapter describes the various types of data collected to assess the
effectiveness of the spectral analysis module. The actual data will be presented in
Chapter 6.
5.1 Surveys
In order to get student information and feedback three surveys were used; an
initial background survey, a tutorial feedback survey, and a final class evaluation survey.
5.1.1 Background Survey
The background survey (see Appendix D) was handed out the first day of class.
This survey served the purpose of collecting background information on students'
previous signal processing and probability experience and overall academic experience,
as well as general administrative data for the teaching staff. The survey asked for the
students' major, year, and degree program. In addition, the survey asked "Have you
taken or are you currently taking" 6.003 or 6.011 (undergraduate signals and system
courses), 6.041 (undergraduate probability course), 6.341 (graduate signal processing
course), and 6.432 (stochastic processes course), or equivalent classes.
5.1.2 Tutorial Survey
Several questions within the spectral analysis tutorial were used to obtain student
feedback on the tutorial and its components. These questions will be referred to as the
tutorial survey. The text of the questions can be viewed in Appendix D. The tutorial
survey questions occurred in two locations, at the end of the first set of questions, as
question 1.1.10, and at the end of the tutorial, in questions 1.3.12, 1.3.13, and 1.3.14.
Questions 1.1.10 and 1.3.12 are identical, asking student to rate their ability to understand
33
the effects of relevant parameters on spectral analysis at two different points in the
tutorial. By asking the same question at two different times, we hoped to determine if the
students' self-assessment of their abilities improved after using the tutorial. Questions
1.3.13 and 1.3.14 asked about the usefulness of the tutorial, text summaries, and the
spectral analysis demo. The students were also asked how often (in what percentage of
the tutorial questions) they used the demo. Furthermore, we asked the student to estimate
the likelihood that they would use the tutorial questions, text summaries, or the demo in
the future. Finally, the students were asked the amount of time they spent on the tutorial
and to comment on the tutorial.
5.1.3 Class Evaluation Survey
The final survey was the class evaluation survey. In this survey students rated the
usefulness of the course, including the spectral analysis tutorial, the text resources, and
the interactive demonstration. In addition, the survey asked how often students returned
to use the demo, the tutorial questions, and the text resources, after completing lab .
These questions were asked to confirm if students did actually return to use the tutorial
and to find out the students' lasting perspectives of the web-based tutorial. A copy of this
survey can be viewed in Appendix D.
5.2 Student Tutorial Performance
From the logs kept by the software package, we were able to determine the
number of times students checked each question before submitting their final answer as
well as each student's overall score.
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5.3 Demo Usage
The usage of the interactive spectral analysis demonstration over the semester was
tracked using a web counter, which recorded the total number of hits to the web address.
The demo usage was generally checked daily, excluding student holidays. Demo usage
was tracked to determine how much the demo was used after the initial exposure during
LablB. Through this tracking we hoped to identify high demo usage periods, such as
before quiz 1 or labI was due, as well as how long students found the demo useful.
5.4 Assignment Comparison between Years
Assignments and students' scores, from spring term 2000 were saved for
comparison with this year's assignments and scores. Note that during spring term 2000,
spectral analysis was presented in lecture and ventricular arrhythmia detection was done
as in LabIC, but without the LabIB session consisting of an initial challenge, generate
ideas, multiple perspectives, and research and revise including the web-based tutorial and
interactive demonstration as described in chapters 3 and 4. The assignments used in both
years include problem set 3, Lab 1, and Quiz 1. Portions of these assignments relevant to
spectral analysis will be compared between the two years in order to evaluate the effect
of the spectral analysis module (including web-based tutorial and interactive
demonstration) on student performance.
5.4.1 Problem Set
Question 2 on problem set 3 is intended to test students' near transfer of spectral analysis
concepts. The same spectral analysis problem set question has been used for the past
several years. As a result, students may using "bibles" from previous years to answer the
problem set, which would prevent the problem set from being a true test of their abilities.
35
Creating a new problem set question could solve this problem, but due to the fact that we
wanted to maintain similar conditions in the comparison between years, we kept the
problem set the same. In addition, it should be considered that problem sets often involve
some collaboration between students and thus the score on a problem set may not be
indicative of a single student's understanding of the material. The problem set question
used on spectral analysis can been found in Appendix A.
5.4.2 Lab
Another assignment compared between the two years is a question that students
were required to answer in their Labi reports. In order to determine the effect of the
spectral analysis tutorial on Lab 1, we compared student's response to the question,
"Explain your choice parameters (window length, window shape, and FFT length) used
with the spectrum function. What is the effective frequency resolution (in Hz) of the
spectral analysis that you performed?" The students received a general grade for the lab
report, but this particular question was re-graded for assessment purposes based on a
different standard. Out of a total of 5 points, students received one point for explaining
their choice in each of the following: window length, window shape, FFT length, and
frequency resolution. In addition they received an additional point for the completeness
of their discussion and apparent understanding.
5.4.3 Quiz
In both 2000 and 2001, Quiz 1 included a spectral analysis question, and student
performance on this question was compared between the two years. However, because
the quiz questions are different each year, it may not be possible to make direct
comparisons between the two years. The spectral analysis question used in 2001 was
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more difficult than in the previous years. In order make a valid comparison of
performance between the two years; further analysis of the two quiz questions is required.
The spectral analysis questions used in both years' quizzes are available in Appendix A.
5.5 Class Participation
A major change in the new spectral analysis module is the later placement of the
lecture. It was hypothesized that the students' introduction to the topic via the web-based
tutorial might lead to higher motivation, more insightful questions, and more class
discussion during the lecture itself. In order to test this hypothesis, a method was
developed for assessing the degree of student participation during lecture. This method
consisted of counting the number of times students spoke during lecture and recording
the following information about each occurrence: 1) initiation - question/ comment was
student initiated or instructor initiated, 2) depth - question/ comment was trivial,
pertinent, or insightful, 3) position - question/comment was original (new topic) or
follow-up of a prior question/comment. This method was used to assess the degree of
student participation during the spectral analysis lecture and during the DTFT lecture
(presented two weeks before the spectral analysis lecture) as a control. Two teaching
assistants collected the data during each lecture, each recording their own interpretation
of question initiation, depth, and positioning.
5.6 Talk Aloud Critique
Another assessment tool used was the talk-aloud critique. This critique consisted of
volunteers working through the web-based tutorial, and making comments about the
tutorial onto an audiocassette as they worked. This was intended to provide direct
feedback on the tutorial at the moment the user may notice a problem or a feature that
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they like. For the talk-aloud critique we used three subjects. These subjects were not
students in the class, and all had substantial prior experience with the topic of spectral
analysis.
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Chapter 6: Results
6.1 Survey
6.1.1 Background Survey
Student Graduate/ Undergraduate Classification
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Figure 3.
Figure 3 shows the number of graduate versus undergraduate students in 2000 and 2001.
The total number of students decreased from 27 to 22. In 2000, 59% of the students were
graduate students; and in 2001 68% were graduate students.
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Figure 4 shows the number of students by major in both years. The figure shows a sharp
decrease in the number of EECS students (from 70% to 55%) and a small decrease in
nuclear engineering students. Conversely there are small increases in HST students, and
in the "other" category.
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Probability and Signal Processing Experience
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Figure 5 displays the results of the background survey questions on previous signal
processing and probability experience. Students were classified as having undergraduate
or graduate signal processing experience if they had taken 6.003/6.011 or 6.341,
respectively. Students taking 6.041 or 6.432 were classified as having undergraduate or
graduate probability experience, respectively. Values of 0, 1, and 2 were assigned to
represent no experience, undergraduate-level, and graduate-level experience,
respectively. The averages displayed are averaged over all students. Probability
experience increased by approximately 1 rating point from 2000 to 2001, while signal
processing experience slightly decreased by .3 rating points. Note that students'
probability and signal processing experience is not necessarily independent.
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Figure 6.
Figure 6 displays Signal Processing and Probability experience results from the
background survey based on graduate/undergraduate standing. This figure has a range of
0 to 4, these numbers indicate the following: 0 corresponds to no experience, 1
corresponds to presently taking an undergraduate class, 2 corresponds to having already
completed an undergraduate class, 3 corresponds to having taken an undergraduate class
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and presently taking a graduate level class, and 4 corresponds to having already
completed a graduate level class in probability or signal processing. In both years we see
very little difference between graduates and undergraduates signal processing experience,
but undergraduates have substantially more probability experience.
6.1.2 Tutorial Survey
Students' Rating of their Spectral Analysis Abilities
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Figure 7.
Figure 7 displays results from the tutorial survey questions concerning students' self-
ratings of their spectral analysis ability. Initial rating refers to response to question
1.1.10, while final rating refers to response to 1.3.12. Most students rate themselves as
either good or fair in their spectral analysis abilities. When comparing the initial and
final ratings, we see that the number of students rating themselves as fair increases, while
the number of students rating themselves as good decreased. The number of students that
give an excellent rating increased by 1; and the number of students with a poor rating
remained constant at 1.
Initial Rating vs. Rating Differential in Final Rating
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Figure 8 is based on the same data as in Figure 7, now plotted to show the change for
each student from initial to final rating. The legend specification of -1, 0, or 1
corresponds to a student decreasing their self-rating by one level, not changing their self-
rating, and increasing their self-rating by one level. No student's self-rating changed by
more than one level between the initial and final rating. The one student initially rated as
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poor in spectral analysis ability remained at poor. Of the seven students with an initial
rating of fair, four remained at fair and three increased their rating to good. Of the eleven
students with an initial self-rating of good, six went down to a rating of fair, four
remained at good, and one student went up to excellent. All three students with an initial
rating of excellent stayed at excellent.
Tutorial Usefulness
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Figure 9 displays results from tutorial survey questions 1.3.13 on tutorial usefulness.
Students generally found the tutorial and it's various components useful. No student said
that any tutorial component was not useful, and most students rated the tutorial
components as very useful. For each component, over 86% of students gave ratings of
moderately useful or very useful.
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Figure 10 displays results from tutorial survey question 1.3.13 on tutorial usefulness,
separated by students' prior signal processing experience from the background survey.
The responses "not useful", "slightly useful", "moderately useful", and "very useful",
were assigned numerical usefulness ratings of 0, 1, 2 and 3, respectively. This figure
shows that on average students with undergraduate signal processing experience found
the tutorial components slightly more useful than students with more or less signal
processing experience. On average students with graduate signal processing experience
generally found the tutorial questions and interactive demonstration less useful.
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Predicted Tutorial Use (after Labi)
Tutornal Questions Resources Demno
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Figure 11.
Figure 11 displays results from tutonial survey question 1.3.13 on predicted future tutorial
use. Overall, this figure shows that most students feel that they will probably or
definitely revisit the different tutorial components. For each component, at least 77% of
students think that they will probably or definitely use that component in the future.
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Figure 12 displays results from tutorial survey question 1.3.13 on predicted future tutorial
use, separated by students' prior signal processing experience from the background
survey. The response "definitely not", "probably not", "probably", and "definitely" were
assigned numerical usage ratings of 0, 1, 2, and 3, respectively. On average students with
graduate level signal processing experience predict that they are less likely to use the
tutorial components after Lab 1, especially in the case of the demo. On average students
with no signal processing experience expect that they are slightly more likely to revisit
the resources and the interactive demonstration. On average students with undergraduate
level signal processing expenience predict that they are more likely to revisit the tutorial
questions.
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Demo Usage (during tutorial)
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Figure 13 shows results from tutorial survey question 1.3.13 on percentage of tutorial
questions in which the demo was used. This figure show that most students, 16, used the
demo to answer 0%-40% of the tutorial questions. Only six students use the demo for
40%-60% of the tutorial questions, two students for 60%-80% of the questions, and no
students for 80%-100% of the questions.
Dem o Usage on Tutorial vs. self-ranking of Spectral
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Figure 14 shows results from tutorial survey question 1.3.13 on demo usage separated by
initial and final self-ratings from questions 1.1.10 and 1.3.12. Numerical demo usage
ratings of 0-4, correspond to demo usage on 0%-20%, 20%-40%, 40%-60%, 60%-80%,
and 80%-100% of questions, respectively. On average, as students' initial self-rating
increases, their demo usage generally decreases. In the case of the final self-ratings, the
figure shows a peak in demo usage for those that rate themselves as fair.
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Figure 15 shows results from tutorial survey question 1.3.13 on demo usage separated by
students' prior signal processing experience from the background survey. This figure
shows that those students with undergraduate signal processing experience used the demo
slightly more in answering questions. Those with no signal processing experience had
slightly less demo usage, and students with graduate level signal processing experience
had the least demo usage.
6.1.3 Class Evaluation Survey
Tutorial Usage After Labi (Final Survey)
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Figure 16.
Figure 16 displays results from the class evaluation survey concerning tutorial use
after Lab 1. The results indicate that on the average students returned to the
tutorial components with moderate frequency. However, how often individual
students revisited the tutorial components was rather variable.
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Figure 17 displays results from the class evaluation survey concerning the
usefulness of the tutorial components. The usefulness rating at this later point in
the term was fairly high, 4.6 out of 5, and consistent across tutorial components.
In addition to answering survey questions, students left the following comments
about the tutorial in the tutorial survey.
Negative:
" Too long
" Too repetitive
* Needs more formulas
* Needs more detailed explanations of answers to questions
* Questions too transparent - could answer without real understanding
" Demo confusing, clear labeling of plots needed
* More signal processing experience would have been helpful to get
more out of the tutorial
Positive:
" Repetition of concepts good, allow the points to sink in
* Text Summaries good (explained answers well)
* Demo was nice to try things out
" Exceeds what would have gained form doing a problem set or reading
for the same amount of time
" Liked instant feedback
" Liked the check option that did not give the answers
* Liked References being readily available
" Questions useful
" Useful for future reference
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6.2 Student Tutorial Performance
Signal Processing Experience vs. Average # of Checks
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Figure 18 displays the average number of times each student check questions on the
tutorial based on the students' signal processing experience. The students' signal
processing experience is indicated by -2, 0, and 2 corresponding to no experience,
undergraduate level experience, and graduate level experience. Note that in the case of
the average number of checks being zero no bar is indicated, but an x-axis labeling of -2,
0, or 2 is shown. On average, students with undergraduate signal processing experience
have the most number of checks during the tutorial.
6.3 Demo Usage
Demo Usage through Spring 2001 Term
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Figure 19.
Figure 19 displays the Interactive Demo use over the Spring 2001 term.
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6.4 Assignment Comparison between Years
Average Performance by Year
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Figure 20 displays the average performance on the homework problem, lab question, and
quiz question for spring term 2000 (no module) and spring term 2001 (with module).
This figure shows effectively no increase in homework performance, a large increase in
lab performance, and a small decrease in quiz performance between the two years.
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Figure 21 displays the average performance on the assignments versus
undergraduate/graduate standing. There is no obvious difference between graduate and
undergraduate performance.
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Figure 22 displays the average performance on each assignment based on
are no obvious trends attributed to major field of study.
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Figure 23 displays the average performance on each assignment based on prior signal
processing experience. In figure 25 -2, 0, and 2 correspond to no experience,
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undergraduate level of experience, and graduate level of experience in signal processing,
respectively. In the case of homework, we see an increase in score for the students with
no prior signal processing experience. The labs show a big increase in performance for
students with undergraduate level signal processing experience (0) and no signal
processing experience (-2). In the case of the test, the figure shows a large drop in score
of students with no prior signal processing experience and a small drop in score for other
students.
Average Performance vs. Probability Experience
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Figure 24 displays the average performance on the assignments based on probability
experience. In figure 24, -2, 0, and 2 correspond to no experience, undergraduate level
of experience, and graduate level of experience in probability, respectively. Students
with graduate level experience show the largest increase in homework performance.
Students with no prior probability experience and undergraduate level probability
experience show large increases in lab performance. There is no obvious relationship
between prior probability experience and quiz scores.
6.5 Class Participation
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Figures 25 and 26 display class participation in the spectral analysis lecture (2/27) and the
DTFT lecture (2/15) as recorded by TAl and TA2. Both figures show that the total
number of questions/comments increased slightly in the spectral analysis lecture relative
to the DTFT lecture, but that increase was due to instructor initiated discussion. Both
plots also indicate that student comments were somewhat more insightful during the
DTFT lecture.
6.6 Talk Aloud Critique
The following are the comments made by the three subjects in the talk-aloud procedure.
* More figures should be used in the text summaries.
* In the Window Characteristics resources, the window figures should be placed within
in the text, instead of linking to it.
* Glossary, helpful to have all terms in one place
* Like the ability to check answers without getting the explanation
* Generally like explanation of answers, but some questions could have more
explanation of answers (1.1.8, and others)
* For clarification, reword some of the questions (1.1.5, 1.1.9, 1.2.8, 1.3.8)
* Nyquist should be explained in the tutorial
* In Demo, the title of the figures should be labeled: DFT signal, DTFT of signal,
DTFT of window
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* Having a calculator on the side of the tutorial might be helpful
* Like hints (prefer shorter hints to long hints)
* Questions give good understanding of tradeoff between amplitude and frequency
resolution
* Need clearer explanation of a windowed versus and un-windowed signal
* Pictures might be useful in explanation of some answers.
* For demo, a single cosine demonstration would be useful
* Can be repetitive
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Chapter 7:
7.1 Student Opinion
The students' response to the spectral analysis module can be discussed in terms
of their reaction to the overall Star Legacy structure and their reaction to the web-based
tutorial.
7.1.1 Star Legacy Structure
Overall, students did not react directly to the change in structure introduced by
use of the Star Legacy model. The following comments by students do suggest possible
improvements to the particular Star Legacy implementation developed here: 1) "I felt the
web-based tutorial was kind of distracting to use in the second week during the middle of
the lab. Perhaps it would have been better to assign it as a pre-lab assignment for people
to complete before the first week of lab", 2) "The tutorial was, although very useful and
interesting, a little too time consuming and tedious." These comments were both made
by graduate students who had fairly good performance in the spectral analysis section of
the course. Based on these comments it might be useful to restructure the placement of
the tutorial within the Star Legacy Cycle. Another option might be to shorten the tutorial
so that it will not be as much of a distraction from the main lab challenge. More specific
suggestions for changes to the tutorial are discussed in 7.3.1.
Students provided very positive, though indirect, feedback on the spectral analysis
module used in Lab 1, through their reaction to Lab 2. During spring term 2001, Lab 2
was taught "the old way" without any attempt to use the Star Legacy model. The speech
vocoder problem addressed in Lab 2 was unchanged from previous years, and no
particular problem had been noted with Lab 2 in the past. However in 2001, students
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Discussion
made the following comments in their reports on Lab 2 when asked to summarize what
they like/disliked most about the lab: "... I thought that a little more freedom in design
of a coder decoder would be good", "The code provided was a great help. But at times,
its seems a bit too excessive to 'hold our hands' so much", "Instead of giving templates
for all the code, I would have given a shorter lab assignment, but also less help",
"Basically I just followed the lab instruction in this exercise. It's not so challenging as
the first lab exercise." The comments indicate that students enjoyed the problem-solving
challenge-based structure used in Lab1 and reacted negatively when that was not present
in Lab2. This is positive feedback supporting the use of Star Legacy Model, because one
of its main goals is to make students feel comfortable with tackling big problems by
decomposing them into manageable sub-problems.
In addition, students also made the following comments in Lab 2: "... I wish I
could've gotten a more solid foundation in the theory...", "... I think theory was not
explained clearly in class... ." These comments seem to point to another possible area in
which a web-based tutorial could be used in teaching key concepts. Lab 2 could be
improved by including a tutorial to give students a more solid foundation in speech
processing concepts.
7.1.2 Tutorial
In general, student response to the spectral analysis tutorial was quite positive.
This can be seen in the results from the tutorial survey and class evaluation survey.
Figure 9 shows that at least 86% of the students rated each tutorial component as either
very useful or moderately useful. Figure 17 shows that the average usefulness rating for
each component was 4.6 out of 5. Note that the course evaluation survey was completed
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near the end of the term so the results in Figure 17 represent the students' impression of
usefulness roughly two months after the initial tutorial use.
Furthermore, Figure 10 shows that students with graduate level signal processing
experience generally found the Tutorial Resources and Interactive Demo less useful than
other students. Figure 10 also shows that students with an undergraduate level of signal
processing experience generally find the tutorial, its resources, and the demo slightly
more useful than other students. From this, one could conclude that the current version
of the tutorial best suited for students with undergraduate level signal processing
experience; and thus in the future it could be adapted to fit the needs of all students. It
should be noted though, that the difference between usefulness rating in figure 10 is
small, due to the generally high usefulness rating response of the students. Thus the
significance of this difference is uncertain, but further surveys with more quantized rating
systems or larger pools of students could bolster confidence in the aforementioned
conclusion.
In addition to the usefulness of the tutorial, the students' predicted future use of
the tutorial sections, displayed in figure 11, shows that at the time of initial use the
students expected to use the tutorial in the future. From figure 11, we see that at least
77% of the students said that they would definitely or probably reference the tutorial
questions, resources, and demo again. The final survey confirmed that students did
indeed refer back to the tutorial, but the frequency was quite variable, as can be seen from
figure 16. This figure shows that approximately 78% of the students used the demo and
the tutorial resources again, and 72% of the students used the tutorial questions, hints and
answers.
55
The results that consider predicted tutorial use in terms of signal processing
experience (Figure 12) are similar to the Tutorial Usefulness results discussed above, in
that the students with graduate level signal processing experience predict that they are
less likely to use the tutorial in the future. In Figure 12 though, we do see a slightly
larger predicted usage rating for students with no signal processing experience in the case
of tutorial resources and the demo. One might hypothesize that the students with no
signal processing experience feel the need to re-use the resources and the demo based on
their performance in the tutorial; but being that the discrepancy in predicted usage rating
between students with varying levels of signal processing experience is fairly small,
further tests are needed to confirm the above hypothesis.
7.2 Student Performance
We hypothesize that students using the spectral analysis module (2001) would
have a stronger grasp of key concepts than students who learned the material without the
module (2000). Furthermore, we would expect that this improved understanding would
be reflected in problem set, lab, and quiz scores.
Evidence supporting this hypothesis can be found in results of lab performance
(Figures 20-24). Figure 20 shows that students in the year with the Spectral Analysis
Module scored roughly two times higher on the lab report question than students in the
year without the module. In Figures 21 and 22 we see that there is not much correlation
between the amount of improvement in lab performance and the students' graduate/
undergraduate classification or major. On the other hand, Figures 23 and 24 show that
the improvement in students with graduate level signal processing and probability
experience is far less than it is for other students. It appears that one effect of the module
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has been to lessen the difference in performance between students with greater and lesser
experience.
The problem set and quiz do not support this hypothesis. Problem set
performance most likely has been saturated by student collaboration and by the use of
"bibles" from previous years. The quiz performance does not accurately reflect
differences in understanding between the two years, due to discrepancies in the difficulty
of the quiz. A more careful regarding and calibrating of the two quiz questions can
address this.
Surprisingly, students' presumably improved understanding of spectral analysis
concepts was not reflected in their self-assessment. This is evidenced in Figure 7, which
shows that students' self-rating of their spectral analysis abilities do not increase after
completing the tutorial, as one might expect. Instead, from Figure 8, we see that of the
eleven students who initially rated themselves as good 55% (6 students) lower their rating
to fair and only 9% (1 student) increase their rating to excellent. Of the seven students
with an initial rating of fair, we see that 43% (three students') increase their rating to
good and the rest remain rated at fair. This result seems to be a case of "the more you
know, the more you know you don't know." Although the students may have actually
learned in the web-based tutorial, the timing of the final self-assessment came
immediately after students had just been given the hardest questions in the tutorial. As a
result students might have been overwhelmed and not as confident in their spectral
analysis abilities as they should have been.
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7.3 Future Work
7.3.1 Tutorial
Student feedback and the talk-aloud session strongly suggest that the tutorial
should be adaptive to students' prior knowledge and performance. In the current
implementation, the tutorial presents all students with the same sequence of questions.
An adaptive tutorial would tailor the sequence in response to the student's performance
on the tutorial questions. This would eliminate easy and/or repetitive questions for
students who demonstrate their grasp of a concept. This should address the comments
about the tutorial being repetitive, long, and needing a user with a certain level of signal
processing experience to make the tutorial most useful. It may also be worthwhile to give
students the option of viewing more detailed solutions to questions, so that those who
need more explanation can get that, and those who do not will save time.
Additionally, for assessment purposes the tutorial should be adapted to collect
additional data on student usage. For instance, it would be helpful if the tutorial were
able to determine how often the students linked to the demo, resources, or hints. This
would provide more direct information than that obtained from the usage survey
questions and would improve our attempts to quantify the usefulness of tutorial
components by seeing how often the student uses it.
7.3.2 Demo
Overall the students seemed to find the demo useful, but sometimes confusing.
Several complained of the lack of labeling of the plots displayed. A simple title of
Window DTFT, signal DTFT, and signal DFT should be added. In addition, it might be
useful to make more accessible links to instructions on demo usage
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7.3.3 Assessment
As discussed in section 7.2, in order to compare students quiz performance
between the 2000 and 2001 terms, a re-grade of the quiz is needed. The reason for the re-
grade is due to the discrepancy in difficulty of the two spectral analysis quiz questions.
To facilitate a re-grade, it might be useful to have students with backgrounds similar to
that of students in 6.555J assess the difficulty between the two spectral analysis test
questions. Another possibility is to have a colleague of equivalent background to the
professor of this class assess the difficulty of the spectral analysis questions in both quiz
questions. It is likely that we could identify a subset of the 2001 quiz spectral analysis
question that is comparable in difficulty to the 2000 quiz spectral analysis question. The
remaining portions of the 2001 spectral analysis question might be used in future
comparisons.
Improvements can also be made to the format of the Talk Aloud Critique sessions.
This year's sessions were just to get general feedback on the usefulness and utility of the
spectral analysis tutorial. For this reason, subjects were not asked specific questions, but
instead were asked to simply point out areas that needed improvement or that were- good.
In order to get a more thorough idea of what needs to be accomplished to make the
tutorial optimal for all users, a more thorough usability study would be useful; one in
which subjects are asked specific questions that have been chosen with the help of a
usability professional. Furthermore, the subjects should represent a larger range of signal
processing backgrounds. It would be particularly helpful to get the response of naive
subjects with signal processing backgrounds similar to that of the students in 6.555J. In
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addition, it might be useful to simulate the lab experience in Lab lB with the subjects; or
to find a way of non-intrusively collecting data and feedback on all aspects of the spectral
analysis module with the students presently taking the class.
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Appendix A
Problem Set 3;
Problem 2
(a) Find a closed-form expression for X(F), the CTFT of the amplitude-modulated signal
x(t) = (1 + m cos 27rFmt) cos 27rFet.
Hint: Show that x(t) can be written as
Mm
x(t) = cos 27rFct + - cos 27r(Fc - Fm)t + - cos 27r(F. + Fm)t2 2
(b) Assume that Fe, Fm, and m are unknown. You propose to measure these three param-
eters using the following method:
1. Sample x(t) at sampling frequency F, = 5000 Hz for a duration of T = 20 ms. This
gives the finite, discrete-time signal x[n].
2. Compute the N=100 point DFT of of x[n]. This gives X[k] for k = 0, ... , 99.
For each of the following five cases, determine whether there is sufficient information in
IX[k]I to estimate F., Fm, and m unambiguously. If yes, describe your method for estimating
these parameters and give numerical values for your estimates. If not, specify how you would
modify the measurement parameters T, F, and N in order to obtain unambiguous estimates.
Feel free to use Matlab or any other software to compute and sketch IX [k] 1.
i) F, = 1475 Hz, Fm = 200 Hz, m = 1
ii) F, = 1475 Hz, Fm = 1200 Hz, m = 1
iii) F = 1475 Hz, Fm = 40 Hz, m = 1
iv) F = 1475 Hz, Fm = 200 Hz, m = 0.05
v) F, = 1500 Hz, Fm = 200 Hz, m = 0.05
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HST-582J/6.555J/16.456J - Biological Signal and Image Processing - Spring 2001
Laboratory Project 1
The Electrocardiogram
DUE: 3/8/01
1 Introduction
The electrocardiogram (ECG) is a recording of body surface potentials generated by the
electrical activity of the heart. The recording and interpretation of the ECG has a very
long history, and is an important aspect of the clinical evaluation of an individual's cardiac
status and overall health. In this laboratory project we will design a filter for conditioning
the ECG signal and a monitoring system to detect abnormal rhythms.
2 The Electrocardiogram
2.1 ECG Beat Morphology
The normal heart beat begins as an electrical impulse generated in the sinoatrial node of
the right atrium. From there, the electrical activity spreads as a wave over the atria and
arrives at the atrioventricular node about 200 ms later. The atrioventricular node is the
only electrical connection between the atria and ventricles. In approximately 100 ms, the
wavefront emerges on the other side and rapidly spreads to all parts of the inner ventricular
surface via the His-Purkinje system. The activation of the entire ventricular myocardium
takes place in 80 ms.
The ECG waveform corresponding to a single heart beat consists of three temporally distinct
wave shapes: the P wave, the QRS complex, and the T wave. The P wave corresponds
to electrical excitation of the two atria, and is roughly 0.2 mV in amplitude. The QRS
complex corresponds to electrical excitation of the two ventricles, and has a peaked shape
approximately 1 mV in amplitude. The T wave corresponds to the repolarization of the
ventricles. It varies greatly from person to person, but is usually 0.1-0.3 mV in amplitude
and ends 300-400 ms after the beginning of the QRS complex. The region between the QRS
complex and T wave, called the ST segment, is the quiescent period between ventricular
depolarization and repolarization. Algorithms for detecting ECG beats invariably focus on
the QRS complex because its short duration and high amplitude make it the most prominent
feature.
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The bandwidth of the ECG is not rigidly defined, although most of the clinically relevant
energy falls between 0.05 and 50 Hz. However, important morphological features of the
ECG may contain very little of the waveform's energy. Therefore, reproduction resulting in
unchanged clinical interpretation may not necessarily be related to traditional engineering
metrics such as preservation of the waveform energy.
2.2 Noise
It should be no surprise that noise can be a problem in ECG analysis. Fortunately, the
signal-to-noise ratio is usually quite good in a person at rest. In an active person, however,
there can be substantial low frequency (< 15 Hz) noise due to electrode motion, and high
frequency (> 15 Hz) noise due to skeletal muscle activity. In addition, there is the possibility
of noise at 60 Hz and its harmonics due to power-line noise.
2.3 Arrhythmias
All normal heartbeats begin as an electrical impulse in the sinoatrial node, and a sequence
of normal heartbeats is referred to as a normal sinus rhythm. The term arrhythmia refers
to an irregularity in the rhythm. Most arrhythmias are associated with electrical instability
and, consequently, abnormal mechanical activity of the heart. Arrhythmias are typically
categorized by the site of origin of the abnormal electrical activity. Although all normal
heartbeats originate in the sinoatrial node, abnormal beats can originate in the atria, the
ventricles, or the atrioventricular node.
Arrhythmias can consist of isolated abnormal beats, sequences of abnormal beats interspersed
with normal beats, or exclusively abnormal beats. From a clinical perspective, the severity of
the arrhythmia depends on the degree to which it interferes with the heart's ability to circu-
late oxygenated blood to itself and to the rest of the body. Isolated abnormal beats typically
do not interfere with cardiac function, although they do indicate an underlying pathology
in the cardiac tissue. Rhythms dominated by abnormal beats are often more problematic.
Many of them can be treated with medication, while the most severe arrhythmias are fatal
if not treated immediately.
Two especially dangerous arrhythmias are ventricular flutter and ventricular fibrillation.
Ventricular flutter is produced by a focus of ventricular cells firing at a rate of 200-300/minute.
In ventricular flutter the ventricles contract at such a high rate that there is not enough time
for them to fill with blood, so there is effectively no cardiac output. Untreated ventricular
flutter almost always leads to ventricular fibrillation, because the lack of blood supply causes
many other foci in the ventricles to fire independently.
In ventricular fibrillation, many foci of ventricular cells fire, each at its own rate. Because
there are so many foci firing at once, each one causes only a small area of ventricle to
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depolarize, resulting in a chaotic twitching of the cardiac muscle and no cardiac output.
Ventricular fibrillation is an emergency situation which requires treatment by electrical shock
to restore the heart to a normal sinus rhythm.
2.4 Automated Arrhythmia Detection
Not surprisingly, much effort has been devoted to the development of automated arrhythmia
detection systems for monitoring hospital patients. In such systems, the ECG signal is picked
up by surface electrodes on the patient, amplified, lowpass filtered, and digitized before
processing. Many signal processing techniques have been studied for reducing noise and
identifying relevant features of digital ECG signals. The output of the system is a diagnosis
of the rhythm which is typically recorded and/or displayed on the monitor. In addition, the
detection of rhythms requiring immediate attention generally triggers an alarm. Although
detection of ventricular flutter or ventricular fibrillation should obviously generate an alarm,
it is important to minimize the false alarms produced by such systems. Experience has shown
that automated arrhythmia detectors with high rates of false alarms are typically disabled
or ignored by hospital staff.
In the first part of this lab, we will design digital filters for signal conditioning. In the second
part of this lab we will design, implement and test a system to distinguish ventricular flutter
and ventricular fibrillation from normal sinus rhythms.
References
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3 Specific Instructions
3.1 Data Acquistion
The first data that you will process was recorded from a healthy volunteer. The signal
was amplified with gain of 1000, filtered to include frequencies between 0.1 Hz and 100
Hz, then sampled at 250 Hz and quantized to 16 bits, with Va. = 5V. During the first
four minutes of the recording, the person was supine and quiet; during the last minute, the
person periodically contracted the chest muscles so as to add some noise to the recording.
The data is stored in /mit/6.555/data/ecg/janet.txt and can be read into Matlab using
the function load. The data matrix consists two columns, a vector of the sample times (in
seconds) and a vector of the recorded ECG signal (in volts).
Question 1 Draw a block diagram to illustrate how the data was acquired. Be sure to include
important parameter values.
Question 2 If you examine the data, you will notice that the ECG data values have been
rounded to the nearest millivolt. Is this a result of the 16-bit quantization, or was additional
resolution lost after the quantization? Explain.
Question 3 Consider the analog filter used in the data acquisition.
(a) Why was the signal filtered to exclude frequencies above 100 Hz prior to sampling?
(b) Consider what would have happened if this analog filter had not been used. Assume that
the ECG signal is effectively bandlimited to 50 Hz and that the only noise is due to the third
and sixth harmonics of 60-Hz power-line noise (at 180 Hz and 360 Hz). Does sampling the
unfiltered analog ECG signal at 250 Hz 'ilter out" the power-line noise?
3.2 Signal Conditioning/Noise Reduction
Find a typical 5-10 second segment of the clean data and examine the frequency content of
the ECG segment (spectrum). Also select a 5-10 second segment of the noisy data and
examine its frequency content. It may help to plot the spectral magnitude in decibel units.
Note how the frequency content of the noisy signal differs from that of the clean signal.
Design a bandpass filter to condition the signal. The filter should remove baseline fluctuations
and attenuate high-frequency noise. Select the cutoff frequencies by using the spectrum to
determine the low and high frequency cutoffs that would preserve most of the energy in the
signal. (Do not count the baseline-wander component as signal energy.) It is not necessary
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to design filters with extremely sharp transition bands; in particular, be flexible in choosing
your bandpass filter's low-frequency cutoff. You may also want to experiment with the effect
of varying the high-frequency cutoff.
Compute the frequency response of your bandpass filter. Plot the filter's impulse response
and its frequency response (in decibels versus Hz). Demonstrate its effectiveness by filtering
both clean and noisy segments (5-10 seconds each) of the ECG data. How well does your
filter remove the noise?
Question 4 Describe your bandpass filter. Including plots of your filter's impulse response
and frequency response. Also include answers to the following questions: What were the
desired specifications for the filter? How did you decide on those specifications? What filter
design technique did you use? How well does your actual filter meet the desired specifica-
tions? Be sure to mention any difficulties in meeting the desired specifications as well as any
tradeoffs you encountered in the design process. (Suggested length: 1-2 paragraphs.)
Question 5 Describe the effect of your bandpass filter on both the clean and noisy data.
Include plots of the clean and noisy data in both the time and frequency domains before and
after filtering and make relevant comparisons. (Suggested length: 1-3 paragraphs.)
Question 6 What are the limitations of this bandpass filtering approach? (If it were possible
to implement an ideal bandpass filter with any desired specifications, would you expect to
remove all of the noise?)
3.3 Ventricular Arrhythmia Detection
In this portion of the lab you will design a system to detect ventricular arrhythmias. The
abnormal ECG segments that we will use were taken from the MIT-Beth Israel Hospital
Malignant Ventricular Arrhythmia Database. Each file contains a 5-minute data segment
from a different patient. The signals were sampled at 250 Hz and quantized to 12 bits. The
gain was set so that one quantization step equals 5 microvolts. In other words, the full range
of quantized values, from -2048 to +2047, corresponds to -10.24 mV - +10.235 mV.
In order to design your system, you first need to determine criteria for distinguishing between
the normal ECG and ventricular flutter/fibrillation. Select one or more of the data files listed
below, read them into Matlab using the function readecg, and inspect the ECG signals.
(The first two files on the list are probably the easiest to start with.) Each abnormal ECG
segment contains some portion that is 'normal' for that patient. Select two or three pairs of
data segments, where each pair includes a 'normal' rhythm for that patient and a segment
where the ventricular arrhythmia occurs. Analyze the frequency content of all the segments
(spectrum), and make comparisons between the normal and arrhythmic segments. Use
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your observations to propose a metric to distinguish ventricular arrhythmias from normal
rhythms.
/mit/6.555/data/ecg/n-422.bin - episode of ventricular fibrillation
/mit/6.555/data/ecg/n-424.bin - episode of ventricular fibrillation
/mit/6.555/data/ecg/n-426.bin - ventricular fibrillation and low frequency noise
/mit/6.555/data/ecg/n_429.bin - ventricular flutter (2 episodes) and ventricular tachycardia
/mit/6.555/data/ecg/n_430.bin - ventricular flutter and ventricular fibrillation
/mit/6.555/data/ecg/n_421.bin - normal sinus rhythm with noise
/mit/6.555/data/ecg/n_423.bin - atrial fibrillation and noise
Question 7 Explain your choice of parameters (window length, window shape, and FFT
length) used with the spectrum function. What is the effective frequency resolution (in Hz)
of the spectral analysis that you performed?
Question 8 How do the ventricular arrhythmia segments differ from the normal segments
in both the time and frequency domains? (Include relevant plots.)
Question 9 Describe your metric for distinguishing ventricular arrhythmias from normal
rhythms. First present a qualitative description, explaining the general rationale for the
metric. Then give a more quantitative description, with attention to areas of uncertainty or
variability. What are the advantages and disadvantages of your metric? Under what condi-
tions do you expect it to perform well and under what conditions might it fail? (Suggested
length: 2-4 paragraphs)
Based on your metric, design a system to continuously monitor an ECG signal and detect
ventricular arrhythmias.' Then test your detector on at least two of the first five data files
listed above. If you have the time and inclination, try running your system on some of the
other data files. In particular, the last two files give you a chance to see if your system
generates false alarms when there is plenty of noise, but no ventricular arrhythmia.
Question 10 Briefly describe your system (without repeating information about the metric
presented in your answer to the previous question). Include a block diagram or flowchart if
appropriate. Please include the Matlab code for your ventricular arrhythmia detector as an
appendix to your lab report. (Suggested length: 1-3 paragraphs)
Evaluate the performance of your detector. Note that arrhythmia detection is a real-world
problem which has not yet been completely solved. The goal of this lab is to explore a possible
solution to the problem, not to develop a detector which works perfectly under all conditions.
1A very general framework is provided in the file /mit/6.555/matlab/ecg/va-detect.m. Feel free to
copy this file to your directory and use it as a framework for your system.
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In order to evaluate the performance of your detector, you must compare the output of your
system to the 'right' answer. In the case of automated analysis of ECG signals, the 'gold
standard' is provided by the ECG classification performed by human experts. Although you
may not be an expert yet, you can start by looking at the waveform in the time domain,
identifying major transitions in the data record, and trying to identify intervals of normal
rhythm and intervals of ventricular arrhythmias using your knowledge of ECG signals. The
teaching staff will provide additional information about obtaining expert classification for
these data records.
Question 11 How well does your detector perform? Include plots and/or other figures and
tables to present the output of your system compared with the expert classification. Does
your detector produce false alarms, missed detections, or both? Under what conditions is
your detector more prone to errors? (Suggested length: 2-4 paragraphs)
Question 12 If you had much more time to work on this problem, how would you attempt
to improve your detector? (Suggested length: one paragraph)
Question 13 What is the most important thing that you learned from this lab exercise?
(Suggested length: one sentence)
Question 14 What did you like/dislike the most about this lab exercise? (Suggested length:
one sentence)
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Quiz 1 - 2000
Problem 2 (30%)
We perform the spectral analysis of a discrete-time cosine signal
x[n] = cos(27rfon)
by applying an L-point window and then computing the N-point DFT, X[k]. The accompa-
nying figure shows the magnitude of the resulting DFT for several choices of window shape,
window length (L), and DFT length (N). The cosine frequency, fo is constant.
(a) For each set of parameters listed below, match the parameter set to the corresponding
panel of the figure and give a brief justification for your answer.
(i) rectangular window, L = 8, N = 8 A / B / C / D (circle one)
Justification:
(ii) rectangular window, L = 8, N = 16 A / B / C / D (circle one)
Justification:
(iii) hamming window, L = 8, N = 16 A / B / C / D (circle one)
Justification:
(iv) hamming window, L = 16, N = 16 A / B / C / D (circle one)
Justification:
(b) Assume that x[n] resulted from sampling a continuous-time cosine signal
x(t) = cos(27rFot)
at a sampling rate of 16 kHz. What is FO, the frequency of the original cosine signal?
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Quiz 1 - March 15, 2001
Problem 3 (35%)
Consider the signal
xln] = P + Q cos(27rfon),
where P, Q, and fo are unknown constants.
(a) Sketch one period of X(f), the DTFT of x[n].
In the remainder of this problem, we consider the analysis of x[n] performed by applying an L-point
window and then computing the N-point DFT, Xtk].
(b) Assume we know that Q > P, and we wish to estimate fo. Which of the following parameter
sets permits you to make the most reliable estimate of fo?
circle one:
100-pt rectangular window, 100-pt DFT 100-pt Hamming window, 100-pt DFT
100-pt rectangular window, 200-pt DFT 100-pt Hamming window, 200-pt DFT
200-pt rectangular window, 200-pt DFT 200-pt Hamming window, 200-pt DFT
200-pt rectangular window, 400-pt DFT 200-pt Hamming window, 400-pt DFT
Justification:
(e) Now assume we know that Q < P, and we wish to estimate Q. Which of the following parameter
sets permits you to make the most reliable estimate of Q for arbitrary values of fo?
circle one:
100-pt rectangular window, 100-pt DFT 100-pt Hamming window, 100-pt DFT
100-pt rectangular window, 200-pt DFT 100-pt Hamming window, 200-pt DFT
200-pt rectangular window, 200-pt DFT 200-pt Hamming window, 200-pt DFT
200-pt rectangular window, 400-pt DFT 200-pt Hamming window, 400-pt DFT
Justification:
x0 2 4 6 8 10 12 14 16 18
k
Figure 3:
(d) Figure 3 shows the magnitude of the resulting DFT for one particular set of signal parameters
(A, B, and fo) and analysis parameters (window shape, L, N).
(i) Determine the DFT length, N.
N =
Justification:
(ii) Estimate the cosine frequency, fo.
fo
Justification:
K
(iii) Estimate the cosine amplitude, Q, in terms of P.
Q =
Justification:
(iv) Assuming that a Hamming window was used, estimate the window length, L.
L=-
Justification:
(v) Assuming that a rectangular window was used, estimate the window length, L.
L=
Justification:
(vi) Which window shape do you think was actually used to generate Figure 3?
rectangular / Hamming (circle one)
Justification:
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Tutorial 1: Spectral Analysis Tutorial
This tutorial consists of a series of questions, accompanied by resources to help you learn
and explore relevant concepts as you need them. The questions are divided into three parts,
interspersed with suggestions for when a particular resource may be especially useful. The
resources are always accessible via links on the left side of the main tutorial window. The
resources consist of text summaries, a glossary of terms, figures, relevant equations, and an
interactive demonstration of spectral analysis implemented with the Matlab WebServer.
Before you begin the questions, we suggest that you read Overview of Spectral
Analysis. One of the resource links brings up the course notes on Sampling in Time and
Frequency, which includes a discussion of spectral analysis. However, it is not necessary to
read those notes before doing this tutorial.
We suggest that you progress through the questions sequentially.
Click on one of the buttons below to begin working on a problem.
Part 1.1: Window Characteristics
Tutorial.1.1.1
Tutorial.1.1.2I
Spectral Analysis
Resources
" Overview of
Analysis
" Window
Characteristics
* Effect of
Windowing
" Frequency
Resolution
" Amplitude
Resolution
* Effect of DF
" Course Notes on
Sampling in
Time and
SFrequency
eGlossary
0 Spectri
Analysis Demo
Tutorial.1.1.3
Tutorial.1.1.4
Tutorial.1.1.5
Tutoial.1.1.6
Tutorlal.1.1.7
Tutorial.1.1.8
Tutorial..1. 
Tutorial.1.1.0
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Overview of spectral analysis
Spectral analysis is concerned with determining the frequency content of an arbitrary signal using digital
computers. Obtaining a suitable discrete-frequency representation of a discrete-time signal requires two
steps:
" Extract finite segment of DT signal by multiplying with a window.
" Compute DFT of windowed segment.
In the first step, a finite segment of the discrete-time signal is extracted using a discrete-time window. This
window simply selects part of the signal; depending on the window shape, it may scale portions of the
selected segment. The result of this first step is a finite-length, discrete-time signal. In theory, we can
compute the frequency content of such a signal by applying the DTFT equation. However, since that
equation requires integration, this computation is not practical for arbitrary signals and digital computers.
Even though we will not compute this integral, it is helpful to our understanding of spectral analysis to
refer to the DTFT of the windowed segment, or the underlying DTFT.
The second step is to actually compute the DFT of the windowed segment. The DFT produces a
discrete-frequency representation directly from a discrete-time signal by computing a finite weighted sum.
This is in contrast to the DTFT, which requires integration and produces a continuous-frequency
representation. The DFT's discrete-frequency representation constitutes samples of the underlying DTFT.
The DFT length determines the spacing of these frequency samples, but not the frequency resolution of the
spectral analysis, which is determined by the window length and shape. These specific effects of the DFT
are described in detail elsewhere in this tutorial.
The spectral analysis demo that accompanies this tutorial allows you to select the input signal, window
length, window shape, and DFT length. It prodcues three frequency-domain plots: the DTFT of the
window, the (underlying) DTFT of the windowed segment, and the DFT of the windowed segment. When
discussing frequency resolution, it is often helpful to compare the DTFTs, although it is important to note
that only the DFT of the windowed segment is actually calculated for spectral analysis and the two DTFT's
are only provided to assist our understanding of the process.
Effect of Windowing
When the window is applied to the original signal by multiplication in the time domain, the window is
convolved with the signal in the frequency domain. Since the ideal window should have no effect on the
spectral content of the original signal, its frequency domain representation should be an impulse.
Unfortunately, this means that the ideal window has infinite extent in the time domain, making it not a
window at all. But this gives us insight into the relevant characteristics of a window: the more its
frequency-domain representation resembles an impulse, the "better" the window.
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The frequency-domain representation of a window deviates from an impulse in two main ways. First, the
mainlobe has non-zero width, compared to an impulse with zero width. Second, the sidelobes are nonzero
outside the mainlobe, compared to an impulse which is zero "everywhere else". As a result, applying a
window affects the spectral content of the signal, by spreading each single frequency component with a
pattern that matches the magnitude of the window's frequency-domain representation.
Effect of DFT
The DFT computes frequency samples of the underlying DTFT. (Recall that we'd prefer to compute the
underlying DTFT, but that would require integration.) The minimum meaningful DFT length in spectral
analysis is equal to the window length. Using a longer DFT length provides more closely spaced frequency
samples. This is accomplished by padding the windowed segment with zeros to match the desired DFT
length and then computing the DFT. Longer DFT lengths provide more accurate visual representations of
the underlying DTFTs. In many cases, this provides a more accurate representation of the spectral content
revealed by the underlying DTFT.
Computing an N-point DFT produces X[k] for k=O,/ldotsN-1. These N values correspond to
uniformly-spaced frequency samples of the DTFT, X(f) at values of . If the discrete-time signal was
obtained by sampling a continuous-time signal at sampling frequency F,, then the original continuous-time
frequencies are related by .
Frequency Resolution
Frequency resolution is determined by the window's mainlobe width, which is related to the window's
length and shape (See Window Characteristics). When the window is applied to the original signal by
multiplication in the time domain, the window is convolved with the signal in the frequency domain. In
this convolution, the window's mainlobe causes spectral smearing, or spreading of a particular frequency to
neighboring frequencies. To see this effect on the sum of two cosines, try the following parameter values
in the demo:
" AO=1.0 and A 1=.75
" f0=0.10 andf 1 =0.18, 0.12,0.11
" 1024-point DFT
" 64-point rectangular window
Note the significance of the window's mainlobe width as the frequency difference between the two cosines
decreases, by generating plots for the different frequency spacings.
In order to resolve neighboring frequencies, we require that the window's mainlobe width be less than or
equal to the desired frequency resolution. In this case the underlying DTFT will show separate peaks for
neighboring frequency components separated by , where is the window's mainlobe width measured
between first zero crossings. (The mainlobe width of a rectangular window is 21M.)
When we know that the briginal signal is a sum of two cosines, then each peak in the windowed signal's
DTFT has the same width, because it is formed by convolving the window's mainlobe with the underlying
impulse in frequency. In this case we are confident that a peak in the windowed signal's DTFTis due to a
single frequency component at the center frequency of the peak. Arbitrary signals, on the other hand, do
not have DTFT's consisting only of impulses. Therefore, for arbitrary signals, the width of features in the
windowed signal's DTFT result from both the mainlobe width of the window and the shape of those
features in the original signal. Even so, the above description of frequency resolution applies to arbitrary
signals as well, quantifying our ability to attribute features in the windowed signal's DTFT to a particular
range of frequencies in the original signal.
We can improve the frequency resolution and reduce spectral smearing by using a window with a narrower
mainlobe. One way to get a narrower mainlobe is to use a longer window. (Try using a 128-point window
in the above example and compare the results for two window lengths with f1 =0.11. Then repeat the
exercise with shorter and longer windows and different frequency spacings.)
Another way to get a narrower mainlobe (to improve the frequency resolution) is to change the window
shape. (For the above example with f1 =0.11, compare 200-point rectangular and Hamming windows. Then
experiment with different window shapes, window lengths, and frequency spacings.)
Amplitude Resolution
Amplitude resolution is determined by the window's sidelobes. When the window is applied to the original
signal by multiplication in the time domain, the window is convolved with the signal in the frequency
domain. In this convolution, the window's sidelobes cause some 'leakage' of frequency components to
many other, possibly distant, frequencies. As a result, 'leakage' from a strong frequency component may
mask a weak frequency component. To see this effect on the sum of two cosines, try the following
parameter values in the demo:
* A0=1.0 and A1 =0.20, 0.10,0.05
* fo0.1 andf1 =0.2
* 1024-point DFT
* 64-point rectangular window
Note the significance of the window's sidelobes as the amplitude difference between the two cosines
increases, by generating plots for other amplitudes.
We can improve the amplitude resolution by using a window with lower sidelobes. The easiest way to get
lower sidelobes is to change the window shape. (Try using a Hamming window in the above example the
above example and compare the results with the rectangular window for A1 =0.05.)
Window Characteristics
A window is a signal used in the time-domain to extract a segment of another signal. The window is
applied by multiplication in the time domain, which corresponds to convolution in frequency. Therefore it
is important to understand the frequency-domain characteristics of a window in order to interpret a
window's effects.
The two characteristics that define a window in the time domain are the window length and shape. The two
most relevant window characteristics in the frequency domain are the mainlobe width and the sidelobe
height. The relationships between window length, mainlobe width, and sidelobe height are summarized in
the following table for a number of commonly used window shapes.
Window Shape _Relative peak Aprx anlobe width'
sidelobe magnitude (in frequency)
Rectangular/boxcar -13dB 2/M
Bartlett (triangle) -26 dB 4/M
Hanning (raised cosine) -31 dB 4/M
jHamming (rasied cosine on pedestal -42 dB z 4/M
Blackman -58 dB 6/M
window shapes in frequency domain (linear and dB)
window shapes in time domain.
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Glossary
amplitude resolution - minimum distinguishable amplitude component
DFT (Discrete Fourier Transforn) - computes a finite, discrete-frequency representation of a finite,
discrete-time signal
DTFT (Discrete-time Fourier Transform) - computes a periodic, continuous-frequency representation of a
discrete-time signal
frequency resolution - minimum distinguishable frequency difference
mainlobe - central feature of a window in the frequency domain
mainlobe width - size of central frequency-domain feature of a window, typically measured between
zero-crossings
peak sidelobe magnitude/amplitude/height - maximum frequency-domain magnitude outside of the
mainlobe
relative peak sidelobe magnitude - ratio of peak sidelobe magnitude to peak mainlobe magnitude for a
given window
sidelobes - non-zero frequency-domain "bumps" of a window outside the mainlobe
spectral smearing - spreading a particular frequency to neighboring frequencies. Increased spectral
smearing reduces frequency-resolution.
window - signal used in the time-domain to extract a segment of another signal
window length - number of samples in nonzero portion of window in the time domain
window shape - relative amplitude of the nonzero values of the window in the time domain
zero padding - adding zero-valued samples to the end of a signal to increase its length
zero value theorem - relationships derived from the DFT and DTFT equations by setting either n, f, or k
equal to zero. The zero value in one domain is generally equal to the sum/integral of all signal values (in
one period, if applicable) in the other domain.
copyright 2001
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DFT Equations
N-1
= ( x[n]
i=:O
1
=N
e - 2wkn/N
C[k] ej2iwk/N
N-1
DTFT Equations
X(f) = x[n] eI,2Wfu
X(f) ei2wfn 4f.
X[k]
z[n]
12x[n]
Sample Use of Interactive Demo
input Window(Current Plot)
Input Window(Saved Plot)
http://web.mit.edu/6.555/www/matweb/isnect.html*See this demo at:
Output Window
DTFT of the two
windows
(hamming (red) -
and rectangular
(black))
DTFT of windowed
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Consider a continuous-time signal bandlimited to 625 Hz.
The minimum sampling rate that permits the original signal to be reconstructed fromits samples is I ] Hz.
Check [Savej When you are finished with the problem... Sbmit
I 
-
Back to Tutorial P rev Probl NextLg
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Now consider the effect of different window lengths (16 and 64) when two frequency components
(cosines) are present:
x4n] = Aocos(fon)+A cos(fin) with A0 = 1.0, fa = 0.3, A, = 0.75, and f =0.13.
Again try to answer based on your knowledge of window characteristics first, and then use the spectral
analysis demo to verify your responses.
1. A shorter window causes L E spectral smearing.
less
Hint 1(demo settings) Hint 2 Hint 3 Hint 4
2. A shorter window makes it [r likely that we can resolve neighboring cosines at nearby
frequencies. less
Hint 1 Hint 2 Hint 3 Hn
3. A shorter window provides F bter-Ij frequency resolution.
poorer
Hint 1 Hint 3
CheckjM When you are finished with the problem... LJbmft1
.L Back Ttorial Prev ProbleJ N 1 Pem gtj
--o
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You are performing the spectral analysis of an arbitrary signal. Your result shows a broad
peak in frequency, and you suspect that this broad peak is due to multiple but distinct
frequency components that are closely spaced. Indicate the possible ways to verify or
disprove your hunch.
1. Changing DF[ length [no change
increase
Hint 1 decrease
2. Change window's mainlobe width [no change
increase
HEiti Hint 2 [QFdecrease
3. Change window's relative peak sidelobe height no changeJB
increase
decrease
-h[ck When you are finished with the problem... submit
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Tutorial Resources (code to create links)
<h3>Spectral Analysis Resources</h3>
<script LANGUAGE=\"JavaScript\">
function windowOpener(url, name, .args)
popupWin = window.open(url, name,args);
popupWin. focus );
--></script>
<ul>
<li> <a href=\javascript:windowOpener ('probs/SAtext.html#overview', 'Tutorial', 'HEIGHT=400,WIDTH=
400,windowpart=yes, resizable=yes, scrollbars=yes' ) ivoid(' ');\">Overview of Spectral Analysis</a>
<li> <a href=\"j avascript:windowopener ('probs/SAtext.html#Characteristics', 'Tutorial' , 'HEIGHT=400
,WIDTH=400,windowpart=yes,resizable=yes,scrollbars=yes');void(' ');\">Window Characteristics</a>
<li> <a href=\"javascript:windowOpener ('probs/SAtext.html#windowing', 'Tutorial', 'HEIGHT=400,WIDTH
=400, windowpart=yes, resizable=yes, scrollbars=yes') ;void(' ');\'>Effect of Windowing</a>
<li> <a href=\"j avascript:windowOpener ('probs/SAtext.html#frequency', 'Tutorial' ,.'HEIGHT=40P,WIDTH
=40 0, windowpar t=yes, resi zable=yes, scrollbars =yes') ; voi d(' '); \ ">Frequency Resolution</a>
<li> <a href=\javascript:windowopener ('probs/SAtext.html#amplitude', 'Tutorial', 'HEIGHT=400,WIDTH
=400,windowpart=yes, resizable=yes, scrollbars=yes ') ;void(' ');\*>Amplitude Resolution</a>
<li> <a href=\'javascript:windowOpener('probs/SAtext.html#DFT', 'Tutorial', 'IHEIGHT=400,WIDTH=400,w
indowpart=yes, resizable=yes, scrollbars=yeS') ;void(' ' );\>Effect of DFT</a>
<li> <a href=\"javascript:windowopener ('http://tute.mit.edu/afs/athena.mit.edu/course/6/6.555/www
/lecsOl/ch~samp.pdf' ,'Notes' 'HEIGHT=500,WIDTH=600,windowpart=yes, resizable=yes, scrollbars=yes');
void(' ');\">Course Notes on Sampling in Time and Frequency</a>
<li> <a href=\javascript:windowOpener ('probs/glossary.html#glossary', 'gloss', 'HEIGHT=400,WIDTH=4
00, windowpart=yes, resizable=yes, scrollbars=yes.') ;void(' ');\ ">Glossary</a>
<li> <a href=\Ijavascript:windowOpener('http: //web.mit.edu/6.555/www/matweb/ispect.htmIl', 'Demo','
HEIGHT=447,WIDTH=673,windowpart=yes, resizable=yes, scrollbars =yes');void (' '.); \">Spectral Analysis
Demo</a>
</Ul>
Tutorial Question 1.1.9 Code
define (test-close-enough? x y z)
(let ((xl (if (string? x) (t:string-read-safe x) x))
(y1 (if (string? y) (t:string-read-safe y) y)))
(< (abs (- xl yl)) z)))
(define-problem
'((type short-answer)
(title "")
(intro "Consider a continuous-time signal bandlimited to 625 Hz.
<!--Sampling in Time (Nyquist Rate)-->")
(box-width 15)
(questions
(! "The minimum sampling rate that permits the original
signal to be reconstructed from its samples is
(answer 1250
(compare (lambda (x y) (test-close-enough? x y 0.0001))
)) "Hz.")
Tutorial Question 1.2.2 Code
(define-problem
((type short-answer)
(title "")
(intro
"For a fixed window length, the choice of window shape can be
considered a tradeoff between frequency resolution and amplitude
resolution. You are given a 100-point long segment of an unknown
signal and asked to analyze it to provide the best possible
performance according to a particular criteria.<!--purpose: window shape and frequency/amplitude
resolution-->")
(questions
"Which window would you use to obtain the best frequency
resolution?"
(answer "Rectangular"
(options
"Rectangular"
"Hanning"
"Blackman")
(rationale
"For a fixed window length, the rectangular window has the narrowest mainlobe, whi
ch provides the best frequency resolution."
(hint "Consider the effect of mainlobe width on frequency resolution." (index 1))
(hint "<a href=\"javascript :windowopener ( 'probs /SAtext .html#Characteristics', 'Tutorial", 'HE
IGHT=400,WIDTH=400,windowpar t=yes,resizable=yes, scrollbars=yes' ) ;void (' ');\">Window Characterist
ics</a>" (index 2))
(hint "<a href=\"javascript :windowopener ( 'probs/SAtext .html#frequency', 'Tutorial', 'HEIGHT=4
0 0, WIDTH=40 0, windowpart=yes, resizable=yes, scrollbars=yes') ;void(' ');\">Frequency Resolution</a>"
(index 3))
)
"Which window would you use to obtain the best amplitude
resolution?
(answer "Blackman"
(options
"Rectangular"
"Hanning"
"Blackman")
(rationale
"For a fixed window length, the Blackman window has the lowest
sidelobes, which provides the best amplitude resolution.*
) ) "<p>"
(hint "Consider the effect of sidelobe height on amplitude resolution." (index 1-))
(hint "<a href=\0"javascript:windowOpener ( 'probs/SAtext.html characteristics','Tutorial", 'HE
IGHT=400,WIDTH=400,windowpart=yes,resizable=yes, scrollbars=yes') ;void( ');\">Window- Characterist
ics</a>" (index 2))
(hint "<a href=\"javascript:windowOpener('probs/SAtext.html#amplitude', 'Tutorial', 'HEIGHT=4
00,WIDTH=400,windowpart.=yes,resizable=yes, scrollbars=yes');void(' ');\">Amplitude Resolution</a>"
(index 3))
* )
"Which window would you use to obtain a reasonable tradeoff
between frequency resolution and amplitude resolution?
(answer "Hanning"
(options
"Rectangular"
"Hanning"
"Blackman")
(rationale
"For a fixed window length, the Hanning window has a moderate mainlobe
width and fairly low sidelobes, which provide a reasonable tradeoff
between frequency resolution and amplitude resolution."
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(hint "Consider the effects of mainlobe width on frequency resolution
and of sidelobe height on amplitude resolution." (index 1))
(hint "<a href=\"javascript:windowopener('probs/SAtext.html#Characteristics', 'Tutorial','HE
IGHT=400,WIDTH=400,windowpart=yes,resizable=yes,scrollbars=yes') ;void(' ');\">Window Characterist
ics</a>" (index 2))
(hint "<a href=\"javascript:windowopener('probs/SAtext.html#amplitude','Tutorial', 'HEIGHT=4
00,WIDTH=400.,windowpart=yes,resizable=yes,scrollbars=yes');void(' ');\'>Amplitude Resolution</a>"
(index 3))-
(hint '<a href=\"javascript:windowopener('probs/SAtext.html#frequency','Tutorial', 'HEIGHT=4
00,WIDTH=400,windowpart=yes,resizable=yes,scrollbars=yes');;void(' ');\">Frequency Resolution</a>"
(index 4))
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Background Survey
HST582J/6.555J/16.456J Biomedical Signal and Image Processing
Student Questionnaire
Name:
Email:
Athena login name (if different from email):
Course and Year:
Program (e.g. MEMP, SHSP, MEng):
In the past, this course has been taken by a diverse group of students. We would like to know how familiar you are with
the following subjects. We do NOT expect that any student be familiar with all of these topics. In fact, many of thesis
topics are covered in detail In the course.
1, Have you taken or are you currently taking
PREVIOUSLY CURRENTLY NEVER
an undergraduate signals and systems course
(e.g._6.003, 6.011,2.02)
an undergraduate probability course (e.g. 6.041)
a graduate signal processing course (e.g. 6.341)
a graduate stochastic processes course (e.g. 6.432)
2. Are you familiar with Matlab? __YES _SOMEWHAT
__NO
3. If you are involved In research, what Is your research topic?
4. Are you taking this course for credit? __YES PROBABLY ___PROBABLY NOT __NO
Students attend one four-hour lab session each week. Lab sessions are currently scheduled for Wed
11am - 3pm and Fri 11am - 3pm. You must be present for the first hour of the lab session since we will
often present introductory material for the laboratory assignments. There is some flexibility after the first
hour. For example, If you have another class from 2pm - 3pm, it is possible for you to leave the lab at 2pm
and finish your work later, since everything is available on Athena. However, since the labs are being
performed in groups of two, we'd like to help you find a partner with a compatible schedule.
5. Which Laboratory Session would you prefer? ___Wed 11am - 3pm
6. If necessary, would you be able to attend the other lab session?
7. Please specify any special scheduling needs that you have.
___Fri 11am - 3pm
-- YES __NO
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How would you rate your ability to understand the effects and interactions of window
length, window shape, and DFT length when analyzing the spectral content of dn
unknown signal? [ poor
fair
good
excellent
Save When you are finished with the problem... Submit
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How would you rate your ability to understand the effects and interactions of window
length, window shape, and DFT length when analyzing the spectral content of an
unknown signal? [ oor
good
excellent
_Ch[cke When you are finished with the problem... [
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1.
2.
3.
4.
5.
6.
7.
not at all useful
slightly useful
moderately useful not at all useful
Did you find this tutorial useful? very useful v slightly Useful
oderatl use n
Did you find the text summaries useful? V yery useful not
__________________________slightly ueu
Did you find the interactive demonstration of spectral analysis useful? mnodtey eful
y s 0%-20% of questions m' the tutorial
When working through the tutorial, how often did you use the interactive 20%-40% of questions in the tutorial
40%-60% of questions in the tutorial
demonstration of spectral analysis? 60%-80% of-questions in the tutorial
Do you think you will refer to the tutorial questions in the future? 80%-100% of questions in the tutori
Do you think you will refer to the text summaries in the future? probaly not
Do you think ou will use the interactive demonstration of spectral analysis in the probably
future? 
- y not ( ~defrtdy'not
bably pobabl;ynot
tlyprobably
Save When you are finished with the problem... Submitdefite
Horne [Back to T~ Prev Problem Next Problem Logout
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1. How much time did you spend using this tutorial?
2. Please enter your comments about any aspect of this tutorial.
_Check Save When you are finished with the problem... L bW
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Class Evaluation Survey
We'd appreciate your feedback, which is invaluable as we attempt to improve the course in the future. In addition
the official HKN underground guide evaluation, we'd like to ask a few more specific questions.
Please rate the usefulness of the: extremely complete waste
useful of staff effort
Course notes 5 4 3 2 1
Course notes outlines 5 4 3 2 1
Website overall 5 4 3 2 1
Course notes with figures on website 5 4 3 2 1
Course notes without figures on website 5 4 3 2 1
Syllabus and Calendar on website 5 4 3 2 1
Lab handouts on website 5 4 3 2 1
Problem sets on website 5 4 3 2 1
Problem set solutions on website 5 4 3 2 1
Interactive demonstration of spectral analysis 5 4 3 2 1
Spectral analysis tutorial (questions, hints, answers) 5 4 3 2 1
Spectral analysis tutorial resources (text/window tables) 5 4 3 2 1
Suggestions for how to make any of the above items more useful: (Use back of this sheet if needed.)
After Lab 1, how often did you return
to use the following materials? frequently
Interactive demonstration of spectral analysis 5
Spectral analysis tutorial (questions, hints, answers) 5
Spectral analysis tutorial resources (text, window tables) 5
More students would take the course if:
definitely
Course fulfilled more degree requirements 5
(concentrations, EDPs, writing requirement, other?)
Labs were offered at different times 5
Lecture was offered at different time 5
I would have taken this course this term if lecture 5
were Tuesdsay/Thursday 1:00-2:30 pm
4
4
4
3
3
3
2
2
2
never
1
1
1
no way
4 3 2 1
4
4
4
3
3
3
2
2
2
1I
1
1
We'd welcome any other comments or suggestions. Please use the back of this sheet.
If you are interested in participating in future efforts to improve this course, a variety of opportunities are available.
They range from short-term (a few hours) evaluation of web-based exercises to long-term software development
projects. Contact Julie (greenberqg@cbgrIe.mit.edu) for more information.
WHICH ONES?
WHEN?
WHEN?
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