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Abstract
Although symmetry analysis provides a powerful tool for solving differential equa­
tions, it has not proved to be as successful in the treatment of initial-value and 
boundary-value problems. A  possible reason for this is the belief that the set of sym­
metries of an initial-value problem is a subset of the symmetries of the associated 
governing differential equation. It was recently shown that this is, in fact, not the case 
and a method introduced for constructing the symmetries of a class of initial-value 
problems using Taylor series. Th e  present thesis extends this method to arbitrary- 
order regular ordinary differential equations subject to both an arbitrary-order single 
initial condition and an arbitrary linear combination of single initial conditions. Fur­
thermore, a practical method for dealing with a class of initial-value problems that 
possess a regular singularity is developed, through the use of the Frobenius method.
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Introduction
Towards the end of the 19th century, the Norwegian mathematician Sophus Lie de­
veloped an astonishing theory that provided a fruitful mechanism for solving differ­
ential equations. Inspired by Galois theory and the work of his compatriot Abel in 
the group theory of polynomial equations [5, 9, 23, 29], Lie’s great achievement was 
to show that the various and seemingly unrelated a d  h o c  techniques which existed 
for solving particular differential equations of a certain type were all, in fact, special 
cases of a general integration procedure. Th e  effect of this discovery was to signifi­
cantly unify and extend the known integration methods, at once bringing together —  
amongst others —  the integrating factor, reduction of order, separation of variables, 
conservation laws, invariant solutions, invertible linear transformations, homogenous 
equations and linear superposition of solutions as consequences of the continuous 
group theory.
Although originally interested in geometry [15], Lie devoted the rest of his math­
ematical career to developing his far-reaching theory of continuous groups. As a 
result, his new theory and mathematical background provided for a wide range of 
applications of his continuous groups —  now known as Lie groups —  in many different 
pure and applied areas and disciplines. These include algebraic topology, differen­
tial geometry, bifurcation theory and numerical analysis in mathematics, as well as 
advances in other mathematics-based sciences [29].
Surprisingly, Lie ’s methods and the immediate developments that resulted from 
them did not find a wide mathematical audience. Olver has suggested this is a 
possible result of the “inelegance” of the Lie groups that arose through the study of 
differential equations and their local action [29]. Instead the global, abstract version 
of Lie group theory began to dominate efforts and led to little attention or research 
in the direction of local Lie groups. Fittingly, however, the subject returned to 
prominence thanks to its application to problems in fluid dynamics; it is thus within 
the field of differential equations that Lie groups are most readily applied and perhaps 
most successfully employed.
1 . 1  W h a t  i s  a  s y m m e t r y ?
A  symmetry of a differential equation is a transformation that maps solutions of the 
equation to other solutions. A  Lie symmetry group of transformations is a group 
of transformations, which depend upon continuous parameters, that map any so-
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lution of the equation to another solution. These symmetries, examples of which 
are translations, rotations and scalings, are geometric transformations acting on the 
space of dependent and independent variables, effectively transforming the graph of a 
given solution. Such symmetries, known as “point” symmetries, are therefore (local) 
diffeomorphisms of the plane.
B y  introducing these continuous groups, Lie found that he could transform the 
highly complex, nonlinear conditions expressing the invariance of a differential equa­
tion under its symmetries into linear conditions which express the infinitesimal in­
variance of the equation under the group generators ( “infinitesimal invariance” in the 
sense that such invariance is linearisable). These so-called i n f in i t e s im a l  g e n e r a t o r s  
lie at the heart of the success of Lie’s method since they can be calculated directly by 
a straightforward algorithm. Indeed, the algorithm for finding them is so mechanical 
that several computer packages have been developed to perform the calculations [16]. 
B y  Lie’s fundamental theorems, the infinitesimal generators completely characterise 
the structure of the Lie (symmetry) group and thus the corresponding Lie algebra 
under the commutation operator [•,•].
(As an aside, it was originally believed that Lie’s approach could not be applied 
to discrete symmetries —  such as reflections —  since the introduction of continuous 
groups could not be applied to the highly complex nonlinear conditions expressing an 
equation’s invariance under a discrete symmetry. However, a technique for finding 
discrete symmetries now exists, based on the observation that every point symmetry 
yields an automorphism of the Lie algebra. See [17] for details.)
1 . 2  A p p l i c a t i o n s  o f  s y m m e t r y  m e t h o d s
There are many possible applications once the symmetry group of a given differential 
equation has been calculated. For ordinary differential equations (O D E s ), invariance 
under a one-parameter Lie group of transformations means that the order of the 
equation can be reduced by one, complete with one quadrature. In  the case of a first- 
order O D E , this is equivalent to explicitly determining the solution. Furthermore, any 
first-order O D E  that has Lie symmetries equivalent to translations under a change 
of coordinates can be integrated directly; such a set of coordinates are known as 
canonical coordinates. For higher-order O D Es, the recovery of the general solution 
via quadratures made available through multi-parameter groups depends upon a 
further condition of solvability of the Lie group. This is because consideration of 
multi-parameter Lie groups of transformations effectively reduces the problem to the 
study of structure constants in the associated Lie algebra (see [18, 29]).
Th e  invariance of partial differential equations (P D E s) under Lie groups of trans­
formations is not quite as straightforward as for O D Es. Invariance under a one- 
parameter Lie group of transformations would reduce a P D E  with two independent 
variables to a system of O D Es. More generally, invariance under an r-parameter Lie 
group would reduce the number of variables in the P D E  by r. (Note that symme­
try analysis for discrete transformations of P D E s has also been developed; see [19]). 
Discussion of the application of symmetry methods to P D Es will follow after the 
introduction of some further consequences of Lie’s method.
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1 . 3  V a r i a t i o n a l  s y m m e t r i e s
Variational symmetries (also known as Noether transformations), which are those 
symmetries that arise from action integrals, effectively double the power of a one- 
parameter Lie group: if a variational symmetry exists then it can be used to reduce 
the order of an O D E  by two. Th is  is because it effectively reduces the order of the 
Lagrangian. B y  rewriting the appropriate problem in terms of canonical coordinates, 
the variational symmetry is preserved in the new coordinates, and the associate 
Euler-Lagrange (E -L )  equation reduces to a simpler form, thus providing the ability 
to perform the second reduction. Variational symmetries are also fundamental in 
their application to P D E s and the finding of conservation laws, a fact that we will 
discuss in §1.5.
1 . 4  C l a s s i f y i n g  s y m m e t r i e s  a n d  d i f f e r e n t i a l  e q u a t i o n s
Classification of differential equations according to their symmetry group is a fun­
damental application of Lie’s continuous group method. Through the group classifi­
cation of O D Es, Lie identified all those O D E s that can either be solved or reduced 
to a lower order. For example, Lie ’s classification showed that second-order O D Es 
admitting a 2-dimensional Lie (sub)group of point symmetries can be reduced to just 
four distinct canonical forms [23]. Furthermore, it is possible to find groups of O D E s 
that will admit given symmetry groups, as well as those symmetries of O D E s which 
depend on arbitrary functions or parameters.
This  is by no means the limit of classifying differential equations and their so­
lutions. Once the symmetry group of a differential equation has been found, it is 
possible to construct new solutions from known ones. Thus a user can build up 
classes of “equivalent” solutions, where equivalence means reaching one solution by 
applying a symmetry to a different solution. Even if a given differential equation 
cannot be solved completely through use of its Lie group of point symmetries, the 
Lie group can still be used to determine what are known as invariant solutions (also 
known as similarity solutions, or group-invariant solutions). Invariant solutions are 
those solutions that are invariant under a particular symmetry —  or subgroup of the 
Lie group —  and have proved to be exceptionally important in the area of symme­
try  analysis, particularly for PD Es. O n occasion, it is often prudent to search for 
particular types of solutions to a given P D E , such as travelling waves or separable 
solutions. In  fact, such approaches are precisely the same as looking for solutions 
invariant under a particular group of transformations. Th e  importance of invariant 
solutions could never be overstated, for the m ajority of exact solutions of nonlinear 
P D E s currently known are invariant solutions. In  addition, once these solutions are 
known they can also aid numerical investigations of mathematical models, forming 
a benchmark in the accuracy testing and comparison of numerical methods. Invari­
ant solutions also prove useful in the description of asymptotic behaviour of general 
systems. A n  introduction to this area is available in [2].
As a result of the principle of linear superposition, a linear P D E  has an infinite­
dimensional Lie algebra of point symmetry generators. If  a given nonlinear P D E  
has point symmetry generators that depend upon arbitrary solutions of some linear 
equation then it may be possible, through comparing the symmetry generators of the 
two equations, to linearise the original P D E . As such, infinitesimal generators allow a 
user to determine whether or not a given differential equation is lineariseable or can be
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mapped to a target differential equation and build algorithms if such transformations 
exist (see [5]).
Th e  classification of symmetries, linearising transformations and invariant solu­
tions has attracted a great deal of research effort in the area of symmetry meth­
ods. Ovsiannikov [31] paid much attention to constructing group-invariant solutions, 
whilst a reference book containing the symmetries etc. of many P D E s was created 
by Ibragimov [21, 22].
Thus, in its classical form, Lie ’s theory of continuous groups has a vast array of 
applications to differential equations and their solutions. However, there are many 
extensions to the classical symmetry method that further the uses of symmetry anal­
ysis as a whole.
1 . 5  G e n e r a l i s e d  s y m m e t r i e s
Lie’s approach of utilising point symmetries —  which act on the space of indepen­
dent and dependent variables —  can be extended to transformations that act upon 
derivatives of both dependent and independent variables. For example, symmetries 
that depend upon first-order derivatives of the dependent variables are known as 
contact symmetries; hence, every Lie point symmetry is a Lie contact symmetry. 
Whereas the associated characteristic of point symmetries is linear in y ' ,  this is not 
necessarily the case for contact symmetries. Still, point and contact symmetries are 
both geometrical transformations defined independently of any specific O D E : they 
are respectively diffeomorphisms of the plane and the jet space J 1, and can both be 
extended to higher jet spaces by a process known as prolongation [18, 30]. Although 
there are no other transformations that can be prolonged in such a way, that does not 
mean that such transformations are not useful. Indeed, we are required to consider 
only those transformations that act as diffeomorphisms on the subset of the jet space 
defined by the differential equation in question. Such transformations are known as 
“generalised” symmetries and are those Lie groups whose infinitesimal generators de­
pend on derivatives of the dependent and independent variables up to a finite order. 
Th e y  are thus contact symmetries if they depend only on first-order derivatives.
Some inconsistency in the literature results in many different names for gener­
alised symmetries: they are typically referred to —  for O D E s —  as dynamical or 
internal symmetries [18], and as Lie-Backlund transformations for P D E s [5, 23, 32]; 
elsewhere, they are known as “higher-order” symmetries. Olver [29] contains an 
interesting discussion regarding the curious history of generalised symmetries.
Th e  concept of a generalised symmetry was introduced by Em m y Noether in her 
celebrated 1918 paper [28] in order to show how variational symmetries of differen­
tial equations led to conservation laws for the corresponding Euler-Lagrange (E -L )  
equations. Her famous theorem proved that a generalised symmetry admitted by the 
variational complex of an associated E -L  equation gives rise to a conservation law 
for the governing differential equation. For example, the translational invariance of 
time gives rise to the conservation of energy and rotational invariance determines 
the conservation of angular' momentum. Noether’s theorem therefore provided the 
framework in which mathematicians could complete a systematic investigation of the 
symmetry properties and conservation laws of various important mathematical prob­
lems —  a direct and fundamental consequence of the work of Lie and his development 
of symmetry methods.
Though they are still considered to be symmetries, generalised symmetries do not
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act geometrically on the space of variables. Dissimilarly, there is a class of point trans­
formations that are not at all symmetries but can lead to exact solutions of PD Es. 
Such “symmetries” are referred to as “nonclassical” symmetries and were introduced 
by Bluman and Cole (see [4] and the references therein). (To  continue the tendency 
to employ misnomers where symmetries are concerned, nonclassical symmetries can 
also be referred to as “conditional” symmetries in the literature: see, for example
[34]. However, conditional symmetries are more general than nonclassical symme­
tries.). Th e  method of nonclassical symmetries is deemed “nonclassical” because it 
yields solutions that are not achievable through the classical method, alongside a 
literal lack of classicality concerning the transformations involved.
Th e  basic approach of the nonclassical method is a hybrid of the classical method 
and the determination of invariant solutions. In  order to construct new solutions 
from nothing (unlike Lie point symmetries, which map solutions to other solutions), 
the nonclassical method looks for those solutions that are invariant under a Lie 
group of transformations. Hence, these solutions satisfy both what is known as 
the invariant surface condition and the governing differential equation. In other 
words, the method imposes an extra invariance condition and then performs the 
usual classical analysis. Th e  nonclassical method has proved to be a successful way 
of finding new solutions to differential equations and has seen much research effort and 
corresponding applications as a result; see, for example [6], Nonclassical symmetries 
are also thought to be associated with nonlinear’ separation of variables [11] and are 
useful in the “anti-reduction” technique discussed in [10].
1 . 6  P o t e n t i a l  s y m m e t r i e s
A  further class of symmetries yet to be considered is “potential” symmetries. Symme­
tries defined by infinitesimal transformations are necessarily lo c a l  symmetries since, 
at any point a?, the infinitesimals are well-defined if the solution of the differential 
equation is sufficiently smooth in the neighbourhood of x. “Nonlocal” symmetries, 
however, are those symmetries that depend upon the global behaviour of the solution 
of the differential equation. Specifically, a symmetry is nonlocal if it depends upon 
integrals of the dependent variables. Bluman and Kumei [5] build on this definition of 
nonlocal symmetries and introduce the concept of “potential” symmetries, which are 
determined as local symmetries of associated auxiliary differential equations which 
arise from conserved forms. Such symmetries further extend the area of symmetry 
methods and provide a means by which it is possible to find non-invertible linearising 
mappings of nonlinear scalar PD Es.
1 . 7  S y m m e t r y  a n a l y s i s  f o r  i n i t i a l - v a l u e  a n d  b o u n d a r y -  
v a l u e  p r o b l e m s
Th e  area of symmetry analysis is therefore a large and varied one, extending naturally 
when called upon to do so. Although Lie’s approach and its many extensions have 
had great success in determining and classifying solutions of differential equations, 
they have proved much less successful in the treatment of initial-value problems and 
boundary-value problems (IV P  and B V P  respectively). Indeed, the existence and 
determination of “a general procedure for applying symmetry methods to B V P s” is 
considered one of the significant open problems in the area of symmetry analysis [7].
Th e  prevailing view suggests that symmetry groups admitted by IV P s and BV P s 
are not sufficiently rich to allow for the effective use of the technique of symmetry 
reduction [3, 35]. Th is  view is informed by the belief that a one-parameter Lie group 
of transformations is admitted by a B V P  if and only if it leaves invariant:
1. Th e  boundary;
2. Th e  boundary conditions;
3. Th e  governing differential equation.
This  is to say that a symmetry of the B V P  must be a symmetry of the original 
differential equation and a bijective mapping of both the domain to itself and of the 
set of boundary data to itself (these conditions are due to [5]). To  a certain extent, 
these criteria are understandable. Note that differential equations which admit multi­
parameter Lie groups of transformations (with the necessary solvability conditions) 
allow reduction to lower-order O D E s  with associated quadratures and —  through the 
reduction algorithm —  these “reduced equations” inherit symmetries of the original 
O D E .
Thus, assuming this inheritance of symmetries found by the usual symmetry 
analysis is also present in any analysis applied to IVPs and B V Ps, research methods 
have concentrated on specific approaches that do not employ a familiar, reductive 
algorithm. Various methods, however, do exist, in both the classical and —  predom­
inantly —  nonclassical setting.
1 . 8  C l a s s i c a l  t e c h n i q u e s  f o r  I V P s  a n d  B V P s
Th e  most successful use of the classical method has been employed in a series of works 
by Bluman and various co-authors: see [4, 5] and the references therein. For a B V P  
for an nth order O D E , it has been shown that the reduction of order made possible 
through a multi-parameter solvable Lie group can lead to quantitative results for 
the solution of a B V P . Consequently, reduction of order using Lie ’s method can lead 
to effective numerical methods —  negating rather the qualitative, analytic power of 
Lie’s method! B V P s for P D E s fare better: under certain conditions, it is possible to 
use the invariant solutions of the P D E  along with the principle of (linear) superpo­
sition to build up a composite solution that satisfies the boundary conditions; such 
a method is employed successfully in two cases. First, for linear nonhomogeneous 
P D Es with linear homogeneous boundary conditions, any symmetry that leaves the 
boundary conditions invariant is useful since, through the principle of superposition, 
an associated symmetry generator is admitted by the associated linear homogeneous 
P D E . Similarly, in the second case, for a linear homogeneous P D E  with all homoge­
neous boundary conditions except one, an equivalent approach can be constructed 
if an infinitesimal generator leaves all of the homogeneous boundary conditions in­
variant. W ith  this approach, there is an explicit disadvantage, since the symmetries 
admitted by the governing P D E  are assumed to leave the boundary conditions invari­
ant from the start, once again observing the assumption that a symmetry of the B V P  
must be a symmetry of the governing differential equation. As such, conditions are 
imposed on the symmetry generators of the governing P D E  such that they leave the 
boundary conditions invariant. Consequently, the Lie group for the B V P  is a subset 
of the Lie group of the governing equation (consistent with point (2) above). In other 
words, the method attempts to find B V P s  that are consistent w ith the symmetries
6
of a given differential equation, and then classify problems that are associated with 
governing differential equations instead of solving BV P s on their own merits.
This  approach is most clearly demonstrated in [4], applied to the heat equation 
on a finite bar. First, the authors seek invariant solutions of the heat equation 
corresponding to its invariance under its Lie group, then use the principle of linear 
superposition of such solutions to satisfy the boundary conditions. (Note that if not 
all boundary conditions are invariant, then a superposition may still be possible; this 
leads to the possibility for numerical techniques based on similarity solution: see [5].)
Th e  remainder of the classical techniques currently available for dealing with IVPs 
also concentrate on classifying those initial conditions that, through the application 
of symmetry methods, will solve classes of associated IVPs. As a result, rather 
prescriptive methods have been developed in which IV P s and B V P s that can be 
solved have been classified according to their symmetries, instead of finding and 
using the symmetries of a given system in order to solve it.
Th e  relationship between a B V P  and an associated IV P  for particular examples 
is explored in [25] and [27], based on the example of the Blasius equation cited by
[13],
W ithin  the classical framework, an example of the prescriptive symmetry ap­
proach for solving IV P s is the iterative approach for linear (and linearisable) P D Es
[12]. Starting with a given IV P  and armed with knowledge of (possibly trivial) so­
lutions of the governing P D E , the method uses the infinite-dimensional part of the 
Lie algebra to build a series of secondary IVPs. Once the method arrives at an IV P  
under which the original initial condition is invariant, the solution of the original 
IV P  can be found by solving the current IV P  and then working back along the chain 
of secondary IV P s to the original problem. In  essence, the method starts with an 
IV P  for which the solution is known and builds a hierarchy of associated IV P s that 
can also be solved. As a result, it is therefore possible to construct a catalogue of 
problems that can be solved using this method for a given P D E .
A  similar method —  proposed in [8] —  matches boundary conditions found 
through their invariance under the symmetry group of the governing P D E  (in one 
space and one time dimension) with the physical boundaries for the known system 
in order to compute the associated integration constants. A  user can thus find the 
so-called model boundary conditions.
1 . 9  N o n - c l a s s i c a l  t e c h n i q u e s  f o r  I V P s  a n d  B V P s
In  an attempt to negate the prevailing view that classical symmetries are insufficiently 
rich to allow for the effective analysis of IV P s and BVPs, much of the recent research 
effort has concentrated on employing higher-order and nonclassical symmetries in 
order to use what are known as “consistency conditions” and carry out subsequent 
symmetry classifications. Th is  method is exemplified by the efforts of Zhdanov and 
co-authors ([3, 34, 35] and the references therein), in which it is shown that higher- 
order conditional symmetries -—  which are intimately linked to the reducibility of an 
arbitrary evolution equation —  are responsible for the reduction of IV P s to Cauchy 
problems for some system of differential equations. Th e  proposed method calculates 
the conditional symmetry of the associated invariant surface condition for some P D E , 
which is an O D E  in one variable, and finds solutions of the condition that are invariant 
under a class of symmetry generators which are “consistent” with the IV P . If the 
appropriate “consistency conditions” are satisfied, then it is possible to determine
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which initial conditions will reduce the original IV P  to a Cauchy problem for some 
system of O D Es. This ability to determine which initial conditions are appropriate 
follows from an ansatz concerning the structure of the solutions of the invariant 
surface condition —  solutions which are guaranteed by the existence of higher-order 
conditional symmetry. Such an approach allows for the classification of those IV P s 
that can be reduced to Cauchy problems for some systems of differential equations 
and is performed for evolution equations in two independent variables.
Th e  issue of consistency between higher-order symmetries and boundary condi­
tions has been considered and a test recently developed to verify whether a given 
boundary condition is compatible w ith the integrability property of an equation 
[1, 14]. Th e  idea of “consistency” is nothing more than asking which boundary condi­
tions will result in reducibility through the use of (nonclassical) symmetry methods. 
Thus, consistency conditions require that certain boundary conditions are completely 
compatible with integrability. It  later became clear that the B V P s found as a result of 
these tests could be investigated effectively w ith the help of higher-order (generalised) 
symmetries and thus the techniques discussed by Zhdanov were implemented.
1 . 1 0  A s s e s s i n g  t h e  t h r e e  c o n d i t i o n s
Using the conditions ( l ) - ( 3 )  in §1.7 as a starting point, the research efforts of §1.8 
and §1.9 have had limited success in finding symmetries of IV P s and BVPs. Th is  may 
not be the fault of the various approaches: perhaps the problem lies in the conditions 
themselves. Clearly, for an IV P , the boundary data must be invariant under any 
symmetry and the domain of the problem must also be mapped to itself; if this were 
not the case then the problem would be mapped to a different IV P  or B V P .
Condition (3) —  namely that a symmetry of an IV P  should be a symmetry of 
the governing differential equation —  is not necessary. If a given ordinary differential 
equation admits a one-parameter Lie group of transformations then it can be reduced 
in order by one, plus one quadrature. Similarly, if a given ordinary differential equa­
tion is prescribed an initial condition then, once the general solution is known, the 
IV P  will define a differential equation of reduced order —  one less than the order of 
the governing differential equation. In  effect, the initial condition has reduced the or­
der of the differential equation. However, the symmetries of this reduced equation do 
not have to coincide w ith the symmetries of the governing equation —  indeed, they 
may have no symmetries in common at all. A n y symmetries of the reduced equation, 
however, will necessarily be symmetries of the IV P  generated by the governing equa­
tion subject to the initial condition and will thus leave the initial condition invariant. 
Thus, condition (3) is unnecessary since there is no explicit relationship between 
the reduced and governing differential equations, aside from the fact that one can 
be reached from the other by the introduction of an initial condition. Such a link, 
however, does not constitute any inheritance of symmetry on behalf of the reduced 
equation.
Th is  can be equivalently demonstrated as follows (see [20]): denote the set of the 
solutions of the governing equation by S  and let T  C S  denote the set of all solutions 
of the governing equation that also satisfy the initial conditions. Every symmetry 
of the governing equation maps S  to itself; however, we are not interested in a l l  
solutions of the governing equation but only those that satisfy the initial conditions 
and thus the IV P . Hence, we require only that any symmetries of the IV P  map the 
subset T  to itself —  any solutions that fall outside this domain, namely those in
S \ T ,  do not need to be mapped to other solutions.
Using this observation as a basis, Hydon [20] recently introduced a systematic 
method by which it is possible to construct an equation that is satisfied by all solutions 
of T  —  but not those in S  \  T  —  in order to find the symmetry generators of a class 
of IV P s given by
y ' "  = u,(x, y, y', y " )  subject to tg "(0 ) -  0 , ( 1.1)
where to is a polynomial in x  and y " . Th e  technique is remarkable for the fact that it 
does not require any knowledge of the reduced equation in order to find the symme­
tries of the IV P . Instead, it works directly with the linearised symmetry condition of 
the governing equation and the specified initial condition by projecting them, through 
the use of Taylor series, onto solutions of the reduced equation. Such a method results 
in a system of equations —  the d e t e r m in in g  s y s t e m  —  whose solution will yield the 
so-called point-equivalent symmetries of the IV P  and hence the symmetries of the 
reduced equation. If just o n e  new symmetry generator is found using this method 
then the reduced equation can be recovered through the use of differential invariants 
and any subsequent classical symmetry analysis performed with relative ease.
1 . 1 1  T h e s i s  a i m s  a n d  o u t l i n e
This thesis extends and generalises the method introduced in [20] so that a user can 
find the point-equivalent symmetry generators of an IV P  subject to a wide range of 
initial conditions. Th e  reduced O D E  may contain a regular singularity.
In  Chapter 2, we provide an example that demonstrates why condition (3) of 
§1.7 is not necessary. In  §3.1 of Chapter 3, we construct the determining system for 
a class of third-order O D E s  subject to y '{ 0) =  0 and use this result to generalise 
—  in §3.3 —  the method for arbitrary-order O D E s complete with arbitrary-order 
initial conditions. In  Chapter 4 can be found a full analysis of an initial condition 
which is an arbitrary linear combination of single initial conditions for an O D E  of 
arbitrary order, and we summarise our results in the fundamental result of §4.3. 
Furthermore, analysis that will, through the use of the Frobenius method, allow for 
the solution of a class of IV P s in which regular singularities appear is presented in 
Chapter 5. Examples of this new method in action are provided in Chapter 6 and 
finally, in Chapter 7, we pose the obvious generalisations of the presented analysis as 
suggestions for future work.
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Chapter a —/ ____
An example
To  demonstrate why the conditions ( l ) - ( 3 )  in §1.7 are too restrictive, we will consider 
the initial-value problem (henceforth IV P ) given by
y ' "  =  0 subject to y '{ 0 ) = 0 . (2 .1)
Before we do this, however, we will provide a brief summary of the method to find 
symmetry generators of a given ordinary differential equation.
2 . 1  H o w  t o  f i n d  s y m m e t r y  g e n e r a t o r s  o f  a n  o r d i n a r y  d i f ­
f e r e n t i a l  e q u a t i o n
Th e  partial differential operator
X  =  Q { x , y , y ' ) d y
generates dynamical symmetries of a given nth order ordinary differential equation 
(henceforth O D E )
y (n) =  u ) ( x ,  y ,  y ' , . . . ,  7/(n -1 )) (2 .2)
if Q ( x , y , y ' )  is a solution of the linearised symmetry condition (henceforth L S C )
n~l
r  =  D n Q  -  Y ^ u y ik )D k Q  =  0. (2.3)
fc=o
Here, D  is the total derivative on solutions of (2.2) given by
D  =  d x  +  y 'd y  H b u d y (n - i ) , (2.4)
and d x  =  d / d x ,  etc. In  particular, we restrict attention to those dynamical symme­
tries such that the characteristic Q  is linear in ?/, i.e.
Q ( x , y , y ' )  =  r ] ( x , y )  -  y '£ { x ,  y ) .  (2.5)
These symmetries will be referred to as p o in t - e q u iv a le n t  s y m m e t r ie s .  To  find such 
solutions Q ( x , y , y ' ) ,  note that (2.3) splits into an over-determined system of P D Es
for £ { x , y )  and y (x>  y ) .  Since these functions are independent of derivatives of y ,
(2.3) allows a user to find (2.5) and hence the symmetries of (2.2). See any one of 
[5, 18, 23, 29, 31, 32] for a modern exposition.
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2 . 2  A  s i m p l e  d e m o n s t r a t i o n
For example, the simplest third-order O D E
(2 .6 )
has a 7-dimensional Lie algebra of point-equivalent symmetry generators, whose basis 
generators are given by
X i  =  d v , X 2  ~  y d y, X 8  =  x 2 d y , X 4  =  - x y ' d y ,
X a  =  - y ' d y ,  X B  =  x d y , X c  =  (2x y  -  x 2 i j ' ) d y .
Th e  first integrals of the g o v e r n in g  e q u a t io n  (2.6) are given by
(Recall that a non-constant function a ( x , y ,  y ' ,  y " )  is a first integral of an O D E  if and 
only if it is constant along solutions of the O D E , i.e. if and only if D a  =  0.)
Th e  IV P  (2.1) is defined by the submanifold (3 =  0 , which is to say
This  re d u c e d  e q u a t io n  has an e^M-dimensional Lie algebra of point-equivalent sym­
metry generators, spanned by
Clearly, the symmetries of the reduced equations do not coincide with those of the 
governing equation (2.6), contrary to point (3) in §1.7 as first noted in [20]. In 
particular, comparison of these symmetry generators with those of (2 .6) shows that, 
whilst they have X i  to X* in common, X $  to X 8  are new. O f the symmetry generators 
of the governing equation (2.6), X a ,  X b  and X c  are not symmetries of the reduced 
equation. Furthermore, note the presence of terms of order ^ in the symmetry 
generators X 7  and X 8 .
2 . 3  I n  t h e  s p a c e  o f  f i r s t  i n t e g r a l s
It is convenient to work in the space of first integrals (2.7) to show why X a ,  X b  and 
X c  are not symmetries of the reduced equation and why the new generators X 8  to 
X 8  are.
Th e  reduced equation of the IV P  (2.1) is given by (2.8) and its first integrals by
In the space of first integrals, dynamical symmetry generators act as point trans­
formations [18]; hence, when the symmetry generators are written in terms of first
(2.7)
(2.8)
X i  =  d y ,  X 2  =  y d y ,  X 3  =  x 2 d y , X 4  =  - x y ' d y ,
X i  =  (2y 2  -  x y y ' ) d y , X Q =  (2x 2y  -  x 3 y ' ) d y , X 7  =  ^ d y , X 8  =  ^ d y .
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integrals, they are independent of x .  Additionally, symmetry generators of the sub­
manifold defined by ¡3 =  0 must leave that submanifold invariant. We can write a 
generator of dynamical symmetries, X ,  in terms of the first integrals by using the 
chain rule as follows:
X  =  ( X & a ) d a  +  ( X ^ p ) d p  +  ( X ^ d j .
Here, X ^  is the second prolongation of X
X (2> =  Q d y +  ( D Q ) d y '  +  { D 2 Q ) d v " .
In terms of its first integrals, therefore, the O D E  (2.6) has point-equivalent symmetry 
generators whose basis is spanned by
X i  =  d a , X i  —  ocda  +  p d p  +  'y d j ,  X 3  =  2 d y ,  X 4  =  P d p  +  2 ryd^i ,
X A  =  p d a  +  j d p ,  X B  =  d p ,  X c  =  2 a d p  +  2/3d7.
Careful consideration of these symmetry generators reveals why X A  to X c  do not 
generate symmetries of the reduced equation p  —  0: whilst X \  to X 4  leave the sub­
manifold p  =  0 invariant, X A  to X c  do not. For example, X B  generates translations 
in the /^-direction such that the plane P  =  0 is mapped to P  —  c , where c is a non-zero 
constant. Similarly, X A  generates translations in the P  direction that depend upon 
the value of 7 .
W ritten in terms of the first integrals, the new symmetries of the reduced O D E
(2 .8) are
X q =  (2cr2 -F ^ x 3p j ) d a Jr 3 p ( -  ^ x 2j  +  a )  d p  +  (2p 2 -f 3xP~f +  2 a j ) d ~ f,
X q  =  x 3 p d a  —  3 x 2p d p  +  2(2a +  3 x P ) d y ,
-  Z -§ s9 p  +  2 J r^ r ,
X 8 =  ( 3 f  +  0 7  +  p ) d a  +  3a/3( -  4 , +  i ) ^  +  ( 2 f g  +  7 2)9 7.
Since they clearly depend on x , these are not symmetries of the governing equation 
(2.6). O n the submanifold p  —  0, however, X 5  to become
X 5  =  2 agd«0 +  2a07o<970,
X q =  4ao<97o,
X 7  —  70 ^ ao >
X 8  =  Q!070<9ao +  70^70-
Not only are these symmetry generators independent of x ,  but they also leave the 
submanifold P  —  0 invariant. Th e y  are therefore generators of dynamical symmetries 
of the reduced O D E  (2.8).
2 . 4  F i n d i n g  s y m m e t r y  g e n e r a t o r s  o f  a  c l a s s  o f  I V P s
According to [20], a user can find the symmetries of the IV P
y ' "  =  u ( x ,  y , y ' ,  i f )  subject to y " (  0 ) =  0
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by solving the determining system
(£>2<2)|0 =  0 and (Z>*T)|0 =  0 Vfc € N0, (2.9)
where T  is given by (2.3) (with n  =  3), Q  is written as a Taylor series about the 
point x  =  0 as
Th e  determining system (2.9) is valid for all third-order O D E s where u  is polynomial 
in x  and y " . It  is a direct consequence of being able to write the L S C  for the reduced 
equation as a Taylor series about the point x  =  0.
For the IV P  (2.1), we have demonstrated that the reduced equation is (2.8), which has 
a regular singularity at the point x  =  0. Th is  singularity gives rise to the structure 
of the symmetry generators X 7  and X g  as follows:
It is not possible to use the determining system (2.9) to find symmetry generators 
with the structure exemplified by (2.11). In  Chapter 3, therefore, we show how it is 
possible to amend the idea put forward in [20] to accommodate those IV P s for which 
the reduced O D E  has a regular singularity.
(2.10)
and the notation |o denotes setting
x  =  0 , y  =  a, y '  =  /3, y "  =  0 .
X 7  =  ^ d y  and X 8  =  — d v . 
x  x  J
(2 .11)
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Chapter 3
Constructing symmetries of initial-value 
problems
Th e  essential ingredient that enables a user to find the symmetries of an IV P  is the 
ability to write the L S C  of the reduced equation as a Taylor series about the point 
x  =  0. If this can be achieved then it is possible to write down the determining 
system for the point-equivalent symmetry generators of the IV P  and, in principle, 
solve the system to find the symmetry generators themselves. For those IV P s whose 
reduced equation does n o t  contain a singularity this process is essentially simple, but 
not for those whose reduced equation d o e s  contain a regular singularity.
In this section, we will construct the determining system for a particular class of 
IVPs.
3 . 1  S y m m e t r y  c o n s t r u c t i o n  o f  a  c l a s s  o f  I V P s
For simplicity, consider the class of IV P s defined by
y ' "  = u j ( x , y , y \ y " )  (3.1)
subject to the initial condition
1/ ( 0) =  0. (3.2)
Th e  generalisation of the method which follows —  to arbitrary-order governing O D E s
subject to arbitrary-order initial conditions —  is presented in §3.3.
Th e  total derivative with respect to x  on solutions of the governing equation is given 
by (2.4) and the LS C  for (3.1) is T  =  0, where
r  =  D ^ Q  — u j y " ( D 2Q )  — u jy > (D Q )  — u y Q .  (3.3)
Th e  first integrals of (3.1) are chosen to satisfy (without loss of generality)
a { x ,  y ,  y ', y " )  -  2/(0 ), p (x>  y ,  y ' , y " )  =  y '{ 0 ), 7 (2;, y t y ' ,  y " )  =  y " { 0 ).
As in the example of §2 .2, the reduced equation is therefore given by (3 =  0 and can 
be written in the form
y" =  F(x, y, y'). (3.4)
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On solutions of the reduced equation (3.4), the total derivative D  is replaced by
D o  =  d x  +  y'dy  +  F ( x ,  y ,  y ' ) d y >
and the L S C  for (3.4) becomes f  o =  0, where
f 0 =  D l Q  -  F y , { D 0 Q )  -  F y Q .  (3.5)
According to the method presented in [20], it isn’t possible to proceed with the 
problem in this form. Th is  is because (3.5) possibly contravenes the requirement to 
be able to write To as a Taylor series about x  =  0. Specifically, in the example of 
§2 .2 , the reduced equation (2 .8) contains a régulai- singularity at the point x  =  0 .
3 .1 .1  A crucial adjustm ent
To  avoid the difficulties highlighted above, we propose an adjustment to the method, 
in which the reduced equation (3.4) is solved in its “local form” —  for the y '  deriva­
tive. This step is the key innovation of the present thesis.
Write the reduced equation in the form
y '  =  F ( x , y ,  y ” ) , F y » ^  0. (3.6)
Now F  no longer has a regular singularity at the point x  =  0 since, by definition
2/ (0 ) =  F ( 0 ,q :,7 ) =  0 V a , 7 .
It  is necessary to assume here that the reduced equation will contain the derivative 
y ' . See §3.3.1 and §7.1 for further discussion.
In the example of §2.2, the reduced equation would therefore become
y '  =  x y " ,
such that i/ (0 ) =  0 .
Th e  total derivative D  on solutions of (3.6) is replaced by
D 0  = d x  +  F ( x , y , y " ) d y  +  w ( x ,  y ,  F ( x , y ,  y " ) ,  y " ) d y » 
and, since from (2.5), Q  =  Q ( x , y 1 y ' ) ,  define
Q\y'=F(x,y,y") =  ^  V )  ~  F (X > V i V " ) ^ ,  y )
=  Q o -
Hence, the L S C  (3.3) becomes To =  0, where 
r 0 =  x W ( y ’ ~  F { x , y , y " ) )
—  ( Q d y  +  ( D a Q ) d y i +   ^ [ y ’  — F ( x ,  y ,  y " ) )
=  D q Q o — F y » ( D lQ o )  — F y Q o -  (3.7)
Using this formulation of the problem, it is possible to solve the L S C  (3.7) for the 
reduced equation —  and hence find the point-equivalent symmetry generators of the
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IV P  —  despite the reduced equation F  and the total derivative Do remaining un­
known.
To  do this, note that D  and Do are equivalent on the submanifold defined by (3.6). 
Th a t is
D \ y '= F {x ,y ,y " )  ~  A ) .
Let H ( x ,  y ,  y \  y " )  be an arbitrary differentiable function and define
h ( x ,  y ,  y " )  =  H ( x ,  y ,  F ( x ,  y ,  i y ' ' ) , y " ) .
Note the crucial identity
D 0F  =  y " .  (3.8)
B y  the chain rule, we can write down the following useful identities:
h X =  ( H X +  H y ' F X)  | yf =  F (XtytyH)
h y  -  ( H y  +  H y f F y )  \y / = F ^ y yl^
h y ll  =  ( H y l l  - f  H y ' F y l t )  \y>= F ( X,y ,y " ) ‘
Then
D H \ y t = F (x ,y ,y " )  =  ( A u  +  V 'H y  +  y "  H y > +  U >H yti) \y , = F (x  y  y „ )
=  ( H x  + F H y +  ( D o F ) H y l  +  U lH y 'f)  \y>= F (Xty ty ff)
=  { H x  + F H y +  ( F x  + F F y +  U F y l l ) H y l  +  U )H y " )  |t f - F f a y t f l )
=  h x  +  F h y  +  u  ( x ,  y , F ( x ,  y , y " ) , y " )  h y »
=  D 0 h ( x , y , y " ) ,
where u i is shorthand for u > ( x , y , y ' , y " ) .  In  short,
D o h ( x ,  y ,  y " )  =  ( DH(x, y ,  1 ^ ^ ,  (3.9)
as required and, by induction,
D % h ( x , y , y " ) = ( D k H ( x , y , y ' , y " ) )  V i: e N. (3.10)
V =  F{x,y,y”)
3 .1 .2  Two im portant relationships: a  theorem
Using (3.9) and (3.10), it is possible to prove the following important relationship 
between the LSCs of the governing (third-order) and reduced (second-order) O D Es.
T h e o re m  3.1. T h e  p r o j e c t io n  o f  th e  g o v e r n in g  O D E ’s  l in e a r i s e d  s y m m e t r y  c o n d i t io n  
o n t o  s o lu t io n s  o f  th e  r e d u c e d  e q u a t io n  p r o v id e s  th e  f o l lo w in g  r e la t io n s h ip s :
i W w o  =  - ¿ A > r o -  ( i j j r  +  K ' J U i w , )  r ° (3-n >
a n d
-  ( f ;  + r °
for each k € N.
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P r o o f .  T o  prove this result, differentiate the identity (3.8) with respect to y :
0 s  ( D 0 F ) y
=  F x y  +  F y  +  F F y y  +  O jF y y "  +  F y l l  (tOy +  U)y> F y )
=  ( D o F y )  +  F%  +  F y n  (UJy +  U y ' F y )  \ y f =  y  ylr) .
Rearranging, we find
wi/li/'=F(x)2/,2/") =  ~F^S D°Fy +  ~ Fy ^ y,^y'=F^,y,y") * 3^*12^
Note that F y n ^  0, for otherwise the reduced equation cannot be solved for the 
highest derivative. Similarly, differentiate (3.8) with respect to y "  to give
1 =  ( D qF ) v n
—  F Xy>> +  F  F y y » +  F y F y l l  +  Ld Fy lty ll +  F y l l  (u jy ll +  U y l F y l l  ) =
=  ( D o  F y l l )  +  F y F y l l  +  F y l l  (U)yll +  U Jy lF y ll)  \ y l— J? (x  y y "  }
and rearrange to find
y’= F (x ty,y") ~  ^ ~  D 0F yii) -  F y -  F yn ( u y ) | y,= F (Xjyty„) • (3.13)
Note that
\  , / n  P  iw r> 2AdTo —  — y F y i i ( D 0 Q o )  +  ( D o F y i i  — l ) ( D 0 Q o )  +  F y ( D o Q o )  +  (D o F y ) Q o j . (3.14)
Th e  L S C  of the original O D E  (3.1), on solutions of the reduced O D E  (3.6), is given 
by
b|y/= /^  — F q Q o — ( o J y " ) \ y ,_ p  ( D q Q o)  — ( o jy l )  ( A l Q o )  ~  ( U>y)\ y'= F  Q O l
where y '  —  F  is shorthand for (3.6). Substitution of the identities (3.12), (3.13) and 
(3.14) into (3.3) proves (3.11). To  complete the proof, apply (3.10) to (3.11). ■
Since the reduced equation (3.6) is regular in x ,  we can write its L S C  as a Taylor 
series about x  =  0 as follows:
=  0 , V k e N  o
o
where |o represents replacing (x,y,y',y") by (0, a o,0,7o) respectively. Note that it 
would not be possible to perform this important step if we continued using the re­
duced equation in the form (3.4).
For the k  =  0 term, we have
r o|0 = 0. (3.15)
Recall that the LS C  for the reduced equation is given by To =  0, where
To =  D q Q q — F y n ( D l Q 0 ) -  F y Q o .
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■f^ aolo =  -^ yolo “  0*
Therefore
r o|o =  (A ,Q o )| o =  ( i> « )| o =  0 .
Th is  condition forms the first part of the determining system for the point-equivalent 
symmetry generators of the IV P . It  is precisely what we would expect, since it rep­
resents the invariance of the initial condition, namely (3.2), under the symmetries of 
the reduced equation (as required by condition (1) of §1.7).
For all other k  >  0, the relationship stated in Theorem 3.1 is of paramount im­
portance, for it allows us to conclude that
p * T )|0 =  0 VfcG N 0. (3.16)
Th is  system forms the remaining part of the d e t e r m in in g  s y s te m .  To  obtain (3.16) 
note that Theorem 3.1 proves that r| Q =  0, since r 0|0 =  0 and p o lo )1 0 =  0. B y  
induction (3.16) must also be true.
It is therefore possible to write down the L S C  for the reduced equation i n  t e r m s  o f  
t h in g s  w e  k n o w , despite knowing neither the reduced equation nor the total derivative 
on solutions of the reduced equation.
3 .1 .3  A determ ining system  theorem
Th e  following theorem provides a summary of the preceding analysis and states the 
conditions necessary to solve, in principle, the LS C  of the IV P  given by (3.1) and 
(3.2).
T h e o re m  3.2. T h e  p o in t - e q u iv a le n t  s y m m e t r y  g e n e r a t o r s  X  =  Q d y f o r  th e  I V P  , 
y ' "  =  i v ( x , y , y ' , y " )  s u b je c t  t o  y ' ( 0 ) =  0 a r e  o b t a in e d  b y  s o lv in g  th e  d e t e r m in in g  
s y s t e m
( D Q )  |0 =  0 a n d  (J9fcr ) | o =  0 V fc6 N 0l (3.17)
w h e re  P i s  g iv e n  b y  (3.3).
Th is  is the main result of this section.
There are one or two difficulties associated with the characteristics found by the 
determining system of Theorem 3.2. First, the system is for all k  G  No, so it appears 
the user will have to solve an infinite number of partial differential equations in order 
to find the characteristics. In  some cases, the series clearly terminate, leaving the 
user w ith a finite number of equations with which to deal. In  those cases in which the 
series don’t obviously terminate or are difficult to recognise as a closed form (such as 
series derived from hyperbolic or trigonometric functions), the method is of no use —  
for such characteristics, no technique currently exists to allow a user to construct the 
reduced equation. However, if the method yields just one new symmetry generator 
—  that isn’t a symmetry generator of the governing equation —  then the user can 
use this generator and the theory of differential invariants to construct the reduced 
equation. Once a user has the reduced equation, they can then perform standard
As F (0 , ao, 7o) =  0, it follows that
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symmetry analysis to find the remaining symmetries of the IV P . Th e  usefulness of 
this method is therefore underlined: should it yield just one new characteristic in 
closed form, the user will be able to construct the reduced equation of the IV P  and 
thus find all the remaining symmetry generators and (perhaps) a solution to the IV P .
It is possible to generalise the results of Theorem 3.1 and Theorem 3.2 for an ar­
bitrary governing O D E  of order n, subject to an arbitrary initial condition of order 
0 <  m  <  n  — 1. Th is  analysis is presented in §3.3.
3.2 The 8-step process
Before generalising the method of §3.1 to arbitrary-order IV P s and beyond, it is
instructive to note the process followed to find the determining system of a particular 
class of IVPs. Consistent with the m ajority of techniques found within the subject 
of symmetry analysis, the method is entirely systematic and comprises the following 
eight simple steps:
1. W rite the reduced equation in its “locally solved” form;
2. Define the total derivative D q on solutions of the reduced equation;
3. Show that the total derivatives D  and D q  are equivalent on solutions of the 
reduced equation;
4. Write down the crucial identity
D 0 F  =  y {m+1\  1 <  m  <  n -  1; (3.18)
5. Find expressions for the required uJy (k) (projected onto the reduced equation) 
by differentiating (3.18) with respect to the various order ^-derivatives;
6 . Substitute the expressions for the projected ujy (k) into the projected L S C , using 
£>oPo, to find an inductive relationship between the projected L S C  and the L S C  
of the reduced equation;
7. W rite the L S C  for the reduced equation as a Taylor series about the point 
x  =  0 , noting its inductive consequences;
8 . Write down the determining system for the point-equivalent symmetry genera­
tors of the IV P .
We will employ the eight steps above at several points throughout the remainder of 
Chapters 3 and 4.
3.3 The determining system for arbitrary-order IVPs
For the IV P
y =  u j( x , y , y ', y " )  subject to j/ (0 ) =  0 ,
it has been shown that a user needs to solve the determining system (3.17) in order
to determine the point-equivalent symmetry generators of the associated reduced 
equation. Similarly, it has been proved in [20] that, for the IV P
y"' =  aj ( x , y , y\ y") subject to y"{0) =  0,
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a user is required to solve the system
( D 2 Q )  |0 = 0  and { D k T ) o = 0, h e  N0.
These results suggest a clear pattern. More generally, can we find the determining 
system for the point-equivalent symmetry generators of an arbitrary-order IV P ?  We 
turn our attention to this problem presently.
Suppose we have the arbitrary-order IV P
(3.19)
subject to the initial condition
y (m ) (o) =  0, 0 <  m  <  n  — 1, m  £  N . (3.20)
Th e  L S C  for the unconstrained problem (3.19) is T  =  0, where
T  =  D n Q  — oJy { n - i ) { D n ~ l Q )  u)y ' { D Q )  - u j y Q
n —1
=  D n Q - Y , “ y m ( D k Q ) .  (3.21)
k = 0
B y  performing the eight steps of §3.2 it is possible to find the required determining 
system for the IV P  (3.19) subject to (3.20). Th e  development of the required system 
depends upon the value of m  in (3.20), since this determines the structure of the total 
derivative Do on solutions of the reduced equation. There are three possible cases:
1. Th e  case 1 <  m  <  n  — 2;
2. Th e  case m  —  0;
3. Th e  case m  =  n  — 1.
As a consequence, each case will be-considered in turn.
3 .3 .1  C a s e  I :  1 <  m  <  n  —  2 
Consider the IV P  given by
y(n) —  a?(aj, y^n ~ ^ )  subject to 0) =  0. (3.22)
In §2.2, we provided a particular example of this class of IVPs, with m  —  1, n  —  3. 
S t e p  1 : Write the reduced equation in the form
j/<”‘> = F ( :C, . . . , 3;(”* -1>,j,(“ + 1) , . . . , 3/<’» - 1)), F y(„ - i ,  ^  0. (3.23)
As in §3.1, this step requires the assumption that the derivative appears in the 
reduced equation. See §7.1 for further discussion.
S t e p  2 :  Th e  total derivative Do is replaced by
Do =  d x  +  y 'd y  -i f  F d y (m - i)  +  y^m + 2 ^dy (m+i) 4 1-  (w) 1^  <9y(n- i ) ,
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where
M U s = w(a,. . . ,y (m 1), i ?1,y(m+1), . . . , y ( n -  1)) 
and R E  is shorthand for the expression in (3.23). Th e  L S C  is given by To =  0, where
Fy'{DoQ) F y Q
=  D S ' Q -  ] T j ; w (d S Q ).
fc=0fc^ m
Thus the total derivative of (3.24) is given by
(3.24)
71— 1
D 0r 0 =  r> î'+ 1O -  E  F e i n t e ) -  ] T ( A > i >  ) ( £ > * < ? ) ( 3 .25)
k=0 fcÿém+1 fc=0k^ m
S t e p  3 :  Th e  total derivatives D  and D o  are equivalent on solutions of the reduced 
equation (3.23). Let
h ( x , . . . ,  î/”* -1», î/m+1>,. . . ,  y ^ » )  =  H ( x , . . . ,  ÿ«“ - 1», i -, , ÿ l " - 1))
for any arbitrary differentiable function H .  Then
K  =  ( H x  +  H ^ F x )
R E
hy(m~ 1)
^w(m)
(ify(m—1) “I” Hy{m)Fy(jn — 1))
.R .E
= 0
^y(n 1) (-^4y(n —1) 4" F[y(m) Fy(n — 1) )
«Sïep B y  the crucial identity
Z>0^  = y(OT+1)
we have
(D H )U  = ( ^  + --- +  i?^ - i ) + y (m+1)^ 0 + . . . + ^ („-1))
=  (-Har +  ■ • • 4 “ F H y { m - 1)
+  H { - F F y ( m - 1) 4  +  (w )| f i j5 F y i n - l ) ^  H y (m)
+ wHy(n-l))
(3.26)
RE
RE
{ H x  +  Fy(™ .) F x )  4~ * * • T  F { H y ( m - l )  +  H y { m) F y { m -1))
4" (^ ) li îS  E ffy(m)Fy(n— 1))
=  h x 4  b  F h y(m-1) 4 b  ( w ) | .r .e  h y(n- i )
=  D 0 h
RE
4-
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( D k H )  = D % h ,  V/cG N 0.
RE
S t e p  5 : Project the LS C  for the original O D E  onto solutions of the reduced equation. 
In  order to do this, find expressions for the
k(fc)) , 0 < fc < ra — 1, k ^m ,
RE
using the identity (3.26). To  find the {uj (*>) for which k  ^  m  +  1, note that
J  RE
D 0 F y(k) • F^y^k) "I" H- F y (k )y (m — 1) T  y  Fy(k)y(m + 1) d~ ■ ■ ■ d~ (w^(m))
and therefore
0 =  (D0F )y{k>
—  ( D o F y W )  +  F y ( k - l )  +  F y ( k ) F y (m - l)  
d-  (pJy{k) d" ^y(m) F y (k )  )
Rearranging, we find that 
1
R E F {n- 1) "  » "  ' '  '  " R E
as required, with the usual inductive result
RE
Fy(k)y(Tl—l)
(Uy{k))
F ..(n-1) ■
RE V
( (D QFy(k)) +  Fy(k-l) + F y(k)Fy(m-l)) -  (Wy{m)) Fy(k), ^  ^
where 1 <  m  <  n  — 2 . W hen k  =  0, F y ( k - 1) =  0 by definition. Now consider the case 
when k  —  m  -f  1. Then
1 =  ( D 0 F ) y (m+1)
( D 0 F y{m+1)) d-  F y (jn+1) F y (m  — 1)
■f (wy(m-fl) d- Wy(„l)Fy(m+l))
RE
F ' J n -( 1 )
so that 
(uVm+l) ) 0  —  jTt { D o F y (m + l) ) Fy(m + 1) F y ( m - 1) )  ((V (m)) F ( m+ 1).
R E  J? y(n— l )  R E
(3.28)
S t e p  6 : We now have the expressions required to find the projection of the LS C
(3.21) onto the reduced equation. Noting (3.25), substitution of (3.27) and (3.28) 
into (3.21) yields
-Hre = F>qQ
~  5 Z  (  “  T '----------( F o F y ik )  + F y ( k - 1) +  F y ( k)F ,L ( m - q )  -  ( W y ( m ) )  F  ( k - ^ D q Q
k ~ m + 2  '  ^ (n _ 1 )  R E  '
~  P ( l  _  ~  F y { m + l) F y (m - l) )  — (u)y(m)) ^  F y (m+ 1)^  D q  + Q
-  (W (m))| W Q )
I R E
-  ^ 2 — -(DoFyW  d- Fy(k-i) +  Fy(k)Fy(m-i ) )  -  {uJy(m)) re D kQ
F y ( n -1)
DqPo
F y {m -1) 
F  (n - 1) RE
To. (3.29)
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i'm—1) l j
r 0 ,feeN0.
Applying the induction result to (3.29) gives
(^ r)L = I - j ^ — Dor o ~ ( + K („ ,)RE  I r v(n-l)  \  i 'y ( n - l ) R E
We have thus found the important relationship between the two LSCs that is neces­
sary and sufficient to find the determining system for the point-equivalent symmetry 
generators of the set of IV P s (3.22). We can now write the L S C  as a Taylor series 
about the point x  =  0. Note once again that if the reduced equation was written in 
the form
y
then it could contain a singularity. If that were the case, we would not be able to 
write the L S C  as a Taylor series and it would not be possible to write the L S C  To =  0 
as a Taylor series about the point x  =  0.
M irroring the inductive consequences of S t e p  7 shown at the end of §3.1, the in­
variance of the initial condition i/TO) ( 0 ) =  0 under the symmetries of the reduced 
equation is given by
F o l o  =  W Q o ) | 0 - =  ( Z>r a Q ) | 0  =  0 .
Th e  remainder of the system is the same as that derived in §3.1, namely (3.16).
S t e p  8 : Taken together, the conditions
(£>mQ )|0 = :0  and (D * T ) =  0, V fce  N0o
form the required determining system for the point-equivalent symmetry generators 
of the reduced equation (3.23) and hence the set of IVPs (3.22) in question. We now 
perform a similar analysis for the next case.
3.3.2 Case II: m — 0
S t e p  1 :  Since we are considering the initial condition y(0 ) =  0, write the reduced 
equation for the IV P  as
y  =  F ( x ,  y ' ,  y " , . . . ,  ?/(n -1 )) , F y{n~q ^  0. (3.30)
S t e p  2 :  Th e  total derivative on solutions of the reduced equation is
D o  =  d x  +  y ” d y> 4- • • • +  u ( x , F , y ' , . . . ,  2/n~ 1^ )<9y(n -1)
and the LS C  for the reduced equation is To =  0, where
To =  Q ~  F y ^ A D ^ Q )  -  F y ^ A D ^ Q )  F y . ( D 0 Q )
n—1 
k = l
S t e p  3 :  Th e  total derivatives D  and Do are equivalent on solutions of the reduced 
equation (3.30), the proof of which follows from the almost identical analysis of §3.1 
and §3.3.1. Thus
(.D k H ) =  D q Ii  \ / k e  N 0. (3.31)
FIE
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Step 4 ' The crucial identity is
D0F  =  y'. (3.32)
S t e p  5 :  Project the L S C  for the governing equation onto solutions of the reduced 
equation (3.30). In  order to do this, find expressions for
RE
1 <  k  <  n  — 1
using the identity (3.32).
In  order to find {wy >)\R E  (i.e. k  —  1), note that 
1 =  (D 0F)y,
=  Fxyr +  y"Fylyl d b (cUy/ +  COyFyl ) | ^  Fy(n-1) +  {u))\RE Fyly(n-1)
=  D o F y l  +  (u )yl +  U JyFyl'j j ^  F y (n ~ l)
and rearrange to obtain:
M \ r b  =  ~  F > o F y / )  — {w y )\ R E  F y t .
To  find (u)y (k) )
Fy(n—1)
for 2 <  k  <  n  — 1 note that
(3.33)
RE
0 EE ( D o F ) y W
—  F x y (k )  +  y " F y ly { k )  H---------- b F y ( k - 1) H---------
+  { ^ y W  + U y F y ( k ) )  F y ( n  — 1 )  +  { u ) \ R E F ^( n - l ) y ( f e )rilS
=  (D 0 F y ( k ))  +  F y ( k - l )  +  ( o j y ( k )  + U ) y F y W )  
and rearrange as follows:
RE
Fy(n~l)
ipjy{k) ) 771 { F q F y (k) “bT^(fc-l)) {yjy ) I R E  F y (k )  ■
\KHi -T y(n—1)
(3.34)
Now we have expressions for all of the (u y* )) , 1 <  k  <  n  — 1, and can project
FtE
the L S C  of the original O D E  (3.19) onto solutions of the reduced O D E  (3.30). 
S t e p  6  : Noting the identity
A > r0 =  D0Q -  Fyl„ -„ (D S Q )  -  ( D o F ^ M D ^ Q )  -  F ^ D ^ Q )
(D0Fy(^ 2))(D% -2Q) Fy'(D2aQ)-  ( D
n— 1
D o Q  -  J 2 F » v - » ( D o Q )  -
k = 2  k=  1
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71—1
r U  =  £ T O ~ E H < ‘ >)  B t , (D&Q) -  ( A > < 3 )  -  W U «
k = 2
=  DSQ ~  E  ( +  Fyik-n)  -  H ) ! ^  i > , )  (D$Q)
— (  •=■ ’(I — DoFyf ) — (Wy)!^ i^ y/ J (DqQ) — CUyQ
= -  K )I* b  ( q  -  E  *>> (^oO) j  +  DSQ
/ n —l
substitution of (3.33) and (3.34) into (3.21) yields
+  ( E ( A > i » ( D 0fc< 2 )  -  A > Q  +  E V ‘ i ( * l )
\fc=i /c=2 /
—  — t :  -f^oro ~  (w2/)ljR£;r*o- (3.35)
Applying the induction result (3.31) to (3.35) gives
( ^ L  = ° °  { “ i ^ E Doro“ (^ )|^ r ° }  Vfc sN°-
Because of the relationship (3.35) and its inductive consequences, we can once again 
employ the analysis invoked at S t e p  7 and S t e p  8  as before. Thus, we can deduce 
that the following system will determine the point-equivalent symmetries of the IV P
(3.22):
(Q )|0 =  0 and r ) =  0, Vfc 6  N0.0
Th e  following section presents the analysis for the final case, namely the initial con­
dition i/(n _1) ( 0 ) =  0 .
3.3.3 Case III: m =  n — 1
Th e  proof for this final case is virtually identical to those contained in §3.3.1 and 
§3.3.2. In  particular, the reduced equation is already in its “locally solved” form 
upon imposition of the initial condition and requires no adjustment to the method 
introduced in [20]. O nly brief details are therefore included here.
S t e p  1 : Th e  reduced equation for the IV P
y(n) =  c j ( x , y , . . .  subject to i/n - 1) (0) =  0 (3.36)
is given by
y ( .n - D  =  F (x,iIy' ÿ < "-2>). (3.37)
S t e p  2 :  Th e  total derivative on solutions of the reduced equation (3.37) takes the 
‘traditional’ form
D0 — dx +  y'dy +  • • • + Fdy(n- 2)
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and the L S C  for (3.37) is To =  0, where
To =  D ^ Q - F ^ i D ^ Q )  
=  D S - 'Q  ~ ' £ F yW(D5Q).
k = 0
F y ' ( D o Q )  — F y Q
Furthermore, we have the identity
n —1 n —2
A,r0 =  D % Q  (r>iiQ)-  « ) • (3.38)
fc=0 fc=0
S^ep 3 :  Th e  total derivatives D  and D q  are equivalent on solutions of (3.37). Th e  
proof of this is almost identical to the previous proofs of this statement in the pre­
ceding sections.
S t e p  4  • Using the identity
D 0F  =  u ) ( x , y , y ' , . . . , F ) ,  
it is easier to find expressions for the
(3.39)
( U y W ) 0 <  k  <  n  — 2 ,
y { n - l ) —F  ’
because we only need to differentiate both sides of (3.39) with respect to y^k \  For 
0 <  k  <  n  —  2 ,
(.D0F )y(k) =  (wy(k) +  wy(n-i)Fy(k)^
J n - i ) = F
DoFy{k) + Fy{k-1) -(- Fy{k)y(n- 2),
and so
Fy(k)+Fy(k 1) +  Fy(k) Fy(n-2) (^yin-l)^ ‘ (^ '40)
Note that when k  =  0, F y ( k -1) =  0 by definition.
S t e p  6 : Project the L S C  for the original O D E  onto the reduced equation and use the 
identities (3.38) and (3.40) to obtain
r l„<»-0 =F =  D Z Q  -  ( a y . . , , )  |b(i> i )= f  ( C J - l Q )  -  £  ( w >w )
=  D0r 0 +  ÎF y(n- 2) — (ojyik) )
( n ~ l ) —F
k—0
T0.
. ( n - l ) - F
(DoQ)
(3.41)
For ke N 0,
(■D‘r)U->=, = {D°r°+ (v-> -  M  uw) r°}
Finally, by S t e p  7 and S t e p  8 , it follows that the system
( D n Q )|0 =  0 and ( I T T ) = 0, G N0,
needs to be solved in order to determine the point-equivalent symmetries of the IV P  
(3.36).
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3.4  Sum m ary
We have generalised Theorem 3.1 and Theorem 3.2 of §3.1 to arbitrary-order O D E s 
subject to single arbitrary-order initial conditions. In  doing so, it has been possible 
to write down the determining systems that allow a user to find, in principle, the 
point-equivalent symmetry generators of the appropriate IVPs.
In  Chapter 6 , we will provide examples to show how to calculate symmetry gen­
erators using these determining systems. It  is possible, however, to further generalise 
the method, which we will do in the following chapter.
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Chapter ■ __________________________
Combined initial conditions
A n  IV P  is often posed w ith a complete set of initial conditions. In  this chapter, a
class of IV P s is considered for which a linear combination of single initial conditions 
specifies the overall initial condition. For convenience, such an initial condition will
Posing an IV P  in such a form obviously results in a different reduced equation. 
For example, the IV P
y ' "  =  0 subject to y " { t i)  +  a y '{ 0 ) +  b y ( 0 ) = 0 , a ,  b  e M
has reduced equation
Note that, when a  =  0, (4.1) becomes the familiar reduced equation
Recent research efforts concerning the symmetry analysis of IV P s and B V P s have 
used higher-order, nonclassical symmetry methods to provide some useful results: see 
[10, 34, 35] and the references therein. Alongside these techniques, what are known 
as “consistency” conditions have been created that allow a user to determine which 
boundary conditions are compatible with properties of a given differential equation; 
specifically its integrability or otherwise: see [1, 14]. It has further been suggested 
that it could be possible, by using a similar “consistency” test, to determine whether 
or not a certain choice of constants a  and b in a combined initial condition will guar­
antee the admission of new point-equivalent symmetries for some given O D E  (see
be called a c o m b in e d  i n i t i a l  c o n d i t i o n , which is always assumed to be a l i n e a r  com­
bination.
1
( y ' ( a  -  b x ) +  b y ) .y 1 —  a x  +  \ b x 2
Similarly, for the IV P
y " ’  —  0 subject to y ' ( 0 ) -1-  a y ( 0) =  0
the reduced equation is given by
yii (4.1)
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[20]). In other words, is it possible to choose a  and b in advance such that the re­
duced equation will admit new point-equivalent symmetries?
Although we cannot provide an answer to that question here (see §7.3), it is use­
ful to apply the method developed so far to combined initial conditions and their 
reduction of governing equations. To  do this, we will consider a simple example in 
§4.1 and then generalise the method to arbitrary-order governing equations subject 
to arbitrary-order combined initial conditions in §4.2.
4.1 Symmetry construction for a class of IVPs with a 
combined initial condition
As an instructive example, we follow the lead set in §3.3 and consider third-order 
O D Es subject to various combined initial conditions. The  generalisation to arbitrary 
order problems will follow in §4.2. We need to consider two separate cases, according 
to the leading-order of the initial condition:
1. Leading-order m  =  2;
2. Leading-order m  =  1.
Each case will be considered in turn.
4.1 .1  Case I: leading-order m  =  2
In order to find the determining system for the IV P
y ' "  =  w ( x , y , y ' , y " )  (4.2)
subject to the initial condition
y " {  0) +  a y '{  0) +  b y (  0) =  0, a , b e  R  (4.3)
we follow the procedure outlined in §3.2 w ith a few necessary, though sufficient al­
terations. Th e  LS C  for (4.2) is given by T  =  0, where
2
r  =  D 3 Q - J 2 % w ( D l‘ Q )  (4.4)
fc=0
and D  is the usual total derivative.
S t e p  1 : Write the reduced equation as
y "  +  a \ j  +  b y  =  F { x , y , y ' ), (4.5)
for which, as required by S t e p  2 , the total derivative is given by
D o  =  d x  +  y'dy  +  ( F ( x ,  y ,  y ' )  -  a y '  -  b y ) d y >.
B y definition, the reduced equation (4.5) is regular at the point x  =  0, since
F ( 0 ,y ( 0 ) lS/'(0 )) = 0 .
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Th e  second prolongation of the infinitesimal generator X  =  Q d y  is
X ^  =  Q d y  +  D o Q d y i  +  D g Q O y "
and hence the L S C  for the reduced equation is To =  0, where
r 0 =  X <2) ( y "  +  a y '  +  b y  -  F ( x ,  y , y ' ) )
=  D l Q  +  ( a - F v , ) ( D 0 Q )  +  ( b - F v ) Q .  (4.6)
Th e  identity
A T o  =  D l Q  +  (a -  F y i ) ( D l Q )  +  ( b - F y -  D o F y , ) ( D 0 Q )  -  ( D 0 F y ) Q  (4.7) 
will be useful.
Th e  principle of the method remains the same: by using the above formulation, 
it is possible to solve the LS C  (4.6) —  even though the total derivative D o  and re­
duced equation are unknown. Th e  only significant difference is the addition of extra 
terms introduced by the combined initial condition. However, careful application of 
the 8-step process of §3.2 will lead naturally to the expected determining system.
S t e p  3 :  Th e  total derivatives D  and D o  are equivalent on solutions of the reduced 
equation. Th e  proof is included here in order to highlight the differences from previ­
ous sections, but will generally be omitted on following occasions. For an arbitrary 
differentiable function, I I ,  define
h { x , y , y ' )  =  H ( x , y , y ' , F  -  a y '  -  b y ) .
Application of the chain rule leads to the following identities:
h x  =  ( H x  +  H y »  F x )  j R E
h y =  ( H y + H y i F y - ' b
f ly !  =  { H y  +  H y / / { F y l  ~  d ) )  | ,
where R E  represents the reduced equation (4.5). Note the appearance of the con­
stants a  and b  in these expressions.
S t e p  4 : Using the crucial identity
u j(x , y , y ' ,  F  - a y '  -  b y ) =  D 0 ( F  -  a y '  -  b y )
=  D 0F  -  a ( F  -  a y '  -  b y )  -  b y ' (4.8)
( H x  +  u 'H y  4- y ” R y ' +  u ) H y » ) \R E  
( H x  +  y ' H y  4-  y " H y , +  ( D 0 ( F  -  a y '  -  b y ) ) H r ) ^
( H x  4- y ' H v  4- ( F -  a y '  -  b y ) H y , 4- (F x 4- y '(F y -  b)
+ ( F  -  a y '  -  b y ) ( F y > -  a ) ) H y» )  \R E  
( H x  4- H y » F x ) \ R E  +  y '  ( H y  +  H y " ( F v  -& ) ) | HB 
+  ( F  — a y '  -  b y )  ( l l y> 4- H y » { F y > -  a ) )  \R E  
h x  4- y 'h y +  ( F  -  a y '  -  b y ) h y »
D 0 H .
we have
(DH=
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(.D k H ) =  D q Ji , W k e  N 0, (4.9)
RE)
by induction. It is now possible to establish a relationship between the LSCs of the 
unconstrained O D E  and the reduced equation. To  do this, project the L S C  (4.4) 
onto the reduced equation (4.5), using expressions for the
Furthermore,
, fc =  0 , l .
R E
S t e p  5 :  T o  find these expressions, differentiate the identity (4.8) with respect to y  
and y '  respectively.
(-D o if  -  ' V  -  b y ) ) y =  (u iy  +
= D0Fy
Thus
i ^ y ^ R E  =  D qF v  +  F y i ( F y — b )  — a ( F y  — b) —  (a>y")\R E  ( F y — b ) .  (4.10)
Similarly
( D q ( F  — a y  — b y ty y ,  =  (coy ' +  u ) y " ( F y ' —  a ))
—  D o F y f  F y  +  Fy> (F y > — a )  — o ,(F y /  — a )  — 6
and rearrange as follows:
(u}v ' ) \ r e  ~  D o F y r +  F y  +  F y i(Fy>  — a )  — a ( F y / — a )  — b — ( t o y ) |R E  ( F y  — a ) .  (4.11)
S t e p  6 : Noting (4.7), substitution of the expressions (4.10) and (4.11) into (4.4) 
yields
r|HS =  D qQ  — u)y"\RE
—  ( D o F y l  +  F y  +  F y '{ F y '  ~  a )  “  ^ (F y / — o )  “  6  (iOy" ) | Rg  (F y ' ~  0 ) )  D q Q
—  ( D o F y  +  F y ' ( F y  ~  5) — a ( F y  ~  6) — (U Jy'l ) j R R  ( F y  ~  5 ))Q  
=  — ( (u v " ) \ r e  +  F y > — a )  ( D q +  ( F y t  -  a ) ( D o Q )  +  ( F y  -  b ) Q )
— F y ' ( D 2QQ )  +  a ( D 20 Q )  +  D % Q  +  (b -  D 0F y  -  F y ) ( D 0 Q ) -  ( D 0 F y ) Q  
+  a ( F y > — a ) ( D o Q )  +  a ( F y — b ) Q
=  (Fy> -  a -  ( u jy " ) \R E ) r 0 F  D qT q .
Th e  inductive result (4.9) gives:
=  P 0fc| ( i V  - a -  (u v O Ijje JF o  +  A > r 0} .  (4.12)
In  (4.12) lies the relationship that allows us to use S t e p  7 and S t e p  8  as usual, so that 
the following condition expresses the invariance of the initial condition (4.3) under 
symmetries of the reduced equation:
( D q Q  +  a ( D 0 Q )  +  b Q )|Q =  ( D 2Q  +  |0 =  0. (4.13)
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Together with
( D k T ) = 0, WkeNo,
o
these two conditions form the determining system for the point-equivalent symme­
tries of the IV P  (4.2) subject to (4.3).
It  is worth noting the structure of the determining system. Clearly, the appear­
ance of the constants a and b in (4.13) is to be expected since they appear explicitly 
in the initial condition itself. In  the relationship (4.12), however, only the constant a 
appears. Th is  should be of no surprise: note that in the summary presented in §3.3.1 
and §3.3.3, the (m  — l ) t h  derivative of the reduced equation is present in the rela­
tionship between the respective LSCs, resulting in the appearance of F y (m - i>. In  the 
current case, the (m  — l ) t h  derivatives of the reduced equation are also present (with 
m  =  2 in this case), except they now have an extra term to consider —  namely the 
constant a —  such that the ( m  — l )th  derivative in question becomes (Fy(m-i> — a).
4 .1 .2  Case II: leading-order m  =  1
T o  complete the analysis for combined initial conditions for third-order polynomial 
O D Es, we need to consider the set of IV P s defined by (4.2) subject to
2/(0) +  ay{0) = 0 ,  a e Q . (4.14)
Clearly, if a =  0 we have a single-condition IV P , i.e. y'(0) —  0. If the leading-order 
term of the initial condition was of order less than y'(0 ) we would have a differ­
ent single-condition IV P  (namely y{0) =  0). Th is  analysis, presented alongside the 
analysis of §4.1.1, exhausts all possible combined initial conditions for a third-order 
polynomial O D E .
S t e p  1 : Th e  L S C  for the original equation remains (4.4). Write the reduced equation 
as
y' +  ay —  F(x, y, y"). (4.15)
Since yr{0) +  ay{0) =  0, then
F(0,2,(0),2/"(0))=0  
by definition, maintaining the regular behaviour required at the point x  —  0 .
S t e p  2 :  Th e  total derivative on solutions of the reduced equation is given by Do, 
where
D o  —  dx +  ( F  -  ay)dy +  u>(x, y , F -  ay, y")dy».
Hence the LS C  for the reduced equation is To =  0, where
r0 = x W ( y , +  a y -F (x , V,y"))
=  D q Q  — F y i i  ( ) -I- (a — F y ) Q .
Having performed the analysis several times, we know that we will be able to write 
the L S C  as a Taylor series about the point x  —  0 . Furthermore, we know that
the total derivatives D  and D q are equivalent on solutions of the reduced equation.
Arm ed with these assumptions, we can write down the condition that expresses the
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invariance of the initial condition (4.14) under symmetries of the reduced equation 
as
(DQ +  aQ) |Q= 0  (4.16)
and the usual remainder of the determining system
(D*T)|o =  0  V k e  N0. (4.17)
All that remains to do is find the relationship between the respective LSCs to justify 
the assumptions made above.
Step 5 : To find expressions for toy and u y>/ we differentiate in the usual manner:
0  =  (D o ( F - a y ) ) y
— -Aci/ d~ (A1 ay)Fyy T  ^F'yy" 4“ Ay (Fy a)
d~ Fyl/ (ujy d-  t^y' {.Fy ^ ) )  ®(-A/ ®)
1
^  u)y\r e  ~  ( A o A y  d- F y(Fy — a) — a(Fy — a))r y"
~ ^vIre ~  a)’ (4-18)
where R E  represents the reduced equation (4.15). Similarly,
1 =  {D 0{ F - a y j ) y„
=  F Xy ff +  { F  — C by)FyyU  +  CO Fyttytf +  F y F y "
| F^yft y tt “j" (jJy ? F^yff ^  CbF^yfi 
=> OJylf\R E  =  —  - ( l  — D oFyl/ —  F y F y " +  ClFy/l)
r y"
~ ^v' I RE ^y" ' (4-19)
Step 6: We substitute (4.18) and (4.19) into the projection of the LSC of the gov­
erning equation onto the reduced equation as follows:
■Hre — AqQ — w\RE (D qQ) — a}y>\RE (DoQ) — wy\RE Q
— D0Q — — AoFy» — FyFy» d- ciFy") — a y  \RE F y D qQ
~  Ire (AoQ)
{DoFy +  Fy(Fy ~  0 .) — Cb(Fy ~  a)) — Ulyl | RR, (Fy ~  0 .) ^  Q
_  ^ ^  ~  ^  \RE)  r 0 ‘ 
hirthermore, for k €  No,
( ^ r )|fiB  =  D §  { - ¿ W o  +  ( ¿ ( a  -  F V) -  u y ^ )  r o }  .
This proves that the necessary relationship holds between the two LSCs that allows 
is to write down the determining system (4.16) and (4.17).
1 ^ T,=  -T ^ -A 0r 0 d-r y"
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W ith  this third-order example, we have shown that the analysis for finding the deter­
mining system for the point-equivalent symmetry generators of the reduced equation 
as a result of a combined initial condition is analogous to the various cases of §3 .3 . 
In  fact, in §4.2, we show that it is easy to generalise the analysis presented in §4.1.1 
and §4.1.2 to arbitary-order IV P s subject to arbitrary combined initial condition.
4.2 Arbitrary-order IVPs with an arbitrary-order com­
bined initial condition
So far, we have looked at combined initial conditions for third-order O D E s and found 
a notable pattern between the resulting determining systems and those in §3.3. Th is  
section generalises the results of §4.1 so that it is possible to find the determining 
system for an O D E  of arbitrary order subject to some arbitrary combined initial 
condition.
Consider the arbitrary-order O D E  given by
y ( n ) = u ) ( x , y , . . . ,  y (n_1)) . (4.20)
Tw o  separate cases must be considered to generalise the analysis presented so far:
1. Th e  O D E  (4.20) subject to
y i n -  U (0 ) +  C n - i y i n ~ ^ ( 0 ) +  • • • +  c 2 y ' (  0) +  c i y {0 ) =  0 , 
where C j € R
2. Th e  O D E  (4.20) subject to
y {m )(0 ) +  cm y ( rn ~ 1 \ o )  -\-------- +  c 2 y '{ 0 ) +  ci?/(0 ) =  0 ,
where l < m < n - 2 , C i 6 R.
Th e  cases given above cover the entire range of possible combined initial conditions. 
O f course, any of the c*s can be set to be zero, as it is the le a d in g - o r d e r  initial 
condition that is of importance. Clearly, we do not need to consider (in case 2) the 
case where m  =  0 since this reduces the problem to a standard IV P  for which we 
have provided ample analysis (see §3.3.2). Th e  need to differentiate between the two 
cases remains the ability to write the total derivative Do for the associated reduced 
equation in the appropriate form (as in §3.3). There are obviously similarities between 
the two cases and the work presented so far, which we will exploit for the sake of 
brevity. We will thus call once again upon the systematic method present in §3.2. 
Th e  aim remains to find the determining system for each of the cases above, primarily 
through finding the condition that expresses the invariance of the initial condition 
under the symmetries of the reduced equation and the relationship between the LSCs 
of the governing and reduced equations respectively.
4.2 .1  Case I: leading-order m  —  n  —  1
We will find the determining system for the symmetry generators of the reduced 
equation defined by the IV P  (4.20) subject to
¡,<»-l>(0) +  Cn—iy in~ ^ (0 ) +■■■ +  C2l/ (0 ) +  cl 3/(0) =  0, a  £ R.
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i/(n_1) +  Cn-iy{n~2) -\------- \-c2y' +  cxy =  F (x ,y ,  . . . , y (n~2)). (4.21)
By definition, (4.21) is regular at the point x  =  0. Since the infinitesimal generator 
X  — Qdy has nth prolongation given by
*<“> =  ¿ ( D * 0 ) 9 vw,
k—Q
the LSC for the governing equation is T =  0, where
n—1
r = • (4.22)
fc=0
Step 2: The total derivative for the reduced equation is given by
D0 =  dx +  y'dy  4  f  y ( n - 2 ) <9y ( n - 3) +  ( F  -  c „ _ i ? / (n “ 2 ) -----------------c2y' -  c i y ) 0 y ( « - 2) .
According to Step 3, assume the equivalence of D  and Do on solutions of the reduced 
equation. Hence the LSC for the reduced equation is Tq =  0, where
To =  +  On-is/“-2*-H------ 1-C2y' + Ciy -  F i x , y , . ,ytn~'l ] ) )
=  Dq~1Q +  (cn-i -  Fv^ - ,0 (D ^ - 2Q) +  ••• +  ( < * -  Fy,)(D 0Q) +  (c ,  -  FV)Q
n —2
=  +  Fym)(Dk0Q).
k = 0
Note the identity
n—l n—2
D0To =  DSQ  +  £ ) ( < *  -  F y« - » ) ( D k0Q) - £ ( D 0  (4.23)
fc=l k —0
To project the LSC for the governing equation onto solutions of the reduced equation, 
we require expressions for
Step 1 : Write the reduced equation as
, 0  <  k <  n — 2 ,
RE
{uyw )
where R E  is shorthand for the reduced equation (4.21).
Step 4 • The crucial identity is
D 0(F  -  Cn-iy{n~2 )  c\y) =  w{x,y, ■■■ , F  -  Cn-iy^n~2 ) -----------a y ),
which gives
D qF  -  Cji—i ( F  -  Cn-iy(n~2 )  Ciy) -  Cn_2 ?/(n“ 2 )  c2y" -  cpy' =  uj\r e  .
Prom this we have
(D 0{F  -  C n _ i2/ (n “ 2 )  c iy ))y(k) =  (ijJy{k)) +  w y ( n - i )  ( F y(k) -  C fc + i ) .  (4.24)
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S t e p  5 :  Recall that the method for finding the required expressions amounts to 
performing the differentiation on the L H S  of (4.24) and noting that it is essentially 
the same as the identity
D o ( ( F  c i 2 / ) y ( f c ) )  =  A )(Fyw  -  C fc + l)
=  D0FV(k)
plus a few important extra terms. For the ojy {k) , we see that
D 0 ( ( F -------- ----  c i y ) y W )  =  D 0 F y (k) +  F y ( k - i)  +  { F y (k) -  c k + i ) F y{n- 2 )
~ Cn-l(Fy(k) -  C fc + i)  -  Cfc+2
and rearranging gives
RE
D 0 F y{k) F y (k—i) 4“ (-^y(fc) ^fe+i^ Fy (n—2) —l(-Fy(fc) ^fc+i)
-  Cfc+2 —  W („-q (_F  (fc) -  Cfc+l), 0 <  k  <  n  —  2. (4.25)ip1  ^ ip
Note that F y (k- i )  =  0 when k  —  0 and we define c n  =  0 as consequences of the 
generalised notation.
S t e p  6 : Substituting (4.25) into the projected LS C , noting (4.23), we have
r|RE
n —1
=  D q Q  -  ^2 U y W  
k - 0
RE
(D iQ )
n—2
=  D qQ -  Uy(n-1)\RE -  ^ 2  (poFy(k) +  Fy(fc -l)
k - 0
+  ( - f y * )  ~  Ck+l)Fy(n-2) ~ Cn- l ( F y(k) -  C fc + l)  -  Cfc+ 2  
-  Wy ( n - l ) ( F y (fc) -  C f c + l ) )  ( £ > o Q )
n —2
=  (  |HE +  +  c - , )  ( p r l Q  -  -  c*+i)(£)oQ))J2J3
n —2
k=0
n —2
r| (4.26)
+ ¿ W  -  £ ( A ) i > ) ( i ^ Q )  -  £ ( i >  -  c*+2)(£>ofcQ)
fc=0 fc=0
+ (c„ - i - i ; („-2))(n g -1(3)
=  A jF o  +  (F  i n - 2) — UJy( n - l )  — C „ _ l ) r 0 .FtE
As expected, the constant Cn_i appears in (4.26), as discussed at the end of §4.1.1. 
Since (4.26) establishes a relationship of the familiar form —  with the usual inductive 
result —  S t e p  7 and S t e p  8  can be used so that the determining system for the point- 
equivalent symmetry generators of the reduced equation (4.21) is as follows:
( D n l Q  +  c n - \ { D n  2 Q )  H b c 2 ( D Q )  +  c i Q )  |0 =  0
and
( D k T ) =  0 VfcG N 0.
This  concludes the analysis for the (algebraically simpler) case in which the leading 
order of the combined initial condition is one less than the order of the governing 
equation. We now consider the case in which the leading order of the initial condition 
is 1 <  m  <  n  — 2 .
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4 .2 .2  Case II: leading-order 1 <  m <  n — 2
Consider the IV P  (4.20) subject to
7/(m) ( 0) +  cmi/m -1)(0 ) H f  c 2 y '( 0 )  +  ciy (0 ) =  0, 1 <  m  <  n  -  2. (4.27)
S t e p  1 : Th e  reduced equation is given by
+  c m y (m ~ 1) 4----------\ - c 2 y '  - h c x y  =  F ( x , y , . . . , y {-rn~ 1 \ y ( m + 1 \ . . . , y ( n ~ 1)) ,  (4.28)
with F y ( n - 1) 7^  0. B y  definition, we know that the reduced equation is regular at the 
point x  =  0. As in §3.1 and §3.3.1, it is assumed that the reduced equation contains
y(m).
S t e p  2 :  Th e  total derivative takes on a new form:
D o  =  & x  H 1- (F   ^ • • • c 2y  Ciy)dy(m -i) +  • • • +  c u ] dy(n - i )
where
u \re = v{x, y, . . . ,  y^ m~l\ F  -   c2y' -  cyy, y(m+1), . . . ,  2/(ti-1)).
Hence the L S C  is To =  0, where
n —1 m —1
r„ = £>?*<?- X! +
fc = m + l A:=0
Th e  following identity will be useful:
n 7i—l m
D o T o  =  D ™ + 1 Q —  E  ^ , . - . , ( ^ 0 ) -  E ( D oF .,<‘ ) ) ( £,oO ) +  E ( c‘ - i » ( ' - > ) ( £,o « ) -
m + 2  fc= 0  fc = l
(4.29)
Th e  structure of the initial condition (4.27), and hence the total derivative, effectively 
splits the L S C  into two distinct segments according to the value of m .
S t e p  3 : Assuming that D  and Do are equivalent on solutions of the reduced equation, 
we must find expressions for u)y (k) on solutions of the reduced equation.
S t e p  4  ■ Th e  crucial identity is
Do ( F  -  C m y (m -1 ) c 2 y '  -  c iy ) =  i / m + 1\
such that
y(m+1) =  D oF -c7n{F~cTny{Tn~1) c 2 y ' ~ c i y ) - c 2 y (-m ~ 1 )  c 2 y " - c i y ’ . (4.30)
S t e p  5 :  According to the value of m  and its effect on the structure of the total 
derivative, we have three cases to consider concerning the order k  of the y  derivative, 
corresponding to:
1. Th e  case k  =  m  +  1;
2. Th e  case 0 <  k  <  m  -  1;
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3. m  +  2 <  k  <  n  — 1.
For case 1, differentiate (4.30) with respect to y(m+1) :
1 = (D 0( F ----------ci«/))y(m+1)
— DoFy(m+l) + Fy(m- l)Fy(m+l)
+ ( wy(m+p +  uym) Fy{m+i))Fy{n-i)
and thus
0Jy(m+l) RE 1^ D 0 F y (m+1) Fy(Tn-l)Fy(m+1) T CmF (^m+l)^F  (n — 1)
wy(m) \REFv{m+1)'
where R E  is shorthand for the reduced equation (4.28).
For the second case,
0 EE ( d 0( F ----------d  y ) ) vm
F()Fy(k) Fy(rn — \) Fy(j$)
+  ( W y(fc) +  W y ( m )  R E  F y ( k ) )  F y ( n - 1) 
4 ~  F y ( k - l )  C m F y W .
After rearranging, we obtain:
Wy(k) RE y{n 1)
for m  +  2 <  k  <  n  — 1.
p  ^-Dq F y (k) 4“ F y (rn—1) F y (k) 4“ F y (k — 1) C jfiF y {k)^j 0Jy(rn) RE
Finally, for the third case,
0 e e  ( D 0 ( F  a y ) ) y (k)
— D0 Fy(k) +  Fy(k-l) 4- ( Fy{k) ~ Cfc ) ^  ( „, - 1)
+ ( U y W
-  Cm{Fy(k) -  Ck) -  Ck
4- U) (rn) RE U RE { F y (k )  ~  C k ^ F y i n - l )
and so
Wv(k) RE F  ( n - 1)
(D 0FyW +  Fy(k-L) 4- (FyW -  Ck)Fy(m-i)
-  CmiPyW - C k) -  Ck) -  Uy{m) {F  {k) -  Ck),J RE
for 0 <  k  <  m  — 1. B y  definition,
Dy(-i) =  0 and cm+1 =  0.
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(4.31)
F y (k )  ,
(4.32)
(4.33)
S t e p  6 : Using the expressions (4.31), (4.32) and (4.33), and noting (4.29), we can 
project the L S C  (4.22) for the governing equation onto that of the reduced equation 
as follows:
r|R E RE (DKQ)
n—1
= z w - £ > „ ( * ,
k= 0 
n — 1
=  d $q -  J2  d„ ( * > & « ) J K ^ Q ), z J  J R E  J I REk=m+1
771— 1
— U>y(m)
k=0
77— 1
W y (m )
JrCJtif
) (  £  v > ( Do<3)
'  f c = m + 2
" tt-------------Fy(n—i) Fy(n-l) .
777— 1
+  F „ (m+1) ( D ^ + 1 Q )  +  X I  (* > >  -  cfc)(z?ofcO ) -  £>0*0 
1
+
+ Fy(jl 1)
n —1
fc=0
{Fyijn-l) ™ Cm)(-C)olQ ) 
n —1
£„(»-.,(£>5«?)+ J ]  (A>i»(Z>SQ )
fc = m + 2
f c = 7 7 7 + 2
m  — 1 -  777 — 1
+  £ (A>£>>)(^oQ) +  £ ( * > - »  -  cfe)(x»gQ)
&=0/c=0
(Cm Fy(m-1) ) Wy(m)
RE
r 0 - F  (n j) DoTo.
This  relationship, and its usual inductive result, allows us to employ S t e p  7  and 
S t e p  8  to write down the appropriate determining system for the point-equivalent 
symmetry generators of the reduced equation (4.28) as follows:
[ D m Q  +  c m ( D m ~ 1 Q )  +  ■■■ +  c 2 ( D Q ) +  C l q ) 0
and
( D k  r) =  0  V/ce N0.
Th e  analysis of §3.3 has therefore been extended to include all arbitrary O D E s of order 
n subject to a combined initial condition of (arbitrary) order m ,  where 0 <  m  <  n .  
Hence, all of the analysis is complete for those possible IVPs in which oj is polynomial 
in x  and the derivatives of the initial conditions. A  full summary of the analysis of 
§4.1 and §4.2 is provided in the following section through the D e t e r m in in g  S y s t e m  
T h e o r e m .
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4.3 The determining system theorem
We now state, in full generality, the theorem which extends the method introduced in 
[20] and provides a user with the necessary determining system to find the symmetries 
of an arbitrary-order O D E  subject to an arbitrary-order combined initial condition.
Since it is a generalisation of all the analysis that has gone before, the following 
theorem constitutes the main result of the present thesis.
T h e o re m  4.1. ( T h e  D e t e r m in in g  S y s t e m  T h e o r e m )  F o r  th e  i n i t i a l - v a l u e  p r o b le m
y {n) =  u ( x , y ,  ...,? / (n~1))
s u b je c t  t o  th e  a r b i t r a r y - o r d e r  c o m b in e d  i n i t i a l  c o n d i t io n
y {m\ 0 ) +  C m V ^ H o )  +  • • • +  c2y '(0) +  ciy(0) =  0 , 1 <  m  <  n  -  1, a  e  Q ,
th e  p o in t - e q u iv a le n t  s y m m e t r y  g e n e r a t o r s  X  =  Q ( x , y , y ' ) d v a r e  f o u n d  b y  s o lv in g  th e  
f o l lo w in g  d e t e r m in in g  s y s t e m :
( D m Q  +  c r n ( D m ~ 1 Q )  +  • •. +  c 2 ( D Q )  +  ci Q )  | =  0 (4.34)
=  0 V fceN o,o
a n d
( D k r)
w h e re  T  i s  th e  l in e a r i s e d  s y m m e t r y  c o n d i t io n
n — 1
r  =  DnQ - J 2 v vm DkQ =  0
k= 0
a n d  Q  is  g iv e n  b y
OO fc
Q { x ,  y ,  y f ) =  { v k { y )  -  y '& (2/ ) ) ■ (4.35)
k= 0
Here, (4.34) expresses the invariance of the initial condition under the symmetries of 
the IVP.
Since Theorem 4.1 involves the use of Taylor series about x  =  0, it necessarily requires 
to to be polynomial in x  and the leading-order derivative of the initial condition. It 
also requires that y ( x )  is analytic at x  =  0 so that it can be written as a Taylor series.
P r o o f .  Th e  proof of Theorem 4.1 has been completed in §3.3 and §4.2. ■
It is remarkable indeed that we are able to find the characteristics Q ( x ,  y ,  y ')  of the 
reduced equation without knowing the reduced O D E  beforehand. In  fact, if the de­
termining system provides just o n e  new symmetry generator then it is possible to 
determine the reduced O D E . O n a practical level, however, actually calculating the 
symmetries of an IV P  isn’t as straightforward as it seems. For example, symmetry 
generators may have the structure of the generators X 7  and X%  seen in §2.2, which 
cannot be found through specifying Q  in the form (4.35). To  find symmetry genera­
tors such as X 7  and X $ ,  we are required to make a slight modification to the structure 
of (4.35), which will be discussed in the following chapter.
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Chapter
Calculating awkward characteristics
Th e  analysis presented in Chapters 3 and 4 provides —  in Theorem 4.1 —  the deter­
mining system that needs to be solved in order to find the symmetry generators of 
an arbitrary-order, polynomial IV P . In  order to solve the resulting system, we clearly 
need to employ a method that will produce generators that include those of the form
(2 .11), namely:
X 7  =  V - d y  and X 8  =  — d v . 
x  J x  J
This  presents us with a problem, since such a method follows somewhat illogically 
from the analysis presented in Chapter 3: how can it be that the LS C ' for the re­
duced equation can be written as a Taylor series about x  —  0 whilst the characteristic 
Q ( x ,  y ,  y ' )  —  and hence generators such as X 7  and Xg —  cannot be obtained directly 
in such a fashion?
In  order to determine the characteristic Q { x , y ) y /) for such cases, we first need to 
answer the question of what to expect from the IV P  in consideration: at worst, what 
is the least power of x  to expect in the characteristics of the reduced equation? Once 
this is known, it- may be possible to temper the analysis to take account of the pos­
sible characteristics we may encounter.
For the case m  =  1, i.e. the initial condition j/; (0) =  0 as studied in §3.1, we 
employ the method of Frobenius to show that the characteristic
Q (*, V> y ' )  =  y )  -  y '€ ( :e, y )
will be of O ( ^ )  at worst. To  do this, we find the possible values for u  in the Frobenius 
analysis for the invariance of the initial condition y ' ( 0 ) =  0 under point-equivalent 
symmetries, namely
(D Q )|o  =  0. (5.1)
Furthermore, we prove that such terms will only be present as a component of £ ( x ,  y ) .  
A  brief reminder of the method of Frobenius is given in Appendix A .
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In what follows, we will adopt the following notation:
d k r j ( x , a )  I d k £ ( x ,  a )
5.1 Form ulation of the problem
, k  g No,
*=0
with derivatives of r / k ( a )  and £fc(a) with respect to ao denoted by r]'k , ££ etc.
Furthermore, the argument a  will, in general, be left out.
Assume that y { x )  is analytic about the point x  —  0. Then we can write it as a
Taylor series as follows:
y ( x )  =  7/(0) +  x y ' ( 0 ) +  ^ x 2 y " ( 0 ) +  “ £3u;(0 , 7/(0), y ' ( 0 ) , y " ( 0 ) )  +  . . .
=  a  +  ~ x 2j  +  |jaj3a;(0, a, 0 ,7 ) +  . . .  (5.2)
and
y ' ( x )  = x y +  y x2c°o  +  • • • > (5.3)
where ca0 =  (0, a, 0 ,7 ). Since Q ( x ,  7/, y ' )  =  r j{ x ,  y )  -  y '£ ( x ,  7/),
D Q  =  rjx  +  (V v  -  € x ) y '  ~  y '2£y  -  &/"• (5.4)
Since we wish to employ the method of Frobenius, write rj and £ as power series as 
follows:
OO OO
y { x ,  v )  =  Y 2  r) k { y ) x k+ u  and Z ( x ,  y )  =  ^ ^ k { y ) x k+u.
k= 0 k=0
Th e  characteristic is
Q(x,y,y ') =  (yk{y) -  y'^k(y))xk+iJ
k=0
for some value(s) of v  to be determined and (5.4) becomes
CO
DQ =  ^ ( ( k  +  v h  •kXk+’/- 1 +  v'(-n'k{y)xk+’'
k=0
-  y '2f  Uv)^-  y “ t k { v ) x h+ ')-(5.5)
To  perform Frobenius analysis for (5.1) we are required to expand y ( x ) ,  y ' ( x ) ,  r//c( y ) ,  
£ k ( y )  as power series about the point x  —  0. Th is  has already been done for y ( x )  and 
y ' ( x )  in (5.2) and (5.3) respectively, so we are left to use the chain rule to determine 
the power series for r jk { y )  and £/c(t/). Noting that we will be looking at the lowest 
powers of x  in the Frobenius expansion and expanding accordingly, we see that
V k { y )\0 =  y k ( y { 0 ) )  + x 7 ] 'k ( y ( o ) ) i j ' ( o )
+  7 ^ 2  ^ lb (y ( 0 ))y //(0 ) +  y'k(y{0)) (t/(0 ) ) 2^ +  • ■ •
=  % 0 )  +  ^ i x 2 y 'k ( a h  +  • • • (5.6)
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and
& ( y )  lo =  & ( y ( o ) )  + ® i b ( y ( o ) ) j / ( o )
+  l \x 2  ( c 'k ( y ( 0 ) ) y " ( 0 ) +  £ k ( v (  ° )) (y '(o ) )2J  +  • • •
=  & (a )  +  ^ 2£fc(a)7 +  - "  . (5.7)
5.2 The possible values of t/
Following the formulation of the problem, substitute the expressions (5.2), (5.3), (5.6) 
and (5.7) into (5.5). Th is  results in a long expression for (5.1) as follows:
00 /  2 \
B Qlo =  +  y k ( a )  +  ~ 7 r}'k ( a )  +  - - A x k + v - 1
k=0 '  ' '
~  + u) + f f^ 0 +  ' ‘ * )  ( ^ ( a ) + |f7^ (a) +  • • • ‘
oo / 2 \ / 2
+  +  fr^ 0 +  • • • J  yni(a) +  ffT ^ O ) +  • • • )xk+v
00 /  æ2 \ 2 /  r 2
-  ( ^ 7  +  27^0 +  • * • J  ^ k ( a )  +  g j-Tifci«) +  *
“  ¿ C  ( 7 +  ÆCl,°  ^ )  ( ç k ( a )  +  ~ 7Îfc(a ) H--------^æ fe+l/. (5.8)
B y  considering the system of equations determined by the coefficients of powers of x
in (5.8) as the index k  increases, the value(s) of v  for which r j ( x ,  y ) and £(x, y )  are
solutions of (5.1) can be determined. A t  0 ( x l/~ l ) we have
i/770 (a ) —  0 ,
so either
1/ =  0 or 7/0(0 ) =  0.
A t 0 { x v),
( 1 / +  1 )  ( 7 7 1 ( a )  -  £ 0 ( 0 ) 7 )  =  0 .
Since 7jk and £& are independent of 7  (and 7  7  ^ 0 ), either
v  = — 1  or 771( 0:) =  £o («) =  0 .
Continuing in this fashion yields the following table, which summarises the structure 
of the characteristic depending upon the value of u:
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If Then
// =  - 1 7 7 0(a ) =  0 V a  
Co (« ) 0  f°r some a  
7 7 1 (a) either 0  or nonzero 
Ci (a ) =  ^ 0  (a ) Vc* 
i]2 («) — 0 V a
u e  ( - 1 , 0 ) 770 =  0 V a
v — 0 7 7 0 (a) 7  ^ 0  for some a  
Co (a ) =  0  V a  
771 (a) =  0 V a
v e  (o, l] 770 =  0 V a
V >  1 DQ\q =  0 provides no constraint
l/< - 1 7 7 0(a ) =  Co («) =  0  =>■ no solution
The first row of this table reveals that at worst we can expect O(^) in the charac­
teristic, corresponding to v — — 1 and k =  0. More generally, we can write
CO
77 (x ,y ) =  Y 2 t7k(v)xk 
fc—0
=  »70 ( y )  +  XTji (;y )  +  X 2 T}2 ( y )  +  . . .
oo
C(x,y) =
fc=0
=  +  C i ( v )  +  < 2  (y) +  x2& (y) •..,
such that the characteristic Q(x, y, y') has the following structure:
oo , ,
Q ( x ,  y , 2/0 =  (  % (? / )  -  —
i=oV x
Clearly, (5.9) admits the possibility of point-equivalent symmetry generators of the 
form (2 .1 1 ) that motivated the use of the Frobenius method.
C k {y )  U  • (5.9)
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5.3  S tru ctu re of the characteristic
Once the structure of the characteristic is known —  given by (5.9) —  the problem 
of finding the characteristics of the reduced equation is relatively straightforward.
Prom (5.3), it is possible to write
—  7  +  2Î æwo +  q  X2 {Du)  |o +  . . .
OO
= 7)xr>
r= 0
where wo(a,'y) =  7 , «7 ( a , 7 ) =  5 7 ^ 0  etc. Now
OO OO OO
Q =  £ * ( y ) « * - £ £ « v  ( a > 7 ) 6 ( y ) »
k= 0 A;—0 r = 0
r+k
=  ^ 2  Vk{y)xk -  Uio^o -  ^ ( W l f o  +  wq£i ) -  £ 2 (u>2 £ o  +  ™ l £ l  +  ™ o £ > ) +  • • •
fc=0
=  Q ( x , y , a ,  7 ),
since 7]k and are functions of y  only, and the w r  are functions of (a , 7 ) only. Hence 
(5.4) becomes
DQ  =  Qx +  y 'Q y
and (5.1) can be written as
D Q \ q  —  { Q x  +  y 'Q y )\ 0  
—  Q x  lo
=  7 ] i { a )  -w i(a ,7 )^ o (a )  -  «^o(af,7)ii(«)- (5-10)
Looking at powers of 7  in (5.10) provides a small system of differential equations 
that will determine 7 7 1 , £ 0  and ¿7 . In order to find the other and ^-components
of the characteristic, we must use (5.10) in the system
{D k r) = 0 VA:eN0.
0
Each value of k €  No will leave an equation like (5.10), which allows us to determine 
the £*;S and % s by comparing powers of 7 . We can then reconstruct the characteris­
tic from (5.9). In such a way is it possible to find, in practice, the point-equivalent 
symmetry generators of the appropriate form using the determining system we have 
developed through our analysis.
In fact, solving the determining system for each value of k lends itself readily — 
in the spirit of Lie’s original work —  to computer algebra. In much the same way 
that many packages exist which aid the process of symmetry analysis (see [16] for a 
recent survey), a program has been written to solve third-order ODEs subject to the 
initial condition y'{0) =  0 using the analysis presented in this section. This program 
can be found in Appendix B.
In the following chapter, we will present some examples of this relatively simple 
method in action.
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6Chapter
Examples
To  demonstrate the application of the method presented in this thesis, we will apply 
Theorem 4.1 to some examples.
6.1 Example 1
We choose as our first example the easy IV P
y ' "  =  0 subject to y '(0 ) =  0 . (6 .1)
Th e  symmetry generators for this problem have already been calculated (they are 
given in §2.2). In order to familiarise ourselves with the procedure of applying the 
determining system of Theorem 4.1, however, it is useful to use such a simple example.
We are required to apply Theorem  4.1 for n  =  3 and m —  1, such that
D Q \0  =  0, ( D fcT )| o =  0 Vfce N 0, ( 6 .2)
where
T  =  D 3 Q .  (6.3)
B y  induction, this means we are required to solve the system
( D k Q )  | = 0 ,  V fce  N \ { 2 } ,  (6.4)
where Q  is given by
Q(x,y,a,nf)  =  Vk(y)xk Wr(<a ’
k = 0  k = 0  r —0
Recall that the wr (a, 7 ) are found through the series
y ' i x )  1 1 o
=  7  +  2 ! ^ °  +  3! :x +
OO 
=^0
r+ k
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so that 1^ 0 (0:, 7 )  —  7, 997(0:, 7 )  =  ^ loq etc. In  this case, u  —  0 and so the w r  are 
easily found. Indeed
ioo =  7 ,  Wk =  0  V k  >  1 .
Th e  invariance of the initial condition y '{ 0) —  0 under the symmetries of the IV P  is 
given by
(£ > Q )|0 =  »71 -  7&  =  0.
Since £/c and rjk  are independent of 7 ,  this tells us that
rji = 0 , £1 =  0.
Th e  first part of the main determining system is
r |0 =  (D SQ) |Q =  6773 -  676  + 37(97! -  7f!) = 0,
from which
%  =  0 , £3 =  0 .
Th e  next determining equation is
OT|0 =  (r>4c?)|0
=  24774 -  247?4 +  127 ( v '2 -  7 ^2 ) +  3-y2 -  7 t o )  =  0,
which splits to give
Co =  0, 9?q -  4 ^  =  0, y '2  -  2£4 =  0, 974 =  0 . (6.5)
Th e  next determining equation, namely ( D 2P ) jQ =  0, provides us with no extra 
useful constraints, whilst ( D 3F )  |0 =  0 simplifies to
7 2 0 ( 2 7 6  -  7?s) +  3 6 0 ( 7 7 4  -  7 i i )  +  907 2(77? -  7 $ )  +  15 t3 (>7o' -  =  0.
This  provides the following relationships:
£o" =  0, r f f  - 6g  =  0, 97" - 4 f i  =  0, 976 =  0. (6 .6)
Th e  rest of the determining system places no further constraints on £ and 97. The  
general solution of (6.5) and ( 6 .6 ) is
£0 =  C7 +  csy , £ 1 = 0 , £2 =  C4 +  c5y ,  £3 =  0 , £4 =  cq,
970 =  2c5t/2 +  c2y +  c i , 971 —  0, 972 =  2c6y +  c3.
Furthermore,
£& =  0 VA: >  5, 97^  =  0 V A : >  3.
We can then reconstruct the characteristic Q (x,y ,y ')  to give
y ,  y ' )  =  - y '  +  (2 C59/2 +  c 2y  +  C l )  +  x y ' f a  +  c 5 y )  +  x 2 ( 2 c Qy  +  c3) +  c Qx 3 y '
such that the point-equivalent symmetry generators are given, as expected, by
, X \  =  d y , X 2  =  y d y , X 3 =  x 2 d y , X 4  =  - x y ' d y ,
X 5 =  ( 2 y 2  -  x y y ' ) d y , X 6 =  ( 2x 2y  -  x 3 y ' ) d y , X 7  =  ^ d y , X 8 =  (6 .7 )
4 7
We can now choose to use any one of the new symmetry generators of (6.7) —  namely 
X 5  to X 8  —  to reconstruct the reduced equation. We will use X 7  as follows: write 
it in the form
X7 = - a x,
X
which has fundamental differential invariants
y *
r { x , y )  = y ,  v { x ,  y ,  y ' )  =  —. (6.8)
x
Then X 7  generates point symmetries of the unknown reduced equation
y "  =  F ( x , y , y ' ) ,  (6.9)
with total derivative
D o  =  d x +  y 'd y  +  F d y /.
Th e  theory of differential invariants allows us to conclude that there exists a function
g ( r , v ) such that (6.9) is equivalent to the first-order O D E  given by
^ :  =  g ( r , v ) .
Thus
P  =  ^ )(r *  +  y'rv) ~ v* ~  y'vv /6 1 0 )
Vy/
We can substitute (6.10) into the identity
D qF  =  u ( x , y , y ' , F ) ,  (6.11)
where to is given by the original O D E , to find the unknown function g ( r ,  u ), and hence 
the reduced equation F .  For the IV P  (6.1), the reduced equation becomes
F  =  x y ' g  +  — , 
x
which leads to the identity
3 x v g  +  x 3 v ( g 2  +  v g r  +  v g g v ) =  0. (6.12)
B y  looking at powers of x ,  we can conclude that
g ( r , v ) =  0 .
Thus, the reduced equation, from (6.10), is
y "  =  -  (6.13)
x
as expected. Th e  reduced equation (6.13) has the eight symmetries (6.7), which allow 
a user to find the solution to (6.13) and hence the solution to the original IVP .
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6.2 Example 2
Th e  third-order differential equation
y ' "  =  x y y ”  +  2 y y '  +  x y '2  (6.14)
has a one-dimensional Lie algebra of point-equivalent symmetry generators spanned 
by
X i =  (y  +  dv
T o  find the symmetries of the set of solutions that satisfy (6.14) subject to 2/ (0) =  0, 
we are required to solve the determining system of Theorem 4.1 for n  =  3 and m  =  1 
once again. In this case, the w r ( a ,  7 ) of Q ( x , y , a ,  7 ) are less straightforward. From
y ' ( x )  1 1 o _
— ¿ T  =  7  +  7 ^ 0  +  ÿ X  ( D u j)|0 +  . . .
= '^T^ wr(cxy'y)xr,
r—0
they are given by
1
w o  =  o', W 2  =  - 0:7 etc., w 2 k + i  = 0  V k  e  N 0,
so that, for example,
I
(D u> ) |0 =  W 2  —  -cry .
Once again, the invariance of the initial condition y ' ( 0) =  0 under the symmetries of 
the IV P  is given by
(£>Q)|0 = rji -  7/ !  =  0
which tells us that
Vi = 0) £1 — 0.
Collecting terms by powers of 7  in the next determining equation gives
(T)|0 =  S j 27][ + 7 (-« £ i  +  3Vi ~  £^3) + 6773 -  =  0,
which provides us with =  £3 =  0. Th e  following determining equation (Dr)|0 —  0 
splits to give
—3£o = 0, 
3Vo ~  6ck£o — 12^ =  0, 
—60:^ 2 -  24 4^ -1-12772 -  3?7o =  0, 
24774 — 60:772 =  0,
from which
£o =  C2Ck +  ci. (6.15)
Continuing in this fashion (w ith the aid of M A P L E  [33]) we see that the remaining 
determining equations in fact constrain (6.15), and that the general solution of the 
determining equations is
with
f i  =  r j i  =  rj2  =  0 and rjk  — ^k —  Q V k  >  3.
Th e  characteristic Q ( x , y , y ' )  is reconstructed from its Taylor series to give
Q { x ,  y ,  y ' )  =  — y '  +  \ ^ x y ’  +  c 3y
*Xj
such that the point-equivalent symmetry generators are given by
X i  =  ( y  +  ~ x y '^  d y , X 2  =  ~ d y. (6.16)
W hilst X \  is a symmetry of the governing equation, X 2 is a symmetry only of the 
reduced equation; furthermore it is of the structure accommodated only by Theorem 
4.1. As in the first example, we can now use X 2  to find the reduced equation. In the 
form
¿ 2  =  - d x ,
X
the symmetry generator X 2  generates point symmetries of the unknown reduced 
equation (6.9) and has fundamental differential invariants
r ( x , y ) = y ,  v ( x , y ,  y ’ ) -
Thus, we know that the reduced equation takes the form (6.10). Using the identity
(6.11), where uj is given by (6.14) in this case, leads to the identity
3 x -  ~ x 3 ^  +  x 3 ~  =  - 3 x A ?  -  x 3 ^ r  +  3 x -  x 3 ^ - .  (6.17)
V V A V V 4 V° V 1
B y  looking at powers of x , we obtain
/ \ 2 x2yg ( r , v )  =  - r v  —  -pr
y
and so the reduced equation, from (6 .10), is
y "  =  ~ ( l + x 2y).(6.18)
This  reduced equation (6.18) has the two symmetries given by (6.16), which allow a 
user to find the solution to (6.18). Using X 2 , the O D E  (6.18) reduces to the simple 
first-order equation
du
d  ^=  r’
whose solution can be written down immediately. Re-written in terms of the original 
variables, and writing the arbitrary constant of integration as 2ci for convenience, 
this solution leads to the separable first-order O D E
x j  -  ^ X y 2  +  2cix. (6.19)
Hence, the general solution of the IV P  (6.14) subject to y '( 0 )  =  0 is the solution of
(6.19), namely
y { x )  =  <
2y7T tan ^ x 2 ^ /c i +  s / c i c f j  , 2C\ >  0 ;
4 c 2 — x  5 =
- 2v /c7 tanh ^ x 2 y / c i  +  \ f c \ c f j  , 2 c \  <  0 .
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6.3 Example 3
Th e  determining system of Theorem 4.1 does not always result in point-equivalent 
symmetry generators that are only generators of the reduced equation. To  see this, 
solve the determining system for the Blasius equation:
y ' "  =  - y y " .  (6 .20)
Th e  Blasius equation has the two point-equivalent symmetry generators
X i  =  ( y  +  x y ' ) d v , X 2  =  y 'd y ,
which can be used to reduce (6.20) to a first-order O D E  whose solution is unknown. It 
was shown in [20] that ( 6 .20) subject to y " { 0 ) =  0 leads to the reduced equation y "  =  
0 , since the determining system finds five new point-equivalent symmetry generators, 
any of which can be used to find the reduced equation. To  see that (6.20) subject to 
y ' ( 0) =  0 yields n o  new symmetries, first write down the w r ( a ,  7 ):
1 1  1 
w 0  = 7 , w i  =  - - c r y ,  w 2  —  - a 27 > =  - 7^(7  +  « 3)7 , etc.
Th e  first determining equation is
(X>Q)|o =  ~  £1^  7  +  m  =  °>
and the second —  F|o =  0 —  splits to give
— £ 0  4- 2a£b -  4£i — 0,
- 6 r j 3  +  Vo +  3??i +  a &  -  : ~ a 3£o =  0,
3773 +  a r j 2  =  0 .
Furthermore, the terms which m ultiply 7  in (DF)|o =  0 are:
T  12t£ -  24^4 +  6a £3 -  a r jo  -  a y {  +  ryi -  a 2&  =  0.
Th e  general solution of the determining equations is
£2 =  -c i ,  7/0 =  ac\,
with all other and 7%. zero, so that the only point-equivalent symmetry generator
of the reduced equation is
X i  -  ( y  +  x y ' ) d y .
Thus, it is not possible to find the reduced equation of the IV P  (6.20) subject to 
y '{ 0 ) =  0 , since X \  is a symmetry generator of the Blasius equation itself.
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Chapter /  _________________________
Summary and further work
Th e  method presented in this thesis extends a recent development in the symmetry 
analysis of IV P s to arbitrary-order regular O D E s  subject to an arbitrary-order com­
bined initial condition. In principle, this allows a user to solve any given regular IV P , 
although (as highlighted in Chapter 5) the practical application of the determining 
system may not be straightforward. Th is  chapter suggests areas for further work.
7.1 Proof that appears in the reduced equation
Several assumptions are made so that the method presented can be used successfully. 
One such assumption —  seen prim arily in §3.1 and §3.3.1 —  is that the derivative 
y (m) will appear in the reduced equation, such that the reduced equation can be 
written in its “locally solved” form. It  would be useful if it could be proved —  or 
otherwise —  that this is (or is not) the case.
7.2 ODEs with regular singularities
Currently, a user can employ the method presented in this thesis to successfully 
calculate the point-equivalent symmetry generators of an nth-order O D E  subject to 
2/{” ~ i) (0 ) =  0 or y ( n -~2) (0 ) =  0. Clearly, we would like to be able to extend this 
method to include a l l  possible initial conditions —  that is (0 ) =  0 and so on to 
y (0 ) =  0 . Furthermore, the reliance of the analysis on Taylor series means that it is 
only valid for r e g u la r  O D E s (i.e. O D E s  that are regular in x  and the leading order of 
the initial condition). If  it were possible to amend the method to incorporate O D E s 
with regular singularities then its scope would be considerably more appealing.
7.3 A p r io r i  choice of combined initial conditions
Building on the work concerning combined initial conditions in Chapter 4, it would 
be useful if a user could know a  p r i o r i  if a particular combined initial condition is 
guaranteed to produce at least one new point-equivalent symmetry generator. Re­
cently, “consistency” conditions have been introduced that allow a user to determine 
what boundary conditions are compatible with certain properties of a given differen­
tial equation. In  a similar fashion, to be able to choose the constants c* such that the
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associated combined initial condition admitted new symmetries would be particularly 
useful.
7.4 Computer algebra
One of the many appealing features of symmetry analysis lies in the ability to follow 
a relatively simple algorithm to calculate symmetry generators. Although possible 
by hand, such calculations grow exponentially difficult according to the order of 
the differential equation in question. As a result, many computer algebra packages 
have been developed to calculate symmetry generators. Th e  algorithm presented in 
§3.2 has been converted into a M A P L E  [33] program, which calculates the point- 
equivalent symmetry generators of third-order O D E s subject to y'(0) =  0 (presented 
in Appendix B ). It is natural to develop further computer algebra programs for 
calculating the symmetries of other IV P s and to apply such programs to interesting 
examples.
In addition, it would be useful if a user could easily find the reduced equation of 
an IV P  using —  if one exists —  a new symmetry generator, as in the examples of 
Chapter 6 . Th e  development of computer algebra programs to do this would be of 
great help, and could take advantage of the fact that —  for each symmetry generator 
and its associated fundamental differential invariants —  the identity
p  =  g(r> v ) ( r x +  y 'r V) - V x -  y'Vy
Vy>
is a lw a y s  the same. Th is  is particularly useful because the further identity
D0F  =  uj(x,y,y',F) 
only changes according to the form to takes.
7.5 Extension of method to PDEs
Although the extension of the method to higher-order O D E s was obvious, the exten­
sion to BV P s for O D E s and IV P s and B V P s for partial differential equations (P D E s) 
is yet to be investigated. Much of the recent research effort into IV P s and BV P s 
of P D E s has concentrated on higher-order, nonclassical symmetry methods and the 
categorisation of problems therein —  what could be termed a r e a c t iv e  technique. 
A n y possible extension of the method presented here to P D E s could provide a very 
useful, p r o a c t iv e  technique whose benefits are obvious.
If the method were to be successfully extended in scope to consider PD Es, the 
consideration of combined initial conditions would remain an integral part of the 
analysis. As such, to determine whether a certain combined initial condition guaran­
teed at least one new point-equivalent symmetry generator would also remain a goal 
for PD Es, as would the development of suitable computer algebra programs.
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Appendix
The method of Frobenius
Th e  method of Frobenius provides a power series solution y ( x ,  v )  to a given differ­
ential equation that contains a regular singularity, without loss of generality, at the 
origin. Th e  following is due to Ince [24].
For a differential equation of the form
+ x"~1Pl+  • • ■ +  +  -  °-
where -Pi(a;). . .  P n ( x )  are analytic functions at x  —  0, the method of Frobenius re­
quires that we set up a formal series solution
OO
y { x ,  c k x k + l/
k ~  0
and determine the c& and values of v  such that y ( x ,  is) is a solution of (A . l ) .  In  order 
to do this, write the differential equation ( A . l )  in the symbolic form L y  =  0. Then
OO
L y ( x ,  v )  =  ^ 2  C k X k+l>f ( x ,  k  +  u ) (A .2 )
where
f ( x ,  k  +  v )  —  [k  +  u )n  +  [k  +  v \n - i P i ( x )  -\-1-  [fc +  i / \ i P n - i ( x )  +  P n ( x )
is an analytic function in x  and [k  +  v \n  is shorthand for the expression 
(.k  +  v ) { k  +  v  — 1) > • • ( k  4- v  — n  +  1).
Now expand f ( x ,  k  +  v )  itself as a power series in x :
f ( x ,  k  +  v )  =  ^ T  f \ { k  +  u ) x x .
A = 0
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Then (A.2) becomes
oo oo
L y  =  +  u ) x k+ v+ x
k = 0 A=0
=  Co ( f o ( v ) x ’'  +  f i  ( is ) x , / + 1  +  h { y ) x v+<1 H )
+  c i ( f 0 ( u  +  l ) ^ * 1 +  f i ( t /  +  l ) x u + 2  +  f 2 { y  +  l)ar*'+3 -f )
+  c2 (/o(^ +  2 ) x u + 2  +  h { v  +  2 ) ^ + 3 +  f 2 ( v  +  2 ) x u+ * +  . . . ) + • ■ .
=  Co/o^)®1' +  (c0/i(z/) +  Ci/o(i/ +  l ) ) x v+1
+  (C0/2O) +  Ci/i(^ +  1) +  c2/0(i/ +  2))a-,"f2 H .
Thus,
OO
L y ( x , v )  =  ^  (cfc/ 0(& +  */)+c& _i/i(A ; +  i/-1) 4 1-  c 0 f k ( k ) ) x k+ l/
k - 0 
=  0 .
It is easy to compare the coefficients of powers of x ,  and doing so leads to the following 
system of equations:
co : f o { u )  =  0 (A .3 )
ci : M v  +  1) +  c 0 f i ( v )  =  0
Ck : M u  +  fc)  +  C k - i h ( v  +  k -  1 ) -H---- b c o f k ( u ) =  0 .
Th e  equation (A .3 ) is known as the i n d i c i a l  e q u a t io n  and allows us to determine
the value(s) of v  for which (A .2 ) is a solution of (A . l ) .  Th e  remaining equations 
determine a recurrence relation such that the c k can be found and thus the required 
series solution to the differential equation (A . l ) .
It should be noted that the roots of the indicial equation may or may not be distinct 
and give rise to different types of solutions according to whether the roots are indeed 
distinct o r  the case when they differ by an integer. For a full analysis of the solutions 
in these cases, see [24].
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Appendix J L J _________
MAPLE program
Th e  following program will compute the point-equivalent symmetry generators of a 
third-order polynomial O D E , w, subject to the initial condition. y '( 0 )  =  0. It was 
written in M A P L E  [33] v.9.
> r e s t a r t :
Th is  program finds the symmetries of o m ega(x,y[0 ]  ,y  [ 1] , y [ 2] )  subject to the 
initial condition y [ l ]  ( 0)=0  by finding a series expansion for the expression y [ l ] / xl fc
in the characteristic Q [ 0] .  Note that y [ 0 ]  =  y W  —  .
> B: = [] :
> N:=10:
> omega: =omega(x, y [ 0 ] , y  [ 1] , y  [ 2]  ) :
Define the order of the differential equation (L ) and the most negative power of x  to 
be expected in the series expansion (p).
> L := 3 :  p : = - l :
> y : = a r r a y ( 0 . . L - l ) :
> y s : = a r r a y ( 0 . . L - l ) :
Define the procedure “db” , which is the total derivative, D :
> d b := p ro c (f )
> lo c a l h , j :  h : = d i f f ( f , x ) :
> f o r  j  from 0 to  L -2  do
> h:=h+y [ j + 1] * d if f  ( f  , y [ j ] )  :
> od:
> h : = h + o m e g a * d i f f ( f , y [ L - l ] ) :
> e x p a n d (h ):
> end:
Define the initial conditions to be imposed later.
> A : = [y  [0 ] - y  [ 0] ,y  [13=03 :
> A1: = [y  [0] = alp h a , y [1 ] =0, y [2 ] =gamma] :
> A2: = [x = 0 ,y [0 ]= a lp h a ,y  [l]= 0 ,y[2 ]= ga m m a] : 
f o r  i  from 2 to  L - l  do
A: = [op(A)  , y [ i ] = y [ i ] ]  : 
od:
Define a procedure “se r” that calculates the first few terms of a Maclaurin series 
for f  ( x , y  [0 ] ,y  [1] ,y  [2] ) restricted to solutions of y [3]=omega.
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> se r := p r o c ( f , m )
> lo c a l h , j , t e m p :  h := 0:  temp:=f :
> f o r  j  from 0 to  m do
> h:=h+ x~ j* su bs(x= 0 ,op(A)  , te m p ) / ( j  ! )  :
> tem p:=db(tem p):
> h:
> od:
> end:
> y s [ 0 ] : = s e r ( y  [ 0 ] ,N+p +L) :
> f o r  j  from 1 to  L - l  do
> y s [ j ]  := d if f  ( y s [ j - l ]  , x ) :
> od:
This  is the series expansion for y [ l ] / x  and the coefficients w [ j ]  of powers of x .
> y s [ 1 ] : = s u b s ( o p ( A l ) , q u o ( y s [ 1 ] , x , x ) ) ;
> f o r  j  from 0 to  N do
> w [ j ]  :=coeff ( y s [ l ]  ,x ,  j )  :
> od:
Define Q [0 ] in terms of truncated power series that approximate x i  and eta, 
including the power series expression for y  [1 ] /x.
> e t a ( x , y )  :=sum (eta[k] (y  [0 ] )*x ' ‘k ,k=0.  .N) :
> x i ( x , y ) : = s u m ( x i [ k ] ( y [ 0 ] ) * x ~ ( k - 1 ) , k = 0 . . N ) :
> QCO] :=sum((eta[k ]  (y  [0] ) - y s [ l ]  * x i[k ]  (y  [0] ) )*x ' 'k ,k= 0.  .N) :
Define the first L - l  total derivatives of Q [0 ].
> f o r  j  from 0 to  L - l  do
> Q[ j + 1 ] :=db(Q [ j ]  ) :
> od:
Define a procedure “ecks” , which applies X  (in evolutionary form) to a function 
f  ( x , y , y [ l ] , • . .  , y [ L - l ] ) .
> e c k s : = p r o c ( f )
> lo c a l g , h , j :
> g := f: h :=0:
> f o r  j  from 0 to  L - l  do
> h : = h + Q [ j ] * d i f f  Cg,y Cj] ) :
> od:
> ex pand(h) :
> end:
Th e  linearised symmetry condition is given by G am [l]=0. Higher derivatives of this 
condition are Gam [2] =0 etc.
> Gamfl] : =expand(Q[L] -ecks(omega)) :
> f o r  j  from 1 to  N + l-L  do
> Gam[j+1] :=expand(db(Gam[j ] ) )  :
> od:
Define a procedure “pwr” that splits an equation f =0 into several equations by 
equating powers of y[2]=gamma and adds the result to a list, B.
> p w r : = p r o c ( f )
> g lo b a l B: lo c a l g , a , b , j :
> a : = [] : b:  = [ f ] :
> f o r  j  from 2 to  L - l  do
> w h ile  b<> []  do
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> g:=b[l] :
> while g<>0 do
> a:=[rem(g,gamma,gamma),op(a)]:
> g:=quo(g,gamma,gamma):
> od:
> b :=subsop(1=NULL,b):
> od:
> b: = [op(a)] :
> a: = [] :
> od:
> B: = [op(b) ,op(B)] :
> end:
Th e  initial condition y [1 ] =0 at x=0 constrains DQ.
> eqn[0]:=collect(subs(op(A2),Q [1]),gamma);
> pwr(eqn[0]):
Now evaluate the linearised symmetry condition and its derivatives at x=0 .
> for i from 1 to N+l-L do
> eqn[i]:=collect(subs(op(A2),Gam[i]),gamma):
> od:
> for i from 1 to N+l-L do
> pwr(eqn[i]):
> od:
Solve the resulting system of differential equations and calculate the truncated x i  
and eta.
> bf:=dsolve(B):
> b e :=subs(alpha=y[0 ] , b f ) :
> e t : =subs(be, e t a ( x , y ) ) :
> e x: =subs(be,x i ( x , y ) ) :
Here is a procedure that will find the dimension of the Lie algebra.
> findM:=proc(f,g)
> global M: local p:
> p:=0:
> while quo(f,cat(_C,p+l),cat(_C,p+l))<>0 or 
quo(g,cat (_C,p+l) ,cat (_C,p+l))<>0 do
> p :=p+l:
> od:
> M:=p:
> end:
A pp ly  f  indM to find the dimension of the Lie algebra.
> findM(et,ex);
> q:=array(1..M):
> qa:=array(1..M):
Th e  characteristics, and hence the point-equivalent symmetries, of the reduced 
equation are found as follows:
> for i from 1 to M do
> q[i] :=series(quo(et,cat(_C,i) ,cat(_C,i)) ,x=0,N+l)
-(series(quo(ex,cat (_C,i),cat(_C,i)),x=0,N+l))*y [1]:
> qa[i] :=quo(et ,cat(_C,i) ,cat(_C,i))
-quo(ex,cat(_C,i) ,cat(_C,i))*y [1] :
58
> od:
> for i from 1 to M do
> h:=0: kew[0] :=qa[i] :
> for j from 0 to L-l do
> h:=h+kew[j]*diff(omega,y[j]):
> kew[j + 1 ]:=db(kew Cj] ) :
> od:
> Z:=simplify(factor(kew[L]-h)):
> if Z<>0 then print(q[i]) else print(q[i],old)
> fi:
> od:
Note that output has obviously not been included in the program.
After the final programme line, the characteristics of the reduced equation will be 
returned, with an indication of new or o ld  next to them, revealing whether the 
characteristic is or is not a characteristic of the governing equation respectively. If 
there is a new characteristic, it can be used to find the reduced equation, as shown 
in the first example of Chapter 6 .
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