The authors' recent classification of trilinear operations includes, among other cases, a fourth family of operations with parameter q ∈ Q ∪ {∞}, and weakly commutative and weakly anticommutative operations. These operations satisfy polynomial identities in degree 3 and further identities in degree 5. For each operation, using the row canonical form of the expansion matrix E to find the identities in degree 5 gives extremely complicated results. We use lattice basis reduction to simplify these identities: we compute the Hermite normal form H of E t , obtain a basis of the nullspace lattice from the last rows of a matrix U for which U E t = H, and then use the LLL algorithm to reduce the basis.
Introduction
Computational studies of polynomial identities for nonassociative algebras often lead to very complicated identities with large numbers of terms and seemingly random coefficients; see for example Bremner and Hentzel [2, Table IV ]. The purpose of this paper is to demonstrate how lattice basis reduction can be applied to find much simpler identities which are equivalent to the original identities. We represent the identities as the nullspace of a large matrix E with entries in Z (the expansion matrix). From the row canonical form of E over Q we can extract an integral basis for the nullspace as a vector space over Q, but in general these basis vectors do not form a basis for the nullspace lattice (the set of integral nullspace vectors). We can find a basis for the nullspace lattice by computing the Hermite normal form H of the transpose E t and simultaneously computing a matrix U for which U E t = H. If the nullspace of E has dimension d over Q then the last d rows of U are an integral basis for the nullspace lattice.
These basis vectors are often still very complicated; to simplify them we use the LLL algorithm with a suitable value of the parameter.
In this paper we apply this approach to the most difficult cases arising from our recent classification of trilinear operations; see Bremner and Peresi [3] . We use standard algorithms for the Hermite normal form, for lattice basis reduction, and for representations of the symmetric group; the application of the LLL algorithm to the study of polynomial identities for algebras seems to be new. The trilinear operations we study first appeared in [3] ; at that time we had not discovered simple identities satisfied by these operations. In this paper we present 32 new identities in degree 5 satisfied by these operations; the maximum coefficient (in absolute value) appearing in these identities is 3, which is a great improvement over the results that can be obtained without lattice basis reduction.
Classification of trilinear operations
In this section we recall the relevant results from Bremner and Peresi [3] .
Definition 1.
A ternary algebra is a vector space V over a field F with a trilinear map V × V × V → V denoted (a, b, c) → abc. If (abc)de = a(bcd)e = ab(cde) for all a, b, c, d, e ∈ V then we say that this ternary algebra is totally associative.
Definition 2. A trilinear operation is a linear combination of permutations of the indeterminates a, b, c:
[a, b, c] = x 1 abc + x 2 acb + x 3 bac + x 4 bca + x 5 cab + x 6 cba (x i ∈ F).
If we regard [a, b, c] as an element of the group algebra FS 3 , then we say that two trilinear operations are equivalent if they generate the same left ideal. If we regard the permutations as products in a totally associative ternary algebra, then [a, b, c] is a new nonassociative operation on the same underlying vector space.
Proposition 3. There are infinitely many equivalence classes of trilinear operations over Q: eight isolated operations and four one-parameter families.
Proof. Bremner and Peresi [3, §3.3] .
The eight isolated operations are the zero operation, the symmetric sum, the alternating sum, the cyclic sum, the cyclic commutator, the weakly commutative operation, the weakly anticommutative operation, and the original totally associative operation. The four one-parameter families are the Lie, Jordan and anti-Jordan families, and a fourth family. All these operations (except the original totally associative operation) satisfy polynomial identities in degree 3. In some cases, simple polynomial identities in degree 5 can be obtained from the expansion matrix for the operation by computing the row canonical form over Q and extracting the canonical integral basis for the nullspace. However, for the fourth family and for the weakly commutative and weakly anticommutative operations, this gives very complicated results. Our goal in this paper is to show how lattice basis reduction can be used to quickly simplify the polynomial identities for these operations. 
Lemma 5. For each operation in the fourth family, every homogeneous multilinear identity in degree 3 is a consequence of the identity
Proof. We first consider q ∈ Q. Let E be the matrix in which E ij is the coefficient of the i-th associative monomial in the expansion of the j-th nonassociative monomial:
We find the row canonical form over Q[q] and extract a basis for the nullspace:
The basis vectors represent these identities:
The second is G (a, b, c) , and the first is G (b, a, 
These imply the condition on the inner triple in the first and second types.
Second, we enumerate the monomials of the Lemma. There are 5! permutations of the arguments in each of the first two types:
The condition on the inner triple eliminates the last two of the six permutations abc, acb, bac, bca, cab, cba. Thus each of the first two types contributes Third, we show that the monomials of the Lemma are linearly independent. Suppose to the contrary that they satisfy some non-trivial dependence relation. Any such dependence relation must come from the "liftings" of G(a, b, c) to degree 5. We have already used
It remains to show that the other three can be expressed as linear combinations of the polynomials obtained by permuting the arguments in these three. It can be easily verified by direct calculation that
This completes the proof. 
Lemma 10. For the weakly commutative and weakly anticommutative operations, every homogeneous multilinear identity in degree 3 is a consequence of the identities
Proof. Similar to the proof of Lemma 5. 
Algorithms for the nullspace lattice of an integer matrix
Definition 16. For an m × n matrix A over Z, the nullspace lattice is
The rank of this lattice equals the dimension d of the nullspace of A over Q.
Example 17. Consider the matrix A and its row canonical form:
.
We want to find vectors X 1 , X 2 ∈ Null Z (A) which are linearly independent over Q and satisfy Null Z (A) = ZX 1 ⊕ ZX 2 . From RCF(A) we obtain the canonical basis for the nullspace of A as a vector space over Q and then clear denominators to obtain integral basis vectors:
However, Null Z (A) also contains the vector [−1, −1, −1, 1], which is not an integral linear combination of the integral basis vectors.
• Input: An m × n matrix A over Z.
• Output: The m × n matrix H over Z in Hermite normal form, and an m × m matrix U over Z with det(U ) = ±1 and U A = H.
iii. Exchange rows i and p of H, and the same for U . iv. If H ij < 0 then multiply row i of H by −1, and the same for U . v. For k = i+1 to m do:
• Write H kj = qH ij + r uniquely with 0 ≤ r < H ij .
• If q = 0 then add −q times row i of H to row k, and the same
i. Write H kj = qH ij + r uniquely with 0 ≤ r < H ij . ii. If q = 0 then add −q times row i of H to row k, and the same for 
Lemma 20. Let A be an m×n matrix over Z, let H be the Hermite normal form of A t , and let U be an n × n matrix over Z with det(U ) = ±1 and U A t = H. If r is the rank of H, then the last n−r rows of U form a lattice basis for Null Z (A).
• Input: A basis b 1 , . . . , b n of R n and a parameter α ∈ R with
• exchange(k): n for the subspace of multilinear polynomial identities in degree k, where n is the number of monomials in degree k.
• Output: A subset of X 1 , . . . , X m which generates the subspace of polynomial identities as a module over the symmetric group S k .
1. Create an (n+k!) × n matrix M with an n × n upper block and a k! × n lower block. Initialize M to zero. 
Example 21. On the matrix A t from Example 17 we perform the following row operations:
The last two rows of U form a basis for Null Z (A).
Remark 22. Our algorithm for the Hermite normal form appears in Figure 1 . (For a similar algorithm, which however uses "goto" statements, see Cohen [4, Algorithm 2.4.4].) Our algorithm makes no attempt to control the size of the matrix entries, and so it will not perform well on very large matrices. However, it is useful for our purposes, since it produces a matrix U which is "top-heavy": U has large entries in the first r rows (which we do not need) and small entries in the last n−r rows (which give a basis for the nullspace lattice).
Definition 23. By the square-length of a vector X = (x 1 , . . . , x n ) ∈ Z n we mean the square of its Euclidean length, that is x
Example 24. Consider this matrix:
Our HNF algorithm applied to A t produces this matrix U = [U 1 |U 2 ]: 
The last five rows of U form a basis of Null Z (A). The square-lengths of these vectors are 5052, 2205, 15312, 32060, 618.
Definition 25. If f 1 , . . . , f n is a basis of R n , then its Gram-Schmidt orthogonalization is the basis f * 1 , . . . , f * n defined inductively by
Definition 26. We fix α ∈ R with 
Proof. Lenstra, Lenstra and Lovász [6] .
Definition 28. We define the nearest integer to x ∈ R by x = x− Remark 29. The original LLL algorithm for lattice basis reduction (from [6] , here rewritten without "goto" statements) appears in Figure 2. Step (2) Remark 31. In this paper the nullspace of the matrix A has the structure of a module over the symmetric group S k since the nullspace vectors represent homogeneous multilinear polynomial identities of degree k. We reduce the number of identities by considering a set of module generators instead of a complete basis. Our algorithm for this process appears in Figure 3 .
The fourth family of trilinear operations
All computations in the rest of this paper were done with Maple 11 on an IBM ThinkCentre M55 Tower 8811V2D with Intel Core 2 CPU 6700 at 2.66 GHz and 3 GB of memory.
We first consider the case q = ∞. The expansion matrix E has size 120×160; each column contains 16 nonzero entries; the absolute values of these nonzero entries belong to {1, 2, 4}. The row canonical form of E has r = 106 nonzero rows, so the nullspace lattice has rank 54. We can extract an integral basis for the nullspace in the canonical way: set the free variables equal to the standard basis vectors in Q 54 , solve for the leading variables, clear denominators, and cancel common factors. This gives vectors whose square-lengths are described in the following table: number of digits 1 2 3 4 5 6 7 8 9 10 11 12 13 number of vectors − 1 − 1 1 3 4 2 13 14 4 7 4
Recall however that these vectors do not necessarily form a basis of the nullspace lattice.
Using the algorithm of Figure 1 to compute H and U for E t takes 53 seconds and uses 107 operations of type 1 (negate a row), 248 of type 2 (exchange two rows), and 21810 of type 3 (add a multiple of one row to another row). The largest integer occurring as an entry of H has 317 digits. For the first 106 rows of U , the square-lengths have between 28 and 658 digits. For the last 54 rows (giving a basis of the nullspace lattice by Lemma 20), the square-lengths have between 25 and 30 digits; at this point the results are worse than those obtained from the row canonical form of the expansion matrix.
For the Gram-Schmidt orthogonal basis vectors computed during the initialization of the LLL algorithm, the largest integer occurring in the numerators and denominators of the square-lengths has 102 digits.
We now list the square-lengths of the reduced basis vectors produced by the LLL algorithm with the values α = 3/4, α = 9/10, α = 99/100 and α = 1. These lists are sorted by increasing square-length: the output of the LLL algorithm is an α-reduced basis, which in general is not sorted this way. For α = 3/4 (with q = ∞), the sorted square-lengths of the reduced vectors are Increasing α from 3/4 to 1 made the square-length of the shortest (respectively longest) vector decrease to ≈ 18.18% (respectively ≈ 27.74%) of its original value, at the cost of increasing the computation time by a factor of ≈ 3.57. We next extract a set of module generators from the sorted list of reduced basis vectors for α = 1. We say that one identity is "simpler" than a second if the square-length of its coefficient vector is less than that of the second. 
The simplest identity which does not follow from J ∞ is 
The simplest identity which does not follow from 
The simplest identity which does not follow from
J ∞ , K ∞ , L ∞ , M ∞ is N ∞ = [[abc]ed] − [[abe]cd] − [[acb]de] − [[acb]ed] + [[ace]bd] − [[aeb]dc] − [[aec]bd] − [[aec]db] − [[bac]ed] + [[bae]cd] − [[bca]de] − [[bce]ad] − [[bea]cd] − [[bea]dc] − [[bec]da] − [[cae]bd] + [[cbe]ad] − [[cea]db] − [[ceb]ad] − [[ceb]da] + 2[a[bce]d] − 2[a[cbe]d] + 2[a[ceb]d] − 2[b[ace]d] + 2[b[aec]d] + 2[b[cae]d] + 2[c[abe]d] − 2[c[bae]d] + 2[c[bea]d] − 3[d[abc]e] + 3[d[abe]c] + 2[d[acb]e] − 3[d[ace]b] − [d[aeb]c] + 2[d[aec]b] + 3[d[bac]e] − 3[d[bae]c] − [d[bca]e] + 3[d[bce]a] + 2[d[bea]c] − [d[bec]a] + 3[d[cae]b] − 3[d[cbe]a] − [d[cea]b] + 2[d[ceb]a] − 2[e[abc]d] + 2[e[acb]d] + 2[e[bac]d]
These five identities imply all the identities in degree 5 for
[a, b, c] ∞ . Identities J ∞ , M ∞ , N ∞ are
independent (no two imply the other) and imply identities
Proof. The algorithm of Figure 3 produces these five generators. Further computations with the same algorithm establish the final claim. The simplest identity which does not follow from I, J 0 is
These five identities imply all the identities in degree
The simplest identity which does not follow from I, J 1 is
The simplest identity which does not follow from I, 
The simplest identity which does not follow from I, The simplest identity which does not follow from I, The simplest identity which does not follow from 
The weakly commutative and anticommutative operations
For these operations, the expansion matrix E has size 120×250; each column contains 36 nonzero entries; the absolute values of these nonzero entries belong to {1, 5, 25}. The row canonical form of E has r = 109 nonzero rows, so the nullspace has dimension 141. The square-lengths of the integral basis vectors for the nullspace obtained from the row canonical form have between 8 and 12 digits.
The following table summarizes our results for the weakly commutative operation. Columns x, xx, xxx, xxxx give the number of basis vectors whose square-lengths have 1, 2, 3, 4 digits respectively. The next four columns give the square-lengths of the shortest and longest vectors, and the number of calls to reduce and exchange. We achieved especially significant improvement in basis reduction between α = 3/4 and α = 9/10, and again between α = 99/100 and α = 1. Increasing α from 3/4 to 1 did not improve the shortest vector, but it made the squarelength of the longest vector decrease to ≈ 3.18% of its original value, at the cost of increasing the computation time by a factor of ≈ 6.18. We obtained the following identities. Remark 43. The first identities are the same in Theorems 41 and 42. The second identities differ only in the sign of the monomials; likewise for the third identities.
Conclusion
For the fourth family, only two values of the parameter (q = ∞, 1 2 ) have a 54-dimensional space of polynomial identities in degree 5. These are also the only values which require three module generators (Theorems 32 and 39). The other four values (q = 0, 1, −1, 2) have a 49-dimensional space of identities, and in these cases the identity I of Definition 33 occurs as the shortest vector (and hence a module generator) in the reduced lattice basis. For q = 0, 1, 2 we require two generators (Theorems 35, 36 and 38), but for q = −1 we require only one (Theorem 37). The case q = 1 2 also satisfies I, but I does not occur as one of the generators; this is also the only case in which the module generators are independent.
Using lattice basis reduction to simplify the identities has produced results with very small coefficients. The largest coefficient (in absolute value) occurring in our identities is ±3, and this appears only in the last identity for q = ∞. Identities with maximum coefficient ±2 appear for q = ∞, 0, 2 (one identity in each case) and q = 1 (two identities). In all the other identities for the fourth family, all the coefficients are ±1. All the identities for the weakly commutative and anticommutative operations have coefficients ±1.
