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Resum6 
L'objet de cet article est de calculer la distribution euler mahonienne sur route classe de 
rearrangements R(c) d'un m6me mot. Apres avoir reactualis6 lecalcul de MacMahon de cette 
distribution, on montre que l'alg6bre des fonctions de Schur fournit tous les ingrbdients utiles 
pour obtenir cette distribution. Cette derni6re approche permet, en outre, une extension au 
calcul des distributions sur les bi-mots colores, ainsi que d'autres extensions hypergdomdtriques 
multibasiques, qui n'ont pas ~t6 reproduites ici. 
Abstract 
The purpose of this paper is to calculate the Euler-Mahonian distribution over each 
rearrangement class R(c) of a given word. After updating MacMahon's calculation of this 
distribution, it is shown that the Schur function algebra gives all the necessary ingredients for 
deriving this distribution. Furthermore, this approach provides an extension to the calculation 
of some distributions over the colored biwords, as well as other multibasic hypergeometric 
extensions that have not been reproduced here. 
1. Introduction 
Le prdsent article a 6t6 motiv6 par les r6cents travaux de Denert [4], qui devant 
calculer la fonction z6ta d'un R-ordre h6r6ditaire dans des alg6bres centrales imples, 
a 6t6 amen6e fi introduire une nouvelle statistique sur les roots, plus tard appel6e 'den'. 
Par 'mot', on entend une suite finie W=XlX2 ... x,,, off les lettres x l ,x2 ,  . . . ,x , ,  sont des 
entiers positifs, de sorte que l'on peut parler de rbarranyement  croissant 
w' =x'~x'2 ... x',, de ce mot. Si w contient cl fois la lettre 1, c2 fois la lettre 2 . . . . .  c, fois la 
lettre r, on a donc w'-- lC'2 c2 ... r c". 
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La d6finition de 'den' (revue par Han [13]) est mieux comprise, si on introduit, pour 
deux entiers x et y, rintervalle cyclique 
~x,y~=~]x,y] ,  si x<~y, 
~[1,y ]+]x ,+oo[ ,  si x>y. 
Conservant les mSmes notations que ci-dessus, la statistique den w attach6e au mot 
west obtenue n calculant d'abord pour chaque entier k = 1,2 ..... m la quantit6 denk w 
ci-dessous d6finie, puis en prenant la somme de ces denk w: 
denkw= #{i~<k- l :  XiE~Xk,X~k~} (l~<k~<m); 
denw= ~ denkw. 
1 <<.k<~m 
Dans rexemple suivant, on a repr6sent~ le r6arrangement croissant en premi6re 
ligne et le mot lui-m~me wen seconde ligne d'une mSme matrice. Le calcul des denk w 
apparak sur la troisi6me ligne, Coil l'on tire den w: 
( ; )  1 34  666  ;) 
1 2 1 2 4 6 2 6 5 6 1 7 ' 
denkw=O 0 2 1 0 4 5 2 7 0 0 9 12 4 
et donc den w = 46. 
I1 existe une autre d6finition pour 'den w' faisant intervenir le nombre d'inversions 
des sous-mots de w compos6s des lettres qui sont respectivement en exc6dance t en 
sous-exc6dance. L'6quivalence de ces deux d6finitions est d6montr6e dans [9, 3] pour 
les mots sans r6p6titions ('permutations') et dans [13] pour les mots arbitraires. 
Les autres statistiques dont il va 8tre question dans cet article sont plus classiques et 
sont d6finies, pour chaque mot w=xlx2 ... xm, par: 
desw=#{i lx i>x i+ l} ,  excw=#{i lx i>x~},  
ma jw=~{i lx i>x i+ l} ,  invw=#{i<j lx i>x j} .  
Traditionnellement, 'des', 'exc', 'maj' et 'inv' sont appel6es nombre de descentes, nombre 
d'excbdances, indice majeur, hombre d'inversions. 
Soient c=(c~ ..... c,) une suite d'entiers positifs et R(c) la classe form6e de tousles 
mots qui sont des r6arrangements du mot croissant lC'2 ..... r or. L'un des problbmes 
pos6s par Denert I-4] 6tait de calculer le polyn6me g6n6rateur de R(c) par le couple de 
statistiques (exc, den), c'est-~i-dire l polyn6me 
t . . . .  qde, w (w~R(c)). (1.1) 
w 
Comme le couple (exc, den) se prSte mal au calcul, il 6tait raisonnable de rechercher 
dans le corpus des statistiques ur les mots celles qu'on pouvait faire entrer en 
correspondance avec ledit couple et dont la distribution se calculait bien. 
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Pour simplifier, nous dirons qu'une statistique d6finie sur R(c) est eulbrienne, si elle 
a mfime distribution que 'des' sur R(e), qu'elle est mahonienne, si elle a m~me 
distribution que l'indice majeur 'maj' sur R(c); enfin, un couple de statisques d6fini sur 
R(e) est dit euler-mahonien, s'il a mfime distribution que le couple (des, maj) sur R(e). 
A ce niveau, se posent deux types de pr6occupations: d'une part, faire rinventaire 
des statistiques usuelles qui sont eul6riennes, mahoniennes ou euler-mahoniennes, 
d'autre part, faire le calcul analytique de ces distributions. On sait, depuis MacMahon 
[18], que 'exc' est eul6rienne t que 'inv' est mahonienne sur toute classe R(c), ce qui 
a soulev~ le probl6me de construire des transformations bijectives q~l etcb 2 de R(c) sur 
elle-m6me satisfaisant les identit6s 
exc w = des ~bl(w), inv w= maj ~b2(w). 
De telles bijections ont 6t6 effectivement construites (cf. [2] pour q'l et [-8] pour ~bz). I1 
restait encore fi imaginer la d6finition d'une statistuque mahonienne, disons 'den', telle 
que le couple (exc, den) soit euler-mahonien. On doit ~ Denert [4] d'avoir d6gag6 la 
d6finition d'une telle statistique. En d'autres termes, on a le  th6or6me suivant. 
Theoreme 1.1. Le couple (exc, den) est euler-mahonien sur route classe R(e). Il a done 
mOme distribution que (des, maj). 
Lorsque R(e)= ~,,  fi savoir le groupe des permutations d'ordre n, le th6or6me a 6t6 
prouv6 par Foata et Zeilberger E9]. Le th6or6me pour une classe R(e) quelconque st 
dfi fi Han [-13]. Ce dernier a eu aussi le merite de donner la bonne d6finition de ~den" 
dans le cas g6n6ral (d+finition qui a 6t6 rappelee plus haut) et, de faqon plus essentielle, 
de construire une nouvelle transformation bijective ~b 3 de R(e) sur elle-m6me 
satisfaisant: 
(des, maj)(w)= (exc, den) (q~3(w)) 
identiquement. 
Comme dit plus haut, le second type de pr6occupations e t de calculer les distribu- 
tions de ces statistiques. I1 est clair qu'il existe plusieurs faqons d'exprimer celles-ci: on 
peut calculer la fonction g6n6ratrice des polyn6mes g6n6rateurs de chaque classe R(c), 
ou bien d6gager une relation de r6currence pour les coefficients de ces m6mes 
polyn6mes (l'exercice consistant de passer d'une forme fi l'autre pouvant ~tre plus ou 
moins facile !). 
Gr~tce fi la transformation q~3, le calcul de la distribution de (exc, den) se ram6ne 
donc fi celui de la distribution de (des, maj). Pour r6pondre au probl6me pos6 par 
Denert, tout revient donc fi calculer la distribution de (des, maj) sur toute classe R(c). 
C'est ce que nous nous proposons de faire dans cet article. De faqon pr6cise, si 
Ac(t ,q)=~ tdeSWq maj w (wER(c)) (1.2) 
w 
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est le polyn6me g6n6rateur de (des, maj) sur la classe R(c), le but est de trouver une 
formule close pour la fonction g6n6ratrice (de facult6) de ces polyn6mes. 
Sous une forme 6quivalente, le r6sultat n'est pas nouveau et remonte fi MacMahon 
[18] (voir Section 2). Nous nous proposons ici, dans cette m6me Section 2, de 
rkactualiser la m&hode des anciens. Dans une troisi6me partie, nous montrons 
comment les relations de r6currence s'obtiennent fi partir de manipulations analyti- 
ques sur ces s6ries de facult6. Dans la quatri6me section, nous montrons qu'en fait ce 
calcul peut s'obtenir, de faqon naturelle, fi partir des identit6s de Cauchy sur les 
fonctions de Schur 
~Sa(x)Sa(y)=l~ (1- -x iy j )  -1 et ~ Sx(x)Sa,(y)=[I  (1 +x,yj).  
). i , j  2 i , j  
L'avantage de cette m6thode st, d'une part, d'obtenir interpr&ations combinatoires 
et identit6s entre s6ries de facult6 directement de la th6orie classique des fonctions 
sym6triques; d'autre part, de n6cessiter peu de calcul, une fois connues les identit6s de 
base et leurs interpr6tations. 
De plus, cette alg6bre des fonctions de Schur et les identit6s classiques ur les 
fonctions hyperg6om&riques sugg6rent une extension aturelle au cas des bimots dits 
color6s - -  ceci fait l'objet de la Section 5 - -  et aussi une extension hyperg6om&rique 
fi plusieurs bases, qui sera expos6e dans la Section 7. 
Quelques indications ur les notations utilis6es. D'abord les notations classiques de 
la q-factorielle montante 
si .=0 ,  
(a;q).= - -a)(1- -aq) . . . (1- -aq"-X) ,  si n>~l, 
(a;q)~o=lim(a;q),= 1--I (1-aq") ,  
n n>~O 
et des q-coefficients binomiaux et multinomiaux: 
[.]_ 
mJ (q;q),,(q;q),_,,' 
c, +c2+. . .+c , ]  , (q;q)~+~+...+~ 
cl,c2 . . . . .  cr I=(q '~~Y'~,q)~.  " 
(1.3) 
Si C=(C1,C  2 . . . . .  Cr) est une suite d'entiers, on pose Icl =c1-4-c2-Jt - "'" "~-Cr. Si maintenant 
ul,u2,. . . ,ur sont r variables, il sera commode de poser: u c=ulu2c' c2 ...u,.¢r Les 
lettres grasses repr6senteront, en g6n6ral, des suites. Par exemple, on utilisera les 
notations abr6g6es du type: (u; q)s+ ~ =(u~; q)s+ ~ ... (ur; q)~+ 1. Enfin, on posera: c+ 1, = 
(cl . . . . .  c , _ l , c ,+ l )  et on notera que toutes les sommations de la forme Y~o qui 
interviennent dans l'article, s'&endent 5, toutes les suites c=(cl  . . . . .  c~) de r entiers 
positifs, y compris la suite nulle. 
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Ces notations &ant rappel6es, on peut dire que la Section 4 est une &ude analytique 
et combinatoire de l'identit6 
uC - Z ts 
Ac(t'q)(t;qh+lcl (u;q)s+ ~ ' (1.4) 
c s~>O 
et que la Section 5 porte sur l'6tude de: 
£ C,.(z, t, q)(t; uc - 2 ( - zu ;  q)~_+, t ~. 
c q)x+lcl ~o  (u;q)~+l 
Les formules des r6currence sur les polyn6mes C~(z,t,q) seront donn6es dans la 
Section 6. 
2. Le caicul des anciens actualise 
On sait, depuis MacMahon [17] que 'maj'  a la distribution q-multinomiale sur R(c). 
On a donc, en utilisant la notation (1.3), 
[ c ,+c2+- . -+c , ]  (2.1) 
Ac(t= l,q)=[_ cl,c2 ..... cr J' 
identit6 qu'on peut r6crire, en utilisant le th6or6me q-binomial (cf. [10, Section 1.3]) 
(a; q). (az; q) Z n 
./-"/> o (q~"  (z; q)~ ' 
comme: 
Z u~_  1 
c Ac(t=l'q)(q;q)lcl (ut;q)~'"(ur;q)~ " (2.2) 
La distribution du couple (des, maj) sur R(c) n'est autre que la 't-extension' de cette 
identit6 
- = , (2.3) 
c q)l+lcl s~o(U;q)~+l ~ (ul;q),+x'"(u,;q)~+l/ 
une identit6 donn6e par Rawlings dans sa th&e 1-19, p. 27], avec l ' interpretation 
(1.1) pour les polyn6mes Ac(t,q), mais non reproduite dans l'article r6crit d'apr6s 
celle-ci [-20]. 
Le membre de droite de (2.3) est sym&rique en les ui. Le membre de gauche l'est 
donc aussi. Pour toute permutat ion o de { 1,2 . . . . .  r}, notons ac la suite (c~1 .. . . .  c~r) et 
R(ac) la classe des r6arrangements du mot lC"'2 . . . . . .  r c°'. On a donc le r6sultat suivant. 
Proposit ion 2.1. Les distributions du couple (des, maj) sur R(c) et sur R(ac) sont 
identiques. 
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D6monstration. Donnons une d6monstration combinatoire de ce r6sultat. Suivant un 
proc6d6 classique, on d6montre la proposition lorsque a est une transposition de deux 
61+ments adjacents (i, i+  1). Considerons un mot w~R(c) et 6crivons en gras tousles 
facteurs de ce mot de la forme (i + l)i; remplaqons ensuite les facteurs maximaux de la 
forme iP(i+ 1) q ne comportant pas de lettres grasses par les facteurs iq(i+ 1) p. R6c- 
rivons enfin en maigre les lettres grasses. I1 est clair que cette transformation est une 
bijection qui envoie tout mot w~R(c) sur un mot w'~R((i,i+l)c). De plus 
(des, maj)(w)= (des, maj)(w'). [] 
L'identit6 (2.3) peut donc se r6crire: 
Z 1 Aa(t, q)mz(u)= 2 t~ 
(t;q)l +lal s~>0 (u; q)~+ 1
off la sommation fi gauche est sur toutes les partitions d'entiers 2 dont le nombre de 
parts/(2) est au plus 6gal fi r et off mz(u)= mz(ul ..... ur) d6signe la fonction monomiale 
sym6trique associ6e fi 2 en les variables ul . . . . .  u,. 
Or consid6rons l'identit6 de Cauchy sur les fonctions sym&riques (cf. [16, 
Section 1.4]) 
ha(x)mz(y) =I-I (1 -x iy j ) -  1, 
a i,j 
off ha(x)=h~,(x)...hz,(x) d6signe la fonction sym6trique homog6ne associ~e fi la 
partition 2=(21 .. . . .  2,) et prenons pour ensembles x et y de variables ies ensembles 
finis {xl . . . . .  xs+l} et {ul . . . . .  ur}, respectivement. Faisons ensuite la substitution 
xie--q i-1 ( i=1 . . . . .  s+ l ) .  On obtient: 
d'ofl 
1 
2 h~(1, q ..... q~)mx(ul ..... u,) = 
(ul; q)~+ 1"'" (u,; q)s+ 1' 2 
t ~ 
2 s~>O s>~O 
Par cons6quent, (2.3) implique la formule 
1 Ax(t, q)= Z tSha(l' q ..... qS) (2.4) 
(t;qh+lzl ~>o 
et r6ciproquement. Puisque 
hltZq ..... qS,=['+s] E'6 p 
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cette derni6re formule peut se r6crire aussi: 
( t ;q ) l+ l ;~ IA~(t 'q )=Z s " 
~2.5} 
C'est sous cette forme que MacMahon,  dans son traite [18, Vol. 2, p. 211], et Gessel, 
dans sa th6se [12, p. 98], avaient calcul6 la distribution du couple (des, maj) sur R(c). 
Or, dans l'article de 1913 d6jfi cit6, MacMahon [17] avait utilis6 une d6monstration 
authentiquement combinatoire pour 6tablir (2.1), d6monstration qu'Andrews a excel- 
lemment reproduite dans son livre sur les partitions [1, pp. 42-45] et que Stanley [23] 
a 6tendue au cas de ses (P, (o)-partitions. L'identit6 (2.1) y est d6montr6e sous la forme: 
1 V maj w_  1 q - , {2.6) 
(q; q)c, + c2 +...+ c,/'w (q; q)c, (q; q)~2 "'" (q; q)~, 
MacMahon utilise le fait que 1/(q;q)m est la fonction ghnhratrice des partitions 
d'entiers ayant au plus m parts et construit une bijection entre les suites de partitions 
compthes par le membre de droite et les paires de partitions et de mots compt6es par le 
membre de gauche. I1 est remarquable de voir qu'une simple adaptat ion  de cette 
bijection permet aussi d'&ablir (2.5). C'est ce que nous nous proposons de faire 
ci-dessous. 
On utilise, d'une part, l'identit6 
- -  . t i 12.7) 
(t;qh +t~1 i~>o 
et, d'autre part, le fait que [,,+s] est le polyn6me g6n6rateur des partit ions ayant au 
plus m parts, toutes au plus 6gales fi, s, ou encore des suites d6croissantes 
(bl >1 bz >>- ... >~ b,,) d'entiers positifs satisfaisant: 
s >~ b l >~ b 2 >~ . . . >~ b ,, >~ O. 
Le second membre de (2.5) est alors 6gal & la somme de la s6rie ZtSq  ~(r}. &endue 
~i tousles couples (s, T), off s est un entier positifet Tun  tableau de coefficients entiers 
positifs de la forme 
UI,1 a l ,2  ... al,,tt, 
a2,1 a2,2 ... a2,22, 
at. 1 at.2 . . .  ar, 2r ~ 
06 chaque ligne est dbcro issante  et a tous ses 616ments entre set  0 et ou 
c(T )=~ ai. j .  
i,j 
D'apr6s (2.7), le premier membre de (2.5) est 6gal 5. la somme de la s6rie 
Z ts'+deswqC(n)+rnajw, 
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&endue fi tous les  triplets (s',n,w), off s' est un entier positif, 7~ une suite 
(bl ~>bz ~> ... ~>bla 1) d'entiers compris entre s' et 0, et w un mot appartenant fi R(2) et 
off enfin c(~z)=bl+ -.. +bla I. 
I1 s'agit donc de construire une bijection (s, T)w-,(s',rt, w), satisfaisant: 
c(T )=c( rO+majw et s=s '+desw.  (2.9) 
Dans une premi6re &ape, on code tout tableau Td6crit en (2.8) comme une matrice 
fi deux lignes de la faqon suivante. On forme d'abord la matrice: 
/ \ 
[a l ,  1 . . .  a l , ,~  1 a2 ,1  . . .  a2,a  2 . . .  at, 1 . . .  ar, x,~ 
\1 r / /  ... 1 2 . . .  2 r 
puis on r6arrange les colonnes de cette matrice [rappelons que 121 =~-1 + ' "  + 2,-I 
(wV)= ( ylxl x2Y2-., xlalYlal)' (2.10) 
de sorte que la premi6re ligne soit dkcroissante et que si l'on a yk=Yk+l ,  alors 
XR <~ Xk+ 1. De faqon 6quivalente: 
Xk>Xk+ 1 =:1:" yk>Yk+l  . (2.11) 
La premi6re ligne de la matrice (2.10) est un mot v=y ly2  ... YI~.I de longueur 121 qui, 
par construction m6me, est l'unique r6arrangement dbcroissant de tousles coefficients 
du tableau T. La seconde ligne de ia matrice (2.10) est un mot W=XlX2. . .xm 
appartenant fi R(2). 
La condition (2.11) permet ainsi de faire correspondre ~tout tableau Tun et un seul 
couple de mots (v, w) ayant les propri6t6s ci-dessus mentionn6es. 
Enfin, pour i= 1,2 . . . . .  121, notons zi le nombre de descentes dans le facteur droit 
xixi + 1 ... xl a I de w, c'est-fi-dire, le nombre d'indices j tels que i ~<j ~< [ 2 [ - 1 et x~ > xj + 1. 
En particulier, 
Zl =des w. (2.12) 
Ensuite, par d6finition de l'indice majeur 
maj w= z l -4- z2 -k- ... + Zl a I. (2.13) 
D'autre part, la condition (2.11) implique que le mot bib2 ... bl~ I d6fini par 
b i=y i - z l  (i= 1,2 .. . . .  141), (2.14) 
est dbcroissant et a toutes ses lettres positives. On pose alors: 
s '=s -desw et n=(b l ,b2  . . . . .  blzl). 
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Comme s>~yx=maxal.i et z l=desw,  on en d6duit: s'=s-desw>~yl-Zl=bl>~O. 
De plus, 
ciT)=Z y,=Y b,+Zz, 
i i i 
=c(n)+majw. 
Enfin, par d6finition m6me de s', on a: s = s' + des w. Les deux conditions (2.9) sont bien 
remplies. 
On a d6crit ici la correspondance ntre (s, T) et (s',~,w). La construction est 
parfaitement r6versible. L'identit6 (2.5) est donc 6tablie. 
Exemple, Il lustrons la derni6re construction faite sur un exemple. Partons du tableau 
T et de l'entier s donn6s par 
651100 
T=5411 et s=7.  
31  
Le r6arrangement de la matrice 
1 1 1 1 l 2 2 2 2 3 
respectant la condition (2.11) donne: 
(~ 5 5 4 3 1 1 1 1 1 0 01)" 
12231 12231 
D'ofl 
v=6 5 5 4 3 1 1 1 1 1 0 0, 
w=l  1 2 2 3 1 1 2 2 3 1 1, 
z=2 2 2 2 2 1 1 1 1 1 0 0, 
r t=4 3 3 2 1 00  00  0 00 ,  
des w = 2, s' = s -  des w = 5. 
On a bien: 
c (T )=6+5+ 1 + 1 +5+4+ 1 + 1 +5+ 1 =28 
= c(r0 + maj w=(4+3+3+2+ 1)+(5+ 10)=28. 
3. Relations de r~currence t series de faculte 
L'identit~ (2.3) sera ~tablie, directement, fi partir des identit~s ur les fonctions de 
Schur, dans la section suivante. Les relations de r6currence sur des polyn6mes comme 
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Ac(t,q), dont on connait la fonction g6n6ratrice de facult6 (2.3) s'obtiennent, en 
principe, fi partir d'bquations aux diffkrences, ici parl~ielles, puisqu'on est en pr6sence 
d'une s6rie fi plusieurs variables. On s'y prend comme suit. 
Posons 
U c 
A (t, q; u) = A (t, q; u i . . . . .  u,) = 2.a At(t, q) (t; q) C 1 + I C I 
et formons la q-diff6rence finie appliqu6e fi la seule variable u,: 
Dur = A (t, q; ul . . . . .  ur) -  A (t, q; ul . . . . .  u,_ 1, u,q). 
Utilisant le membre de 9auche de (2.3), on obtient: 
Cr- I ¢r 
Z Ac(t'q)(t; uc 2 Ac(t,q) u] ' . . .u , - l (u ,q)  
O,,= c qh+lel c (t;qh+lcl 
Cr >~ 1 Cr >~ 1 
U c + 1~ 
= Zc Ac +x.(t, q) (t; q)2 + I-~-r 
~lCr - l i l j  ~$Cr+ l 
Z •. • ~ r - 1 ~,~r tt! 
Ac+ 1 (t, qj u~' 
c ~ (t;q)2+lcl 
HC + l r  
D.~=Z (1 q¢"+l)Ac+x~(t, 
c -- q)(t;q)2+lcl 
Utilisons maintenant le membre de droite de (2.3). I1 vient: 
(,) 
E ts ~>~ ts 
Dur = 
~>o(Ux;q)~+l "" (u,; q)~+ l ~o  (ul;q),+x ""(u~q;q)s+l 
= 1 
• eo (u;q)~+x 1--u,q ~+1 
=u,  ~ 1--q~+X ___  
(u; 1 -- u,q s+ 1 
s>~O 
=u,(A(t, q; ux .. . . .  u , ) -qA(tq,  q; ux .. . . .  u,-1, u,q)). 
D'ofi la relation: 
A(t, q; U 1 . . . . .  Ur)-- A(t, q; ux .. . . .  u,_ 1, urq) 
= u,  (A  (t, q; u 1 . . . . .  u , )  - -  qA  ( tq ,  q; u 1 . . . . .  Ur-  1, U, q)) .  (**) 
Interpr&ons le second membre de cette derni~re relation. On a: 
HC+lr  
u,A (t, q; u) = Ec Ac(t, q) (t; q)l + I c ~  
Z~¢+ l r  
=E~ (1 --tqX+lCl)Ac(t,q)(t; q)2+lc[" ***) 
D. Foata/ Discrete Mathematics 139 (1995) 167 188 177 
De meme,  
u'~ .... u~_ i(u,q) " + 
urqA(tq, q; ul ..... Urq)= 2. ~ Ac(tq, q) 
c (tq;q)l+lcl 
i1c+ lr . 
=~-~ qCr+ 1(1 _ t)Ac(tq, q) (****) 
q)2 c + Icl 
Tenant compte de (*) - (****), on en tire la relation de rhcurrence: 
(1 _q¢r+ ~)Ac+ ~r(t, q)=(1 - tq ~ + Icl )Ac(t, q)--q¢r+ 1(1 - t)Ac(tq, q). (3.1) 
l~crivons Ac(t,q)=ys>~ot~A¢,s(q), de sorte que Ac.Aq)est la fonction ghnhratrice des 
mots w~R(c) tels que des w = s par l'indice majeur et calculons le coefficient de t ' dans 
(3.1). On trouve: 
(1 --q~+l)Ac+l,.~(q ) 
= Ac, s(q)_ql  +lClAc, s - l(q)_qC~+ 1 +~Ac, s(q)+qC~+ 1 +(~ ~)Ac,~ ~(q), 
soit en divisant par ( l -q )  et en utilisant la notation [01q=O et 
[re]q= 1 +q+. . -+qm-1  (m>- 1), 
[cr+l lqAc+t~.Aq)=[cr+l+s]qAc.Aq)+q~+~[l+lc l -s -cr lqAc.~ l(q), (3.2) 
une relation 6tablie combinatoirement par Rawlings [191. 
Les relations (3.1) et (3.2) permettent un calcul ais6 des tables des premi6res valeurs 
des polyn6mes AAt, q), tables que Denert [4], n'ayant pas fi sa disposition la bijection 
de (exc, den) avec (des, maj), avait dfi calculer directement ~ l'aide d'ordinateurs. On 
peut retrouver les premi6res valeurs de A~(t,q) en faisant z=0 dans la table des 
polyn6mes Cc(t,q) reproduite dans la Section 6. 
4. La methode des fonctions de Schur 
On peut 6galement calculer la distribution jointe de (des, maj) en s 'appuyant sur 
l'alg6bre des fonctions, de Schur, m6thode qui a d6j~i 6t6 utilis6e dans des travaux 
ant6rieurs [5-7,9]) .  On d6montre ainsi directement l'identit6 (2.3) et non pas 
ses 6quivalents (2.5), (3.1) ou (3.2). On part de l 'autre forme de l'identit6 de Cauchy 
[16, p. 331 
Z S~(x)S~(y)= l-I !1 -x ,y j ) -  ~, 
3. i, j  
off Sa(x) d6signe la fonction de Schur en un ensemble de variables x. Comme 
pr6cbdemment, avec les variables 1,q . . . . .  qS et ut . . . . .  u, pour les ensembles x et y, on 
obtient 
1 
~'~ S ~(ul ..... ur)S a(1, q ..... qS)_ 
(u I ; q)s + 1 "'" (Ur; q)s + t '  2 
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d'ofl 
t s 
E Sz(u, ..... u,) E tsSz(l'q'""qS)= E (ua;q)s+, ..-(u,;q)~+," (4.1) 
A s~>O s>~O 
Les deux identit6s (2.3) et (4.1) ont donc m6me membre de droite. Pour d6montrer que 
leurs membres de gauche sont 6gaux, on utilise les propri6t6s de la correspondance d
Robinson-Schensted, telle qu'elle est expos6e dans l'article de Knuth 1-14] pour les 
roots avec r6p6titions. Ici la correspondance d  Robinson-Schensted pour les seules 
permutations ( ans r6p&itions) (cf. [15, pp. 48-72]) n'est plus suffisante. Partons d'un 
bimot 
(~)=(11  x22 ::: xm), (4.2) 
off xlx2.., x~, est un mot de la classe R(c), donc un r6arrangement du mot lC'2 ..... r c~ 
(cl +c2 + "" +c,=m). La correspondance de Robinson-Schensted fait correspondre 
/tun tel bimot une paire de tableaux droits (T1, T2), de m~me forme, disons 2, off T1 est 
un tableau semi-standard, de contenu c (i.e., contenant cl fois 1 ..... c, fois r) et off 7"2 est 
un tableau standard 'ordre m. 
Par exemple, au bimot 
(w v )=(1  2 3 4 5 6 7 8 9 10 11 12) 
1 12  2 3 l 12  3 3 1 
correspond la paire de tableaux 
3 11 
T1=2 2 2 3 T2= 6 7 8 12 
1111 113 1 23  4 5910 
tous deux de forme 2=(7,4, 1). 
Cette correspondance (~)~--~(T1, 7"2) a la propri6t6 suppl6mentaire suivante: si 
I'entier i est tel que xi > xi+ ~ (dans le mot w), alors le coefficient (i+ 1) dans le tableau 
7"2 est situb au-dessus de i et r6ciproquement. 
Dans l'exemple trait6, les seuls entiers i pour lesquels x~>xi+l sont i=5 et i= 10 
(6crits en gras dans la matrice ~i deux lignes) et, en effet, seuls les coefficients 5 et 10 ont 
leurs successeurs 6 et 11 situ6s au-dessus d'eux dans T2. 
Si donc on pose 
ides T2--- I {i: (i+ 1) au-dessus de i dans T2}[, 
imaj 7"2 = ~ i 
i 
on en d6duit: 
((i+ 1) au-dessus de i dans T2), 
des w =ides 7'2 et maj w =imaj T2. 
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Par consequent, 
Ac(t,q)= ~ ~ fiaesrzq imajT2, 
I~.l=lcl (Tx, T2) 
of 1 la premiere sommation est sur toutes les partitions ,~ de l'entier Ic[ et la seconde sur 
les couples (Ta, T2), off Tx est semi-standard, econtenu c, et T 2 est standard e mOme 
forme que T 1. 
Le membre de gauche de (2.3) est donc Ogal fi: 
~l lcEEt idesT2q imajT2  ' 
(t;q)l +lcl i,~l=lcl tT~,T~) 
1 y tides T2 qimaj I"2 
/,,,,,,,,d 
C I).1 =lcI Tt T2 
off l'on a pose u r~ =u c, utilisant le fait que T~ est de contenu c. Si Fon intervertit les 
deux premiers ignes de sommation au second membre, on voit que la sommation sur 
c et T~ n'est autre que la definition (combinatoire) de la fonction de Schur 
S~(ul .... , u,). L'expression ~, la droite de '  ×'  vaut ~fS~(1 ,  q, ..., qS), d'apres un lemme 
classique (voir theoreme 4.1 dans [5]). Par consequent, le membre de gauche de (2.3) 
est egal fi: 
~,Sa(ul ..... u,) ~ tsSa(1,q ..... q~). 
2 s~O 
On retrouve le membre de gauche de (4.1). L'identit6 (2.3) est donc bien 6tablie. 
5. Une extension hypergeometrique basique 
Comme il est d'usage (cf. [10, p. 4], fi une modification pres de la variable t), 
notons 
pq)r(u 1 . . . . .  Up;q , t )=E (vl;q)~-2(vp;q)s t" 
\u l  ..... u~ s~o (ul; q) --- (u,; q)s (q;q)s 
la fonction hypergeom&rique basique. Alors le membre de droite de (2.31 vaut 
(5.1) 
2 t s 1 E  (q; q)s t s 
~o (ul;q)s+l"'(ur;q)s+l ts>~l (ul;q)s'..(ur;q)~(q;q)~ 
)) -~--- l(#r ;q,t -- 1 . 
g Ul,  . . . ,  Ur 
Ceci suggere de trouver une interpretation combinatoire pour une fonction hy- 
pergeometrique basique ayant ( r+ l )  parametres au numerateur. Nous nous 
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proposons dans cette section d'6tudier la fonction 
t ~ f [ 'q , - zux  -zU,  ) -1  ~ \ ,+~o~\  ul . . . . .  u, 
~-" (-ZUl;q)s+l "" (--zur; q)s+l t s (5.2) 
(u l ;q )~+- l " : : i~- I  s>~O 
et de montrer qu'elle se d~veloppe, n utilisant les m~mes notations qu'au paragraphe 
precedent, en une s~rie 
)( u¢ , (5.3) 
e Cc(z't 'q t;q)l+lcl 
off Cc(z, t, q) est pour tout cun  polyn6me sur des bimots bicolorbs (dans un sens qui 
sera pr6cis6 plus loin). 
Comme dans la section pr6c6dente, on consid~re l s bimots w = (~) de la forme (4.2) 
et on appelle bimot colorb la donn6e d'un tel mot et d'un choix, disons J, de bilettres 
(j,) suppos6es color6es en jaune, les autres l'6tant en bleu. On extrait de ce bimot 
color6, qu'on notera (w, J), les deux sous-bimots unicolores form6s par les bilettres 
02 jaunes et les bilettres bleues, respectivement (~',) et (w,). Notons que le mot v &ant 
(strictement) croissant, les deux mots v~ et v2 le sont aussi. 
Permutons les bilettres de (~1) (le bimot jaune) de faqon ~i obtenir un bimot 
(~]...~,=I)dont la ligne du bas bl ." bin1 est dkcroissante, et si l'on a bk=bk+l, alors 
V2 ak > ak + 1, les lettres al 6tant, en effet, distinctes. On permute nsuite les bilettres de (w~) 
Cl  " "  Cm 2 (le bimot bleu) pour obtenir un bimot (a,...a~), dont la ligne du bas est cette fois 
croissante, et si l'on a dk = dk +1, alors Ck < Ck + 1" L'associk ass(w, J) du couple (w, J) est 
d6fini comme le produit de juxtaposition des mots du haut 
ass(w, J )  = al ... am,Cx "'" cm~. 
Prenons, par exemple, le bimot color6 
12  13  3 4 14  2 1 ' 
off les couples verticaux color6s en jaune (resp. bleu) apparaissent en maigre (resp. en 
gras). On a: 
(V l )=( :  2 5 6 1 0 w I  133  2 12) et (v2)=(~ 4 7 8 9 w  2 1414111)"  
En permutant les bilettres de ces bimots, comme indiqu6, on obtient: 
(141265102 ) (~ 81137 : )  
33321 et 1124 
On a donc: ass(w, J )= 1, 12,6, 5, 10,2,4,8, 11,3,7,9. 
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Revenons au cas g6n6ral et notons Y~Yz "'" Y,, l'associ6 du mot color6 (w,J). Par 
construction mfime, ce mot est une permutation de 12 --- m. On appelle liyne inverse de 
route de (w, J)  l'ensemble, not6 Iligne (w, J), de tousles entiers i tels que 1 ~<i~< m-  1 et 
tels que ( i+ 1) est h la gauche de i dans Yl.Vz "'" Y,,. On pose alors 
ides(w, J )= # Il igne(w,J) et imajlw, J )=~ i ( i6 I l igne(w,J)) .  
i 
A toute classe de r6arrangements R(c) (cl + ... +c~=ml,  on associe le polyn6me 
Cc=C, . ( z , t ,q )= ~ 2lJItides(w'J)q imaj(w'JI, (5.4) 
(w,J) 
off la somme est sur tous les bimots w~R(c), et sur toutes les parties J de l'intervalle 
[m] = { 1, 2 .. . . .  m}. 
Th/~oreme 5.1. La fonct ion (5.2) se dkveloppe en la sbrie de facultO (5.3), oh C,.(z, t, q) est 
le po lynfme d+fini en (5.4). 
Avant d'&ablir ce th6or6me, notons que lorsque z = 0, les seules contributions a la 
pr6cedente somme sont les bimots dont toutes les bilettres sont bleues. Pour deter- 
miner l'associ6 de chacun de ces bimots, on permute toutes les bilettres (bleues) de w, 
Cl  " "  Cm de sorte fi avoir un bimot (a,-.-dm) tel que dl<<,.. .~dm et tel que si dk=dk+l ,  alors 
Ck<Ck+ 1. L'associ6 est ici cl .-. cm. Si donc ( i+ 1) est h la gauche de i dans ce dernier 
mot, disons aux positions k et l, soit 
(Cl  ... ( i+ l )  ... i ... cm) 
dl dk dl ... d,, ' 
on a forc6ment dk <~ dr, donc a fortiori dR < d~, "~ cause des conditions ur les ciet di j uste 
rappel6es. Par cons6quent, dans le bimot w originel, on avait la situation 
i ( i+1) 
Le mot w a donc une descente en position i. R6ciproquement, si cette derni6re 
condition est r~alis~e, les rdgles de r6arrangement ci-dessus entrainent que ( i+ 1) est 
h la gauche de i dans cl ... cm. Par consequent, 
ides(w, 0 )=desw et imaj(w,0)=majw.  
On en tire: 
Cc(z = O, t, q) = Ac(t, q). 
Pour d6montrer le Th6or6me 5.1, nous raisons de nouveau appel & la corres- 
pondance de Robinson-Schensted. Conservant les m~mes notations que pr~c6de- 
mment, au bimot (,~',) correspond une paire de tableaux (Pi, Qi), de m6me forme, disons 
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2, off Pi est un tableau semi-standard, ont les coefficients sont les lettres de wi, off Qi 
est un tableau injectif dont les coefficients sont les lettres (distinctes) de vl (i = 1, 2). 
Par exemple, au bimot color6 pr6c6dent correspondent les paires de tableaux: 
/4 10 ) 
(v l )=( ]  2 5 6 10 12)~--~(P"QO=( 1 3 3 2 2 ; 
1 2 3 3, 1 5 6 12 
(v2)=(~ 4 7 8 9 ll'x__~l)( 2'Q2)=~1 4 4 4 8 P /'2 19) 
wz 1 4 1 4 1 1, 3 7 " 
Revenant au cas g6n6ral, on associe alors ~i chaque bimot color6 (w, J) la paire de 
tableaux 9auches 
TI=P1 ® P2, T2=Q'I ® Q2, 
off Q'I est le transposk du tableau Q1 et off le symbole '®' d6signe le produit usuel des 
tableaux: pour TI, par exemple, le tableau P2 est plac6 gtla droite et plus basque PI. La 
ligne inverse, Iligne T, d'un tableau gauche Test encore d6finie comme l'ensemble des 
entiers i tels que (i + 1) est 6crit plus haut que i dans 7". On note, comme pr6c6demment, 
ides T (resp. imaj T) le cardinal (resp. la somme des 616ments) de Iligne T. Les 
propri&6s classiques de la correspondance de Robinson-Schensted (voir, par 
exemple, [5, Section 3]) entrainent alors le r6sultat suivant. 
Proposition 5.2. A tout bimot colorb (w, J) de longueur m correspond bijectivement un 
diagramme 9auche 2 ® pet  une paire de tableaux (T1, T2), respectivement deJbrme 
2 ® # et 2' ® kt, oi~ T1 est semi-standard eta comme coefficients les lettres du mot w, o~ 
T2 est bijectif de contenu [m] et oh 121=[JI et I~ l=m- I J [ .  De plus 
Iligne (w, J) = Iligne T2. 
En particulier 
ides(w,J)=ides T2 et imaj(w,J)=imaj 7"2. 
Au bimot color6 trait6 dans l'exemple courant correspond la paire de tableaux 
suivante (off l'on a soulign~ les ~i6ments de Iiigne (w,J) et de Iligne T2): 
12 
4 
6 
3 
TI = 1233 T2 = 
1 210 
244  
4811 
111  - - -  
379  
D. Foata / Discrete Mathematics 139 11995) 167-188 183 
On a: 
lligne(w, J )=  Iligne(1, 12,6,5, 10, 2, 4, 8, 11, 3, 7,_9)= [5,4_, 11,_3,_7, 9 ] 
= Iligne T 2 . 
Il en rdsulte que le polyn6me C~(z, t, q) peut encore s'exprimer par 
Cc('2,[,q)= Z ZI21 2 tidesT2qimajT2' 
I~.l+lul=lcl (Tt,T2) 
Off la seconde sommation est sur tous les couples (T~, T2) tels que T1 
standard de forme 2 ® # et T2 est standard de forme 2' ® ~. 
On a done l'identit6 
est semi- 
/ /c 
2 (t;q}l+lc I C¢(z,t,q) 
; . c  z z = 21~-I 
• (t;q)l+lcl I~.l+lul=lcl tTa,r2) 
E E Z ' = 2121 ur 'x ( t ;qh+ ~ 
c izl+lul=lc I Ta T2 
tides 1"2 qimaj T2 
/.ides T2 qimaj T2 
Comme pr6c6demment, on utilise la d6finition combinatoire de la fonction de Schur 
gauche Sa ® ~(Ul . . . . .  u,);de plus, la derni6re quantite fi droite du symbole ' x '  est egale 
Zs>~oPS~ou(I ,  q . . . . .  q~), en utilisant le m6me lemme sur les fonctions de Schur 
([5, Th6or6me 4.1]). On en tire: 
U ¢ 
,~. (t;q)l +lcl 
,z,u Icl=lal+lul T, s>~O 
= . . . . .  . . . . .  qS)  
s>~O 2,# 
=2 ts ~ Z'2' S2(ul . . . . .  Ur)S,tt(Ul . . . . .  bit) 
s >~ O ;~, ~ 
x Sa,(1,q . . . . .  q~)Su(1,q . . . . .  qS) 
:Z  ts ( - -ZUl ;q)s+l  "'" (--2Ur;q)s+l 
(u~;q)~+l (u,;q),+l ' s~>0 
d'apr6s les formules de Cauchy 
z l~ls~(x)S~,(y)=I  - ] ( l+zx iy j )  et ~S~(x)Su(Y)= i~(1-x iy ; )  1
). i,j # i,j 
utilis6es avec les variables x = { 1, q . . . . .  qS} et y = '~ u, . . . . .  u,]. 
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6. Une etude des polyn6mes C~ 
On peut trouver 6galement une relation de r6currence pour les polyn6mes Cc(z, t, q) 
suivant la m6thode d6velopp6e dans la Section 3. 
Posant 
C¢(z, t, q) (t; uc C(z, t, q; u) = C(z, t, q; uj ..... u,) = 
c q)l+lel 
et 
Dur = C(z, t, q; ua ... . .  u~)- C(z, t, q; ua ..... u~_ x, u~q). 
On trouve d'abord 
D~ = c (1-q~+l)Cc+l~(z ' t 'q)  (t;q)z+lcl 
et ensuite 
~" ( - zu l ;  q)s+a "'" ( -zur ;  q)s+ 1 
Du t s 
s~>O 
~'~ (--zul;  q)s+l_ "'" (--zurq; q)s+l t s 
(ul; q)s+ 1 "'" (u~q; q)~+ 1 s>~0 
=Z(- -zu ;q )~+l  t~[1 (1--u,)( l+zu,q~+X) 1 
s>--o (u;q)~+, 0 ~ ~zzu~ l 
=~(- -zu ;q )s+l  t, [ l+z  a(1--ur)(l+zurq s+l) ,(1--ur)z] 
~>--o ~)~+-a Url-+zu, u~qS+ (a--u,q~+l)(l+zu,) u'q~+ ( l+zu,)J '  
D'ofi l'on tire, en posant C(z, t, q;u,q)= C(z, t, q; Ul ..... u,_ 1, u,q), l'identit6 
C(z, t, q; u ) -  C(z, t, q; u ,q ) -  u,(zC(z, t, q; u ,q ) -  C(z, t, q; u)) 
+ urq(C(z, tq, q; u~q) + zC(z, tq, q; u)) + u 2, zq(C(z, tq, q; u,q) - C(z, tq, q; u)) = O. 
On en d6duit la relation de r6currence: 
(1 _qCr+ 1)Co+ lr(z ' t, q)-(1 - tq I + Icl)(1 + zqCr)Cc(z, t, q) 
+q(1--t)(qCr + z)C~(z, tq, q)+ z(1--t)(1--tqa +l~l)(qCr--q)C,._ l,(z, tq, q)=O, (6.1) 
off l'on pose Co(z , t ,q)=l  et off C~(z,t,q)=O, si l'une des composantes cl de cest 
n6gative. 
La relation (6.1) permet le calcul des premi6res valeurs. On trouve: 
C(1) :  1 +z ,  C(1 ' 1 ) : (1  q-z)2(1 +tq), C(2):(1 +z)(1 +ztq), 
Cu. 1.1)=(1 + z)3(1 +t(2q+2qZ)+tZq3),  
C¢2.1) =(1 +z)2(1 +t(q+q2)+zt (q+q2)+ztUq3) ,  
C(3)=(1 +z)(1 +zt(q+qZ)+z2t2q3) ,  
D. Foata / Discrete Mathematics 139 (1995) 167-188 185 
C~1,1,1,1)=(1 +z)'*(1 +t(3q+5qZ+3q3)+tZ(3q3+5q4+3q3)+t3q6), 
C~2, a,1)=(1 +z)3(1 +t(2q+3qZ+2q3)+tZ(q:+2q4+q 5) 
+ zt(q + 2qZ +q3)+ ztZ(2q3 + 3q4 + 2qS)+ zt3q6), 
C~2,z)=(1 +z)Z(! + t(q + 2qZ +q3)+ tZq 4 + zt(2q+ 2q2 + 2q 3) 
+ ztZ(2q3 + 2q4 + 2q5)+ zatqZ + z2tZ(q3 + 2q4 +qS)+ zZt3q6), 
C~3,1)=(1 +z)Z(1 +t(q+qZ +q3)+ zt(q+ 2q2 +q 3) 
+ ztZ(q3 + 2q4 +qS)+ z2tZ(q3 +q4 + qS)+ zZt3q6), 
C¢4) ={1 +z)(1 +zt(q+qa+q3)+zZt2(qa+q4+qS)+z3t3q6). 
Dans les notations des Sections 3 et 4, le polyn6me A,,,)(t,q) n'est autre que le 
polyn6me q-eul6rien, fonction g6n6ratrice de (des, maj) sure le groupe des permuta- 
tions 3, ,  habituellement ot6 A,(t, q). Les formules (3.1) et (3.2) redonnent directe- 
ment les relations de r6currence de ces polyn6mes pour e=(l"). Cette remarque st 
utilis6e dans la d~monstration de la proposition suivante. 
Proposition 6.1. (i) Les polynfmes Cc sont symbtriques en rargument e. 
(ii) Si Cl >1 "" >~c,>~ 1, alors le polynfme Cc(z,t,q) est divisible par (1 +z) r. 
(iii) On a: C~°)(z,t,q)=(l+z)"A~x,,)(t,q) (n~>l), ou Atl,~(t,q) est le q-polym)me 
eulbrien. 
(iv) On a: C~.)(z,t,q)=(l +z)(-ztq;q), l (n>>- l). 
La propri6t6 (i) de sym6trie r6sulte de l'expression m6me de la fonction g6n6ratrice 
de ces polyn6mes. On peut 6videmment la prouver combinatoirement par un argu- 
ment analogue fi celui d6velopp6 dans la Proposition 2.1. 
Les trois autres propri6t6s r6sultent imm6diatement de la formule de recurrence 
(6.1). Ces polyn6mes ont des propri6t6s de sym6trie n les z et t qui seront 6tudi6es 
dans des travaux ult6rieurs. 
7. Quelques remarques pour conclure 
Faisons q = 1 dans (2.3), de sorte qu'on obtient la fonction g~neratrice du nombre de 
descentes (ou du nombre d'exc6dances) sur l'ensemble des mots tir+s d'un alphabet 
r lettres. On obtient 
U c ~ t s 
Z~ Ac(t,q: 1)(1--01+1cl-/'~ (1 --ul) ~+1 .-. (1--ur) S+1' 
c s~>O 
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d'ofi, par le changement de variables ui/(1-t) ~-vl ( i= I, 2 . . . . .  r), l'identit6 
1 - t  
,. Ac(t 'q=l)vC=(1--vl(1-t)) . . .  (1--v,(1--t)) - t '  
ou, sous une forme 6quivalente, 
2 At(t, q= 1)v ~-  1 - el(v)+(1 --t)e2(v) . . . .  +( - -  1)'(1 - t ) ' -  le,(v)' 
off les ei(v) sont les fonctions sym6triques 616mentaires en les v~. On peut encore 
transformer cette identit6 en 
Ac(t, q = 1)v c= 1/D, 
C 
ot~ D est le d&erminant 
D= 
1 - -u  1 - - tv  2 . . .  - - tVr_  1 - - tVr  
- -U  1 l - -V2  . . .  - - tVr -1  - - tVr  
- -V  1 - -V  2 . . .  1 - -Vr_  1 - - tv  r 
--1)1 - -V2  ' ' '  - -V r  1 1 - -V  r 
et on retrouve ainsi le calcul direct de la fonction g6n6ratrice du nombre des 
exc6dances, lorsqu'on applique le 'Master Theorem' de MacMahon [18, Vol. 1, p. 97 
et p. 186] fi la matrice triangulaire qui n'a que des t strictement au-dessus de la 
diagonale et des 1 partout ailleurs. 
La m6thode des Sections 4 et 5 avait 6t6 utitis6e dans I-5] pour un calcul analogue 
sur les seules permutations, et non pas sur les mots (avec ou sans r6p6titions). 
Toutefois, sur les permutations, on peut traiter simultan6ment des statistiques ur la 
permutat ion elle-m6me t aussi sur son inverse. On retrouvait ainsi les r6sultats de 
Gars ia-Gessel  [11] sur la distribution du vecteur (des, maj, ides, imaj), off l'on pose, 
pour toute permutat ion a: ides a = des a -  1 et imaj tr = maj a -  1. 
Si on multiplie l'identit6 (1.5) par (1 - t )  et si l'on fait t=  1, on trouve 
q) (q;q~i+ (-zu;q)~ 
Cc(z, t = 1, 
c Icl (u; q)~ ' 
une extension-produit de la formule q-binomiale. 
Comme me le faisait remarquer Reiner 1-22], la m&hode des sections 4, et 5, qui 
repose sur l'alg6bre des fonctions de Schur, utilise en fait deux fois les propri&6s de la 
correspondance de Robinson-Schensted, une premi6re fois, iorsqu'on exprime le 
polyn6me g6n6rateur des mots en termes de paires de tableaux, une seconde fois, 
lorsqu'on applique le lemme de comptage sur les fonctions de Schur ([5, Th6or6me 
4.1]). C'est vrai. On peut 6conomiser une utilisation, mais il faut alors faire appel 
~i l'6tude des (P, co)-partitions ch6re fi Stanley [23] et invoquer sa Proposit ion 8.3. 
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Note ajoutee Iors de la correction des 6preuves. Les polyn6mes Co(z, t, q) ont, en fait, 
d6jfi 6t6 introduits par Rawlings (Multicolored Simon Newcomb Problems, J. 
Combinatorial Theory Ser. A 53 (19901 53-67) dans une interpr6tation combinatoire 
quasiment analogue, de sorte que le Th6or6me 5.1 doit lui &re attribut6. Au lieu de 
s'appuyer sur l'alg+bre des fonctions de Schur comme ici, il fait appel ~, une alg~bre des 
matrices bicolor6es, par lui d6velopp6e. 
Depuis la conf6rence de Montr6al de juin 1992, au cours de laquelle le present 
article avait 6t6 pr6sent6, le calcul eulbrien a eu d'autres prolongements. Voir les trois 
articles par Robert J. Clarke et l'auteur, devant paraitre dans European J. 
Combinatorics en 1994 et 1995. 
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