Evaluation of the integrated Canadian crop yield forecaster (ICCYF) model for in-season prediction of crop yield across the Canadian agricultural landscape by Chipanshi, Aston et al.
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Early  warning  information  on crop  yield  and  production  are  very  crucial  for both  farmers  and  decision-
makers.  In this  study,  we  assess  the  skill  and the  reliability  of  the  Integrated  Canadian  Crop  Yield
Forecaster  (ICCYF),  a  regional  crop  yield  forecasting  tool,  at different  temporal  (i.e. 1–3 months  before
harvest)  and  spatial  (i.e.  census  agricultural  region  – CAR,  provincial  and  national)  scales  across  Canada.  A
distinct  feature  of  the  ICCYF  is  that  it generates  in-season  yield  forecasts  well  before  the  end of  the grow-
ing  season  and  provides  a  probability  distribution  of  the  forecasted  yields.  The  ICCYF  integrates  climate,
remote  sensing  derived  vegetation  indices,  soil  and  crop  information  through  a  physical  process-based
soil  water  budget  model  and  statistical  algorithms.  The  model  was  evaluated  against  yield  survey  data  of
spring  wheat,  barley  and  canola  during  the  1987–2012  period.  Our  results  showed  that  the  ICCYF  perfor-
mance  exhibited  a strong  spatial  pattern  at both  CAR  and  provincial  scales.  Model  performance  was  better
from  regions  with  a good  coverage  of  climate  stations  and  a  high  percentage  of cropped  area.  On average,
the  model  coefficient  of determination  at CAR  level was  66%,  51% and  67%,  for spring  wheat,  barley  and
canola,  respectively.  Skilful  forecasts  (i.e.  model  efficiency  index  >  0)  were  achieved  in  70% of  the  CARs
for  spring  wheat  and  canola,  and  43%  for barley  (low  values  observed  in  CAR  with  small  harvested  area).
At  the  provincial  scale,  the mean  absolute  percentage  errors  (MAPE)  of  the  September  forecasts  ranged
from  7%  to 16%,  7% to14%,  and  6% to  14%  for spring  wheat,  barley  and  canola,  respectively.  For  forecasts
at  the national  scale,  MAPE  values  (i.e.  8%,  5% and 9% for the  three  respective  crops)  were  considerably
smaller  than  the corresponding  historical  coefficients  of variation  (i.e.  17%,  10%  and  17%  for  the  three
crops).  Overall,  the ICCYF  performed  better  for spring  wheat  than  for  canola  and  barley  at  all  the three
spatial  scales.  Skilful  forecasts  were  achieved  by  mid-August,  giving  a lead  time  of about  1  month  before
harvest  and  about  3–4 months  before  the  final  release  of  official  survey  results.  As  such,  the  ICCYF  could
be  used  as  a complementary  tool for the  traditional  survey  method,  especially  in  areas  where  it is  not
 surve
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1. Introduction
Driven by the increasing societal awareness of the impacts
of extreme weather events on crop yields and quality, and the
increasing information demand from producers, grain traders,
transporters and government policy makers regarding mar-
ket access and food security planning, many countries have
cle under the CC BY-NC-ND license
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eveloped crop monitoring and yield forecasting systems to pro-
ide regional, national and global outlooks. Traditionally, regional
r national crop yield estimates are made by field surveys and/or
armer interviews conducted during or after the crop growing sea-
on (USDA, 2012; Statistics Canada, 2014). Although the survey
ethod is employed in many operational crop yield and produc-
ion reporting systems, it has several challenges which include: (1)
estrictions in resources to meet frequent sampling times and sam-
le size required to get a reliable survey; (2) demands to increase
he lead time of the survey reports; (3) needs to lower the question-
aire burden for survey respondents and (4) reliability concerns
ssociated with sampling and non-sampling errors in data gather-
ng and data processing (Statistics Canada, 2014).
To address some of the problems associated with the sur-
ey method, tremendous efforts have been made to provide crop
ield forecasts from Earth Observation (EO) datasources (Nikolova
t al., 2012; Basso et al., 2013; van Ittersum et al., 2013; Johnson,
014). Normally, mathematical models are constructed to build
elationships between crop yields and EO data based predictors.
athematical models however, face difficulties too in terms of
nding the correct combination of predictors at spatial scales that
re relevant from an economic point of view. In a comprehen-
ive review of crop yield forecasting methods, Basso et al. (2013)
lassified mathematical forecasting models into three categories,
.e. statistical (e.g. Thompson, 1969; Qian et al., 2009b; Bornn and
idek, 2012), mechanistic (e.g. Moulin and Beckie, 1993; Chipanshi
t al., 1999; Folberth et al., 2012) and functional types (e.g. Supit,
997; Ritchie and Alagarswamy, 2002; van Diepen et al., 2004;
asso et al., 2012). Statistical models relate crop yield to vari-
us environmental variables by simple regressions (e.g. Thompson,
969; Mkhabela et al., 2011) or more sophisticated non-linear sta-
istical algorithms (e.g. Bornn and Zidek, 2012; Johnson, 2014). By
he statistical estimation of unknown predictor variables, statistical
odels become amenable to providing within-season probabilistic
ield projections well before harvest (Potgieter et al., 2003). Statis-
ical models normally require identifying variables that contribute
he most variance to the final yield (e.g. Qian et al., 2009b; Johnson,
014). Mechanistic models use biophysical principles of plant, soil,
eather and management interactions to simulate the crop yield.
ecause of the need to describe biophysical processes using the
est science available, there is a considerable requirement to have
etailed crop, soil and management parameters to allow the pro-
esses to be expressed in mathematical terms. Often times, the data
s sparse and not available at the regional level. Functional mod-
ls are simplified versions of the complex mechanistic models or
 combination with statistical schemes and are more suitable for
perational crop yield forecasting due to their minimal data input
equirements and the key processes can be parametrized using
pproximate equations (Basso et al., 2013).
Most EO based methods utilize predictors from either climate
erived indices (e.g. Campbell et al., 1997; Supit, 1997; Potgieter
t al., 2003; Qian et al., 2009b; Bornn and Zidek, 2012; Szulczewski
t al., 2012), or remote sensing derived index, such as the nor-
alized difference vegetation indices (NDVI) (e.g. Bullock, 1992;
oken and Shaykewich, 2002; Doraiswamy et al., 2004; Mkhabela
t al., 2011; Johnson, 2014). In recent years, functional mod-
ls have tended to integrate both climate and remote sensing
ndices into unified yield prediction models (Prasad et al., 2006;
e Wit, 2007; Schut et al., 2009; Cammarano, 2009). Despite
he long history of the EO based yield forecasting methodolo-
ies, it is only in the last decade or so, when EO datasets became
vailable in near real time (NRT) from open sources (e.g. Han
t al., 2012; Joint Research Centre, 2012; NASA, 2013; Atzberger,
013), that the EO based forecasting methods have become prac-
ical enough to assist with the in-season crop yield prediction.
xamples of EO based NRT crop monitoring and yield reportingt Meteorology 206 (2015) 137–150
systems include (1) the Crop Condition Assessment Program (CCAP)
of Statistics Canada (Reichert and Caissy, 2002), (2) Monitoring
Agriculture with Remote Sensing (MARS) Crop Yield Forecasting
System (MCYFS) by the European Commission Joint Research Cen-
tre (JRC) (van Diepen et al., 2004), (3) China Crop Watch (Wu
et al., 2014), (4) the state and shire commodity forecasts by the
Queensland Alliance for Agriculture and Food Innovation (QAAFI)
and the Department of Agriculture and Food of Western Australia
(DAFWA) (Nikolova et al., 2012), (5) the yield forecasting pro-
gram of the National Agricultural Statistics Service (NASS) of the
United States Department of Agriculture (USDA) (Han et al., 2012;
Johnson, 2014) and (6) the Integrated Canadian Crop Yield Fore-
caster (ICCYF) of Agriculture and Agri-Food Canada (Chipanshi et al.,
2012). Some of these efforts are now integrated into the global
early warning systems to assess food security around the globe
(USAID, 2014; FAO, 2014).
Compared to the traditional survey method, EO data based
crop yield forecasting models have several advantages: the human
related biases or errors are reduced as most EO data types are
obtained by automated instruments; the spatial and temporal cov-
erage are improved as the EO data are obtained more frequently
(e.g. daily climate and weekly NDVI) and they can cover the entire
crop land rather than a fraction of an area; the lead time for in-
season yield forecasts has increased as the NRT data for yield
models can normally be available in about a week from their acqui-
sition date; and the EO methods are cost effective as more and more
EO based data become publicly available (e.g. Joint Research Centre,
2012; NASA, 2013; Statistics Canada, 2013b; Environment Canada,
2014).
In spite of the improvements in data acquisition, many signif-
icant challenges still exist with EO data based functional models.
Firstly, effective integration of different EO datasets into one mod-
elling platform remains a challenging task (Nikolova et al., 2012;
Basso et al., 2013; Johnson, 2014); secondly, most of the exist-
ing yield forecasting models are limited to a few crops or certain
geographic regions (Nikolova et al., 2012; Huang and Han, 2014);
thirdly,the forecast model’s limitation and uncertainty need to be
quantified by crop type, forecasting lead times, different geographic
regions and other factors (e.g. climate, soil and management prac-
tices etc.), before the model can be used for real world operational
applications (Nikolova et al., 2012; Basso et al., 2013; Huang and
Han 2014) and fourthly, the scaling up/down of yield forecasts may
be complicated by the data availability at the scales involved and
the choice of a suitable technique (Nikolova et al., 2012; Basso et al.,
2013).
An attempt was made to address some of the above challenges
in the ICCYF tool. The ICCYF employs a simple process-based versa-
tile soil moisture budget (VSMB) model to assimilate climate data
(air temperature and precipitation) with soil and crop variables
(Baier et al., 2000). The VSMB derived variables, such as grow-
ing degree days (GDD) and soil water deficit indices are further
integrated with NDVI datasets from satellite platforms using sta-
tistical algorithms. Bayesian statistics and Markov-chain Monte
Carlo (MCMC) algorithms are used to generate in-season proba-
bilistic forecasts well ahead of the harvest time (Newlands and
Zamar, 2012). The description of the modelling methodology of the
ICCYF and its application for spring wheat yield forecasting on the
Canadian Prairies were presented in Newlands et al. (2014). The
objectives of this paper thus, are (1) to further evaluate the ICCYF
model in forecasting the yields of three major grain crops (spring
wheat, barley and canola) across the entire Canadian agricultural
landscape and (2) to test two aggregating methods in achieving the
provincial and national scale yields from the basic modelling units,
i.e. the census agriculture region (CAR) used in Statistics Canada’s
census of agriculture data collection and dissemination activities
(Statistics Canada, 2012). The three test crops were chosen on the
A. Chipanshi et al. / Agricultural and Forest Meteorology 206 (2015) 137–150 139
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L  refer to the province of British Columbia, Alberta, Saskatchewan, Manitoba, Ont
abrador, respectively. The 4 digit numbers indicate the CAR unit identifier.
asis of their economic significance in Canada and the similarity of
rop parameters in the VSMB model simulations.
. Materials and methods
.1. Study region
This study covers the entire agricultural landscapes of Canada,
hich encompasses a vast area from 42◦N to 60◦N in latitude and
rom 60◦W to 130◦W in 1ongitude (Fig. 1). Because of the large geo-
raphical extent, Canada’s agricultural landscape has a wide range
f climate types (Phillips, 1990). The climate of British Columbia
BC) is Mediterranean along the Pacific coast and is more conti-
ental in the interior dry land. The Prairies provinces, Alberta (AB),
anitoba (MB) and Saskatchewan (SK), have a typical continental
limate – very cold winters, hot summers and relatively low pre-
ipitation. Southern Ontario (ON) and Quebec (QC) have a climate
ith hot, humid summers and cold, snowy winters. Provinces along
he Atlantic coast, i.e. New Brunswick (NB), Prince Edward Island
PE) and Nova Scotia (NS), have amaritime climate, characterized by
igh precipitation and mild temperatures. The average annual pre-
ipitation ranges from under 400 mm in some part of the Prairies
o more than 2400 mm along the BC coast (Phillips, 1990). The esti-
ated average growing season length ranges from 97 to 156 days
nd the growing season heat accumulation ranges from 647 to1700
egree days (base temperature 5 ◦C) for cool season crops (Qian
t al., 2013).
There are ten soil orders classified by the Canadian System of
oil Classification across the landmass of Canada (Canadian System
f Soil Classification Working Group, 1998) and only a few of them
ominate the agricultural lands of Canada: Chernozemic soils in
he grassland regions of Canada including the great expanse of
he Canadian prairies, Luvisolic soils in Southern Ontario, Gleyso-
ic soils in South-Western Ontario, and the Brunisolic soils in the
t. Lawrence valley and Southern Manitoba. Due to large variations
n soil properties, the soil properties related to crop growth can
ary dramatically from place to place. For example, the root zone
oil available water holding capacity (AWHC) varies from 50 mm
o 250 mm across the agricultural soil zones as estimated from the
atabase of soil landscapes of Canada (Shields et al., 1991).The spatial scales in this study were determined by census and
dministrative boundaries, i.e. Statistics Canada’s CAR, provincial
nd national scales, as they are the scales at which most socio-
conomic data and crop statistics are available to decision-makers.s across Canadian agricultural landscapes. BC, AB, SK, MB,  ON,  QC,  NB, PE, NS and
uebec, New Brunswick, Prince Edward Island, Nova Scotia and Newfoundland and
There were a total of 82 CARs in the 2011 census of agricul-
ture across the entire agricultural landscapes of Canada (Fig. 1).
However, for less extensive crops, Statistics Canada reports yield
by aggregated regions (e.g. most crops in CARs 5901–5907 were
reported as one combined unit) or reported only at provincial unit.
This is particularly true for spring wheat and canola in Eastern
Canada and the Maritime provinces where farm units are smaller
than the Prairie provinces. Table 1 lists the yield report units and
harvested area of the three crops in this study. The three Prairie
provinces (AB, SK and MB)  account for 99%, 92% and 99% of the
national total harvested area for spring wheat, barley and canola,
respectively.
2.2. Input data and processing methods
The primary data inputs for model calibration and validation
are the crop survey data reported by Statistics Canada and the EO
data (NDVI and climate) from 1987 to 2012. Although both the cli-
mate and crop yield data had a longer time series, the study period
was chosen according to the availability of the NDVI data series. The
data processing procedures are illustrated in Fig. 2 (upper box). His-
torical crop yield and harvest area for each of the reporting units
were obtained through a sample survey of small crop area (i.e. farm
level) with a cross-sectional design (Statistics Canada, 2013a). The
survey data are weighted and two level indicators are established
for the production and harvested area at the CAR and provincial
scales. The average yield at those two  scales is then calculated. The
methodology and error control of the crop survey are explained
in the online documents accompanying the Field Crop Reporting
Series (Statistics Canada, 2014). Yield and harvest area data are
sometimes unpublished due to the unacceptable large coefficient
of variation (e.g. greater than 25% CV) or data suppression in order
to comply with the privacy laws (Statistics Canada, 2014).
NDVI values were derived from the National Oceanographic and
Atmospheric Administration’s (NOAA) Advanced Very High Reso-
lution Radiometer (AVHRR) platform (spatial resolution of 1 km in
the agricultural regions of Canada) (NOAA, 2013). Cloud removal
and other quality control measures were applied to the raw data
(Reichert and Caissy, 2002). A crop land extent map, which was
derived from the land cover for agricultural regions of Canada
(Agriculture and Agri-Food Canada, 2005), and the CAR boundary
map (Statistics Canada, 2012) were used to mask the pixel based
remote sensing NDVI and extract the CAR level mean NDVI values.
More details on the weekly NDVI composite process can be found
140 A. Chipanshi et al. / Agricultural and Forest Meteorology 206 (2015) 137–150
Table  1
Number of crop reporting units and the percentage of harvested area over the national total harvested area (PHAN) for each province and the Prairies (Manitoba, Saskatchewan
and  Alberta).
Province Spring wheat Barley Canola
Reporting unitsa PHANb (%) Reporting units PHAN (%) Reporting units PHAN (%)
Prince Edward island (PE) 1 0.1 1 0.8 0 0
Nova  Scotia (NS) 1 0 1 0.1 0 0
New  Brunswick (NB) 1 0 1 0.3 1c 0.1c
Québec (QC) 1 0.5 11 3.2 1 0.2
Ontario (ON) 1 0.5 5 3.2 1 0.5
Manitoba (MB) 12 17.1 12 10.7 12 18.4
Saskatchewan (SK) 20 53.6 20 37.2 20 47.3
Alberta (AB) 8 27.9 8 43.7 8 33.1
British Columbia (BC) 2 0.4 2 0.8 2 0.7
The  Prairies (MB,SK,AB) 40 98.6 40 91.6 40 98.8
Canada 47 100 61 100 45 100
a Number of reporting units are extracted from the crop small area data by Statistics Canada (2013a).
b Calculation is based on the mean harvested areas over all the available years during 1987–2012, which are extracted from CANSIM, table 001-0010 (Statistics Canada,
2013b).
c Canola yield and harvest area reporting in NB has started since 2012, thus, excluded from this study.
Fig. 2. Data and model flowchart of the Integrated Canadian Crop Yield Forecaster (ICCYF). CAR: census agricultural region; GIS: geographic information system; RLARS:
robust  least angle regression scheme; MCMC:  Monte Carlo Markov-chain.
 Forest Meteorology 206 (2015) 137–150 141
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Fig. 3. Example of forecasted yield distribution obtained through the Integrated
Canadian Crop Forecaster for the census agricultural region 4791. Dotted lines indi-
cate the positions of forecasted 10th percentile (worst 10), 50th percentile (median)A. Chipanshi et al. / Agricultural and
n Statistics Canada (2010). The weekly AVHRR NDVI data used in
his study spanned the 1987–2012 period and covered the growing
eason from Julian week 18–40 (from the beginning of May  to the
nd of September).
The station based daily temperature and precipitation data pro-
ided by Environment Canada and other partner institutions were
sed to generate the climate based predictors. In total, 330 climate
tations across the crop land extent of Canada were selected to rep-
esent the climate of the 82 CARs (Fig. 1). The quality control and
ap-filling of the missing data was achieved by the in house NRT
ata quality assurance and control methods at AAFC. In the ICCYF,
aily series of air temperature and precipitation from 1987 to 2012
or the 330 stations were input into the VSMB model (Baier et al.,
000) to generate the agroclimatic indices used in the yield fore-
asting model. The soil physical parameters (e.g. AWHC) required
y VSMB were obtained from the Canadian Soil Information Service
CanSIS) database (Shields et al., 1991). A Bio-Meteorological Time
BMT) scale was taken from Robertson (1968) to quantify the crop
henological development. Spring wheat crop parameters for BMT
odelling and water extraction coefficients as in Akinremi et al.
1996) were used to produce generalised agroclimatic indices for
pring wheat, barley and canola. The outputs generated at a daily
ime step by the VSMB model and used as potential yield predictors
re: Growing Degree Days (GDD) above a base temperature of 5 ◦C,
oil Water Availability (SWA) expressed as the percent of AWHC, a
rop Water Deficit Index (WDI) defined as WDI  = 1 – AET/PET, where
ET and PET are the simulated actual and potential evapotranspira-
ion respectively and the Crop Seeding Date (CSD) estimated from
eat accumulation and top layer soil moisture condition in spring
Baier et al., 2000). Precipitation (P) is also included as a potential
ield predictor. Average values of the indices at all stations within
he cropland of a specific CAR are used to represent the mean agro-
limate of that CAR. If a CAR lacks input climate data, stations from
eighbouring CARs are used.
In order to be used in the statistical yield forecasting model, the
aily agroclimatic indices were further aggregated into monthly
ums (GDD and P) and means (SWA and WDI). The standard devi-
tions (Std) of daily temperature, precipitation and WDI  over each
onth were also calculated and included as potential predictors.
he larger the Std value, the higher the variability of the parame-
er in that month. The weekly NDVI were aggregated into 3-week
unning means to form the input matrix with the historical yield
nd the aggregated agroclimatic indices. The monthly time frame
or agroclimate aggregation corresponds to the current yield fore-
ast report release time intervals. The 3-week time frame for NDVI
ata aggregation was based on the sensitivity studies by Hochheim
nd Barber (1998) and Mkhabela et al. (2011), which showed that
he 3-week time integration of NDVI provided an adequate balance
etween yield sensitivity and model stability.
.3. ICCYF and its statistical algorithms
Four major steps are followed when generating the in-season
ield forecasts (Fig. 2, bottom box): (1) building a statistical pre-
iction model at the CAR level, (2) generating the statistical
istribution of parameters, (3) estimating unknown values of pre-
ictor variables and (4) forecasting the probabilistic crop yield. To
uild a customised model at the CAR level, the historical annual
eries of crop yield were treated as yield observations while the
nnual series of 3-week NDVI values and monthly agroclimatic
ndices were treated as potential predicators. All predictors were
ut into a robust least angle regression scheme (RLARS) (Efron
t al., 2004; Khan et al., 2007) to evaluate and rank those vari-
bles that contribute the majority of the variance in the predicted
ield. A maximum number of predictors (currently set at five)
as set based on the sample size of the model building dataand 90th percentile (best 10) of the cumulative yield distribution curve. The hori-
zontal thick black line between the worst 10 and best 10 lines represents the range
of  forecasted 80% confidence interval (RFCI80).
(Newlands et al., 2014). The selected predictors were then sub-
jected to a robust cross validation (RCV) scheme (Khan et al., 2010)
to finalise the predictors and coefficients of each yield model. The
RCV process further stabilized the model by eliminating any false
predictors selected from contaminated data (Khan et al., 2010).
Based on Bornn and Zidek (2012), incorporating spatial correla-
tion among the yield models of neighbouring CARs increases the
individual model’s prediction power and stabilizes the model per-
formance. Therefore, we  adopted the Bayesian statistical approach
as described by Bornn and Zidek (2012) for spatial correlation
analysis. Historical data of both forecasting CAR and statistically
selected neighbouring CARs were used to establish the prior distri-
bution of the predictors. The posterior distribution of the predictors
was obtained using the Markov-chain Monte Carlo (MCMC) scheme
(Dowd, 2006). The unobserved variables that are required to make
a forecast by a specified date within the growing season were esti-
mated from a statistical procedure called Random Forest Algorithm
(Liaw and Wiener, 2002). The estimated variables and the variables
observed at near real time were then used as input into the selected
yield model to forecast the yield probability distribution for each
CAR. An example of the forecasted yield probability distribution
is illustrated in Fig. 3. Similar to the probability measures used by
Potgieter et al. (2003), the 10th percentile (worst 10%), the 50th per-
centile (median) and the 90th percentile (best 10%) were output as
the probability measures in this study. The range of the 80% fore-
cast confidence interval (RFCI 80) was  represented by the distance
between the forecasted best 10% yield and the worst 10% yield.
The basic prediction model at the CAR level is a multivariate
linear equation defined as:
Yt = ˛0 + ˛1t +
n∑
˛iXi,t + t (1)
i=2
where Yt is the crop yield of year t, ˛0 is the regression intercept,
˛1t represent the technology trend of yield over time, Xi,t is the
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redictor i in year t, i could be any of the potential predictors, such
s NDVI or agroclimatic indices in any of the averaging periods, t is
he error term. Eq. (1) is a simplified version of Eq. (11) in Newlands
t al. (2014), in which, the yield of previous year (Yt−1) was  also con-
idered as a potential predictor. However, Yt−1 was only selected
ccasionally by very few CARs during model validation, thus, this
ariable was excluded from further analysis in this study.
.4. Yield forecasting at provincial and national scales
For provinces with only one reporting unit (e.g. PE, NS and NB,
able 1), the provincial yield is the unit of analysis. For those with
ultiple reporting units (MB, SK, AB and BC and QC and ON for
arley, Table 1), the provincial yields were forecasted with the fol-
owing two methods:
1) Yield-aggregating method (YAM): The yield at each individual
reporting unit (Yj) is modelled separately and the mean yield
at the provincial scale (Y¯) is achieved by weight-averaging the
yields of all the reporting units (m)  of that province using har-
vested area as a weighting factor:
¯
 =
∑m
j=1
YjSj/
∑m
j=1
Sj (2)
Predictor-aggregating method (PAM): All the predictors (Xi,j) are
firstly averaged to provincial scale (X¯) using harvest area as
weighting factor (Eq. (3)). Where i = 1, n are all the potential pre-
dictor as in Eq. (1) and j = 1, m are all the yield reporting units of
the province.
¯  =
∑m
j=1
Xi,jSj/
∑m
j=1
Sj (3)
All the historical X¯ and historical yields at provincial scale are
hen used to build yield models at provincial scale using Eq. (1) and
he provincial yields are then directly forecasted at the provincial
cale.
Both YAM and PAM methods were used in an attempt to find
n approach that best forecasts the yields at the provincial and
ational levels.
.5. Model validation
Existing measures in assessment of forecasts are quite diverse
ue to the differences in perception of a ‘good’ forecast between
he forecast users and the forecasters and even among individu-
ls of any of the two groups (Murphy, 1993; Potgieter et al., 2003;
rause et al., 2005; Szulczewski et al., 2012). Since the assessment
f forecast value involves considerable user inputs and is beyond
he scope of this study, we focused on measures to assess the fore-
ast quality and consistency of the ICCYF in forecasting the yields of
pring wheat, barley and canola. However, the quality and consis-
ency are multifaceted in nature and numerous statistical indices
re used to address their measures (Potgieter et al., 2003; Krause
t al., 2005; Szulczewski et al., 2012). In addressing quality and con-
istence measures, we tried to answers the following questions: (1)
ow credible are the forecasts associated with different crops, lead
imes and crop regions? (2) Are the forecasts better than common
udgements (e.g. historical mean)?
Among the many quality and consistency measures used in var-
ous model evaluation studies (e.g. Potgieter et al., 2003; Krause
t al., 2005; Szulczewski et al., 2012), we calculated and compared
hose indices that are relevant to the questions aforementioned,
hat is, Bravais and Pearson coefficient of determination (R2), Root
ean squared error (RMSE), relative RMSE (RRMSE), coefficient oft Meteorology 206 (2015) 137–150
residual mass (CRM), mean absolute percentage error (MAPE) and
model efficiency index (MEI). Initial results showed that some of
these indices were highly correlated (e.g. MEI  and CRM, RRMSE
and MAPE) and thus, only one from each group was chosen. Finally,
two quality measures (R2 and MAPE) and one consistency measure
(MEI) were selected to validate results from the ICCYF.
R2 is defined as:
R2 =
⎛
⎝( n∑
i=1
(Oi − O¯)(Pi − P¯)
)
/
⎛
⎝
√√√√ n∑
i=1
(Oi − O¯)
2
√√√√ n∑
i=1
(Pi − P¯)2
⎞
⎠
⎞
⎠
2
(4)
where Oi and Pi are observed and forecasted yield at forecast year i,
a bar represents a mean value. R2 is one of the most frequently used
model performance indicators. Its value lies between 0 and 1, which
describes how much of the observed variance is explained by the
predictors. However, R2 is sensitive to sample size (n) and extreme
values and thus, require some hypothesis testing (e.g. t-test) to bet-
ter understand its statistical significance. In spite of these problems,
R2 is still one of the most frequently used model evaluation mea-
sures (e.g. Boken and Shaykewich, 2002; Mkhabela et al., 2011;
Johnson, 2014), especially during the model calibration phase.
MAPE is an accuracy measure of the forecast quality. It is calcu-
lated as:
MAPE = 100 × 1
n
×
n∑
i=1
(
|Oi − Pi|/|Oi|
)
(5)
As a percentage (relative) error measure, MAPE is a better index
than absolute error measures (e.g. RMSE) in comparing model per-
formance among different regions and crops, as their historical
means could differ considerably.
The MEI, or Nash–Sutcliffe efficiency index (Krause et al., 2005;
Szulczewski et al., 2012) is defined as:
MEI  = 1 −
∑n
i=1
(Oi − Pi)2/
∑n
i=1
(Oi − O¯)
2
(6)
MEI  uses variance of the observed values to normalize the fore-
cast errors and its value can range from −∞ to 1. An efficiency index
of 1 corresponds to a perfect match of forecasted and observed
yield. An efficiency index of 0 indicates that the model predictions
are as good as the average, whereas, MEI  less than zero means that
the forecast is inferior to the use of the historical average yield as
a forecast. MEI  could be considered as a consistency measure or a
measure of model skill as defined by Murphy (1993). Essentially, the
closer the MEI  is to 1, the more skilful the model is. When MEI  < 0,
the model should be recalibrated or replaced with a historical mean.
Evaluation measures obtained during the model calibration usu-
ally give some indication of how the yield correlated to the variables
selected in the model. However, due to over-fitting or biases in the
input data, a skilful model at calibration might not give good fore-
cast results once new input data sets are introduced (Qian et al.,
2009b; Schut et al., 2009). An improved evaluation approach is to
set aside a sub-set of data for validation and use the rest (training
data) to calibrate the model. If sufficient data is available for both
training and validation, this approach will provide reliable model
evaluations as the training data and model building/calibration data
are independent of each other. This approach is however limited by
sample size. For example, in this study, NDVI were available for 26
years (1987–2012) and insufficient for both training and valida-
tion. Cross validation, particularly leave-one-out-cross-validation
(LOOCV), has been proven to be effective for model evaluations
with limited sample size (Efron, 1983; Khan et al., 2010), and has
been used in similar studies (e.g. Qian et al., 2009b; Schut et al.,
2009; Mkhabela et al., 2011). The LOOCV method was adopted in
this study to assess the performance of the ICCYF for the three crops
at three spatial scales. R2, MEI  and MAPE were compared for all test
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Fig. 5. Distribution of Bravais and Pearson coefficient of determination (R2) duringig. 4. Coefficient of variation (CV) of the surveyed yield of spring wheat, barley and
anola over 1985–2012 period at the census agricultural region (CAR) scale across
anada. Only the crop land within a given CAR was used to map  the results.
uns at all scales. Model predictors being selected for the three crops
t all the regions were also analysed.
. Results
.1. Observed yield variation at CAR level
The variation of yield in historical records is important for
ssessing the yield forecast results because regions with highest
ield variation are challenging in yield forecasting efforts. The coef-
cient of variation (CV), which is expressed as the ratio of the
tandard deviation over the mean, is used to quantify the observed
ield variation over the study period (1987–2012). The CV distribu-
ions of spring wheat, barley and canola across Canada’s agricultural
andscape (Fig. 4) show that the yields for all three crops were more
ariable in Western Canada (from Manitoba to British Columbia)
han in Eastern Canada (Ontario and Eastward to Atlantic Canada).
ost Prairie CARs exhibited CVs of more than 20%, implying the
igher dependence of yield on environmental conditions. The vari-
tion in historical yield of canola was the highest, followed by those
or spring wheat and barley. The number of CARs with a CV exceed-
ng 20% was 36, 29 and 21, for the three respective crops.
.2. Yield correlation at CAR levelThe coefficient of determination (R2) at CAR level during model
alibration showed very distinct regional patterns (Fig. 5). For
pring wheat and canola, the R2 values were higher in BC’s Peacemodel calibration at census agricultural region (CAR) level across Canada for the
three tested crops. Only the crop land within a given CAR was  used to map the
results.
River region (CAR 5908), most CARs in AB and SK than in other parts
of the country. These regions with higher R2 had a good coverage of
climate stations (Fig. 1) and higher percentages of crop coverage in
their agricultural land (Fig. 1 and Table 1). The R2 values for barley
were not as high as those for spring wheat and canola in most of the
CARs, revealing the need for constructing crop specific predictors
for each crop. The R2 for all reporting units ranged from 0.30 to 0.90,
0.11 to 0.88 and 0.34 to 0.86, and their median values were 0.66,
0.51 and 0.67 for spring wheat, barley and canola, respectively. The
large regional variation in R2 is likely attributed to spatial varia-
tions in climate stations, crop coverage, yield controlling factors
identified by current modelling algorithms, etc.
3.3. Selected predictors at CAR level
Although some regional similarities were apparent, the selected
predictors generally differed among CARs, hence, the provinces
with more reporting units have more CAR level predictors (Table 2).
Crop yields in BC were modelled using two reporting units:
Peace River region (CAR 5908) and rest of the BC interior. The Peace
River region contributed 88%, 71% and 95% of the provincial total
harvested area for spring wheat, barley and canola, respectively.
The NDVI from end of June to late-July was selected as a dominant
predictor for both spring wheat and barley but not for canola in
CAR 5908. The NDVI was  seldom selected in other parts of BC as
the crops were much scattered and the NDVI values were likely
contaminated by noise from other land covers. The selected cli-
mate predictors included water related indices (e.g. July WDI  and
144 A. Chipanshi et al. / Agricultural and Fores
Table  2
The most frequently selected yield predictors at CAR level for spring wheat (SPW),
barley (BLY) and canola (CNL) as listed by provinces.
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August forecasts for all three crops, but the improvement between
any other two consecutive forecasts was small. This indicates thattandard deviation of precipitation in June) for spring wheat and
arley and the standard deviation of temperature in August for
anola.
There were 40 CARs from the three Prairie provinces (AB, SK
nd MB)  that contributed approximately 99%, 92% and 99% of the
ational total harvested area of spring wheat, barley and canola,
espectively (Table 1). The predictors in these provinces included
lmost all variables from NDVI and climate related indices dur-
ng the growing season (Table 2), largely because of the vast
eographical coverage and the diversity in climate, soil and crop
anagements among the 40 CARs (Mkhabela et al., 2011). In spite
f the diversity, there were some regional similarities as well. For
xample, the water deficit index (WDI) of July was selected as a
ield predictor in 18 and 15 CARs out of 28 CARs in AB and SK for
pring wheat and barley. Other frequently selected predictors for
pring wheat and barley in AB and SK were the growing degree
ays (GDDs) in July, NDVI from late June to mid-August and the
tandard deviation of temperature in the early part of the growing
eason (May and June). Both GDD and WDI  in July were selected as
redictors for canola yield in 12 out of the 28 CARs in AB and SK.
ther top predictors for canola in AB and SK included the simulated
rop seeding dates (not shown in Table 2), the standard deviation
f temperature in August, precipitation and the water deficit index
f July. Only in six out of 28 CARs in AB and SK, was NDVI selected as
 predictor for canola yield, which raised the possibility that other
emote sensing derived indices (or different temporal aggregation
f such indices) might be more relevant. In MB,  the dominant pre-
ictors were temperature related. Out of the total 12 CARs in MB,
even CARs selected the standard deviation of temperatureas a pre-
ictor for spring wheat, seven CARs selected July GDD as a predictor
or barley and six CARs selected either standard deviation of tem-
erature in July or Augusts as predictors for canola. The NDVI from
ate June to late July was also frequently selected as a predictor.t Meteorology 206 (2015) 137–150
The provinces of QC and ON grow about 2% of spring wheat, 6%
of barley and less than 1% of canola of the national total harvested
area on average. Both spring wheat and canola were reported at
provincial level while barley was  reported at CAR level (Table 1).
The yield variations were relatively low except for a few CARs in QC
for barley (Fig. 4). The correlations of crop yield with climate and
NDVI indices were also low probably because of the favourable cli-
mate conditions, better crop management practices, such as field
drainage systems that exist in these provinces, and sparsely dis-
tributed crop area. July heat conditions (e.g. GDD and the Std value
of temperature) affected the yield of spring wheat in ON and QC.
The most frequently selected predictors for barley in ON and QC
included GDD of July. Precipitation of June and Standard deviation
of precipitation in May  implying that the barley yield was impacted
by water conditions in early season and temperature conditions
in mid-season. The yield for canola responded to the water stress
(WDI) in July and the standard deviation of temperature in August
and a few other early predictors, and this conformed with the find-
ings from other studies (Aksouh-Harradj et al., 2006; Kutcher et al.,
2010).
The percentage of harvest areas of wheat, barley and canola
from Atlantic Canada (PE, NS and NB) was  low compared to other
provinces (Table 1). The yield model correlations were low in
this region (Fig. 5); however, the relative contribution of these
provinces to the national production is small. The low correlation
in this region may  be attributed to the relative large error in the
surveyed yields (Statistics Canada, 2014) and of the relative small
crop area coverage.
3.4. Yield forecasting skill according to the lead time
A distinct feature of the ICCYF is that, it generates in-season
yield forecasts well before the end of the growing season and pro-
vides a probability distribution of the forecasted yields. Based on
the current near real time data flow (Fig. 2), yield forecasts can be
generated around the mid-point of the forecast month using all of
the observed data from the start of the growing season until the last
day of the previous month and the model estimated inputs for the
remainder of the growing season. If the selected yield model con-
tains predictors from all time periods of the growing season, the
forecasted yield median would draw closer to the actual yield and
the reliability range (i.e. RFCI 80) would converge as the forecast
time advances towards the end of the growing season and more
observations become available. However, with the current model
selection algorithm, a yield model may  only contain predictors at a
few critical stages; thus, the forecast error and reliability converg-
ing trend could deviate from the ideal expectation. For example, if
only predictors before June were selected in a CAR, the new obser-
vations from July and August would have no effect on the forecasted
yield, thus, the forecasted yield and the reliability range will remain
the same in forecasts obtained after mid-July.
The overall trends of change in forecast error (MAPE)
and reliability range (RFCI 80) over the four tested forecasts
(June–September) were consistent across the three crop types
(Fig. 6). The box plots shown were obtained from all the forecasts-
for all the CARs over the entire period of study during the LOOCV
test. At each forecast point, the observed data after the last day of
previous month were replaced by the model generated data using
random forecasts algorithm (Fig. 2) to mimic  the near real time fore-
cast situation. Both the MAPEs (Fig. 6, left panels) and the RFCI 80s
(Fig. 6, right panels) decreased significantly from July forecasts tothe predictors in July are critical to all the three crops and a skilful
forecast is likely achievable at mid-August.
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Fig. 6. Boxplots of the mean absolute percentage error (MAPE, left) and the range
of forecasted 80% confidence interval (right) for mid-June–September forecasts at
the census agricultural region (CAR) scale. The plots included results from all years
for  all CARs during the leave-one-out-cross-validation. The thick horizontal lines
represent the median, the top and bottom of the box represent the 25th and 75th
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Fig. 7. Distribution of model efficiency index (MEI) of the yield models at the census
agricultural region (CAR) scale across Canada for the three tested crops. MEI  values
were evaluated with September forecasts obtained by the LOOCV testing. Only the
crop land within a given CAR is used to map the results. Areas in red (MEI < 0) indi-ercentiles and the whiskers are 1.5 times of the box height towards upper and
ower from the median. Open circles are outliers.
.5. Spatial distribution of CAR level forecasting skill (MEI) and
uality (MAPE) across Canada
To reduce redundancy, only results from September forecasts
ere shown for the spatial analysis of forecast skill (MEI) and
uality (MAPE) statistics. The September forecasts integrated all
vailable information of the forecast years, thus, represent the
est forecast results that were achieved by ICCYF during the
OOCV tests, although their differences from August forecasts were
nsignificant (Fig. 6). The spatial distribution of the MEI  identi-
ed the regions where the current ICCYF models need significant
mprovements (Fig. 7). The percentage of CARs with positive MEI
as 70%, 43% and 70% for spring wheat, barley and canola, respec-
ively. The majority of CARs with negative MEI  values were located
utside the Prairie region, where the harvest area was  small. Among
he three Prairie provinces, models in AB performed best, while
odels in MB  performed the worst. Possible explanations are: (1)
B has the highest density of climate stations within the crop lands
Fig. 2), thus, the regional representation of the climate at the CAR
cale is better than other regions where climate stations are scarce;
2) all three crops are grown extensively throughout AB and SK, not
n some MB  CARs; the current non-crop specific crop mask used to
lter the NDVI pixels is thus, more representative in AB and SK
ARs than in MB  CARs; (3) many studies (e.g. Campbell et al., 2002;
utcher et al., 2010) showed that the crop yield variations in AB and
K are largely determined by water availability during the season,
hich were well captured by the ICCYF selected predictors (e.g.
DI  of July), while the factors causing yield variation in MB  are
uch more complicated (Entz et al., 2001; Qian et al., 2009a).cates where mean yield is a better estimation than the model outputs. MEI  towards
1  (blue) indicates a perfect model.
Not surprisingly, among the three tested crops, the models
performed best for spring wheat, followed by canola and barley.
Indeed, the current parameters used for phenological development
calculation to scale the crop water use rate have only been tested
with spring wheat (Robertson, 1968). Crop specific parameterisa-
tions for barley and canola are still under development.
The spatial distribution of forecast quality index MAPE (Fig. 8)
was different from the distribution of forecast skill index MEI
(Fig. 7). Forecasted relative error was  much larger in Western
Canada (BC, AB, SK and MB)  than in Eastern Canada (ON, QC,  NB, PE
and NS). This is because the historical yield variation is much larger
in Western Canada than in Eastern Canada (Fig. 4). While the MAPE
will guide the forecast users assessing their risk level as part of their
decision making process, the MEI  is more useful to the forecaster
in terms of pointing out where model improvements are needed.
Although the forecasting errors were higher in many Prairie CARs
than in Eastern Canada CARs, the forecasts were more valuable in
the Prairie CARs as the forecasted errors were mostly smaller than
the historical yield variations. Whereas, smaller forecasting errors
were achieved at CARs in Eastern provinces (Fig. 8), the forecast
results with the ICCYF were still inferior to using the historical
mean as forecasts (Fig. 7). The average MAPE at CAR level for all
CARs across Canada were 16%, 15% and 19% for spring wheat, bar-
ley and canola, respectively, which were below the mean historical
CV of 21%, 17% and 25%, correspondingly.
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Fig. 8. Distribution of mean absolute percentage error (MAPE) of the yield models at
the  census agricultural region (CAR) scale across Canada for the three tested crops.
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Table 3
The most frequently selected yield predictors at provincial and national levels for
spring wheat (SPW), barley (BLY) and canola (CNL).
The Integrated Canadian Crop Yield Forecaster (ICCYF) was
evaluated using multiple model performance measures with a
Table 4
Bravais and Pearson coefficient of determination (R2) of the forecasted provincial
and national yields of the three crops obtained during the leave-one-out cross-
validation.
Province Spring wheat Barley Canola
YAMa PAMb YAM PAM YAM PAM
PE 0.02 0.02 0.00 0.00 n.a n.a
NS 0.03 0.03 0.10 0.10 n.a n.a
NB 0.00 0.00 0.35* 0.35* n.a n.a
QC 0.15 0.15 0.00 0.18 0.08 0.08
ON 0.46** 0.46** 0.02 0.03 0.12 0.12
MB  0.19 0.20 0.02 0.04 0.47** 0.23
SK 0.66** 0.52* 0.44** 0.31* 0.39* 0.44**
AB 0.76** 0.61** 0.25 0.23 0.59** 0.61**
BC 0.67** 0.52** 0.33* 0.01 0.52** 0.31
Canada 0.75** 0.63** 0.53** 0.32* 0.55** 0.63**
n.a: not applicable.
a Yield-aggregating method (YAM): this method models the yields at census agri-
cultural region (CAR) level and aggregates up the results to provincial and national
scales using the surveyed crop area for each CAR.
b Predictor-aggregating method (PAM): all the predictors are firstly averaged toAPE values were evaluated with September forecasts obtained by the leave-one-
ut cross-validation. Only the crop land within a given CAR is used to map  the results.
.6. Aggregating yield forecastsat provincial and national scales
The results from both methods for the yield forecasting at
rovincial and national scales, i.e. the YAM and the PAM as
escribed in Section 2.4, were compared. The predictors for YAM-
nd PAM-based models were those listed in Tables 2 and 3, respec-
ively. The predictors selected at provincial and national scales
aptured some of the key predictors at CAR scales, such as the WDI
f July for spring wheat and barley and GDD of July and standard
eviation of daily temperature in August for canola. However, the
ajority of the CAR scale predictors were lost during the predictor
ggregation, especially the NDVI indices from the Prairie provinces.
For all the three performance measures (i.e. R2, MEI  and MAPE),
he YAM method performed better than the PAM method for spring
heat and barley at the national scale and at all the Western
rovinces except MB,  where the PAM performed as good as YAM or
lightly better (Tables 4–6 ). Regarding the forecasts of canola yield,
he YAM method was superior to the PAM in MB  and BC. For all the
hree crops, from central and Atlantic Canada, the two methods
id not differ significantly. It is also noted that the YAM was supe-
ior to the PAM in regions where credible models at the CAR scale
ere achieved (Tables 4–6). Based on this result, the YAM is the
referred aggregation method over PAM especially when smaller
cale data are available and reliable. Overall, the YAM forecasted
ield (prediction) followed the surveyed yield trend and variation
easonably well at the national level and at most provinces (Fig. 9),
specially in those provinces with a high percentage of harvestedarea (e.g. AB, SK and MB). However, the current model seemed weak
in forecasting extreme yields, e.g. the extremely low spring wheat
and barley yields in 1988 at BC, SK, MB  and Canada. Lacking sensi-
tivity to extreme events is a common limitationof most statistical
models.
4. Discussionprovincial scale using the surveyed crop area. Then yields are directly forecasted at
the  provincial scale.
* t-test passed P < 0.05 significant level.
** t-test passed P < 0.01 significant level.
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Fig. 9. Forecasted provincial and national yields (lines) vs. surveyed yields (closed circles)
ON,  QC, NB, NS and PE refer to the province of British Columbia, Alberta, Saskatchewan, M
respectively. Data are not available for canola yield in PE, NB and NS (blank panels).
Table 5
Model efficiency index (MEI) of the forecasted provincial and national yields for the
three crops obtained during the leave-one-out cross-validation.
Province Spring Wheat Barley Canola
YAMa PAMb YAM PAM YAM PAM
PE −0.24 −0.24 −0.49 −0.49 n.a n.a
NS  −0.12 −0.12 −0.70 −0.70 n.a n.a
NB  −0.16 −0.16 0.35 0.35 n.a n.a
QC  −0.67 −0.67 −0.25 0.12 −0.19 −0.19
ON  0.45 0.45 −0.08 −0.59 −0.01 −0.01
MB  0.12 0.10 −0.18 −0.10 0.46 0.09
SK  0.66 0.47 0.44 0.25 0.36 0.39
AB  0.76 0.61 0.21 0.12 0.59 0.60
BC  0.66 0.50 0.33 −0.13 0.46 0.27
Canada 0.74 0.62 0.53 0.20 0.55 0.63
n.a: not applicable.
a Yield-aggregating method (YAM): this method models the yields at CAR level
and  aggregates up the results to provincial and national scales using the surveyed
crop area for each CAR.
b Predictor-aggregating method (PAM): all the predictors are firstly averaged to
provincial scale using the surveyed crop area. Then yields are directly forecasted at
the  provincial scale. of spring wheat, barley and canola using ICCYF during a LOOCV test. BC, AB, SK, MB,
anitoba, Ontario, Quebec, New Brunswick, Nova Scotia and Prince Edward Island,
leave-one-out-cross-validation procedure during 1987–2012 for
three major field crops (spring wheat, barley and canola) at three
regional scales across the Canadian agricultural landscape. At the
CAR level, the model performed better in Alberta and Saskatchewan
than other parts of the country, mostly because of the good cov-
erage of climate stations and a high percentage area in cultivated
cropland. At the national scale and at most provinces where the per-
centage of the crop area over the total agricultural land was  high
the ICCYF also achieved satisfactory performances irrespective of
the crops involved. In Western Canada (encompassing the three
major crop production provinces) the MEIs obtained at the provin-
cial scale were all above zero, while most ICCYF yield models in
central Canada and Atlantic provinces require significant improve-
ments (though the contributions of these provinces to the national
yield forecasts were relatively small due to their percentage of har-
vested area).
The current ICCYF covers a broad spectrum of variables (e.g.
GDD, P, WDI, SWA, CSD, NDVI and some of the standard deriva-
tions associated with these variables) aspotential yield predictors.
Although some of the selected predictors are well-known biophys-
ical controls of crop yield (e.g. WDI  of July in the arid and semi-arid
CARs in the Prairies), the selection of others at certain time intervals
148 A. Chipanshi et al. / Agricultural and Forest Meteorology 206 (2015) 137–150
Table  6
Mean absolute percentage error (MAPE) of the forecasted provincial and national yields for the three crops obtained during the leave-one-out cross-validation.
Province Spring Wheat Barley Canola
CVa (%) YAMb (%) PAMc (%) CV (%) YAM (%) PAM (%) CV (%) YAM (%) PAM (%)
PE 14.0 12.4 12.4 12.3 11.2 11.2 n.a n.a n.a
NS  18.3 16.1 16.1 13.1 14.4 14.4 n.a n.a n.a
NB  18.7 16.5 16.5 13.0 8.5 8.5 n.a n.a n.a
QC  8.2 8.5 8.5 9.0 8.8 6.6 6.5 6.1 6.1
ON  11.1 7.0 7.0 7.5 6.6 8.1 13.6 11.3 11.3
MB  18.1 14.4 14.4 15.0 13.2 13.7 18.4 11.6 15.4
SK  18.5 10.0 11.0 15.3 9.7 11.0 19.9 12.3 12.0
AB  17.0 6.6 8.0 10.3 7.4 7.7 20.0 11.1 9.9
BC  22.3 10.3 14.4 18.3 12.5 16.8 25.4 13.6 15.2
Canada 16.9 7.3 8.6 9.6 5.3 6.9 17.3 9.1 8.5
n.a: not applicable.
a CV: coefficient of variation of provincial scale surveyed yield during 1987–2012.
b Yield-aggregating method (YAM): this method models the yields at CAR level and aggregates up the results to provincial and national scales using the surveyed crop area
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c Predictor-aggregating method (PAM): all the predictors are firstly averaged to
rovincial scale.
e.g. NDVI in May  and early June, standard deviation of tempera-
ure in August) lacks obvious biophysical explanation. For example,
he selection of certain variables as predictors at non critical times
uring the crop calendar was most likely a statistical coincidence.
uture efforts will be spent on exploring biophysical based vari-
bles as potential predictors, especially those indices related to
xtreme climates. This will ultimately improve the yield forecasting
n extreme years.
In the current set up of the ICCYF, a fixed time interval to aggre-
ate the agroclimatic (monthly) and NDVI (3-weekly) indices is
sed. As a result, the derived variables are not based on pheno-
ogical development. Studies have shown that crop yield response
o climate, soil water and other environmental factors is closely
elated to crop phenological stages (Aksouh-Harradj et al., 2006;
ian et al., 2009a; Kutcher et al., 2010). The next iteration of the
CCYF will involve a phenology-based predictor-aggregation algo-
ithm. Efforts to quantify the crop phenology using remote sensing
nputs will also be explored (e.g. Bolton and Friedl, 2013). Further-
ore, the wheat crop was used as the reference crop in the VSMB
odel with the assumption that the response of barley and canola
rops to the soil and atmospheric environments is similar to that
f spring wheat. As such, the crop and soil water extraction coef-
cients for spring wheat were applied to barley and canola. The
esults of this study showed that although this assumption was  a
easonable one, results for spring wheat were the best in compari-
on to the other two crops. As such, a future development activity
f the ICCYF is to build crop-specific and phenology-based indices
s predictors.
The fact that the model performed unfavourably in regions
here the crop coverage was low was possibly exacerbated by
sing a common vegetation mask for all crops instead of a crop
pecific land cover mask. Research efforts are now directed at
eveloping crop specific land cover masks across the Canadian agri-
ultural landscape that will be applied in next generation of the
CCYF. This will allow the accurate delineation of the crop specific
rea and more adequately define the regional representative pre-
ictors. Moreover, investigating satellite remote sensing sensors
ith different spatial and temporal resolutions will be an asset for
mproving the ICCYF performances. The 1 km spatial resolution of
VHRR products used in this study were preferred because of its
onger time series and the sample size requirement in calibrating
he yield model using historical data. Moderate spatial resolution
roducts such that derived from the MODerate-resolution Imaging
pectroradiometer (MODIS, 250 m resolution) will be explored in
he future to retrieve the vegetation index. Indeed, such data could
e useful when the sub-CAR scale spatial variation of yield needsncial scale using the surveyed crop area. Then yields are directly forecasted at the
to be analysed (e.g. Johnson, 2014). Some other remote sensing
indices, such as enhanced vegetation index (EVI) are also under con-
sideration for potential yield predictors, especially in those regions
where AVHRR NDVI did not perform well (Chen et al., 2006).
The smallest working scale in this study was  the CAR, which is
selected due to the fact that they are the units at which historical
yield data is publicly available. The results showed that predicting
the yields at a smaller scale and aggregating them to a larger scale
(i.e. YAM) produced better results than directly predicting yield
at the larger scale using aggregated predictors (PAM). Apparently,
predictors that contribute significantly to the total variance in yield
will have physical meaning at the local level than at the regional
level. Recognizing that the CAR is a coarse unit and it normally con-
tains many different soil and climate zones (Mkhabela et al., 2011)
and thus, may  have different yield response relationships, devel-
oping predictive models at finer scales improves both the forecast
quality and expand forecasts to more localized user groups. How-
ever, this is only feasible if yield data at sub-CAR scales is available
to calibrate the model. Efforts are currently underway to obtain
historical yield data at finer scales through alternative sources (e.g.
crop insurance company, provincial agricultural services, etc.).
The ICCYF is currently calibrated to historical yield variation to
generate forecasts. Due to the statistical nature of ICCYF it tends to
underestimate the extremely high crop yields and overestimated
the extremely low yields (Fig. 9). Process-based models are a good
tool to capture those extreme years because responses to envi-
ronmental predictors mainly rely on the crop physiology rather
than historical information. With the efforts to reduce the input
and parameterization requirements that hinders the regional appli-
cation of process-based models (e.g. Folberth et al., 2012; Basso
et al., 2013), using them into regional yield forecasting tools, such
as the ICCYF becomes increasingly possible. We  have embarked on
an effort to embed one or more biophysical models [e.g. APSIM
(Keating et al., 2003) and WOFOST (Diepen et al., 1989)] into the
ICCYF, especially at sub-CAR scales. This will also provide further
exploration of predictors that better represent the accumulated
effects over the growing season including the extreme impacts.
5. Conclusions
The assessment of the Integrated Canadian Crop Yield Forecaster
(ICCYF) for three major crops at different spatial and temporal
scales showed that the forecast reliability is improved over the
cropping season when more near real time data became avail-
able. A skilful forecast using the ICCYF could be expected around
mid-August. This gives a lead time of about 1 month before har-
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est and about 3–4 months of lead time before the official final
elease of Statistics Canada’s survey results, which is often made
ublicly available in December. As the official yields in this study
re from the final release of the four annual yield surveys conducted
y Statistics Canada, it was hypothesized that the forecasts from
he ICCYF are not significantly different from the Statistics Canada’s
urvey reports. This hypothesis has implications on the continued
se of the survey method for reporting crop yields across Canada.
n spite of the regional differences in the performance of the ICCYF
cross Canada, the results were within the range or better than the
bserved variability of yields as reported by Statistics Canada. It is
onceivable therefore, that given the dwindling resources provided
or conducting four surveys of crop yields during the growing sea-
on by Statistics Canada, the ICCYF could potentially complement
ome of the early season surveys, especially when the gaps in data
nd model as discussed in this study are addressed.
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