Global stability and decay for the classical Stefan problem by Hadzic, Mahir & Shkoller, Steve
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
King’s Research Portal 
 
Link to publication record in King's Research Portal
Citation for published version (APA):
Hadzic, M., & Shkoller, S. (2012). Global stability and decay for the classical Stefan problem. (pp. N/A). arXiv.
Citing this paper
Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may
differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination,
volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are
again advised to check the publisher's website for any subsequent corrections.
General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.
•Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
•You may not further distribute the material or use it for any profit-making activity or commercial gain
•You may freely distribute the URL identifying the publication in the Research Portal
Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to
the work immediately and investigate your claim.
Download date: 29. Apr. 2017
ar
X
iv
:1
21
2.
14
22
v1
  [
ma
th.
AP
]  
6 D
ec
 20
12
GLOBAL STABILITY AND DECAY FOR THE CLASSICAL STEFAN
PROBLEM
MAHIR HADZˇIC´ AND STEVE SHKOLLER
Abstract. The classical one-phase Stefan problem describes the temperature distribution in a
homogeneous medium undergoing a phase transition, such as ice melting to water. This is accom-
plished by solving the heat equation on a time-dependent domain whose boundary is transported by
the normal derivative of the temperature along the evolving and a priori unknown free-boundary.
We establish a global-in-time stability result for nearly spherical geometries and small tempera-
tures, using a novel hybrid methodology, which combines energy estimates, decay estimates, and
Hopf-type inequalities.
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1. Introduction
1.1. The problem formulation. We consider the problem of global existence and asymptotic
stability of classical solutions to the classical Stefan problem describing the evolving free-boundary
between the liquid and solid phases. The temperature of the liquid p(t,x) and the a priori unknown
moving phase boundary Γ(t) must satisfy the following system of equations:
pt−∆p=0 in Ω(t); (1.1a)
V(Γ(t))=−∂np on Γ(t); (1.1b)
p=0 on Γ(t); (1.1c)
p(0, ·)=p0 , Ω(0)=Ω0 . (1.1d)
For each instant of time t∈ [0,T ], Ω(t) is a time-dependent open subset of Rd with d≥ 2, and
Γ(t) :=∂Ω(t) denotes the moving, time-dependent free-boundary.
The heat equation (1.1a) models thermal diffusion in the bulk Ω(t) with thermal diffusivity set
to 1. The boundary transport equation (1.1b) states that each point on the moving boundary is
transported with normal velocity equal to −∂np=−∇p ·n, the normal derivative of p on Γ(t). Here
n denotes the outward pointing unit normal to Γ(t), and V(Γ(t)) denotes the speed or the normal
velocity of the hypersurface Γ(t). The homogeneous Dirichlet boundary condition (1.1c) is termed
the classical Stefan condition and problem (1.1) is called the classical Stefan problem. It implies that
the freezing of the liquid occurs at a constant temperature p=0. Finally, we must specify the initial
temperature distribution p0 :Ω0→R, as well as the initial geometry Ω0. Because the liquid phase
1991 Mathematics Subject Classification. 35R35, 35B65 , 35K05, 80A22.
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Ω(t) is characterized by the set {x∈Rd : p(x,t)> 0}, we shall consider initial data p0> 0 in Ω0.
Problem (1.1) belongs to the category of free boundary problems which are of parabolic-hyperbolic
type. Thanks to (1.1a), the parabolic Hopf lemma implies that ∂np(t)< 0 on Γ(t) for t> 0, so we
impose the non-degeneracy condition or so-called Taylor sign condition1
−∂np0≥λ> 0 on Γ(0) (1.2)
on our initial temperature distribution. Under the above assumptions, we proved in Hadzˇic´ &
Shkoller [29] that (1.1) is indeed well-posed.
1.2. The reference domain Ω and the dimension. For our reference domain, we choose the
unit ball in R2 given by
Ω=B(0,1) := {x∈R2 : |x|< 1},
with boundary Γ=S1 := {x∈R2 : |x|=1}. We shall consider initial domains Ω0 whose boundary Γ0
is a graph over the reference boundary Γ. In order to simplify our presentation, we consider evolving
domains Ω(t) in R2, but as we shall explain in Section 5, our methodology works equally well in any
dimension d≥ 2.
Our choice of the reference domain Ω follows from two considerations. First, we need employ
only one global coordinate system near the boundary Γ, rather than a collection of local coordinate
charts that a more general domain would necessitate, and the use of one coordinate system greatly
simplifies the presentation of our energy identities, that provide very natural estimates for the second-
fundamental form of the evolving free-boundary Γ(t). Second, we shall need quantitative Hopf-type
inequalities in order to bound the term defined in (1.2) from below, and such estimates are available
in a particularly satisfying form in the case of the nearly spherical domains, thanks to the explicit
construction of comparison functions in Oddson [40].
1.3. Notation. For any s≥ 0 and given functions f :Ω→R, ϕ : Γ→R we set
‖f‖s := ‖f‖Hs(Ω) and |ϕ|s := ‖ϕ‖Hs(Γ).
Hs(Ω)′ shall denote the dual space of Hs(Ω), while on the boundary, Hs(Γ)′=H−s(Γ). If i=1,2
then f,i :=∂xif is the partial derivative of f with respect to x
i. Similarly, f,ij :=∂xi∂xjf , etc. For
time-differentiation, ft :=∂tf . Furthermore, for a function f(t,x), we shall often write f(t) for f(t, ·),
and f(0) to mean f(0,x). We use ∂¯ := τ ·∇ to denote the tangential derivative, so that
∂¯f :=∂θf, ∂¯
kf :=∂kθ f ,
where θ∈ [0,2π) denotes the angular component in polar coordinates. The Greek letter α will often
be reserved for multi-indices α=(α1,α2), with ∂
α :=∂α1x1 ∂
α2
x2 and |α|=α1+α2. The identity map on
Ω is denoted by e(x)=x, while the identity matrix is denoted by Id. We use C to denote a universal
(or generic) constant that may change from inequality to inequality. We write X.Y to denote
X≤CY . We use the notation P (·) to denote generic real polynomial function of its argument(s)
with positive coefficients. The Einstein summation convention is employed, indicating summation
over repeated indices. The L2-inner product on Ω is denoted by (·, ·)L2 .
1.4. Fixing the domain. We transform the Stefan problem (1.1), set on the moving domain Ω(t), to
an equivalent problem on the fixed domain Ω. For many problems in fluid dynamics, the Lagrangian
flow map of the fluid velocity provides a natural family of diffeomorphisms which can be used to fix
the domain, but for the classical Stefan problem, we use instead (in the parlance of fluid dynamics)
the so-called Arbitrary Lagrangian-Eulerian (ALE) family of diffeomorphisms; these ALE maps
interpolate between the Lagrangian and Eulerian representations of the equations. For this problem,
we choose a simple type of ALE map, consisting of harmonic coordinates, also known as the harmonic
gauge.
1This type of stability condition dates back to the early work of Lord Rayleigh [44] and Taylor [46] in fluid
mechanics, and appears as a necessary well-posedness condition on the initial data in many free-boundary problems
wherein the effects of surface tension are ignored; examples include the Hele-Shaw cell, the water waves equations
[48], and the full Euler equations in both incompressible [15] and compressible form [18, 17].
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1.4.1. The diffeormorphism Ψ(t). We represent our moving domain Ω(t) as the image of a time-
dependent family of diffeomorphisms Ψ(t) :Ω→Ω(t). In order to define these diffeomorphisms, we
let h(t, ·) : Γ→R denote the signed height function whose graph (over Γ) is the set Γ(t). For ξ∈Γ=S1,
we define the map
Ψ(t,ξ)= (1+h(t,ξ))ξ=R(t,ξ)ξ
which is a diffeomorphism of Γ onto Γ(t) as long as h(t) remains a graph. The outward-pointing
unit normal vector n(t, ·) to the moving surface Γ(t) is defined by
(n◦Ψ)(t,ξ)= (Rξ)⊥θ /|(Rξ)⊥θ | .
We shall henceforth drop the explicit composition with the diffeomorphism Ψ, and simply write
n(t,ξ)= (Rξ)⊥θ /|(Rξ)⊥θ |
for the unit normal to the moving boundary at the point Ψ(t,ξ)∈Γ(t).
Introducing the unit normal and tangent vectors to the reference surface Γ as
N := ξ, τ := ξθ or equivalently N(θ)= (cosθ,sinθ), τ(θ)= (−sinθ,cosθ), (1.3)
we write the unit normal to Γ(t) as
n(t,ξ)=
RN−hθτ√
R2+R2θ
. (1.4)
The evolution of h(t) is then given by
ht= v ·N(θ)− hθ
R
v ·τ(θ). (1.5)
Assuming that the signed height function h(t, ·) is sufficiently regular and remains a graph, we
can define a diffeomorphism Ψ :Ω→Ω(t) as the elliptic extension of the boundary diffeomorphism
ξ 7→ (1+h(ξ,t))ξ, by solving the following Dirichlet problem
∆Ψ=0 in Ω,
Ψ(t,ξ)=R(t,ξ)ξ ξ∈Γ. (1.6)
Since the identity map e :Ω→Ω is harmonic in Ω and Ψ−e=hξ on Γ, standard elliptic regularity
theory for solutions to (1.6) shows that
‖Ψ−e‖Hs(Ω)≤C‖h‖Hs−0.5(Γ) , s> 0.5, (1.7)
so that for h(t) sufficiently small and s large enough, the Sobolev embedding theorem shows that
∇Ψ(t) is close to the identity matrix Id, and by the inverse function theorem, each Ψ(t) is a diffeo-
morphism.
1.4.2. The temperature and velocity variables on the fixed domain Ω. First we introduce the velocity
variable u=−∇p in Ω(t). Next, we introduce the following new variables set on the fixed domain
Ω:
q=p◦Ψ (temperature),
v=u◦Ψ (velocity),
w=Ψt (extension of boundary velocity vector),
A=[DΨ]−1 (inverse of the deformation tensor),
J=detDΨ (Jacobian determinant),
a=JA (cofactor matrix of the deformation tensor).
The relation u=−∇p is then written as vi+Aki q,k=0 for i=1,2. By the chain rule,
qt=pt◦Ψ+(∇p◦Ψ) ·Ψt=pt ◦Ψ−v ·w,
and
∆p◦Ψ=∆Ψq :=Aji (Aki q,k ),j .
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Letting n˜=J−1(R2+R2θ)
1
2n, we see that
n˜i(t,x)=A
k
i (t,x)Nk(x), (1.8)
and equation (1.5) can be written as ht= v · n˜/RJ , where RJ =RJ−1. Note that RJ =RJ−1=
(1+h)J−1 is very close to 1.
1.4.3. The classical Stefan problem set on the fixed domain Ω. The classical Stefan problem on the
fixed domain Ω is written as
qt−Aji (Aki q,k ),j =−v ·Ψt in (0,T ]×Ω , (1.9a)
vi+Aki q,k=0 in [0,T ]×Ω , (1.9b)
q=0 on [0,T ]×Γ , (1.9c)
ht= v ·N−(1+h)−1hθv ·τ on (0,T ]×Γ , (1.9d)
∆Ψ=0 on [0,T ]×Ω , (1.9e)
Ψ=(1+h)N on [0,T ]×Γ , (1.9f)
q= q0> 0 on {t=0}×Ω , (1.9g)
h=h0 on {t=0}×Γ , (1.9h)
where the initial boundary ∂Ω0 is given as a graph over Ω with the initial height function h0, i.e.
∂Ω0= {x∈R2, x=(1+h0(ξ))ξ, ξ∈S1}. Note that Φ=Ψ(0) :Ω→Ω0 is a near identity transforma-
tion, mapping the reference domain Ω onto the initial domain Ω0. The initial temperature function
q0 equals p0 ◦Φ. Problem (1.9) is a reformulation of the problem (1.1).
Henceforth, without loss of generality, we shall assume that the initial domain Ω0 is the unit ball
B1(0) or in other words h0=0. In this case, we set Φ= e, where e :Ω→Ω is the identity map, and
Ψ(t)|t=0= e. In Section 5, we will explain the minor modification required when h0 6=0, as well as
the case that the dimension d=3.
Observe that the boundary condition (1.9d) implies that
Ψt ·n(t)= v ·n(t) on [0,T ]×Γ so that Ψ(t)(Γ)=Γ(t). (1.10)
1.4.4. The energy and dissipation functions. Near Γ=∂Ω, it is convenient to use tangential deriva-
tives ∂¯ :=∂θ with θ denoting the polar angle, while near the origin, Cartesian partial derivatives ∂xi
are natural. For this reason, we introduce a non-negative C∞ cut-off function µ : Ω¯→R+ with the
property
µ(x)≡ 0 if |x|≤ 1/2; µ(x)≡ 1 if 3/4≤|x|≤ 1.
Definition 1.1 (Higher-order norms). The following high-order energy and dissipation functionals
are fundamental to our analysis:
E(t)=E(q,h)(t)
:=
1
2
∑
a+2b≤5
‖µ1/2∂¯a∂bt v‖2L2x+
1
2
2∑
b=0
|(−∂Nq)1/2RJ−1 ∂¯6−2b∂bth|2L2x+
1
2
∑
a+2b≤6
‖µ1/2(∂¯a∂bt q+ ∂¯a∂btΨ ·v)‖2L2x
+
∑
|~α|+2b≤5
‖(1−µ)1/2∂~α∂bt v‖2L2x+
1
2
∑
|~α|+2b≤6
‖(1−µ)1/2(∂~α∂bt q+∂~α∂btΨ ·v)‖2L2x (1.11)
and
D(t)=D(q,h)(t)
:=
∑
a+2b≤6
‖µ1/2∂¯a∂bt v‖2L2x+
2∑
b=0
|(−∂Nq)1/2RJ−1 ∂¯5−2b∂btht|2L2x+
∑
a+2b≤5
‖µ1/2(∂¯a∂bt qt+ ∂¯a∂btΨt ·v)‖2L2x
+
∑
|~α|+2b≤6
‖(1−µ)1/2∂~α∂bt v‖2L2x+
∑
|~α|+2b≤5
‖(1−µ)1/2(∂~α∂bt qt+∂~α∂btΨt ·v)‖2L2x . (1.12)
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Note that the boundary norms of the height function are weighted by
√−∂Nq. We thus introduce
the time-dependent function
χ(t) := inf
x∈Γ
(−∂Nq)(t,x)> 0,
which will be used to track the weighted behavior of h. We will show that E is indeed equivalent to
3∑
l=0
‖∂ltq‖2H6−2l(Ω)+χ(t)
3∑
l=0
|∂lth|2H6−2l(Γ) ,
and that D is equivalent to
‖q‖2H6.5(Ω)+
2∑
l=0
‖∂ltqt‖2H5−2l(Ω)+χ(t)
2∑
l=0
|∂l+1t h|2H5−2l(Γ).
The elliptic operator in the parabolic equation (1.9a) for q has coefficients that depend on A=
[DΨ]−1, which in turn depend on h; hence, the regularity of q is limited (and, in fact, determined)
by the regularity of h on the boundary Γ. Since the regularity of h is given by norms which are
weighted by the factor χ(t), a naive application of elliptic estimates would thus lead to the crude
bound
‖∂ltq‖26.5−2l.
D
χ(t)
, (1.13)
which could a priori grow in time. However, by using the fact that lower-order norms of q have
exponential decay (in time), estimate (1.13) can be improved to yield
‖q‖26.5+‖∂ltqt‖25−2l. e−γtE+D, l=0, . . .,2 (1.14)
for some positive constant γ > 0. This is one of the essential ingredients of our analysis, as (1.14)
will be used to control error terms arising from higher-order energy estimates in Section 3.
In order to capture the exponential decay of the temperature q, we introduce the lower-order
decay norms:
Eβ(t) := e
βt
( 2∑
b=0
‖∂bt q(t)‖2H4−2b(Ω)+
1∑
b=0
‖∂btv‖2H3−2b(Ω)
)
, D(t) :=
2∑
b=0
‖∂bt q(t)‖2H5−2b(Ω), (1.15)
with the constant β denoting a positive real number given by
β :=2λ1−η, (1.16)
where λ1 is the smallest eigenvalue of the Dirichlet-Laplacian on Ω=B1(0) and η is a small positive
constant related to the size of the initial data, which will be made precise below. Note that the
smallness of Eβ in particular implies an exponential decay (in time) estimate for the H
4-norm of
the temperature q(t).
1.4.5. Taylor sign condition or non-degeneracy condition on q0. With respect to q0=p0◦Φ, condi-
tion (1.2) becomes infx∈Γ[−∂Nq0(x)]≥λ> 0 on Γ. For initial temperature distributions that are not
necessarily strictly positive in Ω, this condition was shown to be necessary for local well-posedness
for (1.1) (see [29, 39, 41]). On the other hand, if we require strict positivity of our initial temperature
function2,
q0> 0 in Ω , (1.17)
then the parabolic Hopf lemma (see, for example, [21]) guarantees that −∂Nq(t,x)> 0 for 0<t<T
on some a priori (possibly small) time interval, which, in turn, shows that E and D are norms for
t> 0, but uniformity may be lost as t→0. To ensure a uniform lower-bound for −∂Nq(t) as t→0,
we impose the Taylor sign condition with the following lower-bound3:
−∂Nq0≥C
∫
Ω
q0ϕ1dx, (1.18)
2Condition (1.17) is natural, since it determines the phase: Ω(t)={q(t)>0}.
3When h0 6=0, the unit normal to the initial surface Γ0 is given by N=
(1+h0)ξ−∂θh0τ√
(1+h0)2+∂θh
2
0
where ξ=(cosθ,sinθ) and
τ =(−sinθ,cosθ).
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Here, ϕ1 is the positive first eigenfunction of the Dirichlet-Laplacian, and C> 0 denotes a universal
constant. The uniform lower-bound in (1.18) thus ensures that our solutions are continuous in
time; moreover, (1.18) allows us to establish a time-dependent optimal lower-bound for the quantity
χ(t)= infx∈Γ(−∂Nq)(t,x)> 0 for all time t≥ 0, which will be crucial for our analysis.
1.4.6. Compatibility conditions. The definition of our higher-order energy function E , restricted to
time t=0, requires an explanation of the time-derivates of q and h evaluated at t=0. Specifically,
the values qt|t=0, qtt|t=0, ht|t=0 and htt|t=0 are defined via space-derivatives using equations (1.9a)
and (1.9d). To ensure that the solution is continuously differentiable in time at t=0 we must impose
compatibility conditions on the initial data (such conditions are, of course, only necessary for regular
initial data). By restricting the equation (1.9a) to the boundary at time t=0 and using the fact
that qt(0)=0 on Γ and that A
k
i |t=0= δki , where δki denotes the Kronecker delta which equals 1 if
k= i and 0 otherwise, we obtain the first-order compatibility condition
∆q0=(∂Nq0)
2 on Γ. (1.19)
Upon differentiating (1.9a) with respect to time, and then restricting to Γ at t=0 and using (1.19),
we arrive at the second-order compatibility condition
∆2q0=∆|∂Nq0|2+2∂N (∆q0−|∂Nq0|2)∂Nq0−2|∂NNq0|2 on Γ, (1.20)
where we have used that ht(t,θ)= v · [N(θ)−τ(θ)hθ(1+h)−1].
We note that our functional framework only requires specification of two higher-order compati-
bility conditions (the condition q0=0 on Γ being the zeroth-order condition).
1.4.7. Main result. Our main result is a global-in-time stability theorem for solutions of the classical
Stefan problem for surfaces which are nearly spherical and for temperature fields close to zero. The
notion of “near” is measured by our energy norms as well as the dimensionless quantity
K :=
‖q0‖4
‖q0‖0 . (1.21)
as expressed in the following
Theorem 1.2. Let (q0,h0) satisfy the Taylor sign condition (1.18), the strict positivity assump-
tion (1.17), and the compatibility conditions (1.19), (1.20). Let K be defined as in (1.21). Then
there exists an ǫ0> 0 and a monotonically increasing function F : (1,∞)→R+, such that if
E(q0,h0)< ǫ
2
0
F (K)
, (1.22)
then there exist unique solutions (q,h) to problem (1.9) satisfying
sup
0≤t≤∞
E(q(t),h(t))<Cǫ20,
for some universal constant C> 0. Moreover, the temperature q(t)→0 as t→∞ with bound
‖q‖2H4(Ω)≤Ce−βt,
where β=2λ1−O(ǫ0) and λ1 is the smallest eigenvalue of the Dirichlet-Laplacian on the unit disk.
The moving boundary Γ(t) settles asymptotically to some nearby steady surface Γ¯ and we have the
uniform-in-time estimate
sup
0≤t<∞
|h−h0|4.5.√ǫ0
Remark 1.3. The increasing function F (K) given in (1.22) has an explicit form. For generic
constants C¯,C > 1 chosen in Sections 3 and 4 below,
F (K) :=max{8K2CC¯K2 ,C¯10(lnK)10K20C¯λ1}. (1.23)
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Remark 1.4. The use of the constantK in our smallness assumption (1.22) allows us to determine a
time T =TK when the dynamics of the Stefan problem become strongly dominated by the projection of
q onto the first eigenfunction ϕ1 of the Dirichlet-Laplacian. Explicit knowledge of the K-dependence
in the smallness assumption (1.22) permits the use of energy estimates to show that solutions exist
in our energy space on the time-interval [0,TK ]. For t≥TK, certain error terms (that cannot be
controlled by our energy and dissipation functions for large t) become sign-definite with a good sign.
1.5. A brief history of prior results on the Stefan problem. There is a large amount of
literature on the classical one-phase Stefan problem. For an overview we refer the reader to Fried-
man [23],Meirmanov [39] and Visintin [47]. First, weak solutions were defined by Kamenomost-
skaya [31], Friedman [22], and Ladyzhenskaya, Solonnikov & Ural’ceva [37]. For the one-
phase problem studied herein, a variational formulation was introduced by Friedman & Kinder-
lehrer [24], wherein additional regularity results for the free surface were obtained. Cafarelli [5]
showed that in some space-time neighborhood of points x0 on the free-boundary that have Lebesgue
density, the boundary is C1 in both space and time, and second derivatives of temperature are
continuous up to the boundary. Under some regularity assumptions on the temperature, Lipschitz
regularity of the free boundary was shown by Cafarelli [6]. In related work, Kinderlehrer &
Nirenberg [34, 35] showed that the free boundary is analytic in space and of second Gevrey class
in time, under the a priori assumption that the free boundary is C1 with certain assumptions on the
temperature function. In [7], Caffarelli & Friedman showed the continuity of the temperature
in d dimensions. As for the two-phase classical Stefan problem, the continuity of the temperature
in d dimensions for weak solutions was shown by Caffarelli & Evans [8].
Since the Stefan problem satisfies a maximum principle, its analysis is ideally suited to another
type of weak solution called the viscosity solution. Regularity of viscosity solutions for the two-
phase Stefan problem was established by Athanasopoulos, Caffarelli & Salsa in a series of
seminal papers [3, 4]. Existence of viscosity solutions for the one-phase problem was established by
Kim [32], and for the two-phase problem by Kim & Pozˇar [33]. A local-in-time regularity result
was established by Choi & Kim [11], where it was shown that initially Lipschitz free-boundaries
become C1 over a possibly smaller spatial region. For an exhaustive overview and introduction
to the regularity theory of viscosity solutions we refer the reader to Caffarelli & Salsa [9].
In [36], Koch showed by the use of von Mises variables and harmonic analysis, that an priori C1
free-boundary in the two-phase problem becomes smooth.
Local existence of classical solutions for the classical Stefan problem was established by Meir-
manov (see [39] and references therein) and Hanzawa [30]. Meirmanov regularized the problem
by adding artificial viscosity to (1.1b) and fixed the moving domain by switching to the so-called
von Mises variables, obtaining solutions with less Sobolev-regularity than the initial data. Similarly,
Hanzawa used Nash-Moser iteration to construct a local-in-time solution, but again, with derivative
loss. A local-in-time existence result for the one-phase multi-dimensional Stefan problem was proved
by Frolova & Solonnikov [26], using Lp-type Sobolev spaces. For the two-phase Stefan problem,
a local-in-time existence result for classical solutions was established by Pru¨ss, Saal, & Simonett
[41] in the framework of Lp-maximal regularity theory.
In a related work, local existence for the two-dimensional two-phase Muskat problem (with varying
viscosity and density) was proved byCo´rdoba, Co´rdoba & Gancedo [13] and in three dimensions
in [14]. Their methods rely on a boundary-integral formulation for the Muskat problem, together
with the Taylor sign condition. In a subsequent work [12], various global existence results were
established. An overview can be found in [10].
As to the Stefan problem with surface tension (also known as the Stefan problem with Gibbs-
Thomson correction), global weak solutions (without uniqueness) were given by Almgren & Wang,
Luckhaus, and Ro¨ger [2, 38, 45]. In Friedman & Reitich [25] the authors considered the Stefan
problem with small surface tension, i.e. with σ≪1, whereby (1.1c) is replaced by v=σκ, κ denoting
mean curvature of the boundary. Local existence of classical solutions was studied by Radkevich
[43]; Escher, Pru¨ss, & Simonett [20] proved a local existence and uniqueness result for classical
solutions under a smallness assumption on the initial height function close to the reference flat
boundary. Global existence close to flat hyper-surfaces was proved by Hadzˇic´ & Guo in [28], and
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close to stationary spheres for the two-phase problem in Hadzˇic´ [27] and Pru¨ss, Simonett, &
Zacher [42].
A global stability result for the two-phase classical Stefan problem in a smooth functional frame-
work was also established byMeirmanov [39] for a specific (and somewhat restrictive) perturbation
of a flat interface, wherein the initial geometry is a strip with imposed Dirichlet temperature con-
ditions on the fixed top and bottom boundaries, allowing for only one equilibrium solution. A
global existence result for smooth solutions was given by Daskalopoulos & Lee [19] under the
log-concavity assumption on the initial temperature function, which in light of the level-set reformu-
lation of the Stefan problem, requires convexity of the initial domain (a property that is preserved
by the dynamics).
In [29], we established the local-in-time existence, uniqueness, and regularity for the classical
Stefan problem in L2 Sobolev spaces, without derivative loss, using the functional framework given
by (1.11) and (1.12). This framework is natural, and relies on the geometric control of the free-
boundary, analogous to that used in the analysis of the free-boundary incompressible Euler equations
in Coutand & Shkoller [15, 16]; the second-fundamental form is controlled by a a natural coercive
quadratic form, generated from the inner-product of the tangential derivative of the cofactor matrix
a, and the tangential derivative of the velocity of the moving boundary, and yields control of the
norm
∫
Γ(−∂Nq(t))|∂¯kh|2dx′ for any k≥ 3. The Hopf lemma ensures positivity of −∂Nq(t) and the
Taylor sign condition on q0 ensures a uniform lower-bound as t→0; on the other hand, −∂Nq(t)→0
as t→∞, and so an optimal lower-bound for (−∂Nq(t)) for large t is essential to establish a global
existence and stability theory.
1.6. Methodology and outline of the paper. Our present work builds on our new energy method
for the Stefan problem that we developed in [29]. We obtain global and uniform control of the
geometry of the free-boundary by controlling the weighted boundary-norm supt∈[0,T ]‖
√
χ(t)h‖6 for
all t≥ 0. We are thus able to track the location of the moving free-boundary and measure its
deviation from the initial state; this geometric control is strongly coupled to, and dependent upon,
the exponential-in-time decay of the temperature function to zero.
There exist infinitely many steady states for the classical Stefan problem: for any sufficiently
smooth hypersurface Γ¯⊂Rd, the pair (p¯,Γ¯)≡ (0,Γ¯) forms an equilibrium solution of the Stefan
problem (1.1). This abundance of possible attractors for the long-time behavior of the solution Γ(t)
creates a conceptual difficulty in approaching the question of “asymptotic” convergence.
We address the temporal asymptotics by requiring our initial surface to be a small perturbation
of the reference sphere. We use the energy spaces introduced in [29]; moreover, we do not expect to
observe any decay for the height of the moving surface in this norm. Rather, given the expectation
that the solution does converge to some nearby shape (so that h remains small), we expect the
temperature q(t) to converge to zero exponentially fast, since it is a solution of the nonlinear heat
equation (1.9a). Returning to the definition of the energy space E given in (1.11), we immediately
encounter a potential problem for global-in-time estimates; specifically, the coefficient −∂Nq(t) in
the energy expression
∫
Γ
(−∂Nq(t))|∂¯6h|2dθ is also expected to decay as t→∞ and it is a priori
unclear how to uniformly-in-time control the regularity of the boundary height function h. To
understand the relationship between the decay of q(t) and the smallness of E , we will analyze the
dynamics in three different and coupled regimes.
High-order energy estimates. We do not expect the height function h(t) to decay to 0 as t→∞;
rather, we expect h(t) to remain close to the initial height function h0. Assuming, without loss of
generality, that h0=0, to guarantee the smallness of h−h0=h we will prove that
sup
0≤s≤t
E(s)+
∫ t
0
D(s)ds≤E(0)+ sup
0≤s≤t
P (Eβ) E(s)+δ
∫ t
0
D(s)ds
≤E(0)+O(ǫ0) sup
0≤s≤t
E(s)+δ
∫ t
0
D(s)ds, (1.24)
where P is some polynomial function of the low-norm Eβ . The above estimate yields an a priori
bound on E if ǫ, δ and E(0) are sufficiently small.
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However, to close the higher-order energy estimates and thus obtain (1.24), we must contend with
a very problematic integral (or error term) given by
N :=−
∫ T
0
∫
Γ
∂Nqt |∂¯6h|2dθdt.
Driven by intuition from the linear heat equation, we expect ∂Nqt to decay exactly as fast as −∂Nq.
ComparingN to the energy contribution ∫
Γ
(−∂Nq)|∂¯6h|2 above, we note thatN cannot be controlled
by E , as it is the same order as E . Hence, to bound N , we prove that after a sufficiently long time
has elapsed, the quantity ∂Nqt turns strictly positive and hence N can be bounded from above by
zero. In Lemma 4.2 we will quantify the meaning of “sufficiently long” time t=TK from the previous
sentence, expressing it as a function of the ratio K= ‖q0‖4/‖q0‖0.
More precisely, we break the total time interval into a (possibly long) transient interval [0,TK ]
and [TK ,∞). On the transient time-interval [0,TK ] we do treat N as an error term, and by choosing
E(0) sufficiently small, a straightforward application of a Gronwall-type inequality verifies that the
interval of existence is greater than TK , as explained in our proof of the main theorem (given
Section 4.4). The bound for N grows exponentially with time, and as such, cannot be used to
establish global-in-time estimates. Instead, a significantly more refined analysis is employed on the
time-interval [TK ,∞), wherein we prove in Lemma 4.2 the negativity of N for t=TK and then use
a maximum principle-type argument to guarantee the negativity for all t≥TK.
Exponential decay-in-time of the temperature function q. The last inequality in (1.24) holds only if
Eβ itself remains small; in fact we will prove that as t→∞, ‖q(t)‖24 has the nearly optimal decay
rate
e−(2λ1−Cǫ0)t, (1.25)
where λ1 denotes the smallest eigenvalue of the Dirichlet-Laplacian on the unit disk. Moreover, the
parabolic estimate we prove, will be roughly of the form
∂tEβ+D≤C(ǫ0+‖q0‖4 e
−βt/2
χ(t)1/2
)D, (1.26)
where the norms Eβ and D have been defined in (1.15). A nice consequence of our analysis is that
the potentially growing term, e
−βt/2
χ(t)1/2
, in fact remains small and decays in time. Next, we explain
why this is true.
Lower bound for the velocity of the free boundary. We may think of the presence of the denominator
1
χ(t)1/2
in the estimate (1.26) as a possible obstruction to controlling the regularity of h and thus
potentially preventing uniform ellipticity bounds for the parabolic operator (1.9a). To deal with this
issue, we need a quantitative lower bound on the decay rate of χ(t). Moreover, this lower bound
has to favorably compare to the size of e−βt. With some extra work, such a Hopf-type inequality is
implied by a result of Oddson [40], which leads to the lower-bound
χ(t)& c1e
−(λ1+cǫ0)t, (1.27)
where c> 0 denotes a generic constant, and as before c1=
∫
Ω q0ϕ1 is the first coefficient in the
eigenfunction expansion of the initial datum q0 with respect to the L
2-orthonormal eigenbasis of
the Dirichlet-Laplacian on the unit disk. Finally, combining (1.25) and (1.27), we will show in
Lemma 2.3, that for small initial data,
‖q0‖4 e
−βt/2
χ(t)1/2
.
√
ǫ0e
−γ∗t. (1.28)
for some positive constant γ∗.
Future work. In forthcoming work, we plan to address the Stefan problem on arbitrary domains
diffeomorphic to the unit ball, as well as the case of the two-phase Stefan problem. Furthermore, we
believe that the techniques developed in this paper should provide a general and robust framework
for addressing the global stability questions for related free boundary problems in absence of surface
tension.
10 MAHIR HADZˇIC´ AND STEVE SHKOLLER
Plan of the paper. In Section 2 we introduce the bootstrap assumptions and obtain various a priori
estimates, that allow us to control low norms of the boundary function h as well as the decaying
low-norm Eβ , and also establish the equivalence between the energies and the norms as mentioned
earlier in the introduction (Section 2.5). In Section 3 we state energy identities and then perform
the energy estimates. Finally in Section 4 we prove the main theorem. In Section 5, we discuss the
modifications required for the analysis in three space dimensions, and for initial height functions
h0 6=0. Appendix A is devoted to the proof of the energy identities stated in Section 3. The very
short Appendix B provides a simple proof for the upper bound of ∂Nqt.
2. Bootstrap assumptions and a priori bounds
Let us assume that the solution (q,h) to the Stefan problem (1.9) exists on some time interval
[0,T ], T > 0, which is guaranteed by [29]. With the positive constant ǫ0<ǫ≪1 to be specified later,
we make the following bootstrap assumptions:
(smallness) sup
0≤s≤T
E(s)+
∫ t
0
D(s)ds≤ ǫ2, sup
0≤s≤T
Eβ(s)+
∫ t
0
D(s)ds≤ C˜Eβ(0), (2.29a)
(lower-bound) χ(t)& c1e
−(λ1+η/2)t , (2.29b)
where we the definitions of E , D, Eβ , and D are provided in (1.11), (1.12), and (1.15), respectively.
With β given in (1.16), β=2λ1−η, the bootstrap assumption (2.29b) can be written as χ(t)&
c1e
−(β/2+η)t. Moreover, η> 0 is a fixed small constant and it will be shown in the proof of the main
theorem, Section 4.4, that η must be chosen smaller than 1/
√
C lnK for some universal constant
C. Note that since Eβ(0)≤ ǫ2, (2.29a) implies the decay estimate ‖q‖24≤ ǫ2e−βt. Recall that the
constant c1 in the estimate (2.29b) is defined as
∫
Ωq0(x)ϕ1(x)dx.
We now briefly explain the logic of the proof of global existence that will be carried out in
Section 4. If T is defined to be the maximal time at which the solution (q,h) exists and satisfies
the bootstrap assumptions, the first objective is to show that the bootstrap assumptions (2.29a)
and (2.29b) yield an improved smallness and lower-bound estimates at time T . If T were finite, by
the local-in-time well-posedness theory and continuity of our norms we can extend the solution to
an interval T +T ∗, while preserving the bootstrap assumptions (2.29a) and (2.29b), thus arriving
at contradiction to the definition of T . Hence T must be infinite.
It remains to show that for ǫ chosen small enough, the smallness and the lower-bound estimates can
indeed be improved. In Corollary 2.14 we will show that the assumption (2.29b) is in fact improved,
and in Lemma 4.1 we show that the assumption on Eβ+
∫ T
0 D in (2.29a) is also improved. Finally,
in Section 4.4, we will prove that the smallness of E+∫ t0D assumed in (2.29a) is also preserved.
Thus the smallness regime introduced through (2.29a)–(2.29b) will be shown to remain preserved
by the dynamics of (1.9) for ǫ> 0 chosen sufficiently small.
2.1. Poincare´-type inequality. Because the first eigenfunction ϕ1 of the Dirichlet-Laplacian is
positive in Ω, while the remaining eigenfunctions oscillate about zero, it will be necessary to introduce
a constant into our estimates which gives a measure of the initial temperature distribution in the
first mode of the dynamics. To this end, we will make use of the following
Lemma 2.1. For k≥ 3, let f ∈Hk(Ω)∩H10 (Ω), f :Ω→R+ be a strictly positive function on the
interior of Ω. Let ϕ1 be the first eigenvector of the Dirichlet-Laplacian on the unit ball B1(0)=Ω.
Then there exists a universal constant C∗ such that
‖f‖20≤C∗
(∫
Ω
f(x)ϕ1(x)dx
)‖f‖3.
Proof. We have that ∫
Ω
f2dx≤max
x∈Ω
f(x)
ϕ1(x)
∫
Ω
fϕ1dx.
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Since −∂ϕ1∂N (x)≥ c> 0 for all x∈Γ, the higher-order Hardy inequality (Lemma 1 in [18]) together
with the Sobolev embedding theorem shows that
max
x∈Ω
f(x)
ϕ1(x)
≤C
∥∥∥∥ fϕ1
∥∥∥∥
2
≤C‖f‖3
which proves the lemma. 
Corollary 2.2. Let q0∈H4(Ω)∩H10 (Ω) with q0> 0 in Ω. We consider the eigenfunction expansion
q0=
∑∞
j=1 cjϕj of q0 with respect to the L
2-orthonormal basis {ϕ1,ϕ2, . . .} consisting of the Dirichlet-
Laplacian eigenfunctions on the unit disk B1(0)=Ω. Then, if
‖q0‖4
‖q0‖0 ≤K, it follows in particular that
|cj |
c1
<K, j=1,2, . . .
Lemma 2.3. If the bootstrap assumptions (2.29a), (2.29b) hold, then
E
1/2
β (t)e
−βt/2
χ(t)1/2
≤ C˜
1/2Eβ(0)
1/2e−βt/2
χ(t)1/2
.
√
ǫe−γt/2 (2.30)
where γ= β2 −η> 0.
Proof. By (2.29b), we have that
Eβ(t)
1/2e−βt/2
χ(t)1/2
≤ C e
−βt/2
e−(λ1/2+η/4)t
Eβ(0)
1/2
c
1/2
1
≤ Ce−γt/2 ‖q0‖4
c
1/2
1
≤CK‖q0‖1/24 e−γt/2≤C
√
ǫe−γt/2,
where we have used the fact that c
1/2
1 &
1
K1/2
‖q0‖1/20 and ‖q0‖4.K‖q0‖0. We have also used the
bound K‖q0‖1/24 ≤C
√
ǫ (since ǫ0<ǫ), as well as the smallness assumption (1.22) so that K‖q0‖1/24 .
Kǫ0/F (K)
1/2≤Cǫ. Note that γ is explicitly given by γ=(β2 −η)> 0, and that η≪λ1/2. 
2.2. A priori bounds on h.
Lemma 2.4 (Suboptimal decay bound for ht). Under the bootstrap assumptions (2.29a) and (2.29b),
the following decay bound holds:
|ht|2.5. ǫe−γt/2. (2.31)
Proof. Differentiating equation (1.5), the Sobolev embedding theorem together with the fact that
h≥ 0 (by the maximum principle) show that
|ht|1. |v|W 1,∞+ |h|2|v|2+ |h|1|v|1|h|1
. |v|2+ |h|2|v|2+ |h|1|v|1(|h0|1+ t sup
0≤s≤t
|ht|1),
where we have used the fundamental theorem of calculus for the last inequality. Using the bootstrap
assumption (2.29a), we see that |v(t)|. e−βt, while thanks to Lemma 2.3 and the fact that √E.
ǫ0<ǫ,
|h|2|v|2.√χ|h|2 |v|1√
χ
.
√
Eβ√
χ
√
Ee−βt/2. ǫe−γt/2.
Hence,
sup
0≤s≤t
|ht|1. ǫe−βt/2+ǫe−γt/2
(
1+ sup
0≤s≤t
|ht|1
)
,
and with ǫ> 0 sufficiently small, we see that
sup
0≤s≤t
|ht|1. ǫe−γt/2. ǫ. (2.32)
Taking more derivatives of (1.5), the Sobolev embedding theorem shows that for k=2,3,
|ht|k≤|v|k+
∣∣∣ hθ
1+h
∣∣∣
L∞
|v|k+
∣∣∣ hθ
1+h
∣∣∣
k
|v|L∞ . |v|k+ |hθ|1|v|k+
∣∣∣ hθ
1+h
∣∣∣
k
|v|1, (2.33)
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where we have again used the fact that h≥ 0. Since
∣∣ hθ
1+h
∣∣
k
. |h|k+1(1+P (|h|k−1)), k=2,3,
for some polynomial function P , and since |h|k≤|h0|k+ tsup0≤s≤t |ht|k, we see that∣∣ hθ
1+h
∣∣
k
. |h|k+1
(
1+P (t)P ( sup
0≤s≤t
|ht|k−1)
)
. (2.34)
We now use (2.34) and (2.33) to infer that
|ht|k. |v|k
(
1+ sup
0≤s≤t
|ht|2
)
+ |h|k+1|v|1
(
1+P (t)P ( sup
0≤s≤t
|ht|2)
)
, (2.35)
where we have used |hθ|1. tsup0≤s≤t |ht|2. Interpolating between k=2 and k=3 yields
|ht|2.5. |v|2.5
(
1+ sup
0≤s≤t
|ht|2
)
+ |h|2.5|v|1
(
1+P (t)P ( sup
0≤s≤t
|ht|2)
)
. (2.36)
and as above, Lemma 2.3 provides us with the inequality |h|2.5|v|1. ǫe−γt/2, which together with
the bootstrap assumption (2.29a) shows that
sup
0≤s≤t
|ht|2.5. ǫe−βt/2
(
1+ sup
0≤s≤t
|ht|2.5
)
+ǫe−γt/2
(
1+P (t)P ( sup
0≤s≤t
|ht|2)
)
and therefore with ǫ> 0 sufficiently small,
sup
0≤s≤t
|ht|2.5. ǫe−βt/2+ǫe−γt/2(1+P ( sup
0≤s≤t
|ht|2)), (2.37)
where the polynomial P (t) has been absorbed in some universal constant due to the exponentially
decaying factor e−γt/2. On the other hand, the inequality (2.35) with k=2 together with the estimate
(2.32) shows that |ht|2. ǫ so that with (2.37), we conclude the proof. 
Remark 2.5. Note that the estimate (2.31) can be stated more precisely, by keeping track of constant
c1 on the right-hand side, in which case,
|ht|2.5. ǫ1/2√c1e−γt/2. (2.38)
The proof follows from the last line of the proof of Lemma 2.4 since Eβ(0)
1/2≤K2c1, due to the
bound ‖q‖4≤K‖q0‖≤K2c1. Note that √ǫ on the right-hand side of (2.30) can be replaced by √c1
for the same reason.
Lemma 2.6 (Smallness of the height function). Let c1=
∫
Ωq0ϕ1dx and suppose that the bootstrap
assumptions (2.29a), (2.29b) hold. For ǫ> 0 taken sufficiently small,
sup
0≤s≤t
|h(s)|4.5.
√
ǫ, (2.39)
while for lower-order norms,
sup
0≤s≤t
|h(s)|2.5. c1 and sup
0≤s≤t
|h(s)|4. ǫ1/2c1/41 . (2.40)
Proof. Observe that
|h|22.5≤ 2
∫ t
0
|h|2.5|hs|2.5ds≤ sup
0≤s≤t
|h(s)|2.5
∫ t
0
|hs|2.5ds. sup
0≤s≤t
|h(s)|2.5
∫ t
0
ǫ1/2
√
c1e
−γt/2,
where we have used (2.38) in the last bound. Taking the supremum over the time interval [0,t] we
deduce
sup
0≤s≤t
|h(s)|2.5. ǫ1/2√c1.
Using the well-known interpolation estimate (see, for example, [1])
|f |k≤|f |θl |f |1−θm , θ=
m−k
m− l , l≤k≤m, (2.41)
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with k=3, l=2.5, m=4, and the fact that |√χ∂¯4ht|20 is bounded by E , we have that
|ht|3 . |ht|1/34 |ht|2/32.5 .
E1/6
χ(t)1/6
ǫ1/3c
1/3
1 e
−γt/3
. ǫ2/3c
1/6
1 e
−γ∗t,
where γ∗=− 13γ+ 16 (β2 + η2 )=− 16β+ 5η12 > 0 (by definition, γ=−β2 −η). As a consequence,
|h|23.
∫ t
0
|h|3|ht|3. sup
0≤s≤t
|h(s)|3
∫ t
0
|ht(s)|3ds. ǫ sup
0≤s≤t
|h(s)|3.
Upon taking the supremum over the inetrval [0,t], we finally have that
sup
0≤s≤t
|h(s)|3. ǫ. (2.42)
We can now improve the decay result of Lemma 2.4, first for the quantity |ht|2. Simply using the
bound (2.42), exactly as in the proof of Lemma 2.4 , we infer the improved estimate
|ht|2. ‖v‖2.5(1+ |h|3). c1e−βt/2. (2.43)
As an immediate consequence, we obtain the smallness bound for sup0≤s≤t |h(s)|4:∫
Γ
|∂¯4h|2dθ =
∫ t
0
∫
Γ
∂¯4h∂¯4htdθds=
∫ t
0
∫
Γ
∂¯6h∂¯2htdθds
≤
∫ t
0
|∂¯6h|0|∂¯2ht|0ds.
∫ t
0
( E1/2
χ(s)1/2
c1e
−βs/2)ds
.
∫ t
0
ǫ
√
c1e
−γs/2ds. ǫ
√
c1 . (2.44)
Note that (2.44), in particular, implies the second bound in (2.40). Next, we establish the a priori
smallness of sup0≤s≤t |h(s)|4.5. Thanks to (2.44), we improve the decay bound for |ht|2.5 in an
analogous fashion to the improved decay estimate (2.43) for |ht|2. We obtain |ht|2.5. c1e−βt/2. The
first bound in (2.40) now follows from the fundamental theorem of calculus and the previous bound.
A straightforward interpolation argument for fractional Sobolev spaces on the unit circle Γ, shows
|h|24.5.
∫ t
0
|h|6|ht|3ds. (2.45)
Using the interpolation estimate (2.41), with l=2.5, k=3, and m=5, we see that
|ht|3≤C|ht|4/52.5 |ht|1/55 . (2.46)
Using (2.46) with (2.45), and using the above bound on |ht|2.5, yields
|h|24.5 .
∫ t
0
|h|6|ht|4/52.5 |ht|1/55 ds.
∫ t
0
E1/2
χ(s)1/2
c
4/5
1 e
−2βs/5|ht|1/55 ds
. ǫc
3/10
1
∫ t
0
e−γ¯s|ht|1/55 ds,
where we also used the bootstrap assumption (2.29b). One checks that γ¯=− 2β5 +(β4 + η2 )= 320β− η2 >
0. We thus have
|h|24.5. ǫc3/101
∫ t
0
e−γ¯s/2×
(
e−γ¯s/2|ht|1/55
)
ds.
Ho¨lder’s inequality with p= 109 and q=10 then shows that
|h|24.5 . ǫc3/101
(∫ t
0
(
e−γ¯s/2
)10/9
ds
)9/10(∫ t
0
(e−5γ¯s|ht|25ds
)1/10
. ǫc
3/10
1
(∫ t
0
e−5γ¯s|ht|25ds
)1/10
. ǫ6/5c
1/5
1 ,
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where the last inequality follows from the definition of γ¯ above, the bootstrap assumptions (2.29b)
and (2.29a), and the estimate∫ t
0
e−5γ¯s|ht|25ds.
∫ t
0
1
c1
e−5γ¯s+(β/4+η/2)s inf
Γ
(−∂Nq(s))|ht|25ds
.
∫ t
0
1
c1
e−(β/2+3η)s inf
Γ
(−∂Nq(s))|ht|25ds
.
1
c1
∫ t
0
∫
Γ
(−∂Nq(s))|∂¯5ht|2dθds≤ ǫ
2
c1
.

2.3. Differentiation rules for A. Since A=[DΨ]−1, it follows that
∂tA
k
i =−Akrwr ,sAsi ; ∂¯Aki =−Akr ∂¯Ψr,sAsi .
In particular, a simple application of the above identities and the product rule imply that for any
given a,b∈N,
∂¯a∂btA
k
i =−Akr ∂¯a∂btΨr,sAsi +{∂¯a∂bt , Aki } , (2.47a)
{∂¯m∂nt , Aki } :=
∑
l+l′≥1
al,l′ ∂¯
l∂l
′
t (A
k
rA
s
i )∂¯
m−l∂n−l
′
t Ψ
r,s , (2.47b)
where the term {·, ·} is the commutator error. Here the constants al,l′ are some universal constants,
depending only on m, n, l and l′ (where 0≤ l≤m, 0≤ l′≤n).
2.4. Estimates for ∇Ψ− Id and A− Id. Under assumption (2.29a), the elliptic estimate (1.7)
shows that on the time-interval [0,T ],
‖∇Ψ− Id‖L∞(B1)≤C‖∇Ψ− Id‖1.5≤C|h|2 (2.48)
and for 0≤ s≤ 3,
‖D2Ψ‖s≤C|h|s+1.5 .
Estimate (2.48) implies that
‖A− Id‖L∞(B1)= ‖(Id−∇Ψ)A‖L∞(B1)≤C‖A‖L∞(B1)|h|2;
thus under assumption (2.29a),
‖A− Id‖L∞(B1)≤C|h|2 (2.49)
Note that (2.48) and (2.49) together imply that for 0≤ s≤ 3,
‖DA‖s≤C|h|s+1.5.
Thus, with Lemma 2.6, we have proven the following
Lemma 2.7. With the bootstrap assumptions (2.29a), (2.29b) and for ǫ> 0 taken sufficiently small,
‖∇Ψ− Id‖4+‖A− Id‖4.
√
ǫ.
2.5. High-order derivatives of q. Because our energy function E(t) is formed using only tangential
derivatives in space, the purpose of this section is show that radial derivatives of the temperature q
are also bounded, and thus the full Sobolev norms of the temperature q are controlled by our energy
function, as was explained in the introduction.
We will make use of the heat equation and its time-differentiated variants:
qt−∆Ψq= f0 , (2.50a)
qtt−∆Ψqt= f1 (2.50b)
qttt−∆Ψqtt= f2 , (2.50c)
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where ∆Ψ=A
j
i
∂
∂xj
(
Aki
∂
∂xk
)
and where the forcing functions f0,f1,f2 are given by
f0=−Ψt ·v ,
f1=−(Ψt ·v)t+Aji (∂tAki q,k ),j+∂tAji (Aki q,k ),j ,
f2=−(Ψt ·v)tt+2Aji (∂tAki qt,k ),j+2∂tAji (Aki qt,k ),j+2∂tAji (∂tAki q,k ),j
+∂2tA
j
i (A
k
i qt,k ),j+A
j
i (∂
2
tA
k
i q,k ),j .
We will repeatedly make use of the following elliptic estimate:
Lemma 2.8 (Elliptic regularity with Sobolev-class coefficients). Let q denote the unique H10 (Ω)
solution to
−∆Ψq=F in Ω ,
q=0 on ∂Ω .
Suppose that k> 1, F ∈Hk−1(Ω), and A∈Hk(Ω) satisfying AkiAji ξjξk≥λ|ξ|2 for all ξ∈R2 for some
λ> 0. Then
‖q‖Hk+1(Ω)≤C
[
‖F‖Hk−1(Ω)+‖A‖pHk(Ω)‖F‖L2(Ω)
]
for some power p> 1.
Proof. We provide the details in the course of the proof of Lemma 2.9. 
Lemma 2.9 (Bounding ∂ltq, l=0,1,2,3, by E(t)). With the bootstrap assumptions (2.29a)
and (2.29b) holding, and with ǫ> 0 sufficiently small, there exists a constant C∗ such that
‖qttt‖20+‖qtt‖22+‖qt‖24+‖q‖26≤C∗E .
Proof. Step1. Estimating |httt|0.5. We denote by X (t) the quantity ‖qttt‖20+‖qtt‖22+‖qt‖24+‖q‖26.
Twice time-differentiating (1.9d), we find that
httt= vtt ·N−
[ hθ
1+h
]
tt
v ·τ−2[ hθ
1+h
]
t
vt ·τ− hθ
1+h
vtt ·τ. (2.51)
By the normal trace theorem (see, for example, equation (6.1) in [18]),
|vtt ·N |0.5. ‖∂¯vtt‖20+‖divvtt‖20.
Note that
divvtt=(divΨv)tt+((div−divΨ)v)tt=(qt+v ·Ψt)tt+[(Aki −δki )vi,k ]tt= qttt+Ψttt ·v+R, (2.52)
where the remainder R reads
R=2Ψtt ·vt+Ψt ·vtt+(Aki −δki )ttvi,k+2(Aki −δki )tvit,k+(Aki −δki )vitt,k.
From Lemma 2.6 and 2.3, we obtain the estimate ‖R‖20. ǫE+ǫX . Thus, returning to (2.52) and
using that ‖qttt+Ψttt ·v‖20≤E by (1.11), we get ‖divvtt‖20.E+ǫX and consequently
|vtt ·N |0.5.E+ǫX . (2.53)
As for the last term on the right-hand side of (2.51), we use the tangential trace theorem (see, for
example, equation (6.2) in [18]) to infer that
|vtt ·τ |. ‖∂¯vtt‖20+‖curlvtt‖20.
Since curlΨv=0 (recall v=−∇p◦Ψ), we have curlvtt=[(curl−curlΨ)v]tt. By a similar inequality
as above, using Lemmas 2.6 and 2.3, we obtain the bound ‖[(curl−curlΨ)v]tt‖20. ǫE+ǫX . Together
with (2.53) and ‖∂vtt‖20≤E , this leads to
|vtt ·τ |0.5.E+ǫX .
Together with the smallness of hθ and hθt from Lemma 2.6, the bound |√χ∂¯htt|21≤E and Lemma 2.3,
we finally infer from (2.51) that
|httt|0.5.E+ǫX . (2.54)
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Step 2: L2 estimates for ∂ltq. By the triangle inequality and the definition (1.11) of E(t), we have
that for l=1,2,3,
‖∂ltq‖20≤‖∂ltq+∂ltΨ ·v‖20+‖∂ltΨ ·v‖20
≤E(t)+‖∂ltΨ ·v‖20
.E(t)+‖v‖23‖∂ltΨ‖20.E(t)+ǫ2|httt|20.5
.E(t)+ǫX ,
where we used the Sobolev embedding theorem and (2.54).
Step 3: H2 estimate for qtt. We consider the elliptic equation −∆Ψq= f0−qt. We note that
Lemma 2.7 ensures that AkiA
j
i ξkξj ≥ 12 |ξ|2 for all ξ∈R2. Given that ‖f0−qt‖20.E , elliptic estimates
show that ‖q‖22.E . This, in turn, implies that ‖f1−qtt‖20.E , and elliptic estimates then show
that ‖qt‖22.E . Hence, we have that ‖f2−qttt‖20.E+ǫX , and once again use elliptic estimates to
conclude that ‖qtt‖22.E+ǫX .
Step 4: H4 estimate for qt. Since ‖f0−qt‖22.E , Lemma 2.8 shows that ‖q‖24.E ; thus, ‖f1−qtt‖22.
E+ǫX . Another application of Lemma 2.8 together with Lemma 2.7 then shows that ‖qt‖24.E+ǫX .
Step 5: H6 estimate for q. The elliptic estimates in Steps 3 and 4 made use of Lemma 2.7. To
obtain the H6 estimate for q requires us to improve the elliptic estimate in Lemma 2.8 to be linear
in ‖√χΨ‖6. To this end, we write Ajk=AjiAki and rewrite (2.50a) as
−(Ajkq,k ),j=−qt+f0−Aji ,jAki q,k . (2.55)
Letting ∂¯α act on (2.55), we find that ∂¯αq satisfies
−
[
Aij(∂¯αq),j
]
,i=−∂¯α(Ψt ·v+qt)+
∑
0<β≤α
Cαβ
[
(∂¯βAij)(∂¯α−βq),j
]
,i
−
∑
0≤β<α
Cαβ ∂¯
β
(
Aji ,jA
k
i
)
∂¯α−βq,j ,
where Cαβ are constants from the product rule. Multiplying this equation with ∂¯
αq and integrating-
by-parts, using the fact that ∂¯αq=0 on ∂Ω and that A≥ 1/2, we find that
1
2
‖∂¯αq‖21≤‖∂¯α−1(Ψt ·v+qt)‖0‖∂¯α+1q‖0+
∑
0<β≤α
Cαβ
∥∥∥(∂¯βAij)(∂¯α−βq),j ∥∥∥
0
‖∂¯αq,i‖0
+
∑
0≤β<α
Cαβ
∥∥∥∂¯β(Aji ,jAki
)
∂¯α−βq,j
∥∥∥
0
‖∂¯αq‖0+
∥∥∥∂¯α−1(Aji ,jAki
)
∂¯q,j
∥∥∥
0
‖∂¯αq‖1 . (2.56)
Let us examine the second term on the right-hand side of (2.56). By Young’s inequality, for δ> 0,∑
0<β≤α
Cαβ
∥∥∥(∂¯βAij)(∂¯α−βq),j ∥∥∥
0
‖∂¯αq,i‖0≤ δ‖∂¯αq‖21+Cδ
∑
0<β≤α
Cαβ
∥∥∥∂¯βA ∂¯α−βDq∥∥∥2
0
where Cδ=C/δ. Since ∂¯
5A∼ ∂¯5DΨP (A)+ ∂¯4DΨP (∂¯DΨ,A)+ ∂¯3DΨP (∂¯2DΨ, ∂¯DΨ,A), it thus fol-
lows that for α=4 or 5,
‖∂¯αA‖0≤C‖∂¯α−2(Ψ−e)‖23≤C
|√χh|25.5
χ
.
E
χ
. (2.57)
The linear inequality (2.57) shows that our bootstrap assumptions (2.29a) and (2.29b) imply that
the map h 7→A is linear with respect to these high norms.
We first consider the case that α=4. From (2.57) when α=β=4
‖∂¯αA Dq‖20.
Eβe
−βt
χ
E. ǫe−γtE . (2.58)
The Cauchy-Schwarz inequality, together with the Sobolev embedding theorem, shows that
‖∂¯3A ∂¯Dq‖20 has the same bound. Next, ‖∂¯2A ∂¯2Dq‖20+‖∂¯A ∂¯3Dq‖20. ‖Ψ‖24‖q‖24. ǫe−βtE. ǫe−γtE .
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The first, third, and fourth terms on the right-hand side of (2.56) are estimated in a similar
fashion, so we do not provide the details. Hence, by choosing δ> 0 sufficiently small and employing
Young’s inequality, we find that
‖q‖24+
∑
α≤4
‖∂¯αq‖21.E+ǫX .
To estimate radial derivatives, we use polar coordinates for the disc (with the usual basis er and
eθ). Expressing the components of the matrix A as
A=
[Arr Arθ
Aθr Aθθ
]
,
we may write
div(A ∇q)= r−1(rArrqr)r+r−1(Arθqθ)r+r−1(Arθqr)θ+r−1(r−1Aθθqθ)θ .
It follows that
−Arr∂¯αqrr= r−1(rArr)r∂¯αqr+r−1(Arθ∂¯αqr)r+r−1(Arθ∂¯αqr)θ+r−1(r−1Aθθ∂¯αqθ)θ
− ∂¯α(Ψt ·v+qt)+
∑
0<β≤α
Cαβ
[
(∂¯βAij)(∂¯α−βq),j
]
,i
−
∑
0≤β≤α
Cαβ ∂¯
β
(
Aji ,jA
k
i
)
∂¯α−βq,j , (2.59)
Let ω= {x∈Ω : 12 < |x|< 1}. For α≤ 3, every term on the right-hand side has L2(ω)-norm
bounded by a constant multiple of E . Hence, it follows that∑
α≤3
‖∂¯αq‖22,ω.E+ǫX .
Allowing ∂∂r to act on (2.59), as many as three times, we conclude that
‖q‖25,ω.E+ǫX . (2.60)
We return to the inequality (2.56) and consider the case that α=5. Once again, we focus on
the second term on the right-hand side, the first and third terms being similar (and easier). From
(2.58) ‖∂¯5A Dq‖20. ǫe−γtE . The Cauchy-Schwarz inequality, together with the Sobolev embedding
theorem, shows that ‖∂¯4A ∂¯Dq‖20+‖∂¯3A ∂¯2Dq‖20+‖∂¯2A ∂¯3Dq‖20. ǫe−γtE . Finally, using (2.60),
we conclude ‖∂¯A ∂¯4Dq‖20. ǫ‖v‖24. ǫe−γtE . We conclude that
‖q‖24+
∑
α≤5
‖∂¯αq‖21.E+ǫX .
Then setting α=0 and letting ∂
4
∂r4 act on (2.59) shows that indeed
‖q‖26,ω.E+ǫX .
By using a smooth cut-off function whose support contains Ω\ω, we easily obtain the interior
estimates, and find that ‖q‖26.E= ǫX . Recalling the definition of X and the estimates from Steps
2, 3, and 4, we finally infer X .E , which concludes the proof of the lemma. 
Lemma 2.10 (Bounding ∂ltq, l=0,1,2,3 by D(t)). With the bootstrap assumptions (2.29a)
and (2.29b),and for ǫ> 0 sufficiently small, there exists a γ > 0 such that
2∑
l=0
‖∂ltqt‖25−2l+‖q‖26.5. ǫe−γtE+D. (2.61)
Corollary 2.11. With the bootstrap assumptions (2.29a), (2.29b) and a sufficiently small ǫ> 0,
‖v‖25.5+ |ht|25. ǫe−γtE+D
with γ=β/2−η as defined in Lemma 2.3.
18 MAHIR HADZˇIC´ AND STEVE SHKOLLER
Proof of Corollary 2.11. We write (1.9b) as
v=Dq ·(Id−A)−Dq.
Using the basic estimate from Lemma 2.7, we see that
‖v‖5. (1+
√
ǫ)‖q‖6+E
1
2
β e
−βt/2‖Ψ−e‖6 ,
‖v‖6. (1+
√
ǫ)‖q‖7+E
1
2
β e
−βt/2‖Ψ−e‖7 ,
so that an application of linear interpolation (see, for example, Theorem 7.17 in Adams [1]) provides
the inequality
‖v‖25.5. (1+
√
ǫ)‖q‖26.5+Eβ‖Ψ−e‖26.5 .
Using Lemmas 2.3 and 2.10, it follows that
‖v‖25.5. (1+
√
ǫ)‖q‖26.5+
Eβ(t)e
−βt/2
χ(t)
χ(t)‖Ψ−e‖26.5
. (1+
√
ǫ)‖q‖26.5+
Eβ(t)e
−βt/2
χ(t)
E(t)
. ǫ2e−γtE+D .
Next, using the formula (1.5), we see that
|ht|25.χ(t)|h|26
|v|22.5
χ(t)
+ǫ|v|25
which once again, thanks to Lemmas 2.3 and 2.10, is bounded by a constant multiple of ǫ2e−γtE+
D. 
Proof of Lemma 2.10. Step 1: H1 estimates for ∂ltq. We make use of the identity ∇q= v ·∇Ψ. It
follows that
∇qt= vt ·∇Ψ+v ·∇Ψt
∇qtt= vtt ·∇Ψ+2vt ·∇Ψt+v ·∇Ψtt
∇qttt= vttt ·∇Ψ+3vtt ·∇Ψt+3vt ·∇Ψtt+v ·∇Ψttt .
Employing Ho¨lder’s inequality and the Sobolev embedding theorem,
‖∇qttt‖20. ‖vttt‖20 |h|22+‖vtt‖20 |ht|22+
‖vt‖22
χ
|√χhtt|20+
‖v‖22
χ
|√χhttt|20.D
where we have used Lemma 2.30 for the last inequality. We have similar estimates for qtt, qt, and q
so that
3∑
l=0
‖∂ltq‖21.D. (2.62)
Step 2. H3 estimate for qtt. Just as in the proof of Corollary 2.11, we see that as a consequence of
Lemma 2.9,
2∑
l=0
‖∂ltv‖5−2l.E . (2.63)
Returning to the equation (2.50a), we estimate −Ψt ·v−qt in H1(Ω). By the Sobolev embedding
theorem together with Lemmas 2.4 and 2.3,
‖Ψt‖W 1,∞ . ‖Ψt‖3.
√
ǫe−γt/2 , (2.64)
so that together with (2.63), ‖Ψt ·v‖21. ǫeγtE . Then, with with (2.62),
‖q‖23. ǫe−γtE+D . (2.65)
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Next, we return to (2.50b) and estimate f1−qtt in H1(Ω). By Lemma 2.4, ‖Ψt ·vt‖21. ǫe−γtE ,
while ‖Ψtt ·v‖21. Ee
−βt
χ Eβ . ǫe
−γtE . The estimates (2.62) and (2.65) then show that ‖f1−qtt‖21.
ǫe−γtE+D so that
‖qt‖23. ǫe−γtE+D .
A similar estimate then shows that ‖f2−qttt‖21. ǫe−γtE+D so that from (2.50c),
‖qtt‖23. ǫe−γtE+D .
Step 3. H5 estimate for qt. From (2.63) and (2.64), we see that ‖Ψt ·v‖23. ǫe−γtE+D, so that with
Lemmas 2.7 and 2.8, we have that
‖q‖25. ǫe−γtE+D .
This, in turn, ensures that ‖f1−qtt‖23. ǫe−γtE+D so that
‖qt‖25. ǫe−γtE+D .
Step 4. H6.5 estimate for q. We first look at the estimate (2.56) with α=5. We find that
‖∂¯5q‖1. ‖Ψt ·v‖4+‖qt‖4+
∑
0<β≤5
∥∥∥(∂¯βAij)(∂¯5−βq),j ∥∥∥
0
+
∑
0≤β<5
∥∥∥∂¯β(Aji ,jAki
)
∂¯α−βq,j
∥∥∥
0
+
∥∥∥∂¯4(Aji ,jAki
)
∂¯q,j
∥∥∥
0
(2.66)
For the first term on the right-hand side, we note that with the Sobolev embedding theorem and
Lemma 2.3,
‖Ψt ·v‖k. ‖√χΨt‖k ‖v‖3√
χ
+‖Ψt‖3‖v‖k
.
√
ǫe−γt/2(‖√χΨt‖k+‖v‖k) k=4,5 .
Using the estimate (2.57), we see that
∑
0<β≤5
∥∥∥(∂¯βAij)(∂¯5−βq),j ∥∥∥
0
.
√
ǫe−γt/2(‖√χ(Ψ−e)‖6+‖q‖5)
The last two term on the right-hand side of (2.66) are estimated in the same way so that
‖∂¯5q‖1.
√
ǫe−γt/2(‖√χΨt‖4+‖√χ(Ψ−e)‖6+‖v‖4+‖qt‖4).
Using the formula (2.59), we find that
‖q‖6.
√
ǫe−γt/2(‖√χΨt‖4+‖√χ(Ψ−e)‖6+‖v‖4+‖qt‖4)+‖qt‖4 . (2.67)
The identical procedure with α=6 then yields
‖q‖7.
√
ǫe−γt/2(‖√χΨt‖5+‖√χ(Ψ−e)‖7+‖v‖5+‖qt‖5)+‖qt‖5 . (2.68)
Linear interpolation between (2.67) and (2.68), we have that
‖q‖6.5.
√
ǫe−γt/2(‖√χΨt‖4.5+‖√χ(Ψ−e)‖6.5+‖v‖4.5+‖qt‖4.5)+‖qt‖4.5
. ǫe−γt/2E1/2+D1/2 .

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2.6. Lower bound on χ(t). The heat equation (1.9a) for q can be rewritten as
qt−akjq,kj−bkq,k=0 in Ω, (2.69a)
q=0 on Γ, (2.69b)
q(0, ·)= q0> 0 in Ω (2.69c)
where the coefficient matrix a=(akj)k,j=1,2, and the vector b=(b1,b2) are explicitly given by:
akj :=A
k
iA
j
i ; bk :=A
k
i,jA
j
i +A
k
iΨ
i
t. (2.70)
We first quote a theorem from [40], that will play an important role in producing quantitative bounds
from below for χ(t).
Lemma 2.12 (Oddson’s Theorem 2 in [40]). Let q∈C1,2(Ω) be a supersolution to (2.69) in the unit
disc Ω=B1(0), and let 0<α≤ 12 be the normalized ellipticity constant satisfying
ajkξjξk≥α
(
a11+a22
)|ξ|2
for any real vector ξ=(ξ1,ξ2). Moreover, let us introduce the quantities
k0(T ) := inf
Ω×[0,T ]
1
a11+a22
, β(T ) := sup
Ω×[0,T ]
b ·x.
Let Jµ denote the Bessel function of the first kind of order µ and ξ0 its first positive zero. If we
define
µ=
β+1
2α
−1, λ= αξ
2
0
k0
,
then there exists a positive constant m satisfying
q(t,x)≥mρe−λt,
in B1(0)× [σ,∞[, where ρ stands for the distance from x to the boundary Γ and σ is an arbitrary
small time.
Remark 2.13 (Optimal decay rate for solutions of the heat equation). If we set A= Id, then
problem (2.69) turns into the initial-boundary value problem for the linear heat equation. In this
case k0=
1
2 , α=1/2, β≡ 0, µ= 0+11 −1=0, and λ= ξ20 , where ξ0 stands for the first positive zero of
J0(ξ). In particular, if q
heat denotes the associated solution, then the above lemma implies that
χheat(t) := inf
x∈Γ
(−∂Nqheat(t,x))& e−ξ20t,
which is the optimal decay rate in the case of the linear heat equation, as the lowest positive eigenvalue
of the Dirichlet-Laplacian on the two-dimensional disk corresponds exactly to
λ1= ξ
2
0 .
Corollary 2.14 (Lower-bound for χ(t)). Under the bootstrap assumptions (2.29a) and (2.29b) with
ǫ small enough, there exists a universal constant C> 0 such that
χ(t)& c1e
−(λ1+λ˜(t))t,
where c1=
∫
Ωq0ϕ1dx is the first coefficient in the eigenfunction expansion of the initial datum q0 with
respect to the L2 ortho-normal basis {ϕ1,ϕ2, . . .} of the eigenvectors of the Dirichlet-Laplacian on
B1(0), i.e q0= c1ϕ1+c2ϕ2+ . . .. Moreover, λ˜(t)≥ 0 satisfying λ˜(t)≤Cǫ for some positive constant
C. In particular, with ǫ> 0 sufficiently small so that Cǫ<η/4, we obtain the improvement of the
bootstrap bound (2.29b) given by χ(t)& c1e
−(λ1+η/4)t.
Proof. The proof of Oddson’s Theorem 2 in [40] (Lemma 2.12) relies on the construction of a
comparison function of the form v(t,r)= r−µJµ(ξ0r)e−λt, where λ,µ,ξ0 are given in the statement
of Lemma 2.12, Jµ is a Bessel function of the first kind and r= |x| is the radial coordinate. The
first property of v which is important for the proof is that v vanishes at the spatial boundary Γ and
approaches it like c(1−r)e−λt as r→1. This is a consequence of the fact that limr→1 Jµ(ξ0r)rµ(1−r) = c for
some constant c> 0, a well known property of Bessel functions. The second important property is
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that v is a subsolution for (2.69) (and it is constructed with the help of maximal Pucci operators as
explained in detail in [40]).
The goal is to prove that for any arbitrarily small time σ> 0 there exists a strictly positive
constant δ(σ)> 0 such that q−δv is a positive supersolution to the parabolic problem (2.69) on the
time interval [σ,∞[. The desired lower bound for q then follows from the weak maximum principle.
Since v is a subsolution, it follows that for any δ> 0, q−δv is a supersolution. The positivity
of q−δv at t=σ follows from the parabolic Hopf lemma, from which we infer the existence of a
constant δ(σ) such that qv >δ(σ) uniformly over Ω¯. Note that we have used the fact that v(σ,r)
behaves like C(1−r) near the boundary Γ for some positive constant C. Therefore it follows that
the constant m in the statement of Lemma 2.12 a priori depends on the time σ> 0, and moreover,
m is proportional to the lower bound for −∂q/∂N |t=σ on Γ.
From the proof of the parabolic Hopf lemma (see for instance Theorem 3.14 in [21]), the value
−∂q/∂N |t=σ is proportional to the minimal value of the temperature q on a space-time region of the
formKσ :=B1−Cσ× [σ/2,3σ/2], divided by σ (which is roughly the distance ofKσ from the parabolic
boundary of Ω× [0,2σ]). Note that, unlike the elliptic case, we are forced to take into account the
time-dependence of the solution and in particular the region Kσ cannot be chosen uniformly for all
times, but only for times greater or equal some arbitrarily small σ> 0. However, our solution is
continuous all the way to t=0 and we do nevertheless obtain a lower bound for all times due to the
Taylor sign condition; namely, due to (1.18),
−∂Nq0= −∂Nq0
c1
c1& c1.
Note however that if we define the dimensionless quantity L=(−∂Nq0)/c1> 0 and assume no uni-
versal bound on L from below, the only modification in the statement of the main theorem will be
that the smallness condition on initial data (1.22) will additionally depend on L.
As to the bound on λ˜, note that the exponent λ=λ((aij),(bi)) depends on the coefficients
(aij)i,j=1,2 and (bi)i=1,2 through the relationship λ=αξ
2
0/k0. Since k0 and ξ0 vary continuously
as the coefficients are varied, it proves that λ depends continuously on the coefficients aij ,bi of
the parabolic operator. On the other hand, by Remark 2.13 it follows λ|aij=δij ,bi=0=λ1. As a
consequence
|λ˜(t)|= |λ(t)−λ1|≤C(‖A− Id‖L∞ ,‖b‖L∞)=O(‖D2(Ψ−e)‖L∞ ,‖Ψt‖L∞).

3. Energy identity and the higher-order energy estimate
3.1. The energy identity. Much of our analysis is founded on basic higher-order energy identities
for the classical Stefan problem. These identities provide the geometrical control of the evolving
phase boundary, which in turn controls the decay of the temperature function; moreover, these
identities explain our definition of the higher-order energy function E and the dissipation function
D.
Proposition 3.1 (Energy identity). With R=1+h and RJ =RJ
−1, sufficiently smooth solutions
to the classical Stefan problem satisfy
d
dt
E(t)+D(t)=
3∑
j=0
(∫
Γ
(−∂Nqt)R2J |∂¯6−2j∂jt h|2+
∫
Ω
(Rj+R˜j)+
∫
Γ
Gj
)
+
3∑
j=1
(∫
Ω
(Sj+ S˜j)+
∫
Γ
Hj
)
, (3.71)
where the error terms Rj, R˜j, Sj, S˜j, Gj, and Hj are given by (A.14), (A.15),
(A.23), (A.27), (A.16), and (A.24), respectively.
The proof is provided in Appendix A.
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Remark 3.2. On the right-hand side of (3.71), we have isolated the error term
GHopf =
∫
Γ
(−∂Nqt)R2J |∂¯6−2j∂jth|2dx′, (3.72)
from the other boundary-integral error terms Gj and Hj; indeed, GHopf can only be thought of as an
“error term” on a transient time-interval, for after a sufficiently large time, we will no longer be
able to control GHopf via energy methods, and instead, we have to rely upon a Hopf-type argument
to prove that GHopf < 0.
3.2. Energy estimates. To control some of the highest-order error terms in our energy estimates,
we shall make use of the following technical lemma, whose proof is given in [15] and [16].
Lemma 3.3. Let H
1
2 (Ω)′ denote the dual space of H
1
2 (Ω). There exists a positive constant C such
that
‖∂¯F‖ 1
2 (Ω)′
≤C‖F‖
H
1
2 (Ω)
for F ∈H 12 (Ω).
As a consequence of the energy identity (3.71), we can establish our fundamental energy inequality.
Proposition 3.4 (The energy estimate). Suppose that the bootstrap assumptions (2.29a) and (2.29b)
hold with ǫ> 0 and η> 0 sufficiently small. Letting K= ‖q0‖4‖q0‖0 ,
sup
0≤s≤t
E(s)+ 1
2
∫ t
0
D(s)ds≤E(0)+CK2
∫ t
0
eηsE(s)ds+O(√ǫ) sup
0≤s≤t
E(s) for t∈ [0,T ] . (3.73)
Proof. Throughout the proof, we will rely on the a priori bounds of Section 2; in particular, we will
often make use of Lemmas 2.3, 2.6, 2.9, and 2.10.
Step 1. The estimate for GHopf in (3.72) We claim that
|GHopf |≤CK2
∫ t
0
eηsE(s)ds. (3.74)
Note that∣∣∣
∫ t
0
∫
Γ
(−∂Nqt)R2J
∣∣∂¯6h∣∣2∣∣∣≤C∣∣∣
∫ t
0
∫
Γ
(−∂Nqt)
−∂Nq (−∂Nq)
∣∣∂¯6h∣∣2∣∣∣≤C
∫ t
0
∣∣∣ ∂Nqt−∂Nq
∣∣∣
L∞
E(s)ds.
In order to bound the term
∣∣∂N qt
∂N q
∣∣, we need a decay estimate for the numerator |∂N qt|. The Sobolev
embedding theory would yield the bound |∂Nqt|L∞ . ‖qt‖2+δ for δ> 0, but by definition of our decay
norm Eβ , it is only the H
2(Ω)-norm of qt for which we have the desired decay. Thus, we arrive at
the decay estimate for qt by using a comparison principle together with Theorem 1 in Oddson [40];
indeed, in Appendix B, we prove that
|∂Nqt|L∞ .K2c1e−βt/2. (3.75)
It then follows from the bootstrap assumption (2.29b) that
∣∣∣ ∂Nqt(s)−∂Nq(s)
∣∣∣
L∞
≤ CK
2c1e
−(λ1−η/2)s
c1e−(λ1+η/2)s
≤CK2eηs ,
which, in turn, establishes (3.74).
Step 2. Estimates for Rj , R˜j, and Gj in (3.71). Our objective will be to show that∣∣∣
∫ t
0
∫
Ω
(Rj+R˜j)+
∫ t
0
∫
Γ
Gj
∣∣∣≤O(√ǫ) sup
0≤s≤t
E(s)+δ
∫ t
0
D(s), for j=0, . . .3. (3.76)
We establish (3.76) for the most difficult case, j=0. The case when j=1, 2, or 3 can then be
proven in a similar fashion. The proof for j=0 is divided into three parts, and we shall begin with
the term R0.
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Estimates for the integral
∫
Ω
R0. As derived in (A.9), the term R0 can be written as
R0 :=µ
5∑
l=1
cl∂¯
lAki ∂¯
6−lq,k∂¯6vi
︸ ︷︷ ︸
=:I1
+(µq,kA
s
iA
k
r ),s ∂¯
6Ψrκ∂¯
6vi︸ ︷︷ ︸
=:I2
+µ{∂¯6,Aki }q,k∂¯6vi︸ ︷︷ ︸
=:I3
+µAsi ∂¯
6ΨrAkrq,k {∂¯6,∂s}vi︸ ︷︷ ︸
=:I4
−(µAki ),k ∂¯6q∂¯6vi︸ ︷︷ ︸
=:I5
−µAki {∂¯6,∂k}q∂¯6vi︸ ︷︷ ︸
=:I6
−µ
6∑
l=1

cl∂¯lAki ∂¯6−lvi,k (∂¯6q+ ∂¯6Ψ ·v)︸ ︷︷ ︸
=:I7
+dl∂¯
6−lw · ∂¯lv (∂¯6q+ ∂¯6Ψ ·v)︸ ︷︷ ︸
=:I8
− ∂¯6Ψ ·vt
(
∂¯6q+ ∂¯6Ψ ·v)︸ ︷︷ ︸
=:I9

. (A.9)
Estimate of
∫
ΩI1. For the extremal case l=5,∣∣∣
∫
Ω
∂¯5Aki ∂¯q,k ∂¯
6vi
∣∣∣≤‖∂¯5Aki ‖L4‖∂¯q,k‖L4‖∂¯6vi‖0
. ‖Ψ− Id‖6.5‖∂¯q,k ‖0.5‖∂¯6vi‖0
. |h|6‖q‖4‖∂¯6vi‖0
.
‖q‖4
χ(t)1/2
E1/2D1/2
≤ C
δ
e−γtǫE+δD,
where we have used Ho¨lder’s inequality and the Sobolev embedding theorem, as well as Young’s
inequality together with Lemma 2.3 for the last inequality.
If l=4, then Lemmas 2.6 and 2.10 and Corollary 2.11 show that∣∣∣
∫
Ω
∂¯4Aki ∂¯
2q,k ∂¯
6vi
∣∣∣ ≤ ‖∂¯4Aki ‖0‖∂¯2q,k ‖L∞‖∂¯6vi‖0. |h|4.5‖q‖4.5D1/2
. ǫ(‖q‖24.5+D). ǫ(ǫe−γtE+D). ǫ2e−γtE+ǫD.
The case when l=1,2 or 3 are estimated in the same way and yield the same bound.
Estimates of
∫
Ω
Ik for k=2,3,4,5. The following estimate holds:∣∣∣
∫
Ω
I2+I3+I4+I5
∣∣∣. C
δ
ǫe−γtE+δD.
For the integral of I2, an application of an L
∞-L2-L2 Ho¨lder’s inequality together with Lemmas 2.3
and 2.6 leads to ∣∣∣
∫
Ω
I2
∣∣∣. ‖(µq,kAsiAkr ),s‖L∞‖∂¯6Ψr‖0‖∂¯6vi‖0
. ‖µAsiAkr‖W 1,∞‖q‖3
E1/2
χ1/2
D1/2. C
δ
e−γtǫE+δD.
The estimates for terms I3, I4, I5, and I6 are established in the same manner. Note that the
commutator {∂¯6,Aki }q,k in I3 is defined in (2.47b) and has at most five derivatives acting on q,k;
moreover, the expression {∂¯6,∂k}f = ∂¯6∂kf−∂k∂¯6f is of the form
∑
1≤|α|≤6aα∂αf , where the aα
are smooth uniformly bounded functions on the set ω= {x∈Ω∣∣ 12 ≤|x|≤ 1}.
Estimate
∫
Ω
I7. We first consider the case that l=6, and write∫
Ω
∂¯6Aki v,
i
k
(
∂¯6q+ ∂¯6Ψ ·v)=
∫
Ω
∂¯6Aki v,
i
k ∂¯
6q︸ ︷︷ ︸
J1
+
∫
Ω
∂¯6Aki v,
i
k ∂¯
6Ψ ·v︸ ︷︷ ︸
J2
.
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Thanks to Lemma 3.3, we see that J1≤‖∂¯5A‖0.5‖Dv∂¯6q‖0.5. By linear interpolation and the
Sobolev embedding theorem, ‖Dv∂¯6q‖0.5. ‖v‖3‖q‖6+‖v‖2.5‖q‖6.5. ‖v‖3‖q‖6.5. It thus follows that
J1. |h|6‖5.5‖v‖3‖q‖6.5. C
δ
|h|26‖v‖23+δ‖q‖26.5.
CEEβe−βt
δχ(t)
. δD+ǫe−γtE+δ(ǫe−γtE+D),
for some positive constant γ> 0, where we have employed Lemmas 2.3 and 2.10 with Corollary 2.11.
As for the integral of J2, we again use Lemma 3.3 to deduce that∣∣∣
∫
Ω
∂¯6Aki v,
i
k ∂¯
6Ψ ·v
∣∣∣≤‖∂¯5Aki ‖0.5‖v,ik ∂¯6Ψ ·v‖0.5. ‖v‖22.5‖Ψ− Id‖26.5. e−βtEβ Eχ(t) . ǫe−γtE ,
where γ> 0 is given by Lemma 2.3. Now for the case that l=5 in the integral of the term I7, it
follows that∣∣∣
∫
Ω
∂¯5Aki ∂¯v,
i
k (∂¯
6q+ ∂¯6Ψ ·v)
∣∣∣≤‖∂¯5Aki ‖L4‖∂¯v,ik ‖L4‖∂¯6q+ ∂¯6Ψ ·v‖0
. ‖∂¯5Aki ‖0.5‖∂¯v,ik ‖0.5‖∂¯6q+ ∂¯6Ψ ·v‖0.
E1/2
χ(t)1/2
‖v‖2.5E1/2.
E
1/2
β e
−βt/2
χ(t)1/2
E.√ǫe−γtE ,
where we used Lemma 2.3 again and the fact that (by definition of E), ‖∂¯6q+ ∂¯6Ψ ·v‖20.E . Hereby
we used the estimate (2.30). The remaining cases l=1,2,3,4 follow analogously and the estimates
rely on a systematic use of Lemmas 2.3, 2.6, 2.10, and Corollary 2.11.
Estimate of
∫
ΩI8. For the case that l=1 or 2, we have that∣∣∣
∫
Ω
∂¯6−lw · ∂¯lv(∂¯6q+ ∂¯6Ψ)∣∣∣. ‖∂¯6−lw‖0‖∂¯lv‖L∞‖∂¯6q+ ∂¯6Ψ ·v‖0. D1/2
χ(t)1/2
E
1/2
β e
−βt/2E1/2
.
ǫe−γt
δ
E+δD ,
while for the case that l=3,4,5 or 6,∣∣∣
∫
Ω
∂¯6−lw · ∂¯lv(∂¯6q+ ∂¯6Ψ ·v)∣∣∣. ‖∂¯6−lw‖L∞‖∂¯lv‖0‖∂¯6q+ ∂¯6Ψ ·v‖0. ǫD,
where we used the Sobolev embedding H1+δ →֒L∞ and Lemma 2.6.
Estimate of
∫
ΩI9. We see that∣∣∣
∫
Ω
∂¯6Ψ ·vt(∂¯6q+ ∂¯6Ψ ·v)
∣∣∣. ‖∂¯6Ψ‖0‖vt‖L∞‖(∂¯6q+ ∂¯6Ψ ·v)‖0. E1/2
χ(t)1/2
E
1/2
β e
−βt/2E1/2.√ǫe−γt/2E ,
with the decay rate γ> 0 given in Lemma 2.3.
Estimate of
∫
Ω R˜1. In the same manner, we find that
∣∣∣∫Ω R˜1
∣∣∣. ǫe−γtE+δD.
Estimate of the boundary integral
∫
Γ
G0. We begin with the formula (A.10) (whereby we recall (1.8)
n˜=AN =
√
R2+R2θn).
G0=−∂Nq∂¯6Ψ · n˜∂¯6Ψ · n˜t︸ ︷︷ ︸
K1
−∂Nq d
dt
[
R∂¯6h
(−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aξ ·(hξ−hθT )
)]
︸ ︷︷ ︸
K2
+∂Nq
d
dt
[(−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aξ ·(hξ−hθT )
)2]
︸ ︷︷ ︸
K3
+
6∑
l=1
al(−∂Nq)∂¯6Ψ · n˜∂¯6−l(v−w) · ∂¯ln˜
︸ ︷︷ ︸
K4
.
(A.10)
Estimate of
∫
Ω
K1. Note that∣∣∣
∫
Γ
∂Nqt∂¯
6Ψ · n˜∂¯6Ψ · n˜t
∣∣∣. |∂Nqt|L∞ |n˜t|L∞ |∂¯6Ψ|20. |∂Nqt|1|ht|2 Eχ(t) .Eβ
e−βt
χ(t)
E. ǫe−γtE ,
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where we used the trace theorem and Lemma 2.3.
Estimates of
∫
ΩK2 and
∫
ΩK3. These two integrals are lower-order and thanks to Lemmas 2.6
and 2.3 are bounded by ǫe−γtE+δD. Note that |J |=1+O(ǫ) remains close to 1 due to the a priori
smallness bounds from Lemma 2.6.
Estimate of
∫
ΩK4. The estimate of
∫
ΩK4 requires some explanation, as it has the largest derivative
count in G0. In Appendix A, we derive the identity
∂¯6Ψ · n˜=RJ ∂¯6h−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aξ ·(hξ−hθτ), (3.77)
where we recall that τ is the unit tangent defined by (1.3) and RJ =RJ
−1. Substitution of (3.77)
in the integral
∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6−l(v−w) · ∂¯ln˜ then yields∣∣∣
∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6−l(v−w) · ∂¯ln˜
∣∣∣. ∣∣∣
∫
Γ
(−∂Nq)∂¯6−l(v−w) · ∂¯ln˜
∣∣∣
+
∣∣∣
∫
Γ
(−∂Nq)O(∂¯5h) · n˜∂¯6−l(v−w) · ∂¯ln˜
∣∣∣+ ∣∣∣
∫
Γ
(−∂Nq)R∂¯6h∂¯6−l(v−w) · ∂¯ln˜
∣∣∣. (3.78)
The first and the second integrals on the right-hand side of (3.78) are easily estimated using Ho¨lder’s
inequality and the Sobolev embedding theorem, while the third integral on the right-hand side
of (3.78) requires some care due to the presence of ∂¯6h. If l=1 or l=2, then
∣∣∣
∫
Γ
(−∂Nq)R∂¯6h∂¯6−l(v−w) · ∂¯ln˜
∣∣∣≤|√−∂Nq∂¯6h|0|√−∂NqR|L∞(|∂¯4v|1+ |∂¯4ht|1)|∂¯ln˜|L∞
.E1/2‖q‖1/22 (ǫe−γt/2E1/2+D1/2)ǫ. ǫ2P (E ,Eβ)e−γtE+δD,
where we have used Corollary 2.11, Lemma 2.6, and then Young’s inequality for the last estimate.
The case that l=3, 4, or 5 follows similarly from Lemmas 2.3, 2.6, and 2.10. The case l=6 appears
problematic because of the term ∂¯6n˜ ·τ which, modulo coefficients, is essentially ∂¯7h, one derivative
more than appears in E . The integral is, however, easily estimated thanks to the presence of an
exact derivative, formed from the integrand ∂¯7h ∂¯6h.
We set Jh=
√
R2+h2θ and write the unit tangent to Γ(t) as t=J
−1
h (Rτ+hθN). A simple com-
putation shows that
nθ=J
−2
h (R
2+2h2θ+Rhθθ)t .
Since v−w= t ·(v−w)t on Γ, we see that ∂¯6n ·(v−w)= t ·(v−w) ∂¯6n · t. We then write
∂¯6n˜ ·(v−w)= g1 ∂¯7h+g2,
where g1= t ·(v−w)J−2h R, and where g2 is a lower-order term in v−w and has at most six tangential
derivatives on h. We then write∫
Γ
(−∂Nq)R∂¯6h(v−w) · ∂¯6n˜=
∫
Γ
(−∂Nq)Rg1 ∂¯6h∂¯7h+
∫
Γ
(−∂Nq)R∂¯6hg2
=−1
2
∫
Γ
∂¯[(−∂Nq)Rg1] |∂¯6h|2+
∫
Γ
(−∂Nq)R∂¯6hg2
Arguing in a similar fashion as for the case that l=1 or 2, we see that∣∣∣
∫
Γ
(−∂Nq)R∂¯6h(v−w) · ∂¯6n˜
∣∣∣.√ǫe−γtE .
Step 3. Estimates for Sj , S˜j, Hj in (3.71). We next prove that
∣∣∣
∫ t
0
∫
Ω
(Sj+ S˜j)+
∫ t
0
∫
Γ
Hj
∣∣∣≤O(√ǫ) sup
0≤s≤t
E(s)+δ
∫ t
0
D(s), j=1,2,3. (3.79)
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We will analyze the case that j=1, as the estimates for the case that j=2 or 3 follow in the same
manner. We begin with the definition of S1 given in (A.23) as
S1 :=
∑
0<a+b<6
a≤5,b≤1
cabµ∂¯
a∂btA
k
i ∂¯
5−a∂1−bt q,k∂¯
5vi+S′1
−
5∑
l=1
dlµ∂¯
5−lΨt · ∂¯lv
(
∂¯5qt+ ∂¯
5Ψt ·v
)− 5∑
l=1
clµ∂¯
lAki ∂¯
5−lvi,k
(
∂¯5qt+ ∂¯
5Ψt ·v
)
, (A.23)
where S′1 is a lower-order term given by
S′1 = (µq,kA
s
iA
k
r ),s ∂¯
5Ψrt ∂¯
5vi+{∂¯5∂t,Aki }q,k∂¯5vi+{∂¯5Akt,i}q,k∂¯5vi+µAsi ∂¯5ΨrtAkrq,k {∂¯5,∂s}vi
−(µAki ),k ∂¯5qt∂¯5vi+µAki ∂¯5∂jt q{∂¯5,∂k}vi+µAki {∂¯5,∂k}∂tq∂¯5vi
Most of the estimates are completely standard and we focus on the more problematic terms, char-
acterized by the highest number of derivatives applied to two out of the three terms in our cubic
integrands. For illustration, in the first term on the right-hand side of (A.23) we analyze the cases
(b=0,a=1) and (b=0,a=5). If (b=0,a=1) then we first integrate-by-parts and an L∞-L2-L2
Ho¨lder’s inequality to find that∣∣∣
∫
Ω
∂¯Aki ∂¯
4∂tq,k∂¯
5vi
∣∣∣ = ∣∣∣
∫
Ω
∂¯2Aki ∂¯
3∂tq,k∂¯
5vi+
∫
Ω
∂¯Aki ∂¯
3∂tq,k∂¯
6vi
∣∣∣
≤ ‖∂¯Aki ‖W 1,∞‖∂¯3∂tq,k‖0(‖∂¯5vi‖+‖∂¯6v‖0)
≤ |h|3.5‖qt‖4(‖∂¯5vi‖+‖∂¯6v‖0). ǫD,
where Lemmas 2.3 and 2.10 have been used. If (b=0,a=5) then
∣∣∣
∫
Ω
∂¯5Aki ∂tq,k∂¯
5vi
∣∣∣≤|h|6‖qt‖2‖∂¯5v‖0≤ E1/2
χ(t)1/2
Eβ(t)
1/2e−βt/2D1/2. ǫe
−γt
δ
E+δD,
where we used Lemmas 2.3, 2.6, and 2.9. The remaining estimates in the expressions (A.23)
and (A.26) for S1 and S˜1 follow in the identical manner. As to the boundary integral of H1,
we state the formula for the integrand derived in (A.24) as
H1 :=2∂Nq∂¯5htRJ
4∑
a=0
∂¯aht∂¯
5−aξ · n˜+
4∑
l=1
al(−∂Nq)∂¯5Ψ · n˜∂¯5v · n˜∂¯5−l(v−w) · ∂¯ln˜. (A.24)
We consider the boundary integral of the first term on the right-hand side. We begin with the
interpolation bound
|ht|4≤|ht|1/23 |ht|1/25 .
√
ǫ
D1/4
χ(t)1/4
, (3.80)
where we have used (2.46) to bound |∂¯3ht| and the definition of D given in (1.12). If a=4 in the
first term of the right-hand side of (A.24), then∣∣∣
∫
Γ
∂Nq∂¯
5htRJ ∂¯
4ht∂¯ξ · n˜
∣∣∣ = 1
2
∣∣∣
∫
Γ
∂Nq∂¯(|∂¯4ht|2)RJ ∂¯ξ · n˜
∣∣∣
.
∣∣∣
∫
Γ
∂¯(∂Nq∂¯ξ · n˜)|∂¯4ht|2
∣∣∣. ‖q‖4ǫ D1/2
χ(t)1/2
. ǫ3/2e−γtD1/2
. ǫ3/2e−2γt+ǫ3/2D,
where we have once again used Lemma 2.3 in second inequality, the estimate (3.80), and Young’s
inequality. If a∈{0,1,2,3} then∣∣∣
∫
Γ
∂Nq∂¯
5htRJ ∂¯
aht∂¯
5−aξ · n˜
∣∣∣ . |∂Nq|L∞ |∂¯5ht|0|RJ |L∞ |∂¯aht|0|∂¯5−aξ · n˜|L∞
. ‖q‖3 D
1/2
χ(t)1/2
ǫ. ǫ3/2e−γtD1/2. ǫ3/2e−2γt+ǫ3/2D,
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where we used Lemmas 2.6 and 2.3 and the same idea as above. The estimates for the second term
on the right-hand side of (A.24) follow in an analogous vein, relying crucially on Lemmas 2.6 and 2.3.
This finishes the proof of (3.79).
Step 4. The proof of the lemma is a direct consequence of the bounds (3.74), (3.76), and (3.79). 
4. Existence for all time t≥ 0 and nonlinear stability
4.1. Structure of the proof. The basic goal in our strategy for global-in-time existence and decay
of the temperature function is to prove that on any time-interval on which the bootstrap assumptions
(2.29a) and (2.29b) are valid, we have that
sup
0≤s≤t
E(s)+
∫ t
0
D(s)ds≤CKE(0),
where CK > 0 is some explicit constant depending on K. Upon choosing the initial data (q0,h0) suf-
ficiently small, we can obtain an improvement of the first bootstrap bound in (2.29a). In Section 4.2
we show the improvement of the bootstrap assumption on Eβ in (2.29a) and in Corollary 2.14 we
have already shown the improvement of the bootstrap assumption (2.29b). By a continuity argument
this leads to a global existence result.
In order to implement the above strategy, we start with the basic energy inequality given by (3.73).
Note however the presence of an exponentially growing term CK2
∫ t
0 e
ηsE(s)ds on the right-hand side
of (3.73). That term appears by treating the terms
∫
Γ(−∂Nqt)R2J |∂¯6−2j∂jth|2dθ, j=0,1,2,3 as error
terms. By applying a straightforward Gronwall-type argument, this will be enough to guarantee
that solutions to the classical Stefan problem (1.9) exist on a sufficiently long time-interval [0,TK ],
where the time TK may be larger than the time of existence guaranteed by our local well-posedness
theorem in [29]. As we explained in the introduction, by a sufficiently long time-interval, we mean
a time TK after which the dynamics of the Stefan problem (1.9a) are, in fact, dominated by the
projection of the solution onto the first eigenfunction ϕ1 of the Dirichlet-Laplacian.
To prove global existence we need, however, more refined estimates that will show that the∫
Γ
(−∂Nqt)R2J |∂¯6−2j∂jt h|2dθ are in fact sign-definite for t≥TK, leading to the elimination of the
exponentially-in-time growing bounds. First, in Section 4.3 we prove strict positivity of the term
∂Nqt at time TK . Finally in Section 4.4, we use a comparison principle to show that ∂Nqt remains
positive after time TK . This allows us, in turn, to prove the uniform-in-time energy bound and
extend the solution for all time t≥ 0.
4.2. Boundedness of Eβ. The following lemma shows that under the bootstrap assumptions, the
bound on Eβ+
∫ t
0D(s)ds from (2.29b) is improved.
Lemma 4.1. There exists a constant C˜ and ǫ> 0 sufficiently small, such that if the bootstrap
assumptions (2.29a) and (2.29b) hold with such ǫ and C˜, then
Eβ(t)+
∫ t
0
D(s)ds<
C˜
2
Eβ(0).
Proof. We set
x(t)= ‖q(t)‖24+‖qt(t)‖22+‖qtt(t)‖20 and recall that D(t)= ‖q(t)‖25+‖qt(t)‖23+‖qtt(t)‖21 .
Step 1. Energy inequality for qtt. From equation (2.50c), we see that
1
2
d
dt
‖qtt‖20+‖∇Ψqtt‖20=
∫
Ω
f2qtt,
where the forcing term f2 is defined just below equation (2.50). We next show that the right-hand
side can be bounded by ǫD. We first focus on the term (Ψt ·v)tt in the forcing function f2. Using
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the product rule we obtain∫
Ω
(Ψt ·v)tt qtt=
∫
Ω
Ψttt ·vqtt︸ ︷︷ ︸
A1
+
∫
Ω
2Ψtt ·vtqtt︸ ︷︷ ︸
A2
+
∫
Ω
Ψt ·vttqtt︸ ︷︷ ︸
A3
.
For the integral A1, we see that∣∣∣
∫
Ω
Ψttt ·vqtt
∣∣∣≤‖Ψttt‖0‖v‖L∞‖qtt‖0. |httt|0.5‖v‖2‖qtt‖0. ǫD,
where we used the bound (2.54) to estimate |httt|0.5 by E1/2. The estimate |A2|. ǫD follows analo-
gously to the estimate for term A1 and the bound on A3 follows from∣∣∣A3∣∣∣. ‖Ψt‖L∞‖vtt‖0‖qtt‖0. ‖Ψt‖2. ǫD,
where we have used Lemma 2.6 to infer that ‖Ψt‖2. ǫ. All of the remaining terms in the forcing
function f2 can be estimated by a straightforward application of the Sobolev embedding theorem
together with Lemma 2.6 (to guarantee the smallness of various Sobolev norms applied to the
coefficient matrix (Aki )k,i=1,2). Thus, in summary,
1
2
d
dt
‖qtt‖20+‖∇Ψqtt‖20≤CǫD. (4.81)
Step 2. Elliptic estimates. We next prove that the quantities x and y are respectively controlled
by ‖qtt‖20 and ‖∇Ψqtt‖20. Using the elliptic regularity estimate of Lemma 2.8, the elliptic equa-
tions (2.50), and Lemma 2.6, it follows that
‖qt‖2. ‖qtt‖0+‖f1‖0 , (4.82)
and
‖q‖4. ‖qt‖2+‖f0‖2. ‖qtt‖0+‖f1‖0+‖f0‖2 . (4.83)
A straightforward application of the Sobolev embedding theorem together with Lemma 2.6 implies
that
‖f1‖20+‖f0‖22. ǫx(t). (4.84)
Hence, with (4.82)–(4.84),
x(t). ‖qtt‖0+ǫx(t),
so that for ǫ> 0 taken sufficiently small,
x(t). ‖qtt(t)‖20 .
Since ‖f1‖21+‖f0‖23. ǫD(t), the same argument provides
D. ‖qtt‖21 . ‖∇qtt‖20. ‖∇Ψqtt‖20 , (4.85)
the last inequality following from the uniform lower-bound of the matrix AAT .
Step 3. Poincare´ inequality. The following bound holds:
(λ1−O(ǫ))‖f‖20≤‖∇Ψf‖20 , (4.86)
where ∇Ψ=AT∇ and f ∈H10 (Ω). To see (4.86), note that the inequalities (2.49) and (2.42) show
that
‖A− Id‖L∞ . ǫ,
from which it follows that AkiA
j
i ξkξj ≥ (1−O(ǫ))|ξ|2 for all ξ∈R2. The Poincare´ inequality λ1‖f‖20≤
‖∇f‖20 for all q∈H10 (Ω) then concludes the proof.
Step 4. The differential inequality and decay. From (4.81) and (4.85) we obtain that
1
2
d
dt
‖qtt‖20+(1−O(ǫ))‖∇Ψqtt‖20≤ 0.
Using the Poincare´ inequality (4.86), it follows that
d
dt
‖qtt‖20+(2λ1−O(ǫ))‖qtt‖20≤ 0.
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From this differential inequality, we immediately infer the bound
‖qtt(t)‖20≤‖qtt(0)‖e−(2λ1−O(ǫ))t.
From the elliptic estimate in Step 2, it finally follows that
x(t)≤C‖qtt(0)‖20e−(2λ1−O(ǫ))t≤C′Eβ(0)e−(2λ1−O(ǫ))t.
Since Eβ(t)=x(t)e
βt and β=2λ1−η< 2λ1−O(ǫ) for ǫ sufficiently small, it is now clear that we can
choose C˜ so that on the time interval of validity of bootstrap assumptions (2.29a) and (2.29b) we
actually have the improved bound Eβ(t)≤ C˜2 e−βt. 
4.3. Pointwise positivity of ∂Nqt at time TK= C¯ lnK.
Lemma 4.2. Assume that the solution (q,h) to the Stefan problem (1.9) exists on a given time
interval [0,T ]. Let the bootstrap assumptions (2.29a) and (2.29b) hold on that time interval with
ǫ> 0 sufficiently small, and assume the smallness assumption (1.22) for the initial data. There exists
a universal constant C¯ such that if T ≥TK := C¯ lnK, then
−qt(TK ,x)>Cc1e−λ1TKϕ1(x), x∈B1(0),
where ϕ1 is the first eigenfunction of the Dirichlet-Laplacian on Ω and c1=
∫
Ω q0ϕ1dx. As a conse-
quence,
inf
x∈Γ
∂Nqt(TK ,x)> 0.
Proof. Step 1. Hardy-type estimate. As a consequence of the higher-order Hardy inequality (see
Lemma 1 in [18]) and the Sobolev embedding theorem, for any f ∈H2.25(B1(0))∩H10 (B1(0)),
sup
x∈B1(0)
∣∣∣∣ f(x)ϕ1(x)
∣∣∣∣≤C‖f‖2.25, (4.87)
where ϕ1 be the first eigenfunction of the Dirichlet-Laplacian on the unit ball.
Step 2. The Duhamel formula. Let
q0=
∞∑
j=1
cjϕj
be the eigenvector decomposition of the initial datum q0 with respect to the L
2 orthonormal ba-
sis {ϕ1,ϕ2, . . .} associated with the Dirichlet-Laplacian on the unit disk B1(0). Writing the time-
differentiated Stefan problem as a perturbation of the linear heat equation, we see that in Ω, qt
satisfies
qtt−∆qt=N(q,h), (4.88)
where
N(q,h) := (aij−δij)qt,ij+biqt,i+aij,tq,ij+bi,tqi+Ak,itq,kwi+Aki q,kwit , (4.89)
and the coefficients aij , bi are defined in (2.70). Note that at time t=0, qt(0)=∆q0+∇q0 ·w0;
moreover, since ∆ϕj =−λjϕj and et∆ is a linear semi-group , the Duhamel principle implies that
the solution qt to (4.88) can be written as
−qt= c1λ1e−λ1tϕ1+
∞∑
j=2
cjλje
−λjtϕj
︸ ︷︷ ︸
=:X
−et∆(∇q0 ·w0)︸ ︷︷ ︸
=:Y
−
∫ t
0
e(t−s)∆N(q,h)︸ ︷︷ ︸
=:Z
.
We first prove that X(t)> 0 for times t= C¯ lnK, where C¯ denotes a universal constant. We shall
then show that at time t= C¯ lnK, |Y (t)|+ |Z(t)| is bounded by a small fraction of X(t).
Step 3. Estimate of X. We begin by writing X as
X(t,x)= c1λ1e
−λ1tϕ1(x)+c1λ1e−λ1tϕ1(x)
( ∞∑
j=2
cjλj
c1λ1
e(λ1−λj)t
ϕj(x)
ϕ1(x)
)
. (4.90)
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Our goal is to prove that the term
σ :=
∞∑
j=2
cjλj
c1λ1
e(λ1−λj)t
ϕj(x)
ϕ1(x)
(4.91)
is small. By Corollary 2.2,
|cj |
c1
≤K for all integers j≥ 2 . (4.92)
Furthermore, using the normalization ‖ϕj‖0=1, and the eigenvalue problem, ∆ϕj =−λjϕj , elliptic
regularity shows that ‖ϕ‖2≤λj and that ‖ϕ‖4≤λ2j ; hence, linear interpolation provides us with the
inequality
‖ϕj‖2.25.λ1.25j . (4.93)
Using (4.92) and (4.93, together with the bound (4.87), we see that
|σ|≤CK
∞∑
j=2
λ2.25j e
(λ1−λj)t .
Since λ1<λ2≤λ3≤ . . ., there exists a constant c∗, uniform in j≥ 2, such that λ1/λj< (1−2c∗). This
implies that
(λ1−λj)<−2c∗λj for integers j≥ 2 .
In particular, for t≥ C¯ lnK
CKλ2.25j e
−c∗λj t≤CKλ2.25j K−C¯c
∗λj =C
λ2.25j
KC¯c
∗λj−1 <
1
2
for C¯ chosen sufficiently large, but independent ofK. (Recall thatK> 1 sinceK≥ ‖q0‖1‖q0‖0 ≥ 1+λ1> 6.)
Hence, from (4.91) and the previous inequality it follows
|σ|≤ 1
2
∞∑
j=2
e−c
∗λj t≤ 1
2
∞∑
j=2
K−C¯c
∗λj <
1
2
.
Plugging this into (4.90), we obtain for any x∈B1(0)
X(t,x)≥ 1
2
c1λ1e
−λ1tϕ1(x)> 0, t≥ C¯ lnK. (4.94)
Step 4. Estimates of Y and Z. The term Y satisfies the estimate
‖Y (t,x)‖L∞ . ‖et∆(∇q0 ·w0)‖2. e−λ1t‖∇q0 ·w0‖2e−λ1t‖q0‖3‖w0‖2. ǫc1e−λ1t,
where we used the Sobolev embedding theorem together with the bound ‖q0‖3.Kc1, which follows
from ‖q0‖4/‖q0‖0≤K. Thus |Y (t,x)|< 14 |X(t,x)| with ǫ sufficiently small. Next, to estimate Z
which vanishes at the boundary, we have that
|Z|
ϕ1(x)
≤
∫ t
0
∣∣e∆(t−s)N(q,h)(s)
ϕ1(x)
∣∣ds.
∫ t
0
‖e∆(t−s)N(q,h)(s)‖2.25ds
.
∫ t
0
‖N(q,h)(s)‖2.25ds.
√
t
(∫ t
0
‖N(q,h)(s)‖22.25ds
)1/2
.
In the above chain of inequalities, we have used the bound (4.87) for the second inequality, and the
fact that ‖et∆‖Hs→Hs ≤ 1.
We shall conclude our estimate by showing that∫ t
0
‖N(q,h)(s)‖22.25ds. c11/51 ǫ9/5. (4.95)
We recall that
N(q,h) := (aij−δij)qt,ij︸ ︷︷ ︸
=:Z1
+biqt,i+aij,tq,ij+bi,tqi+A
k
,itq,kw
i+Aki q,kw
i
t︸ ︷︷ ︸
=:Z2
, (4.89)
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and note that Z1 is the highest-order term with respect to the number of derivatives applied to q.
Writing Z1=(a− Id)D2qt, where Id denotes the identity matrix, we see that∫ t
0
‖Z1‖22.25ds. ‖a− Id‖22.25‖D2qt‖22.25. sup
0≤s≤t
‖a− Id‖22.25
∫ t
0
‖qt‖24.25.
From the sharp estimate (2.40), we infer that sup0≤s≤t‖a− Id‖22.25. c21; furthermore, for the term
‖qt‖4.25 we apply the interpolation estimate ‖qt‖24.25. ‖qt‖1/52 ‖qt‖9/54.5 . c1/51 e−βt/10‖qt‖9/54.5 .
Using Lemma 2.10, we then infer that∫ t
0
‖Z1‖22.25ds. c11/51
∫ t
0
e−βt/10‖qt‖9/54.5 . c11/51 ǫ9/5 ,
the last inequality following from Ho¨lder’s inequality and the fact that
∫ t
0 ‖qt‖24.5. ǫ2 by Lemma 2.10
and the bootstrap assumption (2.29a).
Analogous estimates are applied to the term Z2 to finally deduce (4.95). By (4.95) and the above
chain of estimates, it follows that
|Z|
ϕ1(x)
.
√
tc
11/10
1 ǫ
9/10.
Hence, at time T = C¯ lnK
|Z(T,x)|. C¯1/2 lnK1/2c1c1/101 ǫ9/10ϕ1(x). c1
ǫ
1/10
0
F (K)1/20
C¯1/2 lnK1/2ǫ9/10ϕ1(x)
≤ c1 ǫ
F (K)1/20
C¯1/2 lnK1/2ϕ1(x)<
1
4
c1λ1e
−λ1Tϕ1(x)≤ 1
2
X(t,x).
Note that we have used the estimate c
1/10
1 . ǫ
1/10
0 /F (K)
1/20 (which follows from ‖q0‖.E(0)1/2 and
the smallness assumption (1.22)) as well as ǫ0≤ ǫ which is going to hold by our choice of ǫ0. Observe
that the very last inequality follows from (4.94). The next-to-last bound is equivalent to
ǫ
F (K)1/20
<
λ1
4C¯1/2 lnK1/2KC¯λ1
,
which then follows from the choice (1.23) of the function F (K) in Remark 1.3. The second inequality
above follows from the estimate c1. ‖q0‖.E(0)1/2. ǫ/F (K)1/2.
Step 5. Finishing the proof. From the above estimates on X , Y , and Z it finally follows that for any
x∈B1(0), T = C¯ lnK,
−qt(T,x) ≥ |X(T,x)|−|Y (T,x)|−|Z(t,x)|≥X(T,x)− 1
2
X(T,x)− 1
4
X(T,x)=
1
4
X(t,x)
≥ c∗c1e−λ1Tϕ1(x).
Finally, since ∂Nϕ1≥ c for some c> 0 uniformly over Γ and since ϕ1> 0 in Ω, it follows
infx∈Γ∂Nqt(T,x)> 0. 
4.4. Proof of Theorem 1.2. Step 1. By Proposition 3.4 with ǫ sufficiently small, we conclude that
sup
0≤t≤T
E(t)+
∫ T
0
D(t)dt≤ 2E(0)+CK2
∫ T
0
eηtE(t)dt, t∈ [0,T ], (4.96)
where T is the maximal interval of existence on which the bootstrap assumptions (2.29a) and (2.29b)
hold (with ǫ sufficiently small). Our goal is to prove that on [0,T ], the quantity E(t) is bounded
from above by 2E(0)e2CK2t. We shall accomplish that by bounding E(t) from above by the function
g(t) :R+→R, which is defined as the solution of the differential equation
g′(t)=CK2eηtg(t), g(0)=2E(0).
Solving this differential equation, we obtain
g(t) = 2E(0)eCK
2
η (e
ηt−1)=2E(0)e(1+
∑∞
k=2η
k−1tk/k!)CK2t
= 2E(0)e(1+O(η))CK2t≤ 2E(0)e2CK2t,
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where the convergence of the sum
∑∞
k=2η
k−1tk/k! is guaranteed for times t≤ 1√η . Applying the
integral Gronwall inequality to the difference E(t)−g(t), it follows from (4.96) and the previous
inequality that
E(t)≤ g(t)≤ 2E(0)e2CK2t
for any t≤T . Our goal is to prove that T ≥ C¯ lnK. Using (4.96) once again, we obtain the same
smallness bound on
∫ t
0
D(s)ds to finally conclude that
sup
0≤s≤t
E(s)+
∫ t
0
D(s)ds≤ 2E(0)e2CK2t. (4.97)
For t≤ C¯ lnK, (4.97) and smallness assumption (1.22) on E(0) implies that
sup
0≤s≤t
E(s)+
∫ t
0
D(s)ds≤ ǫ/2.
Moreover, by Lemma 4.1 and since the bootstrap assumptions (2.29a) and (2.29b) are valid on [0,T ]
it follows that
Eβ(t)+
∫ t
0
D(s)ds<
C˜
2
Eβ(0).
Thus, by the continuity of E+Eβ and the maximality of T , we conclude min{T ,C¯ lnK}= C¯ lnK=
TK since the bootstrap assumptions are still satisfied at time t= C¯ lnK (the argument is true as long
as η above is chosen in such a way that 1√η >C¯ lnK). By the local well-posedness theorem from [29]
and the continuity of E and Eβ in time, we actually have the strict inequality T >TK as we can
extend the solution locally in time. We will argue by contradiction that T =∞. Assume T <∞.
Step 2. Preserving the positivity of ∂Nqt. We next show that ∂Nqt> 0 on the time interval [TK ,T [.
This will be done with help of Lemma 4.2 and the maximum principle. We start by constructing a
suitable comparison function,
P (t,r)=κ1e
− 3
2
λ1t(ϕ1(r)−κ2(1−r2)), (4.98)
with positive constants κ1,κ2 to be specified later. A straightforward calculation shows that
(∂t−aij∂ij−bi∂i)P =κ1e− 32λ1t
[− 1
2
λ1ϕ1−2κ2Tr(a)
+
3
2
λ1κ2(1−r2)−(aij−δij)ϕ1−b ·(∇ϕ1+2κ2x)
]
. (4.99)
Observe that both ϕ1 and (1−r2) vanish for r=1, the trace of the matrix a is very close to 2, i.e.,
a11+a22=2+O(ǫ) and the coefficients bi are very small, i.e. |b|=O(ǫ). Note that the first and the
second term in the parenthesis on the right-hand side of (4.99) are negative, while the fourth and
the fifth term are small of order ǫ. If r= |x| is close to 1, then the second term dominates the third
term and if r is away from the boundary r=1, then one can choose κ2> 0 so that the first term
dominates the third term. It follows easily that there exists a κ2> 0 and some constant C1 such that
(∂t−aij∂ij−bi∂i)P <−C1κ1e− 32λ1t. (4.100)
It then follows from (4.100) and (2.70) that
(∂t−aij∂ij−bi∂i)(−qt−P )>−(∂taij q,ij+∂tbi qi+∂tAk,iq,kwi+Aki q,kwit)+C1κ1e−
3
2
λ1t. (4.101)
Note, however, that the term in parenthesis on the right-hand side above is a quadratic non-linearity
and as such decays at least as fast as e−2βt:
‖∂taij q,ij+∂tbiqi+∂tAk,i q,kwi+Aki q,kwit‖L∞
≤‖∂taij q,ij ‖1+δ+‖∂tbi qi‖1+δ+‖∂tAk,i q,kwi‖1+δ+‖Aki q,kwit‖1+δ
≤C2Eβ(0)1/2ǫe−2βt≤C2c1ǫe−2βt. (4.102)
Now, using (4.101) and the above bound, we note that by choosing the constant κ1 :=
C2
C1
c1ǫ, we
have that
(∂t−aij∂ij−bi∂i)(−qt−P )>C2c1ǫe− 32λ1t−C2c1ǫe−2βt> 0,
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since 2β=2λ1−η> 32λ1. The previous bound implies that −qt−P is a supersolution for the op-
erator ∂t−aij∂ij−bi∂i. Moreover, by the construction of P , we have −qt−P =0 on Γ=∂B1(0).
Furthermore, at time TK= C¯ lnK, we have by Lemma 4.2 and (4.98), that
(−qt−P )|T=C¯ lnK>Cc1e−λ1Tϕ1(x)−Cc1ǫe−
3
2
λ1Tϕ1(x)+Cc1ǫκ2e
− 3
2
λ1T (1−r2)> 0
for ǫ sufficiently small. Thus, by Lemma 2.12, there exists a constant m> 0 such that
−qt−P ≥m(1−r)e−(λ1−O(ǫ))t, t>TK,
or in other words
−qt ≥ m(1−r)e−(λ1−O(ǫ))t+Cc1ǫ(1−r)e− 32λ1t(ϕ1(r)
1−r −κ2(1+r))
= (1−r)e−(λ1−O(ǫ))t
(
m+Cc1ǫe
(− 1
2
λ1t−O(ǫ))t(
ϕ1(r)
1−r −κ2(1+r))
)
,
which readily gives the positivity of ∂Nqt on the time-interval [TK ,T [ since the negatively-signed
term in the parenthesis above has an exponential decaying weight in front of it. We conclude that the
positivity of −qt at time TK= C¯ lnK is a property preserved by our bootstrap regime and moreover
we get a quantitative lower bound on ∂Nqt on the time interval [TK ,T [.
Step 3. Conclusion. Thus for any t∈ [TK ,T [, the energy identity takes the form
E(t)+
∫ t
TK
D(t)+ 1
2
3∑
j=0
∫ t
TK
∫
Γ
∂NqtR
2
J |∂¯6−2j∂jth|2dx
=E(TK)+
4∑
i=1
∫ t
TK
∫
Ω
{Ri+Si}+
4∑
i=0
∫ t
TK
∫
Ω
{R˜i+ S˜i}+
4∑
i=0
∫ t
TK
∫
Γ
{Gi+Hi},
where we formally define S4= S˜4=G4=0. In particular, by the energy estimates stated in (3.76)
and (3.79) the right-hand side of the above identity is bounded by
E(TK)+O(
√
ǫ) sup
TK≤s≤t
E(s)+(O(ǫ)+δ)
∫ t
TK
D(s)ds.
Note here the absence of the exponentially growing term in the above bound as opposed to their
presence in Proposition 3.4. This is due to the fact that terms
∫ t
TK
∫
Γ∂NqtR
2
J |∂¯6−2j∂jth|2dx, j=
0,1,2,3 are positive and no longer treated as error terms. By absorbing the small multiples of
supTK≤s≤tE(s) and
∫ t
TK
D(s)ds into the left-hand side and using the positivity of ∂Nqt from Step 2,
we obtain
sup
TK≤s≤t
E(s)+
∫ t
TK
D(s)ds≤ 2E(TK)≤ 8E(0)e2CK2TK (4.103)
by (4.97). Finally, we choose ǫ0 in the statement of Theorem 1.2 so that ǫ
2
0<ǫ
2/2. Bound (4.103)
and the condition E(0). ǫ20/F (K) (with F (K) given as in (1.23)) imply
sup
TK≤s≤t
E(s)+
∫ t
TK
D(s)ds≤ ǫ
2
2
.
Together with Lemma 4.1 and Corollary 2.14, we infer that the bootstrap assumptions (2.29a)
and (2.29b) are improved. Since E is continuous in time, we can extend the solution by the local
well-posedness theory to an interval [0,T +T ∗] for some small positive time T ∗. This however
contradicts the maximality of T and hence T =∞. This concludes the proof of the main theorem.
5. The d-dimensional case on general near-spherical domains
In this section we briefly sketch the set-up of the problem in general dimensions and explain
how to adapt the arguments from the 2-D case to the 3-D case. Let Ω(t)⊂Rd be an open simply
connected subset of Rd, d≥ 2. The moving boundary Γ(t)=∂Ω(t) is parametrized as a graph over
the unit sphere Sd−1
Γ(t)= {x| x=R(t,ξ)ξ=(1+h(t,ξ))ξ, ξ∈Sd−1}.
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Initially R0(ξ) is assumed to be close to 1, i.e. R0(ξ)−1=h0(ξ)=O(ǫ). We shall assume that
Ω0 is diffeomorphic to B1(0), where Φ :Ω→Ω0 is the diffeomorphism mapping of the unit ball
onto the initial domain. Moreover, let Ψ˜ denote the family of diffeomorphisms from the initial
domain Ω0 to the moving domain Ω(t), satisfying the harmonic equation ∆Ψ˜=0 and the boundary
condition Ψ˜(Γ0)=Γ(t). We shall pull back the Stefan problem onto the unit ball B1(0) via the map
Ψ :B1(0)→Ω(t) given as a composition of Ψ˜ and Φ:
Ψ=Ψ˜◦Φ.
Upon defining q, v, w, and A just as in Section (1.9), the Stefan problem (1.1) takes exactly the
same form as (1.9). Abusing the notation, the normal velocity V(Γ(t)) is now given by
V(Γ(t))= RtR√
R2+ |∇R|2
Sd−1
.
Here |∇R|2
Sd−1
stands for the squared norm of the Riemannian gradient of R(t, ·) on the unit sphere
Sd−1, which is a coordinate invariant expression. The gauge equation for Ψ transforms into
∆Φ−1Ψ=0, Ψ(t,S
d−1)=Γ(t)
due to the assumption ∆Ψ˜=0 and the definition of Ψ. This easily implies the optimal trace
bound ‖Ψ‖Hs(Ω). |Ψ|Hs−0.5(Ω) due to the the smoothness of Φ and the closeness assumption
‖DΦ− Id‖Hs . ǫ, with s sufficiently large. When d=3, the Sobolev embedding theorem requires
us to raise the degree of spatial regularity in the definition our energy spaces by one derivative.
The second key observation is that the lower bound for the quantity χ(t) is obtained in the same
way as in the case that d=2, from Lemma 2.12. We ν1 denote the first eigenvalue of the operator
−∆Φ−1 , which is the pull-back of the negative Laplacian from the initial domain Ω0 to B1(0). By
Lemma 2.12 we obtain that
χ(t)& c1e
−λt,
where |λ−ν1|≤O(|h−h0|W 2,∞+ |ht|L∞)=O(ǫ). Since ‖DΦ− Id‖Hs . ǫ for s sufficiently large, we
have |ν1−λ1|. ǫ, where we recall that λ1 stands for the first eigenvalue of the Dirichlet-Laplacian.
Together, the two previous estimates imply the analogous conclusion of Corollary 2.14, namely
χ(t)& c1e
−λ1−λ˜1(t)t, λ˜1=O(ǫ).
Let ∂¯i denote the tangential component of ∂i restricted to S2. To each multi-index ~α=(α1,α2,α3)
we associate the tangential operator ∂¯~α= ∂¯α1 ∂¯α2 ∂¯α3 . With d=3, we define
E3D(t)=E3D(q,h)(t) :=
1
2
∑
|α|+2b≤6
‖µ1/2∂¯~α∂bt v‖2L2x+
1
2
∑
|~α|+2b≤7
|(−∂Nq)1/2RJ ∂¯~α∂bth|2L2x+
1
2
∑
|~α|+2b≤7
‖µ1/2(∂¯~α∂bt q+ ∂¯~α∂btΨ ·v)‖2L2x
∑
|~α|+2b≤6
‖(1−µ)1/2∂~α∂bt v‖2L2x+
1
2
∑
|~α|+2b≤7
‖(1−µ)1/2(∂~α∂bt q+∂~α∂btΨ ·v)‖2L2x
and
D3D(t)=D3D(q,h)(t) :=∑
|~α|+2b≤7
‖µ1/2∂¯~α∂bt v‖2L2x+
∑
|~α|+2b≤6
|(−∂Nq)1/2RJ ∂¯~α∂btht|2L2x+
∑
|~α|+2b≤6
‖µ1/2(∂¯~α∂bt qt+ ∂¯~α∂btΨt ·v)‖2L2x
+
∑
|~α|+2b≤7
‖(1−µ)1/2∂~α∂bt v‖2L2x+
∑
|~α|+2b≤6
‖(1−µ)1/2(∂~α∂bt qt+∂~α∂btΨt ·v)‖2L2x .
The lemmas of Section 2 carry through analogously, as do the energy estimates of Section 3. By the
continuity argument of Section 4, we arrive at the 3-D version of our main theorem:
Theorem 5.1 (The 3-D case). Let (q0,h0) satisfy the Taylor sign condition (1.18), the strict positiv-
ity assumption (1.17), and the corresponding compatibility conditions. Let ‖q0‖4/‖q0‖0≤K. Then
GLOBAL STABILITY AND DECAY FOR THE CLASSICAL STEFAN PROBLEM 35
there exists an ǫ0= ǫ0(K)> 0 and δ0> 0 such that if E(q0,h0)<ǫ20, then there exists a unique global
solution to problem (1.9), satisfying
sup
0≤t≤∞
E3D(q(t),h(t))<Cδ20 ,
for some universal constant C> 0, and ‖q‖2H5(B1(0))≤Ce−βt, where β=2λ1−Cǫ0 and λ1 is the
smallest eigenvalue of the Dirichlet-Laplacian on the unit ball B(0,1)⊂R3. The moving boundary
Γ(t) settles asymptotically to some nearby steady surface Γ¯ and we have uniform-in-time estimate
sup
0≤t<∞
|h−h0|5.5.
√
δ0
Appendix A. Proof of Proposition 3.1
To prove the energy identity of Proposition 3.1, we start by applying the differential operator
of the form ∂¯6−2j∂jt to the equation (1.9b). For j=0,1,2,3 we multiply it then by ∂¯
6−2j∂jt and
integrate-by-parts. Additionally, if j=1,2,3 we apply the operator ∂¯7−2j∂jt to (1.9b), multiply by
∂¯7−2j∂j−1t v
i, and again integrate-by-parts.
Based on these two cases we distinguish between the two different types of identities.
A.1. Identities of the first type. Recall that µ : Ω¯→R is a C∞ cut-off function with the property
µ(x)≡ 0 if |x|≤ 1/2; µ(x)≡ 1 if 3/4≤|x|≤ 1.
Applying the tangential differential operator µ∂¯6 to the equation (1.9b), multiplying it by ∂¯6vi and
integrating over Ω, we obtain
(
µ∂¯6vi+µ∂¯6Aki q,k+µA
k
i ∂¯
6q,k, ∂¯
6vi
)
L2
=
5∑
l=1
cl
(
µ∂¯lAki ∂¯
6−lq,k, ∂¯6vi
)
L2
,
where cl=
(
6
l
)
. Recalling (2.47), we write
∂¯6Aki =−Asi ∂¯6Ψr,sAkr+{∂¯6,Aki },
where {∂¯6,Aki } denotes the lower-order commutator defined in (2.47b). With this identity, we obtain(
µ∂¯6Aki q,k, ∂¯
6vi
)
L2(Ω)
=−(µAsi ∂¯6Ψr,sAkrq,k, ∂¯6vi)L2(Ω)+(µ{∂¯6,Aki }q,k, ∂¯6vi)L2(Ω)
=−
∫
Γ
q,kA
s
i ∂¯
6ΨrAkr ∂¯
6viNs+
∫
Ω
µAsi ∂¯
6ΨrAkrq,k ∂¯
6vi,s+
∫
Ω
T1
=−
∫
Γ
q,kA
s
i ∂¯
6ΨrAkr ∂¯
6viNs−
∫
Ω
µAsi ∂¯
6Ψrvr∂¯6vi,s+
∫
Ω
T1, (A.1)
where we have integrated-by-parts with respect to xs for the second equality, and have used the
identity vr=−Akrq,k for the last equality; the error term T1 is given by
T1=(µq,kAsiAkr ),s ∂¯6Ψrκ∂¯6vi+µ{∂¯6,Aki }q,k, ∂¯6vi+µAsi ∂¯6ΨrAkrq,k {∂¯6,∂s}vi.
Furthermore, integration-by-parts with respect to xk yields(
µAki ∂¯
6q,k, ∂¯
6vi
)
L2
=
∫
Ω
µAki ∂k∂¯
6q∂¯6vi+
∫
Ω
µAki {∂¯6,∂k}q∂¯6vi
=−
∫
Ω
µAki ∂¯
6q∂¯6vi,k−
∫
Ω
(µAki ),k ∂¯
6q∂¯6vi+
∫
Ω
µAki {∂¯6,∂k}q∂¯6vi,
(A.2)
where we have used ∂¯6q=0 on Γ, and where {∂¯6,∂k} denotes the lower-order commutator. Sum-
ming (A.1) and (A.2), we find that
(
µ∂¯6Aki q,k+µA
k
i ∂¯
6q,k, ∂¯
6vi
)
L2(Ω)
=−
∫
Γ
q,kA
s
i ∂¯
6ΨrAkr ∂¯
6viNs
−
∫
Ω
µAki ∂¯
6vi,k
(
∂¯6q+ ∂¯6Ψ ·v)+
∫
Ω
(T1−(µAki ),k ∂¯6q∂¯6vi+µAki {∂¯6,∂k}q∂¯6vi).
(A.3)
The first two terms on the right-hand side of (A.3) will be the source of positive definite quadratic
contributions to the energy. To extract the quadratic coercive contribution from the first integral
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on the right-hand side of (A.3), note that q,k=N
k∂Nq on Γ, and also recall from (1.8) the normal
vector n˜=ATN . Thus
−
∫
Γ
q,kA
s
i ∂¯
6ΨrAkr ∂¯
6viNs=
∫
Γ
(−∂Nq)∂¯6Ψrn˜r∂¯6vin˜i=
∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6v · n˜. (A.4)
Using the boundary condition (1.10), we reexpress ∂¯6v · n˜ as
∂¯6v · n˜ = ∂¯6w · n˜+ ∂¯6(v−w) · n˜
= ∂¯6w · n˜+ ∂¯6((v−w) · n˜︸ ︷︷ ︸
=0
)− 6∑
l=1
al∂¯
6−l(v−w) · ∂¯ln˜
= ∂¯6Ψt · n˜−
6∑
l=1
al∂¯
6−l(v−w) · ∂¯ln˜.
Due to the above identity and (A.4), we obtain that
∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6v · n˜=
∫
Γ
(−∂Nq)∂¯6Ψ · n˜ ∂¯6Ψt · n˜−
6∑
l=1
al
∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6−l(v−w) · ∂¯ln˜
=
∫
Γ
(−∂Nq)1
2
d
dt
|∂¯6Ψ · n˜|2dx′+
∫
Γ
∂N q∂¯
6Ψ · n˜ ∂¯6Ψ · n˜t−
6∑
l=1
al
∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6−l(v−w) · ∂¯ln˜.
(A.5)
Recall that n˜=J−1(RN−Rθτ)=J−1(N+hN−hθτ). Thus, using Ψ(t,ξ)=N+h(t,ξ)N , we obtain
via the Leibniz rule
∂¯6Ψ · n˜= [∂¯6N+ ∂¯6(hN)] · [(1+h)N−hθτ ]J−1
=(−R+R∂¯6h+
5∑
a=0
ca∂¯
ah∂¯6−aN ·(hN−hθτ))J−1
=(−RJ+RJ ∂¯6h+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)),
where we have used the relations ∂¯2N =−N and N ·τ =0 and also denoted cJa = caJ−1 (recall RJ =
RJ−1). From here we obtain
1
2
d
dt
(|∂¯6Ψ · n˜|2)= 1
2
d
dt
(
R2J |∂¯6h|2
)
+
d
dt
[(−RJ+2RJ ∂¯6h+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)
)(−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)
)]
.
(A.6)
Thus, going back to (A.5), we obtain∫
Γ
(−∂Nq)∂¯6Ψ · n˜∂¯6Ψt · n˜ = 1
2
d
dt
∫
Γ
(−∂Nq)R2J |∂¯6h|2+
1
2
∫
Γ
∂NqtR
2
J |∂¯6h|2+
∫
Γ
T2,
where the error term T2 is given by
T2=(−∂Nq) d
dt
[(−RJ+2RJ ∂¯6h+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)
)(−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)
)]
.
As to the second term on the right-hand side of (A.3), note that
Aki ∂¯
6vi,k = ∂¯
6(Aki v
i
,k)−
6∑
l=1
cl∂¯
lAki ∂¯
6−lvi,k=−∂¯6(qt+v ·w)−
6∑
l=1
cl∂¯
lAki ∂¯
6−lvi,k,
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where Aki v
i
,k=−divΨv=−(qt+v ·w) by the parabolic equation (1.9a). Thus
−
∫
Ω
µAki ∂¯
6vi,k
(
∂¯6q+ ∂¯6Ψ ·v)=
∫
Ω
µ∂¯6(qt+Ψt ·v)
(
∂¯6q+ ∂¯6Ψ ·v)+ 6∑
l=1
cl
∫
Ω
µ∂¯lAki ∂¯
6−lvi,k
(
∂¯6q+ ∂¯6Ψ ·v)
=
1
2
d
dt
∫
Ω
µ
(
∂¯6q+ ∂¯6Ψ ·v)2+
∫
Ω
µ(
6∑
l=1
dl∂¯
6−lΨt · ∂¯lv− ∂¯6Ψ ·vt)
(
∂¯6q+ ∂¯6Ψ ·v)
+
6∑
l=1
cl
∫
Ω
µ∂¯lAki ∂¯
6−lvi,k
(
∂¯6q+ ∂¯6Ψ ·v) (A.7)
Combining (A.3) - (A.7) we obtain
∫
Ω
µ|∂¯6v|2dx+ 1
2
d
dt
∫
Γ
(−∂Nq)R2J |∂¯6h|2dx′+
1
2
d
dt
∫
Ω
µ(∂¯6q+ ∂¯6Ψ ·v)2dx
=−1
2
d
dt
∫
Γ
(−∂Nq)|
5∑
a=0
ca∂¯
aR∂¯6−aN · n˜|2dx′+
∫
Ω
R0+
∫
Γ
G0
(A.8)
with the error terms R0 and G0 given by
R0=µ
5∑
l=1
cl∂¯
lAki ∂¯
6−lq,k∂¯6vi+(µq,kAsiA
k
r ),s ∂¯
6Ψr∂¯6vi+µ{∂¯6,Aki }q,k∂¯6vi
+µAsi ∂¯
6ΨrAkrq,k {∂¯6,∂s}vi−(µAki ),k ∂¯6q∂¯6vi
−µAki {∂¯6,∂k}q∂¯6vi−µ
6∑
l=1
(
cl∂¯
lAki ∂¯
6−lvi,k+dl∂¯
6−lw · ∂¯lv− ∂¯6Ψ ·vt
)(
∂¯6q+ ∂¯6Ψ ·v); (A.9)
G0=−∂Nq∂¯6Ψ · n˜∂¯6Ψ · n˜t+(−∂Nq) d
dt
[
RJ ∂¯
6h
(−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)
)]
−∂Nq d
dt
[(−RJ+
5∑
a=0
cJa ∂¯
ah∂¯6−aN ·(hN−hθτ)
)2]
+
6∑
l=1
al(−∂Nq)∂¯6Ψ · n˜∂¯6−l(v−w) · ∂¯ln˜.
(A.10)
Let now α=(α1,α2) be an arbitrary multi-index of order 6. Applying the operator (1−µ)∂α to (1.9b)
and multiplying by ∂αvi, we obtain
(
(1−µ)∂αvi+(1−µ)∂αAki q,k+(1−µ)Aki ∂αq,k , ∂αvi
)
L2(Ω)
=−
∑
0<β≤α
cβ
(
(1−µ)∂βAki ∂α−βq,k, ∂αvi
)
L2
In the same way as above we arrive at the following energy identity
∫
Ω
(1−µ)|∂αv|2dx+ 1
2
d
dt
∫
Ω
(1−µ)(∂αqt+∂αΨ ·v)2dx=
∫
Ω
R˜0dx, (A.11)
where
R˜0=(1−µ)
∑
0<β<α
cβ∂
βAki ∂
α−βq,k∂αvi+(1−µ)
(
(q,kA
s
iA
k
r ),s∂
αΨr∂αvi+{∂α,Aki }q,k∂αvi
)
−(1−µ)
∑
0<β≤α
(
cβ∂
βAki ∂
α−βvi,k+dβ∂
α−βw ·∂βv−∂αΨ ·vt
)(
∂αq+∂αΨ ·v),
(A.12)
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Summing the identities (A.8) and (A.11), with j=0 we arrive at∫
Ω
µ|∂¯6−2j∂jt v|2+
∑
|α|=6−2j
∫
Ω
(1−µ)|∂α∂jt v|2+
1
2
d
dt
∫
Γ
(−∂Nq)R2J
∣∣∂¯6−2j∂jt h∣∣2
+
1
2
d
dt
∫
Ω
µ
(
∂¯6−2j∂jt q+ ∂¯
6−2j∂jtΨ ·v
)2
+
1
2
d
dt
∑
|α|=6−2j
∫
Ω
(1−µ)(∂α∂jt q+∂α∂jtΨ ·v)2
=−
∫
Γ
(−∂Nqt)R2J |∂¯6−2j∂jt h|2+
∫
Ω
(Rj+R˜j)+
∫
Γ
Gj , (A.13)
By imitating the same calculation as above we obtain the remaining error terms. With j=1,2,3 the
formulas for Rj , R˜j , and Gj in (A.13) read
Rj =
∑
0<a+b<6−j
µdab∂¯
a∂btA
k
i ∂¯
6−2j−a∂j−bt q,k∂¯
6−2j∂jt v
i+(µq,kA
s
iA
k
r ),s ∂¯
6−2j∂jtΨ
r∂¯6−2j∂jt v
i
+µAsi ∂¯
6−2j∂jtΨ
rAkrq,k {∂¯6−2j,∂s}∂jt vi+µ{∂¯6−2j∂jt ,Aki }q,k∂¯6−2j∂jt vi
−(µAki ),k ∂¯6−2j∂jt q∂¯6−2j∂jt vi−µAki {∂¯6−2j,∂k}∂jt q∂¯6−2j∂jt vi
−µ
∑
0≤a+b<6−j
(
dab∂¯
6−2j−a∂j−bt A
k
i ∂¯
a∂bt v
i
,k+dab∂¯
a∂btΨt · ∂¯6−2j−a∂j−bt v− ∂¯6−2j∂jtΨ ·vt
)
×(∂¯6−2j∂jt q+ ∂¯6−2j∂jtΨ ·v); (A.14)
Gj =−∂Nq∂¯6−2j∂jtΨ · n˜∂¯6−2j∂jtΨ · n˜t+∂Nq∂t
[
∂¯6−2j∂jt hRJ(−RJ+
5−2j∑
a=0
dJa ∂¯
a∂jt h∂¯
6−2j−aN · n˜)
]
+
d
dt
[(5−2j∑
a=0
dJa ∂¯
a∂jt h∂¯
6−2j−aN · n˜)2]
+
∑
0≤a+b<6−j
dab(−∂Nq)∂¯6−2j∂jtΨ · n˜∂¯6−2j−a∂j−bt (v−w) · ∂¯a∂bt n˜. (A.15)
R˜j =(1−µ)
∑
0<β<α
cβ∂
βAki ∂
α−βq,k∂αvi+(1−µ)T˜1
−(1−µ)
∑
0<β≤α
(
cβ∂
βAki ∂
α−βvi,k+(1−µ)dβ∂α−βw ·∂βv−∂αΨ ·vt
)(
∂αq+∂αΨ ·v). (A.16)
A.2. Identities of the second type. Applying ∂¯5∂t to (1.9b) and computing the L
2(Ω)-product
with µ∂¯5vi we obtain(
µ∂¯5vit+µ∂¯
5Aki,tq,k+µA
k
i ∂¯
5q,kt, ∂¯
5vi
)
L2
=
∑
0<a+b<6
a≤5,b≤1
cab
(
µ∂¯a∂btA
k
i ∂¯
5−a∂1−bt q,k, ∂¯
5vi
)
L2
,
where cab are constants appearing due to the usage of Leibniz product rule above. Recalling (2.47),
we write
∂¯5Aki,t=−Asi ∂¯5Ψr,stAkr +{∂¯5∂t,Aki },
where {∂¯5∂t,Aki } stands for the lower order commutator defined in (2.47). With this identity, we
obtain(
µ∂¯5Aki,tq,k, ∂¯
5vi
)
L2(Ω)
=−(µAsi ∂¯5Ψr,stAkrq,k, ∂¯5vi)L2(Ω)+(µ{∂¯5∂t,Aki }q,k, ∂¯5vi)L2(Ω)
=−
∫
Γ
q,kA
s
i ∂¯
5ΨrtA
k
r ∂¯
5viNs+
∫
Ω
µAsi ∂¯
5ΨrtA
k
rq,k ∂¯
5vi,s+
∫
Ω
U1
=−
∫
Γ
q,kA
s
i ∂¯
5ΨrtA
k
r ∂¯
5viNs−
∫
Ω
µAsi ∂¯
5Ψrtv
r∂¯5vi,s+
∫
Ω
U1,
(A.17)
where we have integrated-by-parts with respect to xs in the second equality and we have also used
the identity vr=−Akrq,k to write the last line more concisely. The error term U1 is given by
U1=(µq,kAsiAkr ),s ∂¯5Ψrt ∂¯5vi+µ{∂¯5∂t,Aki }q,k, ∂¯5vi+µAsi ∂¯5ΨrtAkrq,k {∂¯5,∂s}vi.
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Furthermore, integrating by parts with respect to xk
(
µAki ∂¯
5∂tq,k, ∂¯
5vi
)
L2
=
∫
Ω
µAki ∂k∂¯
5∂tq∂¯
5vi+
∫
Ω
µAki {∂¯5,∂k}qt∂¯5vi
=−
∫
Ω
µAki ∂¯
5qt∂¯
5vi,k−
∫
Ω
(µAki ),k ∂¯
5qt∂¯
5vi+
∫
Ω
µAki ∂¯
5qt{∂¯5,∂k}vi+
∫
Ω
µAki {∂¯5,∂k}qt∂¯5vi,
(A.18)
where we have used ∂¯5qt=0 on Γ. Summing (A.17) and (A.18), we obtain
(
µ∂¯5Aki,tq,k+µA
k
i ∂¯
5q,kt, ∂¯
5vi
)
L2(Ω)
=−
∫
Γ
q,kA
s
i ∂¯
5ΨrtA
k
r ∂¯
5viNs−
∫
Ω
µAki ∂¯
5vi,k
(
∂¯5qt+ ∂¯
5Ψt ·v
)
+
∫
Ω
(U1−(µAki ),k ∂¯5qt∂¯5vi+µAki ∂¯5qt{∂¯5,∂k}vi+µAki {∂¯5,∂k}qt∂¯5vi).
(A.19)
The first two terms on the right-hand side of (A.19) will be the source of positive definite quadratic
contributions to the energy. To extract the quadratic coercive contribution from the first integral
on the right-hand side of (A.19), note that q,k=N
k∂Nq on Γ. Thus
−
∫
Γ
q,kA
s
i ∂¯
5ΨrtA
k
r ∂¯
5viNs=
∫
Γ
(−∂Nq)∂¯5Ψrt n˜r∂¯5vin˜i=
∫
Γ
(−∂Nq)∂¯5Ψt · n˜∂¯5v · n˜.
Just like in Section A.1 - as in the identities leading up to (A.6) - we obtain
(−∂Nq)∂¯5Ψt · n˜∂¯5v · n˜= |∂¯5ht|2R2J+ |
4∑
a=0
cJa ∂¯
aht∂¯
5−aN · n˜|2+2∂¯5htRJ
4∑
a=0
cJa ∂¯
aht∂¯
5−aN · n˜
+
4∑
l=1
al(−∂Nq)∂¯5Ψ · n˜∂¯5v · n˜∂¯5−l(v−w) · ∂¯ln˜, (A.20)
where cJa = caJ
−1 and ca are some universal constants. As to the second term on the right-hand side
of (A.19), note that
Aki ∂¯
5vi,k= ∂¯
5(Aki v
i
,k)−
5∑
l=1
cl∂¯
lAki ∂¯
5−lvi,k=−∂¯5(qt+v ·w)−
5∑
l=1
cl∂¯
lAki ∂¯
5−lvi,k,
where Aki v
i
,k=−divΨv=−(qt+v ·w) by the parabolic equation (1.9a). Thus
−
∫
Ω
µAki ∂¯
5vi,k
(
∂¯5qt+ ∂¯
5Ψt ·v
)
=
∫
Ω
µ∂¯5(qt+Ψt ·v)
(
∂¯5qt+ ∂¯
5Ψt ·v
)
+
5∑
l=1
cl
∫
Ω
µ∂¯lAki ∂¯
5−lvi,k
(
∂¯5qt+ ∂¯
5Ψt ·v
)
=
∫
Ω
µ
(
∂¯5qt+ ∂¯
5Ψt ·v
)2
+
5∑
l=1
dl
∫
Ω
µ∂¯5−lΨt · ∂¯lv
(
∂¯5qt+ ∂¯
5Ψt ·v
)
+
5∑
l=1
cl
∫
Ω
µ∂¯lAki ∂¯
5−lvi,k
(
∂¯5qt+ ∂¯
5Ψt ·v
)
(A.21)
Combining (A.19) - (A.21) we obtain
1
2
d
dt
∫
Ω
µ|∂¯5v|2dx+
∫
Γ
(−∂Nq)|∂¯5Ψt · n˜|2dx′+
∫
Ω
µ(∂¯5qt+ ∂¯
5Ψt ·v)2dx
=
∫
Γ
∂Nq|
4∑
a=0
cJa ∂¯
aht∂¯
5−aξ · n˜|2+
∫
Ω
S1+
∫
Γ
H1
(A.22)
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with the error terms Sj and Hj given by:
Sj =
∑
0<a+b<6−j
a≤7−2j,b≤j
dabµ∂¯
a∂btA
k
i ∂¯
7−2j−a∂j−bt q,k∂¯
7−2j∂j−1t v
i+(µq,kA
s
iA
k
r ),s ∂¯
7−2j∂jtΨ
r∂¯7−2j∂j−1t v
i
+µ{∂¯7−2j∂jt ,Aki }q,k, ∂¯7−2j∂j−1t vi+µAsi ∂¯7−2j∂jtΨrAkrq,k {∂¯7−2j,∂s}∂j−1t vi
−(µAki ),k ∂¯7−2j∂jt q∂¯7−2j∂j−1t vi+µAki ∂¯7−2j∂jt q{∂¯7−2j,∂k}∂j−1t vi
+µAki {∂¯7−2j,∂k}∂jt q∂¯7−2j∂j−1t vi−
(
∂¯7−2j∂jt q+ ∂¯
7−2j∂jtΨ ·v
)
×
∑
0≤a+b<6−j
dab
(
µ∂¯a∂btΨt · ∂¯7−2j−a∂j−1−bt v+µ∂¯7−2j−a∂j−1−bt Aki ∂¯a∂bt vi,k
)
. (A.23)
Hj =2∂Nq∂¯7−2j∂jt hRJ
∑
0≤a+b<7−j
cJab∂¯
a∂bth∂¯
7−2j−a∂j−bt N · n˜
+(−∂Nq)∂¯7−2j∂jtΨ · n˜
∑
0≤a+b<6−j
dab∂¯
7−2j−a∂j−1−bt (v−w) · ∂¯a∂bt n˜. (A.24)
Note that the first line of (A.24) appears as an expanded difference between two positive definite
expressions (−∂Nq)|∂¯7−2j∂jtΨ · n˜|2 and (−∂Nq)|∂¯7−2j∂jt h|2. We do this just like after (A.5) using
the formula n˜=J−1(N+hN−hθτ) and the parametrization Ψ(t,ξ)= (1+h(t,ξ))N . Let now α=
(α1,α2) be an arbitrary multi-index of order 5. Applying the operator (1−µ)∂α∂t to (1.9b) and
multiplying by ∂αvi, we obtain(
(1−µ)∂αvit+(1−µ)∂αAki,tq,k+(1−µ)Aki ∂αq,kt , ∂αvi
)
L2(Ω)
=−
∑
0<|β|+b<5
β≤α;b≤1
cβb
(
(1−µ)∂β∂btAki ∂α−β∂1−bt q,k, ∂αvi
)
L2
.
In the same way as above we arrive at the following energy identity
1
2
d
dt
∫
Ω
(1−µ)|∂αv|2dx+
∫
Ω
(1−µ)(∂αqt+∂αΨt ·v)2dx=
∫
Ω
S˜1dx, (A.25)
where
S˜1=
∑
0<|β|+b<5
β≤α;b≤1
cβb(1−µ)∂β∂btAki ∂α−β∂1−bt q,k∂αvi+(1−µ)
(
(q,kA
s
iA
k
r ),s∂
αΨrt∂
αvi+{∂α∂t,Aki }q,k∂αvi
)
−(1−µ)
∑
0<β≤α
cβµ∂
α−βΨt · ∂¯lv
(
∂¯αqt+ ∂¯
αΨt ·v
)−(1−µ)∑
β≤α
clµ∂
βAki ∂¯
α−βvi,k
(
∂¯αqt+ ∂¯
αΨt ·v
)
,
(A.26)
For a general j ∈{1,2,3} we have
S˜j =
∑
0<|β|+b<7−2j
β≤α;b≤j
dβb(1−µ)∂β∂btAki ∂α−β∂j−bt q,k∂αvi+(1−µ)U˜1
−(1−µ)
∑
0≤|β|+b<|α|
dβbµ∂
β∂btΨt ·∂α−β∂j−1−bt v
(
∂¯α∂jt q+ ∂¯
α∂jtΨ ·v
)
−(1−µ)
∑
0≤|β|+b<|α|
dβbµ∂
α−β∂j−1−bt A
k
i ∂¯
β∂bt v
i
,k
(
∂¯α∂jt q+ ∂¯
α∂jtΨ ·v
)
.
(A.27)
Summing the identities (A.22) and (A.25) we arrive at
1
2
d
dt
{∫
Ω
µ|∂¯7−2j∂jt v|2+
∑
|α|=7−2j
∫
Ω
(1−µ)|∂α∂jt v|2
}
+
∫
Γ
(−∂Nq)R2J
∣∣∂¯7−2j∂jt h∣∣2
+
∫
Ω
µ
(
∂¯7−2j∂jt q+ ∂¯
7−2j∂jtΨ ·v
)2
+
∑
|α|=7−2j
∫
Ω
(1−µ)(∂α∂jt q+∂α∂jtΨ ·v)2
=
∫
Ω
(Sj+ S˜j)+
∫
Γ
Hj , j=1,2,3.
(A.28)
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Summing the identities (A.13) for j=0,1,2,3 and (A.28) for j=1,2,3, we conclude the proof of
Proposition 3.1.
Appendix B. Proof of the inequality (3.75)
We use the comparison function P defined in (4.98) with the same κ2 and κ1. Note that κ1=C∗ǫc1
is defined as a multiple of c1 for some constant C∗> 0. Using (4.100) and upon possibly enlarging
C∗, we infer (∂t−aij−bi)(−qt+P )≤ 0. Theorem 1 from [40] guarantees
−qt+P ≤C0c1ρe(−λ1+Cǫ)t, (B.1)
where ρ(r)=1−r stands for the distance function to the boundary Γ. Note that the constant κ1
in the definition (4.98) is chosen right after (4.102). It is in particular proportional to Eβ(0)
1/2≤
‖q0‖4. By definition of K we have that ‖q0‖4≤K‖q0‖0. Since however ‖q0‖0≤Kc1, we obtain
P/ρ≤CK2c1e−3λ1t/2. Similarly, the constant C0 is proportional to the L∞-norm of the initial datum
for −qt+P , wherefrom we again obtain C0≤K2c1 by the same argument as above. Dividing by ρ
in (B.1), from the above inequality, we infer that
|∂Nqt|∞≤CK2c1e(−λ1+Cǫ)t.
This proves the inequality (3.75).
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