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MOTIVIC DONALDSON–THOMAS INVARIANTS OF TORIC
SMALL CREPANT RESOLUTIONS
ANDREW MORRISON AND KENTARO NAGAO
Abstract. We compute the motivic Donaldson–Thomas theory of a small
crepant resolution of a toric Calabi-Yau 3-fold.
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Introduction
This paper is a continuation of [MMNS]. We study the motivic Donaldson–
Thomas invariants of non-commutative and commutative crepant resolutions of
the affine toric Calabi–Yau 3-fold {XY − ZN0WN1} ⊂ C4.
A Donaldson–Thomas (DT) invariant of a Calabi–Yau 3-fold Y is a counting
invariant of coherent sheaves on Y , introduced in [Tho00] as a holomorphic analogue
of the Casson invariant of a real 3-manifold. A component of the moduli space of
stable coherent sheaves on Y carries a symmetric obstruction theory and a virtual
fundamental cycle [BF97, BF08]. A DT invariant of a compact Y is then defined
as the integral of the constant function 1 over the virtual fundamental cycle of the
moduli space.
It is known that the moduli space of coherent sheaves on Y can be locally de-
scribed as the critical locus of a function, the holomorphic Chern–Simons functional
(see [JS]). Behrend provided a description of DT invariants in terms of the Euler
characteristic of the Milnor fiber of the CS functional [Beh09]. Inspired by this
result, the proposal of [KS, BBS] was to study the motivic Milnor fiber of the CS
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functional as a motivic refinement of the DT invariant. Such a refinement had been
expected in string theory [IKV09, DG10].
On the other hand, in [Sze08], it was proposed to study counting invariants for
the non-commutative crepant resolution (NCCR) of the conifold, which are called
non-commutative Donaldson–Thomas (ncDT) invariants. It was also conjectured
there that ncDT and DT invariants are related by wall crossing. The paper [NN10]
realized this, by
• describing the chamber structure on the space of stability parameters for
the NCCR,
• finding chambers which correspond to geometric DT and stable pair (PT),
as well as ncDT invariants, and
• computing the generating function of DT type invariants for each chamber.
For the conifold, the dimension of the fiber of the crepant resolution is less than
2 (we say that the resolution is small). This condition plays an important role in
many places of the paper. Affine toric Calabi–Yau 3-folds which have small crepant
resolutions are classified as follows:
(1) X = XN0,N1 := {XY − ZN0WN1} for N0 > 0 and N1 ≥ 0, or
(2) X = X(Z/2Z)2 := C3/(Z/2Z)2 where (Z/2Z)2 acts on C3 with weights (1, 0),
(0, 1) and (1, 1).
2
2
1
N1
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Figure 1. Polygons for XN0,N1 and X(Z/2Z)2
In [Naga], counting invariants for non-commutative and commutative crepant
resolutions of {XY − ZN0WN1} were studied. First, we provided descriptions of
NCCRs of {XY − ZN0WN1} in terms of a quiver with potential. Given N0 and
N1, the quivers with potential are not unique. However it was also shown that
any such quivers with potential are related by a sequence of mutations. Finally,
generalizations of the results in [NN10] are given.
In [MMNS], we provided motivic refinements of formulae in [NN10]. For the
proof, we needed one explicit evaluation of the “universal” series ([MMNS, §2]) and
a wall-crossing argument ([MMNS, §3]).
In this paper, we will show similar formulae for {XY −ZN0WN1}, that is, motivic
refinements of the formulae in [Naga]. The wall-crossing argument works without
modifications (§6, 7), while the evaluation part is more involved (Theorem 0.1).
Our strategy is as follows:
• First, in §4, we evaluate the universal series for a specific NCCR using a
generalization of the calculation [MMNS, §2.2].
• Then, in §5, we evaluate the universal series for a general NCCR. In [Nage],
the second author provided a formula which describes how the universal
series changes under mutation (§6, 7). Although we assume that the quiver
has no loops and 2-cycles in [Nage], we can apply a parallel argument in
our setting as well.
Since any two NCCRs are related by a sequence of mutations, the evaluation is
done.
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Main result
Let Γ be the quadrilateral (or the triangle in case N1 = 0) as in Figure 1 and σ
be a partition Γ, that is, a division of Γ into N -tuples of triangles with area 1/2.
We will associate σ with a quiver with superpotential (Qσ, ωσ). The set of vertices
of the quiver Qσ is Iˆ := Z/NZ, which is identified with {0, . . . , N − 1}. A vertex
has a loop if and only if it is in the subset Iˆr ⊂ Iˆ (see (2.1) for the definition). It
is shown in [Naga, §1] that the Jacobian algebra Jσ := J(Qσ, ωσ) is an NCCR of
X := Spec (C[X,Y, Z,W ]/(XY − ZN0WN1)) .
Let ∆ be the set of roots of type AˆN and ∆σ,+ (resp. ∆
re
σ,+, ∆
im
σ,+) denote the
set of positive (resp. positive real, positive imaginary) roots. 1
For α ∈ NIˆ , let M(Jσ, α) be the moduli stack of Jσ-modules V with dimV = α.
We define the generating series of the motivic DT invariants of (Qσ,Wσ) by
AσU (y) = A
σ
U (y0, . . . , yN−1) :=
∑
α∈NQ0
[M(Jσ, α)]vir · yα ∈ MC[[y0, . . . , yN−1]].2
Here yα :=
∏
(yi)
αi and [•]vir denotes the virtual motive (see Section 3.1), an
element of a suitable ring of motives MC. The subscript referring to the fact that
we think of this series as the universal series.
To each root α ∈ ∆σ,+, we associate an infinite product as follows:
• for a real root α ∈ ∆reσ,+ such that
∑
k/∈Iˆr
αk is odd, put
Aα(y) := Exp
(−L−1/2
1− L−1 y
α
)
=
∏
j≥0
(
1− L−j−1/2yα
)
• for a real root α ∈ ∆reσ,+ such that
∑
k/∈Iˆr
αk is even, put
Aα(y) := Exp
(
1
1− L−1 y
α
)
=
∏
j≥0
(
1− L−jyα)−1
• for an imaginary root α ∈ ∆imσ,+, put
Aα(y) := Exp
(
N − 1 + L
1− L−1 y
α
)
=
∏
j≥0
(
1− L−jyα)1−N · (1− L−j+1yα)−1 .
The main result of this paper is the following formula:
1From the view point of the root system, a choice of a partition σ corresponds to a choice of
a set of simple roots.
2For the wall-crossing of motivic DT theory, a twisted product on yα’s twisted by the Euler
form plays a crucial role. In this case, the twisted product coincides with the usual commutative
product since the Euler form is trivial.
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Theorem 0.1.
AσU (y) =
∏
α∈∆σ,+
Aα(y).
This is proved in §4 and §5.2.
Corollaries
Let J˜σ = J(Q˜σ,Wσ) be the framed algebra given by adding the new vertex
∞ and the new arrow from ∞ to 0 to the quiver of Jσ. In [NN10], the authors
introduce a notion of ζ-(semi)stability of J˜-modules V˜ with dim V˜∞ ≤ 1 for a
stability parameter ζ ∈ RIˆ .
For α ∈ NIˆ , let Mζ(J˜ , α) be the moduli space of ζ-stable J˜-modules V˜ with
dim V˜ = (α, 1). We want to compute the motivic generating series
Zζ(y) = Zζ(y0, . . . , yN−1) :=
∑
α∈NIˆ
[
Mζ
(
J˜ , α
)]
vir
· yα ∈ MC[[y0, . . . , yN−1]].
To each root α ∈ ∆σ,+, we put
Zα(y0, . . . , yN−1) :=
Aα(−L1/2y0, y1, . . . , yN−1)
Aα(−L−1/2y0, y1, . . . , yN−1)
.
They are given as follows:
• for a real root α ∈ ∆reσ,+ such that
∑
k/∈Iˆr
αk is odd, we have
Zα(−y0, . . . , yN−1) =
α0−1∏
i=0
(
1− L−α02 + 12+iyα
)
,
• for a real root α ∈ ∆reσ,+ such that
∑
k/∈Iˆr
αk is even, we have
Zα(−y0, . . . , yN−1) =
α0−1∏
i=0
(
1− L−α02 +1+iyα
)−1
,
• for an imaginary root α ∈ ∆imσ,+, we have
Zα(−y0, . . . , yN−1) =
α0−1∏
i=0
(
1− L−α02 +1+iyα
)1−N
·
(
1− L−α02 +2+jyα
)−1
Applying the same argument as [MMNS, §3], we get the following formula (§6):
Corollary 0.2. For ζ ∈ RI˜ not orthogonal to any root, we have
Zζ(y) =
∏
α∈∆σ,+
ζ·α<0
Zα(y0, . . . , yN−1).
By [Beh09, BBS], the specialization Zζ(y)|
L
1
2→1
is the DT-type series at the
generic stability parameter ζ, computed in [Naga].
Let Yσ → X be the crepant resolution corresponding to σ. The noncommutative
crepant resolution Jσ is derived equivalent to Yσ. In [NN10, §3], we find a stability
parameter ζDT (resp. ζPT) such that the moduli space coincides with the Hilbert
scheme (resp. the stable pair moduli space) for Yσ.
Let ZσDT(s, T1, . . . , TN−1) (resp. Z
σ
DT(s, T1, . . . , TN−1)) be the generating func-
tion of DT (resp. PT) invariants of Yσ. Here s is the variable for the homology class
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of a point and Ti is the variable for the homology class of the i-th component Ci
of the exceptional curve. The variable change induced by the derived equivalence
is given as follows:
s := y0 · y1 · · · · · yN−1, Ti = yi.
For 1 ≤ a ≤ b ≤ N − 1, we put
C[a,b] := [Ca] + · · ·+ [Cb] ∈ H2(Yσ,Z),
where Ci is a component of the exceptional curve and let
T[a,b] = Ta · · · · · Tb
be the corresponding monomial. Let c(a, b) denote the number of (−1,−1)-curves
in {Ci | a ≤ i ≤ b}. We define infinite products as follows:
• If c(a, b) is odd, we put
Z[a,b] = Z[a,b](s, T[a,b]) :=
∞∏
n=1
(
n−1∏
i=0
(
1− L−n2 + 12+i · (−s)n · T[a,b]
))
.
• If c(a, b) is even, we put
Z[a,b] = Z[a,b](s, T[a,b]) :=
∞∏
n=1
(
n−1∏
i=0
(
1− L−n2 +1+i · (−s)n · T[a,b]
)−1)
.
• For imaginary roots, we put
Zim = Zim(s) :=
∞∏
n=1
(
n−1∏
i=0
(
1− L−n2 +1+i(−s)n)1−N (1− L− n2+2+i(−s)n)−1) .
Corollary 0.3. (1) The refined DT and PT series of Yσ are given by the for-
mulae :
ZDT(s, T1, . . . , TN−1) = Zim(s) ·
∏
1≤a≤b≤N−1
Z[a,b](s, T[a,b])
and
ZPT(s, T1, . . . , TN−1) =
∏
1≤a≤b≤N−1
Z[a,b](s, T[a,b])
(2) The generating function of virtual motives of the Hilbert scheme of points
on Yσ is given by the formula :
Z0-dim(s) :=
∞∑
n=0
[
(Yσ)[n]
]
vir
· sn = Zim.
(3) The refined version of DT-PT correspondence for Yσ holds :
ZDT(s, T1, . . . , TN−1) = Z0-dim(s)× ZPT(s, T1, . . . , TN−1).
Remark. The formula in (2) is a direct consequence of the formula for ZDT in (1),
since the polynomial in the T[a,b] variables does not contribute.
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1. Root system of type AˆN
Let N0 > 0 and N1 ≥ 0 be integers such that N0 ≥ N1 and set N = N0 +N1.
We set
I = {1, . . . , N − 1} ,
Iˆ = {0, 1, . . . , N − 1} ,
I˜ =
{
1
2
,
3
2
, . . . , N − 1
2
}
,
Z˜ =
{
n+
1
2
∣∣∣n ∈ Z} .
For l ∈ Z and j ∈ Z˜, let l ∈ Iˆ and j ∈ I˜ be the elements such that l− l ≡ j − j ≡ 0
modulo N .
Let ZIˆ be the free Abelian group with basis {αi | i ∈ Iˆ}, where αi is called a
simple root. We put
∆fin+ := {α[a,b] := αa + · · ·αb | 1 ≤ a ≤ b ≤ N − 1}
∆re,++ := {α[a,b] + n · δ | α[a,b] ∈ ∆fin+ , n ∈ Z≥0}
∆re,−+ := {−α[a,b] + n · δ | α[a,b] ∈ ∆fin+ , n ∈ Z>0}
and
∆re+ := ∆
re,+
+ ⊔∆re,−+ , ∆im+ := {n · δ | n ∈ Z>0}
where δ := α0 + · · ·+ αN−1 is the (positive minimal) imaginary root.
For k ∈ Iˆ, the simple reflection at k is the group homomorphism given by
ZIˆ → ZIˆ
αi 7→ αi − Cik · αk
where C is the Cartan matrix of type AˆN . This gives a self-bijection of ∆
re,+
+ \{αk}.
2. Noncommutative crepant resolutions
2.1. Quivers with potential. We denote by Γ the quadrilateral (or the triangle
in case N1 = 0) with vertices (0, 0), (0, 1), (N0, 0) and (N1, 1). Note that the affine
toric Calabi–Yau 3-fold corresponding to Γ is X = {XY − ZN0WN1}.
A partition σ of Γ is a pair of functions σx : I˜ → Z˜ and σy : I˜ → {0, 1} such that
• σ(i) := (σx(i), σy(i)) gives a bijection between I˜ and the following set:{(
1
2
, 0
)
,
(
3
2
, 0
)
, . . . ,
(
N0 − 1
2
, 0
)
,
(
1
2
, 1
)
,
(
3
2
, 1
)
, . . . ,
(
N1 − 1
2
, 1
)}
,
• if i < j and σy(i) = σy(j) then σx(i) > σx(j).
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Giving a partition σ of Γ is equivalent to dividing Γ into N -tuples of triangles
{Ti}i∈I˜ with area 1/2 so that Ti has (σx(i) ± 1/2, σy(i)) as its vertices. Let Γσ
be the corresponding diagram, ∆σ be the fan and fσ : Yσ → X be the crepant
resolution of X . We put
(2.1) Iˆr :=
{
k ∈ Iˆ
∣∣∣ σy(k − 1
2
) = σy(k +
1
2
)
}
.
Example 1. Let us consider as an example the case N0 = 4, N1 = 2 and
(σ(i))i∈I˜ =
((
7
2
, 0
)
,
(
3
2
, 1
)
,
(
5
2
, 0
)
,
(
3
2
, 0
)
,
(
1
2
, 1
)
,
(
1
2
, 0
))
.
We show the corresponding diagram Γσ in Figure 2.
Figure 2. Γσ
Let S be the union of an infinite number of rhombi with edge length 1 as in
Figure 3 which is located so that the centers of the rhombi are on a line parallel
to the x-axis in R2 and H be the union of infinite number of hexagons with edge
length 1 as in Figure 4 which is located so that the centers of the hexagons are in
a line parallel to the x-axis in R2. We make the sequence τ = τσ : Z → {S,H}
Figure 3. S
Figure 4. H
which maps l to S (resp. H) if l modulo N is not in Iˆr (resp. is in Iˆr) and cover the
whole plane R2 by arranging S’s and H ’s according to this sequence (see Figure 5).
We regard this as a graph on the 2-dimensional torus R2/Λ, where Λ is the lattice
generated by (
√
3, 0) and (N0 −N1, (N0 −N1)
√
3 +N1). We can color the vertices
of this graph black or white so that each edge connects a black vertex and a white
one. Let Pσ denote this bipartite graph on the torus. For each edge h
∨ in Pσ, we
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Figure 5. Pσ in case Example 1
make its dual edge h directed so that we see the black end of h∨ on our right hand
side when we cross h∨ along h in the given direction. Let Qσ denote the resulting
quiver. The set of vertices of the quiver Qσ is Iˆ, which is identified with Z/NZ.
The set of edges of the quiver Qσ is given by
H :=
∐
i∈I˜
h+i
 ⊔
∐
i∈I˜
h−i
 ⊔
∐
k∈Iˆr
rk
 .
Here h+i (resp. h
−
i ) is an edge from i− 12 to i+ 12 (resp. from i+ 12 to i− 12 ), rk is
an edge from k to itself.
For each vertex q of Pσ, let ωq be the potential
3 which is the composition of all
arrows in Qσ corresponding to edges in Pσ with q as their ends. We define
ωσ :=
∑
q : black
ωq −
∑
q : white
ωq.
The relations of the Jacobian algebra are as follows:
• h+i ◦ ri− 12 = ri+ 12 ◦ h
+
i and ri− 12 ◦ h
−
i = h
−
i ◦ ri+ 12 for i ∈ I˜ such that i−
1
2 ,
i+ 12 ∈ Iˆr.
• h+i ◦ ri− 12 = h
−
i+1 ◦h+i+1 ◦h+i and ri− 12 ◦h
−
i = h
−
i ◦h−i+1 ◦h+i+1 for i ∈ I˜ such
that i− 12 ∈ Iˆr, i+ 12 /∈ Iˆr .
• h+i ◦h+i−1 ◦h−i−1 = ri+ 12 ◦h
+
i and h
+
i−1 ◦h−i−1 ◦h−i = h−i ◦ ri+ 12 for i ∈ I˜ such
that i− 12 /∈ Iˆr, i+ 12 ∈ Iˆr .
• h+i ◦ h+i−1 ◦ h−i−1 = h−i+1 ◦ h+i+1 ◦ h+i and h+i−1 ◦ h−i−1 ◦ h−i = h−i ◦ h−i+1 ◦ h+i+1
for i ∈ I˜ such that i− 12 , i+ 12 /∈ Iˆr.
• h+
i− 12
◦ h−
i− 12
= h−
i+ 12
◦ h+
i+ 12
for k ∈ Iˆr.
3A potential of a quiver Q is an element in CQ/[CQ,CQ], i.e. a linear combination of equiv-
alence classes of cyclic paths in Q where two paths are equivalent if they coincide after a cyclic
rotation.
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2.2. NCCR and derived equivalence. Let π : Yσ → X be the crepant resolution
corresponding to σ.
Theorem 2.1. [Naga, Theorem 1.15 and Theorem 1.20]
Db(modJσ) ≃ Db(CohYσ)
The equivalence is given by an explicit tilting vector bundle which is a direct sum
of line bundles [Naga, Theorem 1.10]. In particular, the following map is compatible
with the derived equivalence:
H0(Yσ,Z) ⊕ H2(Yσ,Z) → ZI
[pt] 7→ δ
[Ci] 7→ αi
where αi is the i-th fundamental vector and δ := α0 + α1 + · · ·αN−1.
2.3. Mutation and derived equivalence. Derksen–Weyman–Zelevinsky’s mu-
tation ([DWZ]) of a quiver with a potential induces a derived equivalence of the
derived categories of Ginzburg’s dgas ([KY]). Moreover, the relation between the
module categories of Jacobian algebras has a description in terms of torsion pair
and tilting, which plays a crucial role for the wall-crossing formulae ([KS, Nagb]).
In this paper, we can not apply [DWZ] and [KY] since we have loops and oriented 2-
cycles in the quiver. In this subsection, we see derived equivalences and descriptions
of module categories using the explicit computations given in [Naga, §3].
Let k be an edge of the partition σ which is a diagonal of a parallelogram. Note
that such k corresponds to a vertex without loops. Let σ′ denote the partition
which is obtained by a “flip” of the edge k.
Let Pi be the indecomposable projective Jσ-module associated to a vertex i.
Note that as a vector space Pi is the space of linear combinations of path ending
at the vertex i. We define
P ′k := coker(Pk → Pk−1 ⊕ Pk+1).
and put P ′i = Pi for i 6= k. Here the map Pk → Pk±1 above is induced by the arrow
from k to k ± 1.
Theorem 2.2. [Naga, Proposition 3.1]
(1)
End(⊕P ′i )op ≃ Jσ′ .
(2)
Φk := RHom(⊕P ′i , •) : Db(modJσ)→ Db(modJσ′)
provides an equivalence.
For a Jσ-module V = ⊕i∈IˆVi, we have
(
HjmodJσ′ (Φk(V ))
)
i
=

Vi i 6= k, j = 0,
ker (Vk−1 ⊕ Vk+1 → Vk) i = k, j = 0,
coker (Vk−1 ⊕ Vk+1 → Vk) i = k, j = 1,
0 otherwise.
As for dimension vectors, the simple reflection is compatible with the derived equiv-
alence.
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By the description above, we have
modJσ ∩ Φ−1k (modJσ′) = {V ∈ modJσ | coker (Vk−1 ⊕ Vk+1 → Vk) = 0}
= {V ∈ modJσ | Hom(V, sk) = 0}
=: (modJσ)
k,
modJσ ∩ Φ−1k (modJσ′ )[1] = {V ∈ modJσ | Vi = 0 (i 6= k)}
=: Sk.
In other-words, ((modJσ)
k,Sk) is a torsion pair of modJσ and Φ−1k (modJσ′) is
obtained from modJσ by tilting with respect to this torsion pair (see [Nagb, §3.1]).
Then we have
modJσ′ ∩ Φk(modJσ) = {V ∈ modJσ′ | Hom(s′k, V ) = 0}
=: (modJσ′)k.
In summary, we have the following:
Proposition 2.3. The equivalence Φk induces an equivalence of (modJσ)
k and
(modJσ′)k.
In the proof of [Naga, Proposition 3.1], the author provides the isomorphism in
Proposition 2.2 (1) explicitly. For V ∈ modJσ ∩ Φ−1k (modJσ′), the map(
H0modJσ′ (Φk(V ))
)
k−1
→
(
H0modJσ′ (Φk(V ))
)
k
is induced by the following morphism:
Rk−1 ⊕Rk−1,k+1 : Vk−1 → Vk−1 ⊕ Vk+1
where
Rk−1 :=
{
rk−1 k − 1 ∈ Iˆr,
h+
k− 32
◦ h−
k− 32
k − 1 /∈ Iˆr
and
Rk−1,k+1 := h
−
k+ 12
◦ h+
k+ 12
◦ h+
k− 12
.
2.4. Cut and mutation. Let (Q,W ) be a quiver with potential. To each subset
C ⊂ Q1 we associate a grading gC on Q by
gC(a) =
{
1 a ∈ C,
0 a ∈ C.
A subset C ⊂ Q1 is called a cut if W is homogeneous of degree 1 with respect to
gC . Denote by QC , the subquiver of Q with the vertex set Q0 and the arrow set
Q1\C. We define the truncated Jacobian algebra by
J(Q,W )C := J(Q,W )/〈C〉
Let k be a vertex of Qσ without loops and C be a cut of (Qσ, wσ) such that
gC(h
+
k+ 12
) = 14. We define a cut C′ of (Qσ′ , wσ′) by the following conditions:
4We can construct a cut of (Qσ, wσ) as follows: First, by coupling h
+
i
and h−
i
for each i, we
group the arrows in Qσ into N + |Iˆr| groups. Note that N + |Iˆr| is even. These groups have the
natural cyclic order and we label each of them by odd or even. Choose (any) one arrow from each
odd (or even) labelled group, then we get a cut.
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• gC′(h+k− 12 ) = 1, and
• gC′(h±i ) = gC(h±i ) if i 6= k − 12 , k + 12 .
Proposition 2.4. (See [Nage, Proposition 4.12]) The equivalence Φk induces an
equivalence of (modJσ,C)k and (modJσ′,C′)
k.
Proof. It is enough to show that if h+
k+ 12
vanishes on V then h+
k− 12
vanished on
Φk(V ).
Since gC(h
±
k− 12
) = 0, we have
• gC(rk−1) = 1 if k − 1 ∈ Iˆr, and
• gC(h+k− 32 ) = 1 or gC(h
−
k− 32
) = 1 if k − 1 /∈ Iˆr
and so Rk−1 vanishes. Since gC(h
+
k+ 12
) = 1, we see that Rk−1,k+1 vanishes. 
3. Motivic Donaldson–Thomas invariants
3.1. Motives. We are working in a version of the ring of motivic weights: let MC
denote the K-group of the category of effective Chow motives over C, extended
by L−
1
2 , where L is the Lefschetz motive. It has a natural structure of a λ-ring
[Get, Hei07] with σ-operations defined by σn([X ]) = [X
n/Sn] and σn(L
1
2 ) = L
n
2 .
We put
M˜C =MC[[L−1]],
which is also a λ-ring. Note that in this latter ring, the elements (1 − Ln), and
therefore the motives of general linear groups, are invertible. The ringsMC ⊂ M˜C
sit in larger rings Mµˆ
C
⊂ M˜µˆ
C
of equivariant motives, where µˆ is the group of all
roots of unity [Loo02].
Let f : X → C be a regular function on a smooth variety X . Using arc spaces,
Denef and Loeser [DL01, Loo02] define the motivic nearby cycle [ψf ] ∈ MµˆC and
the motivic vanishing cycle
[ϕf ] := [ψf ]− [f−1(0)] ∈MµˆC
of f . Note that if f = 0, then [ϕ0] = −[X ]. The following result was proved in
[BBS, Prop. 1.11].
Theorem 3.1. Let f : X → C be a regular function on a smooth variety X.
Assume that X admits a C∗-action such that f is C∗-equivariant i.e. f(tx) = tf(x)
for t ∈ C∗, x ∈ X, and such that there exist limits limt→0 tx for all x ∈ X. Then
[ϕf ] = [f
−1(1)]− [f−1(0)] ∈ MC ⊂MµˆC.
Following [BBS], we define the virtual motive of crit(f) to be
[crit(f)]vir := −(−L 12 )− dimX [ϕf ] ∈ MµˆC.
For a smooth variety X , we put
[X ]vir := [crit(0X)]vir = (−L 12 )− dimX · [X ].
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3.2. Quivers and moduli spaces. Let Q be a quiver, with vertex set Q0 and
edge set Q1. For an arrow a ∈ Q1, we denote by s(a) ∈ Q0 (resp. t(a) ∈ Q0) the
vertex at which a starts (resp. ends). We define the Euler–Ringel form χ on ZQ0
by the rule
χ(α, β) =
∑
i∈Q0
αiβi −
∑
a∈Q1
αs(a)βt(a), α, β ∈ ZQ0 .
Given a Q-representation M , we define its dimension vector dimM ∈ NQ0 by
dimM = (dimMi)i∈Q0 . Let α ∈ NQ0 be a dimension vector and let Vi = Cαi ,
i ∈ Q0. We define
R(Q,α) :=
⊕
a∈Q1
Hom(Vs(a), Vt(a))
and
Gα :=
∏
i∈Q0
GL(Vi).
Note that Gα naturally acts on R(Q,α) and the quotient stack
M(Q,α) := [R(Q,α)/Gα]
gives the moduli stack of representations of Q with dimension vector α.
Let W be a potential on Q, a finite linear combination of cyclic paths in Q.
Denote by J = JQ,W the Jacobian algebra, the quotient of the path algebra CQ by
the two-sided ideal generated by formal partial derivatives of the potential W . Let
fα : R(Q,α)→ C
be the Gα-invariant function defined by taking the trace of the map associated to
the potential W . As it is now well known [Seg08, Proposition 3.8], a point in the
critical locus crit(fα) corresponds to a J-module. The quotient stack
M(J, α) :=
[
crit(fα)/Gα
]
gives the moduli stack of J-modules with dimension vector α.
Definition 3.2. A central charge is a group homomorphism Z : ZQ0 → C such
that
Z(α) ∈ H+ = {reipiϕ | r > 0, 0 < ϕ ≤ 1}
for any α ∈ NQ0\{0}. Given α ∈ NQ0\{0}, the number ϕ(α) = ϕ ∈ (0, 1] such that
Z(α) = reipiϕ, for some r > 0, is called the phase of α.
Definition 3.3. For any nonzero Q-representation (resp. J-module) V , we de-
fine ϕ(V ) = ϕ(dimV ). A Q-representation (resp. J-module) V is said to be Z-
(semi)stable if for any proper nonzero Q-subrepresentation (resp. J-submodule)
U ⊂ V we have
ϕ(U)(≤)ϕ(V ).
Definition 3.4. Given ζ ∈ RQ0 , define the central charge Z : ZQ0 → C by the rule
Z(α) = −ζ · α+ i|α|,
where |α| = ∑i∈Q0 αi. We say that a Q-representation (resp. J-module) is ζ-
(semi)stable if it is Z-(semi)stable.
Remark 3.5. Let the central charge Z be as in Definition 3.4. Define the slope
function µ : NQ0\{0} → R by µ(α) = ζ·α|α| . If l ⊂ H = H+ ∪ {0} is a ray such that
Z(α) ∈ l then l = R≥0(−µ(α), 1). This implies that ϕ(α) < ϕ(β) if and only if
µ(α) < µ(β).
We say that ζ ∈ RQ0 is α-generic if for any 0 < β < α we have ϕ(β) 6= ϕ(α).
This condition implies that any ζ-semistable Q-representation (resp. J-module) is
automatically ζ-stable.
Let Rζ(Q,α) denote the open subset of R(Q,α) consisting of ζ-semistable rep-
resentations. Let fζ,α denote the restriction of fα to Rζ(Q,α). The quotient stacks
(3.1) Mζ(Q,α) :=
[
Rζ(Q,α)/Gα
]
, Mζ(J, α) :=
[
crit(fζ,α)/Gα
]
give the moduli stacks of ζ-semistable Q-representations and J-modules with di-
mension vector α.
3.3. Motivic DT invariants. Let (Q,W ) be a quiver with a potential and let
J = JQ,W be its Jacobian algebra. Recall that the degeneracy locus of the function
fα : R(Q,α)→ C defines the locus of J-modules, so that the quotient stack
M(J, α) := [crit(fα)/Gα]
is the stack of J-modules with dimension vector α. We define motivic Donaldson–
Thomas invariants by
[M(J, α)]vir :=
[crit(fα)]vir
[Gα]vir
.
For a stability parameter ζ, we define
(3.2) [Mζ(J, α)]vir =
[crit(fζ,α)]vir
[Gα]vir
.
where, as before, fζ,α denote the restriction of fα : R(Q,α)→ C to Rζ(Q,α).
3.4. Generating series of motivic DT invariants. Let (Q,W ) be a quiver with
a potential admitting a cut, and let J = JQ,W be its Jacobian algebra.
Definition 3.6. We define the generating series of the motivic Donaldson–Thomas
invariants of (Q,W ) by
AU (y) =
∑
α∈NQ0
[M(J, α)]vir · yα =
∑
α∈NQ0
[crit(fα)]vir
[Gα]vir
· yα ∈ TQ,
the subscript referring to the fact that we think of this series as the universal series.
Given a cut C of (Q,W ), we define a new quiver QC = (Q0, Q1\C). Let JC be
the quotient of CQC by the ideal
(∂CW ) = (∂W/∂a, a ∈ C).
Proposition 3.7. [MMNS, Proposition 1.14] If (Q,W ) admits a cut C, then
AU (y) =
∑
α∈NQ0
(−L 12 )χ(α,α)+2dI(α) [R(JC , α)]
[Gα]
yα,
where dC(α) =
∑
(a:i→j)∈C αiαj for any α ∈ ZQ0 .
The quiver with potential (Qσ, wσ) introduced in §2 admits a cut (see §2.4) and
Proposition 3.7 can be applied. In the next section we use this to compute the
universal series in a specific case.
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4. The universal DT series : special case
Throughout this section we fix σ to be the unique partition defined such that
Iˆr = {0, 1, 2, 3, . . .N ′ − 1}.
In other words the partition such that the quiver with potential (Qσ, wσ) has loops
at the first N ′ vertices only. The aim of this section is to prove Theorem 0.1 for
this quiver with potential.
We define three fixed subsets of the vertices
I1 := {0, 1, . . . , N ′ − 1} ⊂ Z/N,
I2 := {N ′, N ′ + 2, N ′ + 4, . . . , N − 2} ⊂ Z/N,
I3 := {N ′ + 1, N ′ + 3, N ′ + 5, . . . , N − 1} ⊂ Z/N.
Then there exists a cut C given by the collection of arrows
C =
{
h−i | i−
1
2
6∈ I2
}
.
By Proposition 3.7 the coefficients of the universal DT series AσU (y) =
∑
α∈NQ Aαy
α
are given by
Aα =
(
−L 12
)χ(α,α)+2dC(α) [R(Jσ,C , α)]
[Gα]
yα
where dC(α) =
∑
(a:i→j)∈C αiαj . To begin we find a simple expression for the term
χ(α, α) + 2dC(α) in the exponent. We know by definition that
χ(α, α) =
∑
i∈I1∪I2∪I3
α2i −
∑
i∈I1
α2i −
∑
i∈I1∪I2∪I3
αiαi+1 −
∑
i∈I1∪I2∪I3
αi+1αi,
dI(α) =
∑
i∈I1
αiαi+1 +
∑
i∈I3
αi+1αi,
so it follows
χ(α, α) + 2dC(α) =
∑
i∈I2∪I3
α2i − 2 ·
∑
i∈I2
αiαi+1,
=
∑
i∈I2
(αi+1 − αi)2.
Our next goal is to factorize AσU (y) into two simpler series. This proceeds by ana-
lyzing the motivic classes [R(Jσ,C , α)].
Given a dimension vector α ∈ NQ0 and a representation of a Jσ,C-module
V =
⊕
i∈I1∪I2∪I3
Vi
we focus on a specific element
H := h+1/2 + h
+
3/2 + · · ·+ h+N−1/2 ∈
⊕
i∈I1∪I2∪I3
Hom(Vi, Vi+1).
This map H acts as an endomorphism of the vector space V . Given any such linear
map
H : V → V
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there exists a unique splitting V = V I ⊕ V N with maps
HI : V I → V I invertible
HN : V N → V N nilpotent
so that
H = HI ⊕HN .
Moreover in our case the above splitting respects the grading by i ∈ I1 ∪ I2 ∪ I3.
To be explicit we have that
V I =
⊕
i∈I1∪I2∪I3
V Ii
where V Ii := Vi ∩ V I (similarly V N =
⊕
i∈I1∪I2∪I3
V Ni with V
N
i := Vi ∩ V N ). One
immediate consequence of this is that
dim
(
V Ii
)
= dim
(
V Ii+1
)
for all i ∈ I1 ∪ I2 ∪ I3,
indeed this is clear since the block form of HI demands that it map V Ii to V
I
i+1 via
an isomorphism. We are now ready to decompose the computation of AσU (y) into
two simpler subproblems.
Definition 4.1. (Invertible series) We define
RI(a) := {r ∈ R(Jσ,C , α) | H is invertible, αi = a ∀i}
and the series
Iσ(y) :=
∑
a≥0
[RI(a)]
[GL(a)]N
ya.
Definition 4.2. (Nilpotent series) We define
RN (α) := {r ∈ R(Jσ,C , α) | H is nilpotent}
and the series
Nσ(y) :=
∑
α∈NQ0
(−L1/2)
∑
i∈I2
(αi+1−αi)
2 [RN (α)]
[Gα]
yα.
The following lemma shows that the series AσU (y) factorizes into the product of
the two just defined.
Lemma 4.3. We have
AσU (y) = I
σ(y0 · · · yN−1) ·Nσ(y).
Proof. This formula follows directly from a stratification of the variety R(Jσ,C , α)
by the dimension of V Ii .
Fix α ∈ NQ0 , we stratify R(Jσ,C , α) by dim(V Ii ) = a. Let
a := (a, a, . . . , a) ∈ NQ0 ,
and
α′ such that α = a+ α′ ∈ NQ0 .
There is a Zariski locally trivial fibration
RI(a)×RN (α′) → {r ∈ R(Jσ,C , α) | dim(V Ii ) = a for H ∈ r}
↓
M(a, α).
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Here M(a, α) is the space parameterizing splittings Vi = V Ii ⊕ V Ni . To see
this one checks that the arrows ri, h
−
i+1/2 in the representation also preserve the
splitting, so the entire representation splits into V I ⊕ V N . This follows easily from
the relations and some basic linear algebra.
Splittings of the vector space Vi = V
I
i ⊕ V Ni are parameterized by
GL(αi)/ (GL(a)×GL(α′i))
and hence the motivic class of the base is
[M(a, α)] = [Gα]
[GL(a)]N · [Gα′ ] .
Summing over each stratum with dim(V Ii ) = a we get
[R(Jσ,C , α)] = [Gα] ·
mini{αi}∑
a=0
[RI(a)]
[GL(a)]N
· [R
N (α′)]
[Gα′ ]
.
Multiplying both sides of this expression by (−L1/2)
∑
i∈I2
(αi+1−αi)
2
yα and summing
gives
AσU (y) =
∑
a≥0
[RI(a)]
[GL(a)]N
N−1∏
i=0
yai
 ·
 ∑
α′∈NQ0
(−L1/2)
∑
i∈I2
(α′i+1−α′i)
2 [RN (α′)]
[Gα′ ]
yα
′

proving the result. 
In the next two sections we compute formulas for Iσ(y) and Nσ(y).
4.1. Step One: The invertible case Iσ(y).
Proposition 4.4. We have
Iσ(y) = Exp
(
L
y
1− y
)
.
Proof. A Jσ,C-module r ∈ R(Jσ,C , α) is given by a vector space
V =
⊕
i∈I1∪I2∪I3
Vi
of dimension α ∈ NQ0 and a collection of linear maps
ri : Vi → Vi for i ∈ I1
h−i+1/2 : Vi+1 → Vi for i ∈ I2
h+i+1/2 : Vi → Vi+1 for i ∈ I1 ∪ I2 ∪ I3
satisfying the relations coming from cyclic differentiation of the potential
rih
+
i−1/2 = h
+
i−1/2ri−1 for i ∈ [1, N ′ − 1] ∩ I1
r0h
+
N−1/2 = h
+
N−1/2h
+
N−3/2h
−
N−3/2
h−N ′+1/2h
+
N ′+1/2h
+
N ′−1/2 = h
+
N ′−1/2rN ′−1
h−i+3/2h
+
i+3/2h
+
i+1/2 = h
+
i+1/2h
+
i−1/2h
−
i−1/2 for i = [N
′ + 1, N − 3] ∩ I3.
assuming moreover that r ∈ RI(a) then
h+i+1/2 : Vi → Vi+1 is invertible ∀i ∈ I1 ∪ I2 ∪ I3.
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This allows us to express RI(a) as a
∏N−1
i=1 GL(Vi) torsor over a commuting variety
π : RI(a) → C(a)
: (ri, h
+
i+1/2, h
−
i+1/2) 7→ (r0, h+N−1/2h+N−3/2 · · ·h+3/2h+1/2)
where
C(a) = {(A,B) ∈ End(V0)×GL(V0) | AB = BA}.
The free action of
∏N−1
i=1 GL(Vi) on R
I(a) is given by
(g1, . . . , gN−1) : ri 7→ girig−1i for i ∈ [1, N ′ − 1]
: h+1/2 7→ g1h+1/2
: h+N−1/2 7→ h+N−1/2g−1N−1
: h+i+1/2 7→ gi+1h+i+1/2g−1i for i ∈ [1, N − 2]
: h−i+1/2 7→ gih−i+1/2g−1i+1 for i ∈ I2.
As GL(a) is a special group the torsor splits in the Zariski topology, motivically we
have
[RI(a)] = [GL(a)]N−1 · [C(a)].
Thus
Iσ(y) =
∑
a≥0
[C(a)]
[GL(a)]
ya.
The generating series for the commuting variety is obtained in [BM] giving the
result. 
4.2. Step Two: The nilpotent case Nσ(y). This section is the final step in the
calculation. Here we compute Nσ(y) and obtain the formula of AσU (y).
We fix a dimension vector α ∈ NQ0 . As before a Jσ,C -module is given by a vector
space
V =
⊕
i∈I1∪I2∪I3
Vi
of dimension α and a collection of linear maps
ri : Vi → Vi for i ∈ I1
h−i+1/2 : Vi+1 → Vi for i ∈ I2
h+i+1/2 : Vi → Vi+1 for i ∈ I1 ∪ I2 ∪ I3
satisfying the relations of the potential (see Proposition 4.4). Throughout this
section we insist that the map
H = h+1/2 + h
+
3/2 + · · ·h+N−1/2 ∈
⊕
i∈I1∪I2∪I3
Hom(Vi, Vi+1)
is nilpotent. In fact RN (α) is exactly the collection of all such representations (see
Definition 4.2). In particular if we let |α| := dim(V ) then we know that H |α| = 0.
This gives a filtration of the vector space,
V = V |α| ⊃ V |α|−1 ⊃ · · · ⊃ V 1 ⊃ V 0 = {0}
where
V j = {v ∈ V | Hj(v) = 0}.
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Moreover the filtration respects the grading by i ∈ I1 ∪ I2 ∪ I3, by which we mean
that
V j =
⊕
i∈I1∪I2∪I3
(
V j ∩ Vi
)
where Vi is the summand at the ith vertex of the quiver. By considering the vector
space V as a representation of the nilpotent matrix H we can identify V with a
C[x]-module supported at the origin. Modules for a principal ideal domain have a
simple structure. In particular we have
V ∼=
d⊕
j=1
(
C[x]/(xj)
)⊕bj
as a C[x]-module. The next proposition provides a more refined version of this
statement where each factor in this decomposition is generated by a vector from a
vector space Vi.
Proposition 4.5. For each i ∈ I1 ∪ I2 ∪ I3 there exists collection of integers bij so
that
V ∼=
⊕
i∈I1∪I2∪I3
d⊕
i=1
(
C[x]/(xj)
)⊕bij
where the factor
(
C[x]/(xj)
)⊕bij is generated as a C[x]-module by vectors in Vi.
Moreover the numbers bij are uniquely determined by the above conditions.
Proof. We will argue by induction on d, the largest integer such that bd 6= 0. As such
we can assume that for each j ≤ d− 1 the factor C[x]/(xj) is generated by a vector
in some Vi. Now let e1, . . . , ebd be a generating set for the factor
(
C[x]/(xd)
)⊕bd ,
and define W := span{e1, . . . , ebd}. We consider the projection operators
pi : V → Vi/Vi ∩ V d−1
and set Wi := pi(W ) and b
i
d = dimWi. We claim that p0 ⊕ · · · ⊕ pN−1 : W →
W0⊕· · ·⊕WN−1 is an isomorphism. The map is clearly onto and an injection since
any vector in the kernel must lie in V d−1. Now consider a lifting of the vector space
Vi ⊃W ′i ։Wi ⊂ Vi/Vi ∩ V d−1 then
W ′i ⊕HW ′i ⊕ · · · ⊕Hd−1W ′i ⊂ V
is a submodule of V isomorphic to
(
C[x]/(xd)
)⊕bid . Summing over all i we have that(
C[x]/(xd)
)∑
i b
i
d is a submodule of V , hence it follows that
∑
i dimWi =
∑
i b
i
d ≤
bd = dimW and so for dimension reasons we get
V ∼=
(
N−1⊕
i=0
(
C[x]/(xd)
)⊕bid)⊕d−1⊕
j=1
(
C[x]/(xj)
)⊕bj .
Here each factor
(
C[x]/(xd)
)⊕bid is generated by vectors in Vi, so by our inductive
hypothesis the entire module is generated by vectors in Vi.
Finally we prove the uniqueness statement. Assume we have two distinct such
decompositions
V ∼=
N−1⊕
i=0
d⊕
j=1
(C[x]/(xj))⊕b
i
j ∼=
N−1⊕
i=0
d⊕
j=1
(C[x]/(xj))⊕c
i
j .
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By restricting to subrepresentations if necessary we can assume that bid 6= cid for
some i. However in this case
bid = dim
(
ker(Hd : Vi → Vi+d)/Vi ∩ V d−1
)
= cid
is a contradiction. This proves the last part of the lemma. 
Next we organize this data in the way most helpful to our cause.
Definition 4.6. Let 0 ≤ a, b ≤ N − 1. We define
|b− a| = min{r ∈ {0, 1, . . . , N − 1} | b = a+ r mod N}.
Intuitively this is the distance from a to b in the cyclic direction i → i + 1
corresponding to the map H .
Definition 4.7. Suppose we have a decomposition of V as a C[x]-module as in
Proposition 4.5 . Define V a,b to be the vector subspace corresponding to summand⊕
l≥1
(
C[x]/(xN(l−1)+|b−a|+1)
)baN(l−1)+|b−a|+1
.
and relabel the integers
ba,bl := b
a
N(l−1)+|b−a|+1,
to define partitions
π[a,b] := (1b
a,b
1 2b
a,b
2 3b
a,b
3 · · · ).
Notice that the above definition depends on the choice of the decomposition in
Proposition 4.5. However all such vector spaces are isomorphism abstractly as C[x]-
modules. We can think of these vector spaces as being generated by the nilpotent
vectors that start at the ath vertex and are annihilated at the b+1th vertex under
the action of the map H .
The next lemma makes explicit how to recover the dimension vector of a repre-
sentation from the datum of the N2 partitions {π[a,b] | 0 ≤ a, b ≤ N − 1}.
Lemma 4.8. Given a representation r ∈ RN (α) so that the endomorphism H has
type {π[a,b]} the dimension vector of the representation r is given by
αi =
∑
a,b
|π[a,b]| −
∑
a,b:i6∈[a,b]
l(π[a,b])
where |π[a,b]| and l(π[a,b]) are the size and length of the partition π[a,b].
Proof. This is clear since
V =
⊕
a,b
V a,b
and
dim
(
V a,b ∩ Vi
)
=
{ |π[a,b]| if i ∈ [a, b]
|π[a,b]| − l(π[a,b]) if i 6∈ [a, b].

We can use this to give a simple reformulation of the term χ(α, α) + 2dC(α)
appearing in the series Nσ.
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Corollary 4.9. We have
χ(α, α) + 2dC(α) =
∑
i∈I2
∑
b6=i
l(π[i+1,b])−
∑
c 6=i+1
l(π[c,i])
2 .
Proof. In our initial analysis of these terms we saw that
χ(α, α) + 2dC(α) =
∑
i∈I2
(αi+1 − αi)2
and now by lemma 4.8 we have
αi+1 − αi =
∑
b6=i
l(π[i+1,b])−
∑
c 6=i+1
l(π[c,i]).

The above classification has been for the purpose of breaking the variety RN(α)
down into simpler pieces.
Definition 4.10. Given N2 partitions {π[a,b] | 0 ≤ a, b ≤ N − 1} and a dimension
vector α as in lemma 4.8 we define
R({π[a,b]}) = {r ∈ RN(α) | H has type {π[a,b]}}.
This provides a stratification of RN (α) into strata where the normal form of H
has a fixed type. We will proceed to compute the motivic classes of each of these
stratum.
A representation inR({π[a,b]}) is given explicitly by a vector space V =⊕i∈I1∪I2∪I3 Vi
and a collection of linear maps corresponding to the arrows ri with i ∈ I1 ,h−i+1/2
with i ∈ I2 and h+i+1/2 with i ∈ I1 ∪ I2 ∪ I3. In addition the linear maps satisfy
relations
rih
+
i−1/2 = h
+
i−1/2ri−1 for i ∈ [1, N ′ − 1] ∩ I1
r0h
+
N−1/2 = h
+
N−1/2h
+
N−3/2h
−
N−3/2
h−N ′+1/2h
+
N ′+1/2h
+
N ′−1/2 = h
+
N ′−1/2rN ′−1
h−i+3/2h
+
i+3/2h
+
i+1/2 = h
+
i+1/2h
+
i−1/2h
−
i−1/2 for i = [N
′ + 1, N − 3] ∩ I3.
and we require that the map
H = h+1/2 + h
+
3/2 + · · ·h+N−1/2 ∈
⊕
i∈I1∪I2∪I3
Hom(Vi, Vi+1)
has a type given by the partitions {π[a,b] | 0 ≤ a, b ≤ N − 1}. The linear map H
contains all the information of the maps h+i+1/2. For brevity we make the following
definition packaging all the remaining linear maps into one.
Definition 4.11. Given a representation as above, we define the linear map
L := r0+r1+· · · rN ′−1+h−N ′+1/2+· · ·h−N−3/2 ∈
⊕
i∈I1
Hom(Vi, Vi)
⊕
i∈I2
Hom(Vi+1, Vi).
From now on in order to compute the motivic class of R({π[a,b]}) we will work
with a choice of coordinates. Let
va,bl (k) ∈ Va
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be such that va,bl (k) generates the kth summand of C[x]/(x
N(l−1)+|b−a|+1)⊕b
a,b
l in
the decomposition of Proposition 4.5. Then we have that
B := {Hpva,bl (k) | 1 ≤ k ≤ ba,bl , 0 ≤ a, b ≤ N − 1, 0 ≤ p ≤ N(l − 1) + |b− a|+ 1}
forms a basis of V .
Definition 4.12. We define H(π[a,b]) to be the matrix representation of the map
H with respect to the basis B. Also define
F ({π[a,b]}) := {L | (L,H(π[a,b])) ∈ R({π[a,b]})}
N({π[a,b]}) := {H | H has type {π[a,b]}}.
Then R({π[a,b]}) has a decomposition as a vector bundle.
Lemma 4.13. R({π[a,b]}) has the structure of a vector bundle
F ({π[a,b]}) → R({π[a,b]})
↓
N({π[a,b]}).
In particular we have that
[R({π[a,b]})] = [F ({π[a,b]})] · [N({π[a,b]})]
in the Grothendieck ring of varieties.
Proof. The projection map
p : R({π[a,b]}) → N({π[a,b]})
: (L,H) 7→ H.
defines the bundle structure with zero section H 7→ (0, H). The fibre is the linear
space of all such L. 
Here the base of the vector bundle is the space of all matrices of type {π[a,b]}
these are all conjugate to H(π[a,b]), therefore we have a torsor,
π : Gα → N(π[a,b])
: P 7→ PH(π[a,b])P−1.
This is a torsor for the group S′({π[a,b]}) := StabGα(H(πa,b)). This group is given
as the group of units in an algebra.
Definition 4.14. We identify S′({π[a,b]}) with the group of multiplicative units in
the following algebra
S({π[a,b]}) :=
{
N ∈
N−1∏
i=0
End(αi)
∣∣∣ NH(π[a,b]) = H(π[a,b])N} .
Since S′({π[a,b]}) is the group of units of an algebra it is a special group and so
the above torsor splits in the Zariski topology. The next lemma gives a formula
of the motivic class of the group S′({π[a,b,]}) and via the splitting of the above
torsor we deduce a formula for the class of N({π[a,b]}). Before stating the lemma
we create some notation.
Definition 4.15. The following linear spaces have dimension
T ({π[a,b]}) := dimF ({π[a,b]})
B({π[a,b]}) := dimS({π[a,b]}).
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Lemma 4.16. We have
[S′({π[a,b]})] = [S({π[a,b]})] ·
∏
0≤a,b≤N−1
1
f
(
π[a,b]
)
where
f
(
π[a,b]
)
:=
∏
l≥1
[End(ba,bl )]
[GL(ba,bl )]
.
So as a consequence
[R({πa,b})] = [Gα] · LT ({pi
[a,b]})−B({pi[a,b]}) ·
∏
0≤a,b≤N−1
f
(
π[a,b]
)
.
Proof. Let
W a,bl := spanC{va,bl (k) | 1 ≤ k ≤ ba,bl }
be the span of the basis elements va,bl (k) for 1 ≤ k ≤ ba,bl . We have both inclusion
and projection
W a,bl →֒ V ։W a,bl .
This gives a map of algebras
π : S({π[a,b]})→
∏
a,b,l
End(W a,bl )
: N 7→ ⊕a,b,lN |Wa,b
l
.
This splits as a trivial vector bundle, whose rank is the dimension of the total space
minus the dimension of the base. Since we have that the group S′({π[a,b]}) is the
group of units in S({π[a,b]}), we can identify S′({π[a,b]}) as the inverse image of
the units on the right hand side. This is a trivial vector bundle of rank equal to
dimS({π[a,b]})− dim∏a,b,l End(W a,bl ). We have an isomorphism of varieties
S′({π[a,b]}) ≡ S({π
[a,b]})∏
a,b,l End(W
a,b
l )
×
∏
a,b,l
GL(W a,bl )
so motivically we have
[S′({π[a,b]})] = [S({π[a,b]})] ·
∏
0≤a,b≤N−1
1
f
(
π[a,b]
) .
In lemma 4.13 we saw that
[R({π[a,b]})] = [F ({π[a,b]})] · [N({π[a,b]})]
Now we know that N({π[a,b]}) is a torsor for the group S′({π[a,b]}) whose motive
we have just computed we deduce
[R({π[a,b]})] = [F ({π[a,b]})] · [Gα]
[S′({π[a,b]})]
= [F ({π[a,b]})] · [Gα]
[S({π[a,b]})] ·
∏
0≤a,b≤N−1
f
(
π[a,b]
)
= [Gα] · LT ({pi
[a,b]})−B({pi[a,b]}) ·
∏
0≤a,b≤N−1
f
(
π[a,b]
)
.

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The next proposition computes the difference T ({π[a,b]})−B({π[a,b]}). Its proof
is found in the appendix.
Proposition 4.17. We have T ({π[a,b]})−B({π[a,b]}) equals to
−1
2
∑
i∈I2
∑
b6=i
l(π[i+1,b])−
∑
c 6=i+1
l(π[c,i])
2−1
2
∑
a∈I3,b6∈I2
∑
i≥1
(ba,bi )
2−1
2
∑
a 6∈I3,b∈I2
∑
i≥1
(ba,bi )
2.
Proof. The proof is a linear algebra calculation. See appendix. 
As a corollary we deduce the formula for Nσ(y).
Proposition 4.18. Let
S = {[a, b] | a ∈ I3, b 6∈ I2 or a 6∈ I3, b ∈ I2},
y[a,b] = ya · ya+1 · · · yb,
y′ = y0 · y1 · · · yN−1,
then we have
Nσ(y) = Exp
 L
L− 1
1
1− y′
 ∑
[a,b] 6∈S
y[a,b] − L−
1
2
∑
[a,b]∈S
y[a,b]
 .
Proof. Recall our initial definition of Nσ(y)
Nσ(y) =
∑
α∈NQ0
(−L1/2)χ(α,α)+2dC(α) [R
N(α)]
[Gα]
yα
In Proposition 4.5 we saw that it was possible to stratify each of the varieties RN(α)
by the type {π[a,b]} of the cycle H . This gives
Nσ(y) =
∑
α∈NQ0
(−L1/2)χ(α,α)+2dC(α)[Gα]−1
 ∑
{pi[a,b]}⊢α
[R({π[a,b]})]
 yα.
The motivic class of R({π[a,b]}) was computed in lemma 4.16 substituting this into
the above formula gives
∑
α∈NQ0
(−L1/2)χ(α,α)+2dC(α)
 ∑
{pi[a,b]}⊢α
L
T ({pi[a,b]})−B({pi[a,b]}) ·
∏
0≤a,b≤N−1
f
(
π[a,b]
) yα.
Lemma 4.8 showed how the dimension vector depended on the partitions we had
αi =
∑
0≤a,b≤N−1
|π[a,b]| −
∑
[a,b] 6∋i
l(π[a,b])
and an immediate corollary was that
χ(α, α) + 2dC(α) =
∑
i∈I2
∑
b6=i
l(π[i+1,b])−
∑
c 6=i+1
l(π[c,i])
2 .
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Combining this with the formula for the difference T ({π[a,b]})−B({π[a,b]}) (Propo-
sition 4.17) gives
Nσ(y) =
∑
{pi[a,b]}
 ∏
[a,b] 6∈S
f
(
π[a,b]
) ·
 ∏
[a,b]∈S
f
(
π[a,b]
)∏
l≥1
(−L 12 )−(ba,bl )2

·
N−1∏
i=0
y
∑
0≤a,b≤N−1 |pi
[a,b]|−
∑
[a,b] 6∋i l(pi
[a,b])
i .
To simplify notation set
g (π) := f (π) ·∏l≥1(−L 12 )−b2l for π = (1b12b23b3 · · · )
then rearranging the products and summations gives
Nσ(y) =
∏
[a,b] 6∈S
∑
pi[a,b]
f
(
π[a,b]
)
· y′|pi[a,b]|−l(pi[a,b]) · yl(pi[a,b])[a,b]
·
∏
[a,b]∈S
∑
pi[a,b]
g
(
π[a,b]
)
· y′|pi[a,b]|−l(pi[a,b]) · yl(pi[a,b])[a,b] .
Both of these series are know to have product expansions [Mac]
f(t, a) =
∑
pi f (π) a
l(pi)t|pi|−l(pi) = Exp
(
1
1−L−1 · a1−t
)
g(t, a) =
∑
pi g (π) a
l(pi)t|pi|−l(pi) = Exp
(
(−L
1
2 )−1
1−L−1 · a1−t
)
.
Now Nσ is a product of such series and multiplying together the corresponding
exponential generating series gives the desired result
Nσ(y) = Exp
 L
L− 1
1
1− y′
 ∑
[a,b] 6∈S
y[a,b] − L−
1
2
∑
[a,b]∈S
y[a,b]
 .

Now we have computed Iσ, Nσ and so by lemma 4.3
AσU (y) = Exp
L y′
1− y′ +
L
L− 1
1
1− y′
 ∑
[a,b] 6∈S
y[a,b] − L−1/2
∑
[a,b]∈S
y[a,b]

or to reformulate this as a product over the set of roots
Exp
 11− L−1
(L+N − 1) ∑
α∈∆im
σ,+
yα +
∑
α∈∆reσ,+∑
I2∪I3
αi is even
yα − L− 12
∑
α∈∆reσ,+∑
I2∪I3
αi is odd
yα

 .
Thus proving Theorem 0.1
AσU (y) =
∏
α∈∆σ,+
Aα(y)
for the special case of the partition σ.
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5. The universal DT series : general case
In this section we will prove Theorem 0.1 for any partition σ.
5.1. Mutation and the root system. Recall that the simple reflection provides
a bijection between ∆σ,+\{αk} and ∆σ′,+\{α′k} (see §2.3). The simple root αk
maps to −α′k.
For α ∈ ∆re+ , let xα be a simple module with dimα. By [Naga, Proposition 2.14],∑
i/∈Iˆr
αi is odd (resp. even) if and only if ext
1(x, x) = 0 (resp. = 1). In particular,
the parity of
∑
i/∈Iˆr
αi is preserved by the simple reflection.
5.2. Wall-crossing formula.
Theorem 5.1. [Nage, Theorem 4.9]
Aσ
′
U (y) =
AσU (y)
E(yk)
× E(y−1k )
Proof. Step 1 : By the observation in §2.3, we have the following factorization:
AσU = E(yk)×Aσk
where
E(y) :=
∑
n≥0
[pf]
[GLn]vir
· yn, yk := yαk
and Aσk is the generating series of virtual motives of moduli stacks of objects in
(modJσ)k. We also have
Aσ
′
U = A
σ′,k × E(y−1k )
where Aσ
′,k is the generating series of virtual motives of moduli stacks of objects
in (modJσ′)
k.
Step 2 : By Proposition 2.4, we have Aσk = A
σ′,k (see [Nage, Theorem4.7]). 
Now Theorem 0.1 for any σ follows from the result in §4 combined with Theorem
5.1 and the remark in §5.1.
5.3. Factorization of the universal series. We will say that a stability param-
eter ζ is generic, if for any stable Jσ-module V , we have ζ · dim V 6= 0. For generic
stability parameter ζ, let M+ζ (Jσ, α) (resp. M
−
ζ (Jσ, α)) denote the moduli stacks
of Jσ-modules V such that dimV = α and such that all the HN factors F of V
with respect to the stability parameter ζ satisfy ζ · dimF > 0 (resp. < 0). Let
[M±ζ (Jσ, α)]vir denote the virtual motive of the moduli stack defined in the same
way as (3.2). We put
A±ζ (y) =
∑
α∈NIˆ
[M±ζ (J, α)]vir · yα.
Lemma 5.2. [MMNS, Lemma 2.6] The generating series A±ζ are given by
A±ζ (y) =
∏
α∈∆σ,+,±ζ·α<0
Aα(y).
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6. Motivic DT with framing
We denote by Q˜σ the new quiver obtained fromQσ by adding a new vertex∞ and
a single new arrow∞→ 0. Let J˜σ = JQ˜σ ,wσ be the Jacobian algebra corresponding
to the quiver with potential (Q˜σ, wσ), where we view wσ as a potential for Q˜σ in
the obvious way.
Let ζ ∈ RIˆ be a vector, which we will refer to as the stability parameter. A J˜σ-
representation V˜ with dim V˜∞ = 1 is said to be ζ-(semi)stable, if it is (semi)stable
with respect to (ζ, ζ∞) ∈ RIˆ⊔{∞} (see Definition 3.3), where ζ∞ = −ζ ·dim V . As in
§3.2, a stability parameter ζ ∈ RQ0 is said to be generic, if for any stable J-module
V we have ζ · dimV 6= 0.
For a stability parameter ζ ∈ RQ0 and a dimension vector α ∈ (Z≥0)Iˆ , let
Mζ(J˜σ, α) denote the moduli stack of ζ-semistable J˜σ-representations with dimen-
sion vector (α, 1). As in the introduction, we define the generating function:
Zζ(y0, . . . , yN−1) = Zζ(y) :=
∑
α∈(Z≥0)Iˆ
[
Mζ
(
J˜σ, α
)]
vir
· yα.
Theorem 6.1. [MMNS, Proposition 4.6] For a generic stability parameter ζ, we
have
(6.1) Zζ(y) =
A−ζ (−L
1
2 y0, y1, . . . , yN−1)
A−ζ (−L−
1
2 y0, y1, . . . , yN−1)
,
where A−ζ were defined in §5.3.
Combined with Lemma 5.2, we get the formula in Corollary 0.2.
Remark 6.2. If we cross the wall Wα, we get (or lose) a factor Zα(y) in the
generating function. This is compatible with the result in [Nagd].
7. DT/PT series
7.1. Chambers in the moduli spaces. For a root α ∈ Λ, let Wα denote the
hyperplane in the space RIˆ of stability parameters which is orthogonal to α. We
put
W =Wδ ∪
⋃
α∈∆re
σ,+
Wα.
A connected component of the complement of W in RIˆ is called a chamber.
Theorem 7.1. [Naga, Proposition 2.10], [NN10, Proposition 3.10, 3.11] The set of
generic parameters in RIˆ is the compliment of W .
(i) For ζ with ζi < 0 (∀i), the moduli spaces Mζ(J˜ , α) are the NCDT moduli
spaces, the moduli spaces of cyclic J-modules from [Sze08].
(ii) For ζ in the same chamber as (1 − N + ε, 1, 1, . . . , 1) (0 < ε ≪ 1), the
moduli spaces Mζ(J˜ , α) are the DT moduli spaces of Yσ from [MNOP06],
the moduli spaces of subschemes on Yσ with support in dimension at most
1.
(iii) For ζ in the same chamber as (1−N−ε, 1, 1, . . . , 1) (0 < ε≪ 1), the moduli
spaces Mζ(J˜ , α) are the PT moduli spaces of Yσ introduced in [PT09]; these
are moduli spaces of stable rank-1 coherent systems.
Remark 7.2. In the above statements ε depends on the dimension vector (α, 1).
7.2. Motivic PT and DT invariants. Let
ζDT = (1 −N − ε, 1, 1, . . . , 1), ζPT = (1−N + ε, 1, 1, . . . , 1)
(0 < ε ≪ 1) be stability parameters corresponding to DT and PT moduli spaces.
Then we have
{α ∈ ∆σ,+ | ζDT · α < 0} = ∆re,++ ,
{α ∈ ∆σ,+ | ζPT · α < 0} = ∆re,++ ⊔∆im+ .
As we mentioned in the introduction the variable change induced by the derived
equivalence is given by
s := y0 · y1 · · · · · yN−1, Ti = yi.
Here s is the variable for the homology class of a point and Ti is the variable for
the homology class of Ci. Then we get the formulae in Corollary 0.3.
7.3. Connection with the refined topological vertex. As the second author
studied in [Nagc], we can apply the vertex operator method [ORV06] to get a
product expansion of the refined topological vertex for Yσ . Then we see that the PT
generating function can be described by the refined topological vertices normalized
by the refined MacMahon functions. 5
8. Appendix
Throughout this appendix we will work with a fixed choice of basis B. In §4.2
we chose a basis
B = {Hpva,bl (k) | 1 ≤ k ≤ ba,bl , 0 ≤ a, b ≤ N − 1, 0 ≤ p ≤ N(l − 1) + |b − a|+ 1}
and defined linear spaces
F ({π[a,b]}) =
{
L ∈
⊕
i∈I1
Hom(Vi, Vi)⊕
⊕
i∈I2
Hom(Vi+1, Vi)
∣∣∣ (L,H(π[a,b])) ∈ R({π[a,b]})}
S({π[a,b]}) =
{
N ∈
⊕
i∈I1∪I2∪I3
Hom(Vi, Vi)
∣∣∣ [N,H(π[a,b])] = 0}
with dimensions T ({π[a,b]}) = dimF ({π[a,b]}) and B({π[a,b]}) = dimS({π[a,b]}).
The goal of the appendix is to prove Proposition 4.17, that is to show that the
difference T ({π[a,b]})−B({π[a,b]}) is equal to
−1
2
∑
i∈I2
∑
b6=i
l(π[i+1,b])−
∑
c 6=i+1
l(π[c,i])
2−1
2
∑
a∈I3,b6∈I2
∑
i≥1
(ba,bi )
2−1
2
∑
a 6∈I3,b∈I2
∑
i≥1
(ba,bi )
2.
For some early examples it becomes clear that the dimension of F ({π[a,b]}) and
S({π[a,b]}) are determined by solving a set of linearly independent equations. We
will see that these dimensions are quadratic polynomials in the number of parts
ba,bl of the partitions {π[a,b]}. An initial means of simplifying the calculation is to
break the spaces F ({π[a,b]}) and S({π[a,b]}) down into simpler spaces. One easy
5Unfortunately, the DT generating function does not coincide with the refined topological
vertex. See [MMNS, §4.3] for detail.
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observation is that not only are the spaces F ({π[a,b]}) and S({π[a,b]}) linear but
they come with a natural vector space structure, the origin corresponding to the
zero matrix in both cases. This means that as vector spaces we have decompositions
F ({π[a,b]}) =
⊕
0≤a,b,c,d≤N−1
F (π[a,b], π[c,d])
S({π[a,b]}) =
⊕
0≤a,b,c,d≤N−1
S(π[a,b], π[c,d])
whose summands are given by the following definition.
Definition 8.1. We define
F (π[a,b], π[c,d]) = F ({π[a,b]}) ∩
⊕
i∈I1∪I2
Hom(V a,b, V c,d)
S(π[a,b], π[c,d]) = S(π[a,b], π[c,d]) ∩
⊕
i∈I1∪I2∪I3
Hom(V a,b, V c,d).
These subspaces are essentially given by the block matrices for the decomposition
V =
⊕
0≤a,b≤N−1 V
a,b.
Definition 8.2. We define
T (π[a,b], π[c,d]) = dimF (π[a,b], π[c,d])
B(π[a,b], π[c,d]) = dimS(π[a,b], π[c,d]).
Both T (π[a,b], π[c,d]) and B(π[a,b], π[c,d]) can be written as quadratic expressions
in the number of parts of π[a,b] and π[c,d]. To do this we introduce a quadratic form
on the space of all partitions and a combinatorial operation that removes a box
from each column of the the partition.
Definition 8.3. We define
M : P ⊗ P → Z≥0
: (1b12b23b3 · · · )⊗ (1c12c23c3 · · · ) 7→
∑
i≥1
∑
j≥i
bj
∑
j≥i
cj

′ : P → P
: π = (1b12b23b3 · · · ) 7→ π′ = (1b22b33b4 · · · ).
Let us begin with the easier case. We compute dimensions B(π[a,b], π[c,d]) of the
spaces S(π[a,b], π[c,d]).
Lemma 8.4. Let N ∈ S(π[a,b], π[c,d]) then the matrix N is uniquely determined by
its value on the vectors va,bl (k). Moreover the only restriction on the image of such
a vector is that it lie in the linear subspace
N(va,bl ) ∈ Va ∩ V c,d ∩ V N ·(l−1)+|b−a|+1.
Proof. To define the linear map N on the space V a,b it suffices to define its value
at each of the basis vectors
{Hrva,bl (k) | 0 ≤ r ≤ N · (l − 1) + |b− a|, 1 ≤ k ≤ ba,bl }.
However for N ∈ S(π[a,b], π[c,d]) we have
N(Hrva,bl (k)) = H
r(Nva,bl (k)),
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therefore the value of N at each Hrva,bl (k) is determined by Nv
a,b
l (k). This proves
the first part of the lemma. Now we know that the matrix N maps the vector space
at the ath vertex to itself Va → Va, also since N ∈ S(π[a,b], π[c,d]) we insist that its
image be in V c,d. The only additional condition on the image of the vector va,bl (k)
is
HN ·(l−1)+|b−a|+1(Nva,bl (k)) = N(H
N ·(l−1)+|b−a|+1va,bl (k)) = 0.
Combining these three conditions above we have,
N(va,bl (k)) ∈ Va ∩ V c,d ∩ V N ·(l−1)+|b−a|+1.

Corollary 8.5. We have
B(π[a,b], π[c,d]) =

M(π[a,b], π[c,d]) if a ∈ [c, d] and |d− a| ≤ |b − a|
M((π[a,b])′, π[c,d]) if a ∈ [c, d] and |d− a| > |b − a|
M(π[a,b], (π[c,d])′) if a 6∈ [c, d] and |d− a| ≤ |b − a|
M((π[a,b])′, (π[c,d])′) if a 6∈ [c, d] and |d− a| > |b − a|.
Proof. Let N ∈ S(π[a,b], π[c,d]). Each vector va,bl (k) with 1 ≤ k ≤ ba,bl can take
any value in the vector space Va ∩ V c,d ∩ V N ·(l−1)+|b−a|+1 and so the dimension of
S(πa,b, π[c,d]) is given by
B(π[a,b], π[c,d]) =
∑
l≥0
ba,bl · dim
(
Va ∩ V c,d ∩ V N ·(l−1)+|b−a|+1
)
.
Counting the number of basis vectors of V c,d that lie in Va we see there are four
possibilities for dim
(
Va ∩ V c,d ∩ V N ·(l−1)+|b−a|+1
)
:∑l
i=1 ib
c,d
i + l
∑
i≥l b
c,d
i if a ∈ [c, d] and |d− a| ≤ |b− a|∑l−1
i=1 ib
c,d
i + (l − 1)
∑
i≥l b
c,d
i if a ∈ [c, d] and |d− a| > |b− a|∑l
i=1 ib
c,d
i+1 + l
∑
i≥l b
c,d
i+1 if a 6∈ [c, d] and |d− a| ≤ |b− a|∑l−1
i=1 ib
c,d
i+1 + (l − 1)
∑
i≥l b
c,d
i+1 if a 6∈ [c, d] and |d− a| > |b− a|.
Consider the first case a ∈ [c, d] and |d− a| ≤ |b− a| then
B(π[a,b], π[c,d]) =
∑
l≥1
ba,bl ·
 l∑
i=1
ibc,di + l
∑
i≥l
bc,di

=
∑
i≥1
∑
l≥i
ba,bl
 ·
∑
l≥i
bc,dl

= M(π[a,b], π[c,d]).
The other three cases are identical. The relabeling of the partitions in these cases
is encoded by the operation π 7→ π′. 
Now we turn to computing the dimensions T (π[a,b], π[c,d]) of the spaces F (π[a,b], π[c,d]).
This will be more intricate.
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Lemma 8.6. Suppose a ∈ I1∪I3 and L ∈ F (π[a,b], π[c,d]) then the map L is uniquely
determined by its value on the vectors va,bl (k). Moreover the only restriction on the
image of such a vector is that it lie in a linear subspace
Lva,bl (k) ∈

Va ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d if a ∈ I1 and b 6∈ I2
Va ∩ V N ·(l−1)+|b−a| ∩ V c,d if a ∈ I1 and b ∈ I2
Va−1 ∩ V N ·(l−1)+|b−a|+2 ∩ V c,d if a ∈ I3 and b 6∈ I2
Va−1 ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d if a ∈ I3 and b ∈ I2.
Proof. To define the linear map L on the space V a,b it suffices to define its value
at each of the basis vectors
{Hrva,bl (k) | 0 ≤ r ≤ N · (l − 1) + |b− a|, 1 ≤ k ≤ ba,bl }.
However for L ∈ F (π[a,b], π[c,d]) we know that the pair (L,H(π[a,b])) ∈ R({π[a,b]})
satisfy the relations coming from the superpotential:
rih
+
i−1/2 = h
+
i−1/2ri−1 for i ∈ [1, N ′ − 1] ∩ I1
r0h
+
N−1/2 = h
+
N−1/2h
+
N−3/2h
−
N−3/2
h−N ′+1/2h
+
N ′+1/2h
+
N ′−1/2 = h
+
N ′−1/2rN ′−1
h−i+3/2h
+
i+3/2h
+
i+1/2 = h
+
i+1/2h
+
i−1/2h
−
i−1/2 for i = [N
′ + 1, N − 3] ∩ I3.
As in Lemma 8.4 once the value of L is determined for va,bl (k) it is uniquely deter-
mined for all Hrva,bl (k) by the condition that the above relations be satisfied for
the pair (L,H(π[a,b]). To be precise if a ∈ I1 we have
L : Hr(va,bl (k)) 7→

HrL(va,bl (k)) if a+ r ∈ I1
0 if a+ r ∈ I2
Hr−1L(va,bl (k)) if a+ r ∈ I3
and if a ∈ I3 then
L : Hr(va,bl (k)) 7→

Hr+1L(va,bl (k)) if a+ r ∈ I1
0 if a+ r ∈ I2
HrL(va,bl (k)) if a+ r ∈ I3.
Since L ∈ F (π[a,b], π[c,d]) by definition its image must lie in the space V c,d, also
if a ∈ I1 then L : Va → Va and if a ∈ I3 then L : Va → Va−1. The only further
condition on the image of a vector va,bl (k) is that its image be killed by a high enough
power of H . It is given that HN ·(l−1)+|b−a|+1va,bl (k) = 0 so then H
t(Lva,bl (k)) = 0
where the exponent t is read off for the defining relations on L above. In the
separate cases
Lva,bl (k) ∈

Va ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d if a ∈ I1 and b 6∈ I2
Va ∩ V N ·(l−1)+|b−a| ∩ V c,d if a ∈ I1 and b ∈ I2
Va−1 ∩ V N ·(l−1)+|b−a|+2 ∩ V c,d if a ∈ I3 and b 6∈ I2
Va−1 ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d if a ∈ I3 and b ∈ I2.
proving the result. 
We have a result similar to Lemma 8.6 when a ∈ I2.
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Lemma 8.7. Suppose a ∈ I2 and L ∈ F (π[a,b], π[c,d]) then the map L is uniquely
determined by its value on the vectors Hva,bl (k). Moreover the only restriction on
the image of such a vector is that it lie in a linear subspace
L(Hva,bl (k)) ∈
{
Va ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d if b 6∈ I2
Va ∩ V N ·(l−1)+|b−a| ∩ V c,d if b ∈ I2
Proof. Again we know that to define the linear map L on the space V a,b it suffices
to define its value at each of the basis vectors
{Hrva,bl (k) | 0 ≤ r ≤ N · (l − 1) + |b− a|, 1 ≤ k ≤ ba,bl }.
Since by definition if a ∈ I2 then Lva,bl (k) = 0 the map is already trivially deter-
mined on these vectors and their image does not suffice to determine the map in
general. However if we consider the vectors Hva,bl (k) then once the value of L is
determined for Hva,bl (k) it is uniquely determined for all H
rva,bl (k) by the condi-
tion that the relations (see Lemma 8.6) be satisfied by the pair (L,H(π[a,b]). To be
precise if a ∈ I2 we have
L : Hr(va,bl (k)) 7→

HrL(Hva,bl (k)) if a+ r ∈ I1
0 if a+ r ∈ I2
Hr−1L(Hva,bl (k)) if a+ r ∈ I3.
By definition we know that the image of L lies in V c,d and also that for a ∈ I2
we have L : Va+1 → Va. As before the only remaining condition on the image of
va,bl (k) is that it be killed by a high enough power of H . From the definition of L
above we see that
L(Hva,bl (k)) ∈
{
Va ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d if b 6∈ I2
Va ∩ V N ·(l−1)+|b−a| ∩ V c,d if b ∈ I2
proving the result. 
The following notation collects the dimensions of all the vector spaces encoun-
tered in the last two Lemmas.
Definition 8.8. We define integers
da,b:c,d(l) =

dim(Va ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d) if a ∈ I1 ∪ I2 and b 6∈ I2
dim(Va ∩ V N ·(l−1)+|b−a| ∩ V c,d) if a ∈ I1 ∪ I2 and b ∈ I2
dim(Va−1 ∩ V N ·(l−1)+|b−a|+2 ∩ V c,d) if a ∈ I3 and b 6∈ I2
dim(Va−1 ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d) if a ∈ I3 and b ∈ I2.
From Lemmas 8.6 and 8.7 we deduce the dimension of the spaces F (π[a,b], π[c,d]).
Corollary 8.9. If a ∈ I1 ∪ I2 and b 6∈ I2 then
T (π[a,b], π[c,d]) =

M(π[a,b], π[c,d]) if a ∈ [c, d] and |d− a| ≤ |b− a|
M((π[a,b])′, π[c,d]) if a ∈ [c, d] and |d− a| > |b− a|
M(π[a,b], (π[c,d])′) if a 6∈ [c, d] and |d− a| ≤ |b− a|
M((π[a,b])′, (π[c,d])′) if a 6∈ [c, d] and |d− a| > |b− a|.
If a ∈ I1 ∪ I2 and b ∈ I2 then
T (π[a,b], π[c,d]) =

M(π[a,b], π[c,d]) if a ∈ [c, d] and |d− a| ≤ |b − a| − 1
M((π[a,b])′, π[c,d]) if a ∈ [c, d] and |d− a| > |b − a| − 1
M(π[a,b], (π[c,d])′) if a 6∈ [c, d] and |d− a| ≤ |b − a| − 1
M((π[a,b])′, (π[c,d])′) if a 6∈ [c, d] and |d− a| > |b − a| − 1.
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If a ∈ I3 and b 6∈ I2 then
T (π[a,b], π[c,d]) =

M(π[a,b], π[c,d]) if a− 1 ∈ [c, d] and |d− (a− 1)| ≤ |b− a|+ 1
M((π[a,b])′, π[c,d]) if a− 1 ∈ [c, d] and |d− (a− 1)| > |b− a|+ 1
M(π[a,b], (π[c,d])′) if a− 1 6∈ [c, d] and |d− (a− 1)| ≤ |b− a|+ 1
M((π[a,b])′, (π[c,d])′) if a− 1 6∈ [c, d] and |d− (a− 1)| > |b− a|+ 1.
If a ∈ I3 and b ∈ I2 then
T (π[a,b], π[c,d]) =

M(π[a,b], π[c,d]) if a− 1 ∈ [c, d] and |d− (a− 1)| ≤ |b− a|
M((π[a,b])′, π[c,d]) if a− 1 ∈ [c, d] and |d− (a− 1)| > |b− a|
M(π[a,b], (π[c,d])′) if a− 1 6∈ [c, d] and |d− (a− 1)| ≤ |b− a|
M((π[a,b])′, (π[c,d])′) if a− 1 6∈ [c, d] and |d− (a− 1)| > |b− a|.
Proof. We know that if a ∈ I1 ∪ I3 (resp. a ∈ I2) then the map L ∈ F (π[a,b], π[c,d])
is determined by its value at the vectors va,bl (k) (resp. Hv
a,b
l (k)) for 1 ≤ k ≤ ba,bl .
In the notation of the previous definition such a vector takes values in a space of
dimension da,b;c,d(l). So in all cases the total dimension of the space F (π
[a,b], π[c,d])
equals
T (π[a,b], π[c,d]) =
∑
l≥1
ba,bl · da,b;c,d(l).
In the above definition of da,b;c,d(l) there are four possible forms depending on
the value of a and b. Lets consider the first case when a ∈ I1 ∪ I2 and b 6∈ I2.
Then we have that da,b;c,d(l) = dim
(
Va ∩ V N ·(l−1)+|b−a|+1 ∩ V c,d
)
. Counting the
number of basis vectors of V c,d that lie in Va we see there are four possibilities for
dim
(
Va ∩ V c,d ∩ V N ·(l−1)+|b−a|+1
)
:∑l
i=1 ib
c,d
i + l
∑
i≥l b
c,d
i if a ∈ [c, d] and |d− a| ≤ |b− a|∑l−1
i=1 ib
c,d
i + (l − 1)
∑
i≥l b
c,d
i if a ∈ [c, d] and |d− a| > |b− a|∑l
i=1 ib
c,d
i+1 + l
∑
i≥l b
c,d
i+1 if a 6∈ [c, d] and |d− a| ≤ |b− a|∑l−1
i=1 ib
c,d
i+1 + (l − 1)
∑
i≥l b
c,d
i+1 if a 6∈ [c, d] and |d− a| > |b− a|.
In the first case a ∈ [c, d] and |d− a| ≤ |b − a| and
T (π[a,b], π[c,d]) =
∑
l≥1
ba,bl ·
 l∑
i=1
ibc,di + l
∑
i≥l
bc,di

=
∑
i≥1
∑
l≥i
ba,bl
 ·
∑
l≥i
bc,dl

= M(π[a,b], π[c,d]).
In the second case a ∈ [c, d] and |d− a| > |b− a| and
T (π[a,b], π[c,d]) =
∑
l≥1
ba,bl ·
 l−1∑
i=1
ibc,di + (l − 1)
∑
i≥l
bc,di

=
∑
i≥1
∑
l≥i
ba,bl+1
 ·
∑
l≥i
bc,dl

= M((π[a,b])′, π[c,d]).
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In the third case a 6∈ [c, d] and |d− a| ≤ |b− a| and
T (π[a,b], π[c,d]) =
∑
l≥1
ba,bl ·
 l∑
i=1
ibc,di+1 + l
∑
i≥l
bc,di+1

=
∑
i≥1
∑
l≥i
ba,bl
 ·
∑
l≥i
bc,dl+1

= M(π[a,b], (π[c,d])′).
Finally in the fourth case a 6∈ [c, d] and |d− a| > |b− a| and we have
T (π[a,b], π[c,d]) =
∑
l≥1
ba,bl ·
 l−1∑
i=1
ibc,di+1 + (l − 1)
∑
i≥l
bc,di+1

=
∑
i≥1
∑
l≥i
ba,bl+1
 ·
∑
l≥i
bc,dl+1

= M((π[a,b])′, (π[c,d])′).
This completes the situation when a ∈ I1 ∪ I2 and b 6∈ I2. In the other situations
a ∈ I1 ∪ I2 and b ∈ I2, or a ∈ I3 and b 6∈ I2, or a ∈ I3 and b ∈ I2. All of these cases
can be dealt with in a similar manner. 
Now we have computed all the dimensions T (π[a,b], π[c,d]) and B(π[a,b], π[c,d]).
The next lemma combines corollaries 8.5 and 8.9 to compute their difference. We
see that in most cases there is an exact cancellation.
Lemma 8.10. We have
T (π[a,b], π[c,d]) = B(π[a,b], π[c,d]) aside from the following cases,
Case 1: a ∈ I1 ∪ I2, b = d ∈ I2
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]) if a ∈ [c, b]
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′) if a 6∈ [c, b].
Case 2: a ∈ I3, b 6∈ I2, d = a− 1 ∈ I2
M(π[a,b], π[a,a−1])−M((π[a,b])′, π[a,a−1]) if a = c
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if a 6= c.
Case 3: a ∈ I3, b 6∈ I2, a = c, d 6= a− 1,
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]) if |d− a| ≤ |b− a|,
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if |d− a| > |b− a|.
Case 4: a ∈ I3, b ∈ I2, d = a− 1,
M(π[a,b], π[a,a−1])−M((π[a,b])′, π[a,a−1]) if a = c and b 6= a− 1
M(π[a,a−1], π[c,a−1])−M(π[a,a−1], (π[c,a−1])′) if a 6= c and b = a− 1
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if a 6= c and b 6= a− 1.
Case 5: a ∈ I3, b ∈ I2, a− 1 ∈ [c, d], d 6= a− 1, b = d
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]).
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Case 6: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d], a = c, |d− a| < |b− a|
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]).
Case 7: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d]
M((π[a,b])′, (π[a,b])′)−M(π[a,b], π[a,b]) if a = c and b = d
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if a = c and |d− a| > |b − a|
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′) if a 6= c and b = d.
Proof. Compare corollaries 8.5 and 8.9. 
Our aim throughout this appendix has been to prove Proposition 4.17 and deduce
that the difference
∑
0≤a,b,c,d≤N−1 T (π
[a,b], π[c,d])−B(π[a,b], π[c,d]) equals
−1
2
∑
i∈I2
∑
b6=i
l(π[i+1,b])−
∑
c 6=i+1
l(π[c,i])
2−1
2
∑
a∈I3,b6∈I2
∑
i≥1
(ba,bi )
2−1
2
∑
a 6∈I3,b∈I2
∑
i≥1
(ba,bi )
2.
So all that remains is to check this sum agrees with the values we computed. First
we will transform it into a expression in terms of the M(π[a,b], π[c,d]). To do this
we need the simple identities
M(π[a,b], π[c,d])−M((π[a,b])′, (π[c,d])′) =
∑
l≥1
∑
i≥l
ba,bi ·
∑
i≥l
bc,di −
∑
i≥l
ba,bi+1 ·
∑
i≥l
bc,di+1

=
∑
i≥1
ba,bi ·
∑
i≥1
bc,di
= l(π[a,b]) · l(π[c,d])
and
M(π[a,b], π[a,b])−M((π[a,b])′, π[a,b]) =
∑
l≥1
∑
i≥l
ba,bi ·
∑
i≥l
ba,bi −
∑
i≥l
ba,bi+1 ·
∑
i≥l
ba,bi

=
∑
l≥1
ba,bl ·
∑
i≥l
bc,di
=
1
2
l(π[a,b])2 +
1
2
∑
l≥1
(ba,bl )
2.
Using these two identities and some simple algebraic manipulations we can rewrite
Proposition 4.17 as the statement that the difference
∑
0≤a,b,c,d≤N−1 T (π
[a,b], π[c,d])−
B(π[a,b], π[c,d]) equals∑
i∈I2
∑
b6=i,c 6=i+1 M(π
[i+1,b], π[c,i]) − M((π[i+1,b])′, (π[c,i])′)
+
∑
i∈I2
∑
b<d
b,d 6=i
M((π[i+1,b])′, (π[i+1,d])′) − M(π[i+1,b], π[i+1,d])
+
∑
i∈I2
∑
a<c
a,c 6=i+1
M((π[a,i])′, (π[c,i])′) − M(π[a,i], π[c,i])
+
∑
a∈I3,b∈I2,b6=a−1
M((π[a,b])′, (π[a,b])′) − M(π[a,b], π[a,b])
+
∑
[a,b]∈S M((π
[a,b])′, π[a,b]) − M(π[a,b], π[a,b]).
We will take a systematic approach, accounting for these terms one by one, all in
all we will check nine separate cases.
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First let us assess the contribution from terms involving partitions π[r,s] with
r, s ∈ I1. Comparing with Lemma 8.10 in all seven cases there is no discrepancy
when a, b ∈ I1 or c, d ∈ I1 and therefore there is no contribution from these terms
in agreement with the above sum.
Secondly we assess the contribution from terms involving partitions π[r,s] with
r ∈ I1 and s ∈ I2. Considering Lemma 8.10 we note the following cases,
Case 1: a ∈ I1 ∪ I2, b ∈ I2, b = d
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]) if a ∈ [c, b]
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′) if a 6∈ [c, b].
Case 2: a ∈ I3, b 6∈ I2, c ∈ I1, d = a− 1 ∈ I2
M(π[a,b], π[c,a−1])−M((πa,b)′, (π[c,a−1])′).
Case 4: a ∈ I3, b ∈ I2, c ∈ I1, d = a− 1
M(π[a,a−1], π[c,a−1])−M(π[a,a−1], (π[c,a−1])′) if b = a− 1
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if b 6= a− 1.
Case 5: a ∈ I3, b ∈ I2, c ∈ I2, b = d, a− 1 ∈ [c, b], b 6= a− 1
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]).
Case 7: a ∈ I3, b ∈ I2, c ∈ I1, b = d, a− 1 6∈ [c, b]
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′).
The sum total of these cases gives∑
a∈I1,b∈I2
M((π[a,b])′, π[a,b]) − M(π[a,b], π[a,b])
+
∑
a<c:a,c 6=b+1
a∈I1,b∈I2 or c∈I1,b∈I2
M((π[a,b])′, (π[c,b])′) − M(π[a,b], π[c,b])
+
∑
b6=i,c∈I1,i∈I2
M(π[i+1,b]π[c,i]) − M((π[i+1,b])′, (π[c,i])′)
this accounts for all the terms involving partitions π[a,b] with a ∈ I1 and b ∈ I2.
Thirdly we assess the contribution from terms involving partitions π[r,s] with
r ∈ I1 and s ∈ I3. Comparing with lemma 8.10 in all seven cases there is no
discrepancy when a ∈ I1 and b ∈ I3 or c ∈ I1 and d ∈ I3 and therefore there is no
contribution from these terms in agreement with Proposition 4.17. We have now
observed the correct contributions from all terms involving partitions π[r,s] where
r ∈ I1.
Fourthly we will consider contributions from terms involving partitions π[r,s]
where r ∈ I2 and s ∈ I1. As in the first and third cases on comparing with lemma
8.10 in all seven cases there is no discrepancy when a ∈ I2 and b ∈ I1 or c ∈ I2 and
d ∈ I1. Again this is in full agreement with Proposition 4.17.
Fifthly we consider contributions from terms involving partitions π[r,s] where
r ∈ I2 and s ∈ I2. This time on comparing with lemma 8.10 we observe some
nontrivial contributions as desired. This case is almost identical to when r ∈ I1
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and s ∈ I2. In the lemma the following cases contribute
Case 1: a ∈ I1 ∪ I2, b ∈ I2, b = d
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]) if a ∈ [c, b]
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′) if a 6∈ [c, b].
Case 2: a ∈ I3, b 6∈ I2, c ∈ I2, d = a− 1 ∈ I2
M(π[a,b], π[c,a−1])−M((πa,b)′, (π[c,a−1])′).
Case 4: a ∈ I3, b ∈ I2, c ∈ I2, d = a− 1
M(π[a,a−1], π[c,a−1])−M(π[a,a−1], (π[c,a−1])′) if b = a− 1
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if b 6= a− 1.
Case 5: a ∈ I3, b ∈ I2, c ∈ I2, b = d, a− 1 ∈ [c, b], b 6= a− 1
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]).
Case 7: a ∈ I3, b ∈ I2, c ∈ I2, b = d, a− 1 6∈ [c, b]
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′).
The sum total of these cases gives
∑
a∈I2,b∈I2
M((π[a,b])′, π[a,b]) − M(π[a,b], π[a,b])
+
∑
a<c:a,c 6=b+1
a,b∈I2 or c,b∈I2
M((π[a,b])′, (π[c,b])′) − M(π[a,b], π[c,b])
+
∑
c∈I2i∈I2b6=i
M(π[i+1,b]π[c,i]) − M((π[i+1,b])′, (π[c,i])′).
These terms again agree with those of Proposition 8.10.
Sixthly we move to consider terms involving partitions π[r,s] where r ∈ I2 and
s ∈ I3. considering the lemma we see that there is no contribution for these terms as
desired. We have now observed the correct contributions from all terms involving
partitions π[r,s] where r ∈ I1 ∪ I2 only the cases when r ∈ I3 remain, we may
restrict to consider only those differences T (π[a,b], π[c,d]) − B(π[a,b], π[c,d]) where
both a, c ∈ I3.
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Seventhly we consider terms involving partitions π[r,s] where r ∈ I3 and s ∈ I1.
Considering lemma 8.10 we see that the following cases give non-trivial contribu-
tions.
Case 2: a ∈ I3, b 6∈ I2, d = a− 1 ∈ I2
M(π[a,b], π[a,a−1])−M((π[a,b])′, π[a,a−1]) if a = c
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if a 6= c.
Case 3: a ∈ I3, b 6∈ I2, a = c, d 6= a− 1
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]) if |d− a| ≤ |b− a|,
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if |d− a| > |b− a|.
Case 6: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d], a = c, |d− a| < |b− a|, d ∈ I1
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]).
Case 7: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d], d ∈ I1
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if a = c and |d− a| > |b− a|.
The sum total of these cases gives
∑
a∈I3,b∈I1
M((π[a,b])′, π[a,b]) − M(π[a,b], π[a,b])
+
∑
b<d:b,d 6=a
a∈I2 and b∈I1 or d∈I1
M((π[a+1,b])′, (π[a+1,d])′) − M(π[a+1,b], π[a+1,d])
+
∑
i∈I2b∈I1
M(π[i+1,b]π[c,i]) − M((π[i+1,b])′, (π[c,i])′).
Eighthly we consider terms involving partitions π[r,s] where r ∈ I3 and s ∈ I3. Here
considering lemma 8.10 we see that the following cases give non-trivial contribu-
tions.
Case 2: a ∈ I3, b 6∈ I2, d = a− 1 ∈ I2
M(π[a,b], π[a,a−1])−M((π[a,b])′, π[a,a−1]) if a = c
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if a 6= c.
Case 3: a ∈ I3, b 6∈ I2, a = c, d 6= a− 1
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]) if |d− a| ≤ |b− a|,
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if |d− a| > |b− a|.
Case 6: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d], a = c, |d− a| < |b− a|, d ∈ I3
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]).
Case 7: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d], d ∈ I3
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if a = c and |d− a| > |b− a|.
38 MORRISON AND NAGAO
The sum total of these cases gives∑
a∈I3,b∈I3
M((π[a,b])′, π[a,b]) − M(π[a,b], π[a,b])
+
∑
b<d:b,d 6=a
a∈I2 and b∈I3 or d∈I3
M((π[a+1,b])′, (π[a+1,d])′) − M(π[a+1,b], π[a+1,d])
+
∑
i∈I2b∈I3
M(π[i+1,b]π[c,i]) − M((π[i+1,b])′, (π[c,i])′).
Now we have accounted for all terms involving partitions other that the case π[r,s]
with r ∈ I3 and s ∈ I2. So we can now restrict to consider terms T (π[a,b], π[c,d])−
B(π[a,b], π[c,d]) with a, c ∈ I3 and b, d ∈ I2 as follows.
Ninthly we consider terms involving partitions π[r,s] where r ∈ I3 and s ∈ I2.
Here considering lemma 8.10 we see that the following cases give non-trivial con-
tributions.
Case 4: a ∈ I3, b ∈ I2, d = a− 1,
M(π[a,b], π[a,a−1])−M((π[a,b])′, π[a,a−1]) if a = c and b 6= a− 1
M(π[a,a−1], π[c,a−1])−M(π[a,a−1], (π[c,a−1])′) if a 6= c and b = a− 1
M(π[a,b], π[c,a−1])−M((π[a,b])′, (π[c,a−1])′) if a 6= c and b 6= a− 1.
Case 5: a ∈ I3, b ∈ I2, a− 1 ∈ [c, d], d 6= a− 1, b = d
M((π[a,b])′, π[c,b])−M(π[a,b], π[c,b]).
Case 6: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d], a = c, |d− a| < |b− a|
M(π[a,b], (π[a,d])′)−M(π[a,b], π[a,d]).
Case 7: a ∈ I3, b ∈ I2, a− 1 6∈ [c, d]
M((π[a,b])′, (π[a,b])′)−M(π[a,b], π[a,b]) if a = c and b = d
M((π[a,b])′, (π[a,d])′)−M((π[a,b])′, π[a,d]) if a = c and |d− a| > |b− a|
M((π[a,b])′, (π[c,b])′)−M(π[a,b], (π[c,b])′) if a 6= c and b = d.
The sum total of these cases gives the remaining terms∑
a∈I3,b∈I2,a−16=b
M((π[a,b])′, (π[a,b])′) − M(π[a,b], π[a,b])
+
∑
b<d:b,d 6=a
a∈I2 and b∈I2 or d∈I2
M((π[a+1,b])′, (π[a+1,d])′) − M(π[a+1,b], π[a+1,d])
+
∑
a<c:a,c 6=b
b∈I2 and a∈I3 or c∈I3
M((π[a,b])′, (π[c,b])′) − M(π[a,b], π[c,b])
+
∑
b6=i and a−16=i
i∈I2 and b∈I2 or c∈I3
M(π[i+1,b], π[c,i]) − M((π[i+1,b])′, (π[c,i])′).
This completes the proof of Proposition 4.17.
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