Abstract-Traditional power-system dynamic simulation tools make a number of simplifying assumptions to speed up computations; thus, they can only capture snapshots of the system operation, ignoring the dynamics between states. This paper applies the shifted-frequency-analysis (SFA) theory to the Electromagnetic Transients Program (EMTP) simulator in order to efficiently obtain the time-domain simulation results in the neighborhood of the fundamental frequency without making quasi-steady-state or other simplifying assumptions. The SFA-based EMTP simulator can provide dynamic-phasor results that accurately trace the evolution of the system state in three-phase power systems. Dynamic phasors provide envelopes of the time-domain waveforms and can be accurately transformed back to instantaneous time values. Test cases have verified the usefulness of the SFA-based dynamic simulation method.
single-phase representations are used in system modeling. All these assumptions can result in inaccurate predictions [8] .
The Electromagnetic Transients Program (EMTP) [11] , [12] can most closely simulate the real power-system dynamics by continuously tracing the evolution of the system state in arbitrary multiphase networks with lumped or distributed parameters. Therefore, EMTP-type simulators [13] [14] [15] [16] [17] [18] are very appealing to be used for power-system stability assessment. These tools, however, require small discretization steps dictated by the need to trace the instantaneous values of all waveforms. This makes the EMTP unnecessarily slow to trace phenomena around the 60-Hz fundamental frequency. As a matter of fact, nowadays, one can only simulate small-scale equivalent power systems on the real-time EMTP simulators [19] . Therefore, efforts should be taken to bridge the gap between the EMTP-type simulators and a unified power-system analysis tool.
In general, it is a challenging topic to correctly and efficiently obtain the time-domain simulation results in the neighborhood of the fundamental frequency without making QSS or other simplifying assumptions. Hence, the intention of this paper is to explore an effective way to combine the EMTP solution and the dynamic-phasor concept, to build dynamic-phasor models for power-system components, and to develop a general-purpose simulation tool to obtain dynamic-phasor results from EMTP solutions.
II. SFA

A. Motivation
It is important to have some insight into the power-system signals before we can further develop an efficient and accurate method for power-system dynamic simulation.
A common observation is that when a contingency happens, the frequencies in a power system are usually close to fundamental frequency (60 Hz). That is, in the dynamic situation, the electrical signals in power systems have a fundamental-frequency component modulated by slower events. This fact is analogous to the situation in communication systems where the carrier frequency is very high and carries on its sidebands the much lower frequency (e.g., audio or video) information. In communications theory, the carrier frequency is modulated to send out the information and then demodulated to recover the information at the receiving end [20] . Typically, the carrier in a communication system is a sinusoidally varying signal at some frequency which is much higher than the frequencies contained in the information or message. The process of modulation gives the signal a nonzero bandwidth that is usually much smaller than 1549-8328/$26.00 © 2010 IEEE the carrier frequency. Thus, the signal can be regarded as a narrowband process and can be accurately modeled as the product of a band-limited "message" waveform and a sinusoidal carrier. By this analogy, one can directly draw the conclusion that, usually, a power-system signal can be modeled by a narrowband signal which has a small bandwidth around .
In steady-state ac circuit theory, one uses complex exponentials (i.e., phasors) to represent real sinusoidal signals with the understanding that the real part of the complex exponential gives the physical time-domain quantity of the ac signal.
Going beyond the steady-state analysis, the analytic signal of a real function plays the similar role for a dynamic waveform. In fact, the analytic signal of a bandpass signal can be derived as (1) where is called the dynamic phasor of , , and denotes the Hilbert transform [21] , [22] . The dynamic phasor is the complex envelope of and will degenerate to the phasor if becomes a sinusoidal signal in steady state. In fact, the analytic signal of a steady-state sinusoidal function is , where . Here, the dynamic phasor becomes , which is the phasor of . Similar to the phasor, the dynamic phasors can be transformed back to time-domain waveforms by taking the real part of the analytic signal in (1) . Details are shown in Section II-B.
It can be seen in (1) that the spectrum of is the spectrum of the analytic signal of shifted by a synchronous angular frequency . This can be called the "frequency-shifting" property. If the power network is formulated by using dynamic phasors instead of the instantaneous time quantities, it is said to be modeled in the shifted-frequency domain, as opposed to the model in the time domain. The way to build power-system component models and solve the network equations in the shifted-frequency domain is called the shifted-frequency analysis (SFA).
A major advantage of the SFA is that it allows the use of large time steps in the EMTP solution environment to accurately simulate dynamic frequencies within a band centered around a fundamental frequency. The original system is transformed into a shifted-frequency system where the frequencies around the power frequency (e.g., 60 Hz) become frequencies around dc (0 Hz) [23] , [24] . Because the time step in EMTP simulations is limited by the Nyquist frequency, low frequencies in the shiftedfrequency system imply the feasibility of using large integration time steps.
By coupling SFA models into an EMTP-type simulator, the shifted system is then numerically integrated to obtain dynamicphasor solutions, which are more easily understood by powersystem operators and planners than instantaneous time-domain results. At the same time, the dynamic-phasor results can then be transformed back to time-domain waveforms using the inverse transformation.
EMTP has become a standard simulation tool in power industry that can model the power system at the device level due to its numerical robustness and accuracy [11] . The goal of this paper is to implement the SFA method into EMTP, which is the first practical step for building a unified power-system analysis tool based on the EMTP solution.
B. SFA
A bandpass power-system signal can be represented as (2) where the low-pass signals and are the in-phase and quadrature components of the bandpass signal, respectively [23] .
The dynamic phasor for the signal is defined as which is the complex envelope of . Assuming that is the analytic signal of , then
where denotes the Hilbert transform. Therefore (4) The equivalent circuit for network components in the shiftedfrequency domain can be derived in three steps.
1) Create the phase-coordinate differential equations of the component in the normal unshifted domain. 2) Transform phase quantities into dynamic-phasor variables according to (4). 3) Discretize the dynamic-phasor equations using an integration method, e.g., the trapezoidal rule, and build the equivalent circuit suitable for an EMTP solution. By applying SFA in an EMTP-type simulator, time-varying phasor solutions are obtained. Detailed waveform results can also be traced back from the SFA results by using the inverse transformation (5) Unless specifically noted, in this paper, uppercase letters are used to represent dynamic phasors in the shifted-frequency domain, while lowercase letters denote real variables in the time domain.
C. SFA-Based Network Component Models
The component models in the SFA domain are building blocks for an SFA-based network simulator. In this section, we implement the SFA modeling technique described in Section II-B and build component models for the linear components and transformer. SFA equivalent circuits for other network components can also be derived by following the procedures in Section II-B [23] , [24] .
1) -Phase Resistances:
The time-domain voltage equations for -phase resistances are expressed by (6) By using (4), we can obtain the SFA form of (6) (7) A series resistance matrix sometimes appears as a part of the -circuit representation of the transmission line. If an -phase transmission line is modeled as an -phase circuit, the series resistance matrix will be a full matrix. The off-diagonal elements come about because the earth return is eliminated as the th conductor [11] .
2)
-Phase Coupled Capacitances: The time-domain voltage equations for the -phase capacitances are written as follows:
The SFA form of (8) is obtained by employing the shiftedfrequency transformation (9) where . By discretizing (9) by the trapezoidal integration rule, the difference equations are obtained (10) where Equation (10) is the EMTP equivalent circuit for in the shifted-frequency domain. is a matrix of resistances and is a vector of history terms.
We now transform (11) using (4) to obtain the dynamic-phasor equations (12) where and and are the dynamic-phasor vectors corresponding to the time-domain real variables and , respectively. Equation (12) can be transformed to discrete time by using the trapezoidal rule (13) where the equivalent resistances and past histories are expressed as The SFA equivalent circuit described in (13) is shown in Fig. 1(c) .
4) Transformer Model in the Shifted-Frequency Domain:
Since the SFA modeling focuses on the low-frequency dynamics as opposed to the standard EMTP modeling for simulating the fast transients, here, only the low-frequency transformer model is built in the SFA domain. For transients with highest frequency less than 2-3 kHz, the transformer can be modeled as a series connection of multiphase coupled and branches, in which each branch can represent one transformer winding. Therefore, the SFA domain model of a transformer follows directly the model described in (13).
Here, a major issue is how to obtain the (thus, the history terms) in (13) . A traditional way for single-phase transformers is the matrix method, which first builds the coupled impedances from the transformer parameters. For example, the matrix of the two-winding transformer shown in Fig. 2 can be obtained as Then, is inverted to get the admittance matrix that will be used to calculate . This method, however, has limitations such as the following: 1) It is not suitable to simulate an ideal transformer (i.e., the magnetizing impedance is neglected or is ), because all elements of would be and the model could not work, and 2) all data inputs have to be very precise. The reason is that usually dominates the matrix because is much greater than leakage impedances and , and meanwhile, it is the leakage impedances that largely determine the simulation results. Moreover, is ill conditioned because of the dominating , which may negatively affect the accuracy in the simulation results.
In this paper, the model [11] adopted in MicroTran, rather than the matrix model, is used. This model can directly formulate the matrix without doing inversion on the matrix. It works for any number of windings and for single-phase as well as three-phase transformers. For instance, the matrix of a two-winding transformer in Fig. 2 can be built by where
The theory behind the model and the matrices for other types of transformers can be found in [11] . The equivalent conductance and history-term matrices can be calculated by using (13) . Note that some modifications in (13) are needed for the usage of , as expressed in the following:
The magnetizing branch is not required in this model. It can be added at the terminals when it is needed. This will allow one to model the saturation effect of the core by adding the nonlinear at the terminals.
D. Numerical Accuracy Analysis
As mentioned in Section II-A, the theory of SFA needs to be implemented in a circuit analysis program such as the EMTP to achieve its advantage of using large solution steps and getting correct simulation results in the neighborhood of the 60-Hz frequency. In the EMTP, a numerical discretization rule (integration rule) is used to convert the equivalent circuit of each network component into an equivalent discrete-time model consisting of an equivalent resistance and a history term. These equivalent circuits of components are used to build the nodal equations of the whole system, which can be solved by using the numerical linear algebra. The trapezoidal and backward Euler rules are the most common choices to perform the discretization from continuous time models into discrete-time models.
An illustrative and effective way to analyze the numerical accuracy of an integrator (integration rule) is to examine the behavior of an inductance with as input and as output (or a capacitance with as input and as output) [25] . The magnitude and phase distortion introduced by an integrator can be quantitatively analyzed by calculating the frequency-domain equivalent circuit of which is discretized by the given integration rule. This approach is adopted in this section to analyze the numerical accuracy of an integrator in the SFA domain.
To analyze the frequency responses of an inductance , first take an input that has only one frequency (close to ) and a unity magnitude, i.e., . The dynamic phasor of in the SFA domain is (14) Now, suppose that the output is (15) where is the admittance of an in the discrete-time SFA domain.
By substituting (14) and (15) into the difference (13) (letting ), it is easy to find for each discretization rule. The accuracy of the discrete-time integration rules can be expressed by the following ratio: (16) where is the transfer function between the input and the output in discrete-time SFA domain, is the transfer function in continuous-time SFA domain, and is the admittance of an in the continuous-time SFA domain. 1) Trapezoidal rule:
2) Backward Euler:
The frequency-domain accuracy analysis results are shown in Fig. 3 . The frequency deviation ranges from 3 to 3 Hz. From Fig. 3 , we can find that the distortion on is very small for close to 60 Hz. When , and there is no distortion. The error grows as increases. The distortion in the equivalent inductance also increases with the time step. Based on the error analysis, a simple rule to select the time step in the SFA simulation is that to accurately capture transients up to Hz. Fig. 3(a) shows that the trapezoidal rule is slightly less accurate than the backward Euler rule in the shifted-frequency domain. On the other hand, Fig. 3(b) shows that the trapezoidal rule has no phase distortion while the backward Euler rule can cause larger phase distortions particularly when becomes larger.
It is found that the backward Euler rule adds a fictitious resistance to the circuit, which introduces numerical damping. Therefore, it may be advantageous when the trapezoidal rule has the risk of numerical oscillations when it is used as a differentiator. Here, the backward Euler rule may be used over a few integration steps to damp numerical oscillations whenever some discontinuities occur, which is the major idea of the critical damping adjustment for EMTP simulations [25] .
In this paper, the trapezoidal rule is used for the component modeling and the system solver because the trapezoidal rule is A-stable, reasonably accurate, and simple and does not introduce phase distortions. Moreover, the discrete-time nodal equations formed by trapezoidal rule are elegant and preserve the sparsity of the power-system structure. The SFA equivalent circuits similar to those in the EMTP facilitate the implementation of SFA concepts in the EMTP algorithm. 
III. EMTP IMPLEMENTATION
Since a number of power-system component models in the shifted-frequency domain have been built in the previous section, it is now time to ask how they can be used in a general-purpose simulation tool based on the SFA. EMTP, which was originally developed for calculating the transient overvoltages in transmission systems, has been significantly expanded to tracing the evolution of the system states in arbitrary multiphase power networks consisting of all types of components. With improved functionality, accuracy, and numerical stability, EMTP has become a standard tool being widely used in the power industry for system planning and designing purposes. Now, EMTP is seeing broader applications in powersystem steady-state [26] and dynamics studies and will remain one of the mainstreams in power-system research. The intention of this paper is to expand EMTP to efficiently simulate the slow dynamics in power systems and to bridge the gap between the EMTP and a unified power-system analysis tool. This means that the EMTP algorithm will be adopted in the SFA-based simulation tool. What makes a difference here is that the electrical variables are described by dynamic phasors instead of instantaneous time values.
A. Program Structure
The implicit trapezoidal rule of integration, which has attractive characteristics in terms of accuracy and numerical stability, is used in EMTP and is followed in the SFA-based modeling of system components. By using the trapezoidal rule, the differential equations representing all network components are converted into algebraic relationships which can be interpreted as equivalent resistances or admittances, voltages, currents, and known history terms. Then, the nodal equations of the system can be written directly as follows: (17) where matrix of the nodal equivalent admittances; vector of the nodal voltages, which are dynamic phasors; vector of the nodal currents, which are dynamic phasors; vector of the nodal history terms.
The voltages of the nodes connected to voltage sources are known quantities; therefore, the corresponding equations can be eliminated. By supposing that is the index set denoting the nodes with unknown voltages and is the index set for nodes with known voltages, the nodal equations can be written in a block matrix form (18) Thus, the unknown voltages can be obtained at time by solving the following: (19) A toolbox for simulating power-system dynamics in the shifted-frequency domain has been developed with MATLAB. This dynamic-phasor tool consists of several files, which are shown in the schematic structure in Fig. 4 .
1) Input Data File:
An input data file provides the data needed for the simulation of a multiphase power network. These include transmission line data, load data, machine data, switching-operation data, voltage-source data, etc. All these data are documented in a MATLAB script file, and most of the data are provided as the MATLAB arrays.
2) Data-Processing Files: When the input data are read by the main program, the data-processing functions are called to establish the equivalent circuit for different power-system components and initialize their history terms for the simulation at the first time step. The equivalent circuit for different components can be found in Section II and [23] and [24] .
The initialization in the SFA simulations is based on the snapshot method. First, let the dynamic-phasor program run with zero initial conditions and reach the steady state. Then, a snapshot of the system is taken by saving system variables and history terms at a particular time step. These system variables and history terms from the snapshot file are fed to the SFA program as the initial conditions. With the system variables and history terms initialized, the SFA simulation will run with a "flat" start, and the advantage of using large time steps in simulating 60-Hz dynamics is achieved.
3) File for Building Matrix: The file "Gsys.m" builds the system matrix in (17) and returns the and to the system solver for calculating the unknown voltages. The following explains how this simulation tool inserts power-system components into equivalent admittance matrix by taking the -circuit model of a transmission line as an example. Suppose that there is a three-phase circuit for a transmission line connecting node set and node set , as shown in Fig. 5 . As can be seen in Fig. 5 , the -circuit model consists of a coupled branch and two coupled capacitances. When discretized by the trapezoidal rule, the coupled branch will contribute a equivalent admittance matrix to and contribute a history term to . Similarly, the coupled capacitances will also contribute a equivalent admittance matrix and a history term . From (10) and (13), it can be found that will be entered into and in the system admittance matrix and will be entered into and . For instance, will be added to the element , will be added to , to , to , and so on. This procedure is shown in Fig. 6 .
This routine also moves the nodes connecting to the voltage sources to the bottom of the system equation set and then extracts the subblocks and from . 
4) File for Updating and :
The MATLAB file UpdateG.m will update the matrix when changes happen in the network configuration, e.g., line tripping or faults. The file UpdateHist.m will calculate the history terms at each time step and return them to the solver for calculating unknown variables.
5) System Solver:
The system solver Main.m is the core function in the simulation tool. In each time step, this routine assembles the right-hand side of (19) , performs downward operations on it, and does the back substitution to obtain the unknown nodal voltages. After the unknowns are found, the routines for updating history terms and/or the admittance matrix are called, in preparation for the calculations in the next step. The simulation run will continue until the total simulation time is reached. A schematic flowchart of the system solver is shown in Fig. 7 .
IV. CASE STUDIES
Three test cases are tested in the SFA-based EMTP simulator developed in this paper.
A. Radial-Transmission-Line Case
The first case is a radial network consisting of a voltage source, a three-phase load, and a double-circuit overhead line between the source and the load. The one-line diagram is shown in Fig. 8 . The transmission line is energized at . At , one of the parallel circuits is tripped. The total simulation time is 5 s. A time step of 5 ms is used in this simulation, and the CPU time used is 0.46 s. Figs. 9 and 10 show the phase A voltage at the load node, including the zoomed-in view for the voltage in the chosen time interval from 2.9 to 3.1 s. A MATLAB program based on the EMTP -circuit model is used to generate the time-domain results for comparison. It can be seen that the EMTP solutions in the shifted-frequency domain and those in the time domain are almost identical and that the dynamic-phasor result is the envelope of the time-domain curve. 
B. Distribution Network Case
The second case is a 13-bus network with the configuration adapted from the IEEE test feeder [27] . The network configuration is shown in Fig. 11 . The network is energized at . The induction-machine load connected to node 11 is initially operating at no load. At , a rated mechanical torque is applied on the induction machine. Then, one circuit of the double-circuit lines connecting nodes 0 and 1 is tripped at . The total simulation time is 8 s. A time step of 1 ms is used in this 
C. First Benchmark System for the Subsynchronous Resonance Studies
This test system was prepared by an IEEE Subsynchronous Resonance Task Force [28] as a standard test case for computer programs to simulate subsynchronous resonance phenomena. The test system consists of an 892.4-MVA turbine generator connected through a step-up transformer to a 500-kV transmission line with series capacitor compensation. The power system at the receiving end is represented by a Thevenin equivalent circuit (infinite bus behind reactance) [29] . Fig. 16 shows the one-line diagram for the first benchmark system. In Fig. 16 , all data are represented in per unit (p.u.) based on 892.4 MVA and 500 kV. The generator parameters of the electrical part are listed as follows:
The original purpose of this case was to simulate the interaction between the mechanical torque placed on the generator turbines and the electrical torque related to the power network, and the resulting shaft torsional oscillations. Accordingly, a detailed multimass model of the mechanical shaft is adopted in [28] , where the generator shaft system is modeled by six masses including four turbine sections HP, IP, LPA, and LPB, one generator, and one exciter. This paper focuses on the feasibility of applying the SFA method and thus uses a simpler single-mass representation of the mechanical part. The total inertia constant of the turbine and generator is 2.894 s. The SFA synchronous machine model in [23] is used in this test case. It should be noted that the SFA synchronous machine model of [23] can be extended to model the multimass shaft system by adding differential equations for individual spring masses to the differential equations of the shaft system. The self-and mutual-damping effects can also be easily included in the shaft system equations. Detailed network parameters can be found in [28] and [29] .
In this test, a three-phase fault occurs at bus B at . After 4.5 cycles, the fault is cleared. The total simulation time is 3.5 s. A time step of 1 ms is used in this simulation, and the CPU time used is 3.26 s. The whole system is represented using the SFA models proposed in the previous section. The generator terminal voltages are monitored during the SFA simulation. Figs. 17 and 18 show the dynamic-phasor results for the system voltages at different locations as well as the time-domain results transformed back from the corresponding dynamic phasors. The dynamic-phasor results show that, after the fault is applied and cleared, there are low-frequency oscillations happening at the generator terminals and on the transformer sides.
These oscillations are an electrical phenomenon because the shaft system is modeled as a single mass. The slow oscillations are caused by resonances with the series capacitor, which are excited by the fault and the switching operations. The resonance mode(s) is determined by the inherent characteristics of the power network. In fact, the modes or natural frequencies can be quantitatively found by either performing a frequency scan (steady-state solutions over a frequency range) or by calculating the eigenvalues of the admittance matrix of the electrical network. Similar to the network resonance analysis, if the shaft system is represented by the detailed multimass model, we can also determine the torsional natural frequencies (eigenvalues) and mode shapes (eigenvectors) by applying the modal analysis to the shaft differential equations. If the complement of the natural frequency of the network is close to one of the torsional frequencies of the shaft system, torsional oscillations will be excited [30] . This is the mechanism of the subsynchronous resonance. The dynamic-phasor results obtained from the SFA simulations show that the oscillations with frequencies around 30 Hz have been excited in this benchmark system. On the other hand, the natural frequencies of the six-mass shaft system were found to be 15.71, 20.21, 25.55, and 32.28 Hz [28] . This means that the complement of the natural frequency of the series-compensated network is close to the torsional natural frequencies, which would result in a subsynchronous resonance in this system and would build up torsional oscillations on the shaft. This has been verified by EMTP simulations [29] .
Note that a relatively small time step is used for the simulation of the subsynchronous resonance because a large frequency deviation occurs after the fault is applied. The reason why a small time step has to be used is that a large frequency deviation defines a wide bandwidth in the shifted-frequency domain, which, in turn, requires smaller time steps to respect the Nyquist frequency limit in the shifted-frequency domain. This indicates that a variable time-step scheme is a future research direction to realize the full potential of the SFA method. The time step can be reduced when system states are changing rapidly in order to achieve better accuracy in the SFA simulation. On the other hand, when system dynamics slow down, large time steps can be used to avoid unnecessarily long computational times while still achieving reasonable accuracy.
In summary, the SFA simulations are able to capture the slow oscillations in the benchmark system and can be used for subsynchronous resonance studies once the detailed shaft model is incorporated into the SFA synchronous machine models.
The test results from all the aforementioned cases indicate that the dynamic phasor is a generalization of the phasor concept, which can represent the dynamic waveform in power systems, without loss of important information. The SFA method with its implementation in the EMTP environment can integrate the differential equations of the power system in the SFA domain and can produce dynamic phasors for electrical variables, which are visually clear and easy to follow for power engineers. With the SFA method, power engineers may gain better insight into the EMTP simulation results, and we would expect broader applications of the EMTP in power-system steady-state and dynamics studies, beyond the fast transient simulations.
V. CONCLUSION
The goal of this paper is to extend EMTP functionality for power-system dynamic simulation, particularly for simulating dynamics with frequency spectra close to the fundamental power frequency. This has been accomplished by developing the SFA method, modeling system components with SFA, and implementing an EMTP simulation tool based on the SFA method. The simulation results validate that the SFA method is capable to efficiently simulate power-system fundamental-frequency dynamics. This is a first practical accomplishment to build a unified power-system analysis tool based on the EMTP solution.
Future research on the applications of SFA will be focused on two main aspects.
1) Further investigation of the basic theory of the SFA method. There are two limitations in the current SFA method. First, SFA simulation is computationally more expensive than EMTP simulation for the same integration step . This is due to the higher computational cost of operating with complex numbers in SFA as compared with that of operating with real numbers in EMTP and also with the computational cost involved in transferring between shifted-frequency and time domains. Second, the aliasing effect may occur when simulating very fast transients in a system. This may introduce error or distortion in the SFA simulation result. Some new theories such as discrete-time analytic signal, Hilbert-Huang transform, and new antialiasing techniques are likely to bring theoretical breakthroughs and may lead to the next-generation SFA method, which may be more flexible and accurate than the current SFA. 2) Transformation of the SFA-based simulation tool into parallel programs. The University of British Columbia Object Virtual Network Integrator (OVNI) [31] is a real-time parallel simulator, which uses PC clusters as hardware and the Mutiarea Thevenin Equivalent (MATE) algorithm as solution engine [32] . MATE partitions the power system into subsystems and solves them in parallel. By changing the real-valued component models to the dynamic-phasor models, a new OVNI simulator based on SFA can be implemented. In the future, one may expect this new simulator to serve as a distributed simulation tool for the supervision and control of self-healing power infrastructures.
