Abstract: We present the application of Balanced Truncation (BT) for linear time-varying (LTV) systems. This directly leads to the solution of the controllability and observability differential Lyapunov equations associated to the LTV system. For large-scale dynamical systems the main task is to efficiently solve these equations with respect to computational cost and memory requirements. Thus, efficient strategies exploiting the low-rank structure of the systems are applied in the context of the matrix-valued time integration schemes. In particular, an LDL T -type low-rank splitting is considered in order to avoid the problems arising from the indefinite right hand sides of the algebraic Lyapunov equations that have to be solved inside the time integration schemes.
INTRODUCTION
Many physical phenomena are naturally modeled in terms of linear time-varying (LTV) systems of the form
E(t)ẋ(t) = A(t)x(t) + B(t)u(t), x(t 0 ) = x 0 , y(t) = C(t)x(t),
where E(t), A(t) ∈ R n×n , B(t) ∈ R n×m and C(t) ∈ R q×n , x(t) ∈ R n defines the state vector, u(t) ∈ R m the inputs, and y(t) ∈ R q are the outputs of the system. The system matrices E(t), A(t), B(t), C(t) are assumed to be continuous and bounded, and E(t) is non-singular for all t ∈ [t 0 , t f ]. Models of dynamical systems of the form (1) originating from complex physical and technical processes such as mechanical systems, fluid flow or chip design simulation are often of very large dimension n. In order to perform real time simulations or controller design, model order reduction (MOR) becomes very important. The goal of any model order reduction procedure is to find a reduced order approximant
E(t)ẋ(t) =Â(t)x(t) +B(t)u(t),x(t
of (1) witĥ
and projection matrices W (t), V (t) ∈ R n×k , such that k � n and the outputŷ of the reduced order model (ROM) yields a significantly small approximation error �ŷ−y� in a suitable norm. In the remainder, we consider the Balanced Truncation MOR method applied to LTV systems.
BALANCED TRUNCATION FOR LTV SYSTEMS
The theoretical application of Balanced Truncation (BT) model order reduction for standard LTV systems with E(t) ≡ I is deeply studied in the literature, see e.g., Sandberg (2002) ; Shokoohi et al. (1983) and the references therein. Its main ingredients are the controllability and observability Gramians P (t) and Q(t) given as the solutions of the differential Lyapunov equations (DLEs)
associated to (1). Note that the observability Lyapunov equation (4) has to be solved backwards in time.
Given the solutions of (3) and (4), a ROM of the form (2) can be computed via a generalization of the Square Root Balanced Truncation method developed, e.g., Laub et al. (1987) for linear time-invariant (LTI) systems based on a factorization of the Gramians
T . In practice we often observe that P (t), Q(t) are of low numerical rank. Therefore, efficient algorithms exploiting the low-rank property can be used in order to obtain R(t) ∈ R n×r and L(t) ∈ R n×� with r, � � n. Furthermore, the DLE can be considered as a special case of the differential Riccati equation (DRE). That is, any integration method for DREs, e.g., discussed 
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A(t)P (t) + P (t)A(t) T − B(t)B(t) T =Ṗ (t),
P (t 0 ) = 0,(3)
A(t) T Q(t) + Q(t)A(t) − C(t) T C(t) = −Q(t),
for linear time-invariant (LTI) systems based on a factorization of the Gramians P (t) = R(t)R(t) T and Q(t) = L(t)L(t)
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