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ABSTRACT
Validation of an Experimentally Motivated Predictive Model for the
Spontaneous Clustering of Receptors on the Cell Membrane
Emine Güven
Membrane receptors are specialized membrane-bound proteins that facilitate communication be-
tween the intracellular and extracellular membrane. They control signal initiation in many im-
portant cellular signaling pathways. Cell signaling (or signal transduction) provides the logical
inputs individual cells need in order to perform their role in the context of the organism. Signal-
ing molecules such as hormones, neurotransmitters or growth factors, are secreted by cells in the
organism as a result of certain conditions; the cells receiving the signal change (or maintain) their
state in response to the signaling input. The incoming information is processed and the response is
formulated by a complex bio-molecular network.
For many ligand / receptor families, receptor dimerization or cross-linking is a necessary step for
activation, making signaling pathways sensitive to the distribution of receptors in the membrane.
Microscopic imaging and modern labeling techniques reveal that certain receptor types tend to
co-localize in clusters. The origin of these clusters is not well understood; they are likely not
the result of chemical binding, but of a pre-existing micro-domain structure of the membrane. In
this work, we analyze a set of micrographs resulting from a study of vascular endothelial growth
factor (VEGF) receptor. VEGF is a protein that is involved in the process of the growth and
maintenance of blood vessels. The micrographs represent static snapshots of VEGF receptors.
They are obtained by fixing the cells from a cell culture, separating their cell membrane, and then
labeling the receptors with nano-gold particles. The samples are then imaged by high-resolution
transmission electron microscopy (TEM).
The first part of the work presented here consists of characterizing the two dimensional point di-
stirbutions obtained by identifying the location of the labelled receptor particles. We first applied
a number of statistical tests used to establish whether the distributions are consistent with random
placement, and whether clustering was present. After establishing the presence of clustering in vir-
tually all images, we proceeded to separate the points in each image into clusters using hierarchic
distance based clustering. This method relies on a characteristic length scale that is not a priori
identified. Building on previous work, we developed a more refined approach to the identification
of an optimal length parameter. We implemented this approach to cluster identification as well as
a procedure that assigns a geometric shape to each cluster, in computer script that performs all of
these analyses for a set of files. Using the analysis pipeline, we processed approximately 80 images
that were available and summarized a number of image parameters, measures of clustering, as well
as distributions of cluster sizes.
The second part of the dissertation aims to develop and validate a stochastic model of clustering,
based on the hypothesis of pre-existing domains that have a high affinity for receptors. The proxi-
mate objective is to clarify the mechanism behind cluster formation, and in the longer perspective,
to estimate the effect on signaling. We showed that the observed particle distribution results were
consistent with the random placement of receptors within the clusters and, to a lesser extent, the
random placement of the clusters on the cell membrane. We then defined a simple statistical model,
based on the pre-existing domain hypothesis, to predict the probability distribution of cluster sizes.
The model parameters can be identified by fitting to the experimentally derived cluster size distri-
butions. Using a Metropolis-Hastings algorithm, we found that the majority of the images (close
to 75%) could be fit individually. The remaining images exhibited large scale features that were
not meant to be captured in the model. The global fit of the 60 images with a single model pa-
rameter set was less successful. We obtained better results by separating the images into groups
using k-means clustering, and then performing global fits to each group taken separately. The bi-
ological significance of these emerging groups is not clear at the moment; however, the process
yielded sets of parameter values that can readily be used in dynamical calculations as estimates of
the quantitative characteristics of the clustering domains.
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Introduction
The subject addressed in this dissertation arose from an interdisciplinary research project being
done with expertise in applied mathematics and computational biology in this department, in col-
laboration with researchers from Center for Spatio Temporal Modeling of Cell Signaling (STMC)
at the University of New Mexico. The main goal of this project is to understand how living cells
communicate with the external world. In general, our goal is observing and understanding how the
spatial and static organization of vascular endothelial growth factor (VEGF) and related receptors
(VEGFR) change during signaling. The work in this dissertation relies on experimental data gra-
ciously provided by the Cell Pathology Lab led by Prof. Bridget Wilson, at the University of New
Mexico Health Science Center in Albuquerque, NM. The data have been generated on the spatial
organization of the molecules by labeling them with nano-gold particles and applying imaging
techniques on the particles (receptors) by using high resolution transmission electron microscopy
(TEM).
In this study, porcine aortic endothelial (PAE) cells over-expressing KDR (PAE/KDR) were
used which is PAE-KDR grown in cultures that stimulated with VEGF for different time scales
whereas some cells were not stimulated (resting). The main goal of this dissertation is to describe
and quantify the distribution of receptors, in order to facilitate the study of changes during signal-
ing. In the remainder of this chapter, we explain the biological background and fundamentals of
cell membrane related to cell signaling and how cell signaling transduction occurs. In Chapter 2,
we give an overview of the distribution of random particles which represent receptors. In Chapter
3, we use a hierarchical clustering algorithm to quantify clustering previously developed by Es-
pinoza and her co-workers. In Chapter 4, we fit experimental data to the model and discuss the
results presented here to understand the role of clustering on cell signaling. We will then discuss
the possible future work that can be done to improve and relate the work with dynamic properties




In this project, we focus on VEGF receptors. We analyze sets of TEM (transmission electron
microscopy) images of membrane sheets of PAE-KDR cells, where VEGF receptors were labeled
with immune-gold particles of 6nm in diameter. The distribution of membrane receptors on cell
surface is mostly heterogeneous since receptors usually form clusters on the membrane surface
[25]. High resolution experiments using microscopic imaging and modern labeling techniques
reveal that certain receptor types tend to co-localize in clusters, ranging from a few to hundreds
of members [16]. Static images of receptors, even in the absence of ligand, typically reveal a
clustering pattern. The simplest explanation would be that the receptors form multi-molecular
aggregates through cross-linking. However, clustering is observed for VEGF receptors, as well
as for other receptor types for which there is no evidence of a binding mechanism leading to
aggregates that contain more than two receptors. Our working hypothesis is that some of the
micro-domains found on the cell membrane have a specific molecular composition that results in
an affinity for the receptors; receptors may diffuse in and out of the domain boundaries, but the
crossing probability is asymmetric.
VEGF mediated signaling [8] is involved in angiogenesis and is important in normal develop-
ment, as well as in conditions including wound healing, diabetes and cancer. For various cancers,
several clinical trials are testing the efficacy of anti-VEGF/VEGF receptor therapies [2]. VEGF
receptors share many properties of other receptor tyrosine kinases. Similarly to VEGF receptors,
they form ligand-bound dimers in order to activate their intracellular tyrosine kinase domains [14].
Irrespective of the mechanism that causes the clusters, concentrating the receptors in small areas
should result in higher dimerization rates, with consequences on signal initiation.
To investigate the observation made from the experiments on VEGF receptors, we have de-
veloped a simple spatial stochastic model so that we can describe the characteristics of clusters
quantitatively. This model will be able to resolve the distribution of intra-cluster receptors and
inter-clusters. The overall goal of this work is to investigate the mechanism that causes the ob-
served clustering and the possible effect of this phenomenon on signaling.
0.2 Motivation
The cell membrane is a live selective barrier that separates intracellular components from the ex-
tracellular environment. Membrane receptors, or cell surface receptors, are specialized membrane-
bound proteins that facilitate communication between the intracellular and extracellular mem-
brane. Bio-chemical receptors bind very selectively to one (or possibly small number of) molecular
species, called ligands. Ligand-receptor binding is one of the elementary processes that facilitate
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cell signaling. Cellular signaling (or signal transduction) is mediated by interactions of proteins.
As those proteins become activated, and start signal cascades, cells receive information from their
neighbors through a family of proteins known as receptors. Membrane bound receptors physically
straddle the cell membrane. Ligand binding ultimately results in changes of the chemical state
of the intracellular part (domain) of the receptor molecule. This is the starting point in a chain
of events that carries the information (about the presence of the ligand) into the signal-processing
network of the cell.
As for many biological processes, the proper integration of signals is critically important. The
membrane receptor is degraded with changes in the genes that encode and regulate the receptor
protein. Disordered receptor function is involved in several diseases. When the membrane recep-
tors become deficient, the signal transduction can be hindered, which then cause diseases such
as asthma, allergies, and cancer. Therefore, cellular proteins on the cell membrane interaction
have been studied extensively. Important protein systems include the VEGF (vascular endothelial
growth factor) family, which is implicated in various forms of cancer [27, 28] where the VEGF
receptor known for its role in cancers.
0.3 Biological Background
0.3.1 DNA, RNA and Proteins
Deoxyribonucleic acid (DNA) is a molecule that contains the genetic information the cell requires
to develop, maintain and reproduce life essential organisms and also in many viruses. DNA is a
nucleic acid located in the cell nucleus which is called nuclear DNA, and the mitochondria also has
a small amount of DNA called mitochondrial DNA (mDNA). Watson-Crick discovered the very
well-known current structure of DNA in 1953. The DNA is made up of a list of codes that has
four chemical bases: adenine (A), guanine (G), and cytosine (C), thymine (T). The famous double-
helix structure of DNA consists of two strands that look like a twisted ladder. Each strand pair is
made of deoxyribose and phosphate groups. In Figure 1 there is an illustration of how chemical
codes bond to form the bases where adenine forms a base pair with thymine, and cytosine forms a
base pair with guanine. The DNA is very highly significant because of carrying all the instruction
for cells to produce a particular protein. DNA can replicate, or make copies of itself by using
patterns of a strand for duplicating the sequence of bases in the double helix. This is a significant
property of DNA when cells divide and generate new cells that supply an exact copy of the DNA
that represents the old copy of the cell.
Like DNA, Ribonucleic Acid (RNA) is also a nucleic acid along with proteins and carbohy-
drates whereas it is more often formed as a single-strand folded onto itself. DNA has thymine (T),
3
	  	  







Figure 1: Main strand and its complimentary strand of a sample genetic code.
Figure 2: Flowchart of the central dogma of life.
whereas RNA has uracil (U). RNA nucleotides include sugar ribose rather than the deoxyribose.
RNA plays roles such as in coding, decoding, regulation and expression of the genes. DNA main-
tains the protein-encoding information; on the other hand RNA uses that information to enable it
to synthesize the particular protein. That information encoded in the sequence of RNA, translates
a genes message into a proteins amino acid sequence. The property is determined by protein. This
process is called the central dogma of life which is shown as a cartoon illustration in Fig.2.
0.3.2 Cell Signaling and VEGF Receptors
Ligand is a generic term for a protein that binds to a receptor and maintains the function on the
intracellular domain of the membrane. Cell signaling occurs in response to a ligand that binds to a
specific receptor causing a set of changes inside the cell. By signaling, the message moves inside
of the cytoplasm of a cell. Functionally these changes can lead to muscle contraction, changes in
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transcription or translation and protein activity, and apoptosis or cell division. Cell signaling which
is also known as signal transduction mediates hormones, neurotransmitters, and environmental
changes. Many ligands cannot enter the cytosol due to their size or polarity and are unable to
cross the lipid bilayer of the plasma membrane. An abnormal deviation in signal transduction has
been implicated in several pathologies such as allergies, asthma, and cancer. Therefore, signal
transduction pathways have been found interesting, and there are a lot of drugs on the market to
target them [1, 6, 7, 10]. Because of the experimental innovations and imaging technologies, the
knowledge of plasma membrane structure and cellular signaling continues to grow [15, 30, 31].
Vascular endothelial growth factors (VEGFs) are master regulators of vascular development
during embryogenesis (vasculogenesis) as well as blood-vessel formation (angiogenesis) in the
adult. In mammals, five VEGF ligands have been identified that take roles in several different
splice variants and processed forms. VEGF receptor -1, -2 and -3 (VEGFR123) bind in a way that
have overlapped patterns to three receptor tyrosine kinases (RTKs). In certain respects, VEGFs
share similar regulatory mechanisms with other RTKs, such as the epidermal growth-factor re-
ceptors (EGFRs). These mechanisms include receptor dimerization and activation of the tyrosine
kinase, as well as creation of docking sites for signal transduction. The VEGFRs also seem to be
unique when it compared with other RTK families in terms of their ability to transduce signals
that form the three-dimensional vascular tube, and in regulating vascular permeability that leads
to oedema and swelling of tissues. As it is demonstrated in Fig.3, mammalian vascular endothe-
lial growth factors (VEGFs) bind to the three VEGF receptor (VEGFR) tyrosine kinases that form
VEGFR homodimers and heterodimers. Moreover, VEGFR signaling is modulated by different
co-receptors and VEGFs as well as VEGFRs bind to co-receptors. These protein interactions can
affect VEGFR-mediated responses, such as affecting the half-life of the receptor complex [20].
The motivation of this project is coming from the considerable evidence that the cell mem-
brane is separated into isolated compartments, or regions, which we call micro-domains, such as
lipid rafts [19] and protein islands [33]. The formation of clusters and their role in cell signaling
has a great impact in promoting studies in the roles of membrane micro-domains in signal initi-
ation through computational methods [24]. There is general agreement that the composition of
these micro-domains is heterogeneous. Furthermore, micro-domain stability on the membrane cy-
toskeleton is influenced by membrane proteins and lipids. These interactions form picket fences
and corrals which limit the diffusion of membrane elements of the cytoskeleton [29, 11].
Our starting point to quantifying VEGF receptor localization and clustering is the work of
Espinoza and co-workers [5], who initially developed some of the methods for the analysis of
nano-gold labelled membrane proteins. Their method provides a number to identify clusters and
compare the extent of clustering between experimental conditions where the hierarchical clustering
approach is used to compute a hierarchy of clusters that depend on a clustering distance d. Similar
to their work on hierarchical distance-based clustering, the first objective is to derive a natural
length scale. If the particles are grouped into naturally defined clusters (in the sense of a clear scale
5
	  
Figure 3: Steps leading up to VEGF signal initiation. Ligand binding (2) is thought to be necessary for
dimerization (4), which is required for the mutual activation of the receptors (5). Ligand-independent
dimerization (3) may be possible, but that is likely to have a limited role, since would allow signaling in
the absence of ligand.
separation between intra- and inter-cluster distances), this natural length scale can be interpreted
either as the typical, or the largest intra-cluster distance between a particle and its nearest neighbor.
The second definition seems more practical since this would result in correctly separating the
particles into clusters. A precise mathematical definition is the necessary step to the point of how to
choose this distance. We start with visualizing the distribution of clusters for various length scales
to observe dependency on length when we apply distance based hierarchic clustering. Moreover, a
reliable and rational definition of clusters that properly conveys the subjective notion, and can be




This section is devoted to the direct characterization of the experimental data, focusing on an ob-
jective and methodical description of the observations, avoiding an explicit hypothesis that would
explain the observations.
In the first subsection we briefly describe the experimental conditions and the methods used
to obtain the TEM images, as well as the extraction of coordinate information from them. Exam-
ples of nearest neighbor distribution probability in one and two dimensional spaces are discussed
along with the calculation of probability density and cumulative distribution functions. Nearest
neighbor distance distribution for several particles are derived and used to analyze the localization
of particles (receptors). The mathematical tools for understanding spatial organization are spatial
statistics and cluster analysis. Static data has been previously studied using some of these methods,
to better understand the spatial organization of molecules on the cell membrane [22, 21, 23, 34].
One of the tools to understand the resulting patterns is the Hopkins statistic, which distinguishes
non-clustered from modestly and highly clustered distributions. Hopkins and Ripley statistic tests
are used to characterize the distributions of receptors in resting and activated cells. These statistics
are given by a plot of the statistic for simulated random data to be compared with a plot of the
statistic computed from the experimental data where these methods can distinguish between more
and less clustered data.
1.1 Experimental Aspects
Cells communicate with the outside world through membrane receptors. A receptor can recognize
one of many possible stimuli such as hormones, antibodies, peptides, and other cells in the ex-
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tracellular environment, and translate this input to intracellular responses (“output”). The process
of signaling is potentially affected by changes in the organization and composition of the plasma
membrane [17], it therefore is very important and interesting to understand the organization of
membrane proteins, both in resting cells and activated cells, by tracking their dynamic features
during signaling [12]. Experimental investigation over the last couple of decades has focused on
the process of binding of ligand to cell surface receptors. Dynamic aspects of these phenomena
have attracted more interest following early work of equilibrium binding properties [13].
1.1.1 Source of Data
The data we analyze here is a set of transmission electron microscopy (TEM) micrographs obtained
in the Cell Pathology Lab led by Prof. Bridget Wilson, at the University of New Mexico Health
Science Center in Albuquerque, NM. Porcine aortic endothelial cells expressing human VEGFR-
2 (PAE-KDR) grown in cultures were prepared by separating their cell membrane and labeling
VEGF receptors therein with metal beads a few nanometers in diameter. These beads appear
as dark dots in the TEM micrographs. The images provide information on the localization of
VEGF receptors. The primary goal of the experiments, and of this dissertation, is to characterize
and understand the distribution pattern that was observed. For this purpose, the location of the
labelled receptors (identified as dark spots) in each micrograph was recorded in a two-dimensional
coordinate system (see Fig.4). The object of our analysis are the sets of geometric points obtained
in this manner.
Experimental Data Sets
Condition Number Number of Receptors
of images (total) (average)
Abcam 0 min 21 2625 125
Abcam 2 min 14 2457 175
Abcam 5 min 29 3930 135.5
CS 0 min 8 1015 126.8
CS 2 min 10 935 93.5
Table 1: List of experimental data sets. Condition refers to the antibody used for labelling (Abcam or
CS), and the time cells were exposed to VEGF before sampling. Each condition resulted in a set of high
definition (25000x magnification) micrographs that were processed through the data analysis pipeline
presented here. Columns 3 and 4 indicate the number of receptors (also referred to as points or particles)
that were identified in the respective set of images.
8
Figure 4: Our data consists of transmission electron microscopy (TEM) images of nano-gold labelled
VEGF receptors on the membrane of PAE-KDR cells, courtesy of the Wilson lab at UNM. The images
shown are details of the same image to its left. The gold particles appear as dark spots, whose coordinates
are extracted in a semi-automatic procedure.
1.1.2 Experimental Methods
Transmission electron microscopy (TEM) provides high resolution information about the spatial
organization of membranes. Labeling of membrane components by using electron-dense probes
results in microgaphs that have details on the level of individual molecules.
The cells used in this experiment were stimulated with VEGF for selected times. Samples
were prepared by rapidly ripping and fixing membrane sheets (see diagram, Fig.5), the cytoplasmic
face, then the cytoplasmic tails of specific proteins are labeled of specific gold nanoparticles[32].
Membrane sheets are labeled with electron probes (10 nm gold nanoparticles). Labelled samples
were then imaged by transmission electron microscopy. The gold nanoparticles used for labeling
appear as dark spots on the resulting micrographs.
The micrographs use the same magnification (1 :25000); each micrograph has 2650 × 2650
pixels with approximately 1.44 µm . This corresponds to a square field of view of approximately
1.44 µm, or an area of approximately 14.7 µm2. In a typical micrograph, we identified around
100 to 200 receptors; outliers range from approximately 50 to approximately 1500. The complete
prepared membrane sheets are approximately 20× 20 microns, so we estimate the total area of the
cell membranes around 1000 µm2. According to the vendor, the PAE/KDR cells express approx-
imately 105 receptors, which should work out to approximately 1500 receptors on average in an







on EM Grid  
Figure 5: Left: Preparation of plasma membrane samples, following [35]. (A) Lower the EM grid
onto the cell on the coverslip, (B) remove the EM grid to produce fragments of the plasma membrane
on the grid (C). Right: TEM image of a large membrane sheet fragment.
pixels; it is also likely that the expression level was significantly lower than what was claimed.
In this project, we study TEM images of PAE-KDR cells, porcine aortic endothelial cells that
artificially express VEGFR-2 (KDR) receptors. The receptors are labelled with 10 nm diameter
gold particles [35]. Here, each labelled receptor is represented by a dark spot (see Fig.4). The
locations of the spots are used to determine the location of receptors with high precision. Sources of
uncertainty include the size of the probe and that of the molecule. The images should be interpreted
as snapshots of the position of the receptors, at the moment when the cell was prepared for imaging.
We use ImageJ [26] with the ParticlePicker plugin and the CoLocalization plugin. We copy
these plugins to the plugins directory of ImageJ (preferably, create separate folders under plugins
to hold each file). After starting the ImageJ software, we use ”Plugins Compile and Run Plugin” to
compile these two programs to extract the receptor coordinates location in two dimensional space.
Cropping of the image is done by hand to enable finding the correct location of each receptor.
By adjusting the adding and removing probes on the data, we handle the missing particles. Then
we export the resulted file into a text document to plot the receptors (particles) on a cartesian
coordinate plane by using Matlab. Sources of position uncertainty include the size of the probe
and that of the molecule. Since the diameter of the probe is approximately 10 nm, inter-receptor
separations smaller than this size can not be resolved and the two receptors are recorded as a single
particle. It is important to note that as the experimental techniques are improved, quantifying the
transmembrane proteins and understanding the distribution and localization of receptors would be
improved.
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The major feature we are interested in is that the particles are distributed unevenly within
the images. The detailed fine scale structure of the membrane both in activated and resting cells
clustering needs to be observed with a robust and sensitive quantification tools and computations.
Therefore, determining the role of spatial organization in the regulation of transmembrane signal-
ing is another key to improve sensitive quantifications.
The predictions from visual analysis and from the Hopkins and Ripley statistic tests are a
starting point to characterize the distributions of membrane receptors in both types. There is no
overall density variation (we sort of did measure it, the number of points per image is related to
the density) trend. The main feature is that particles tend to locate in clusters of sizes ranging from
a handful to a few tens. Much of our analysis is focused on this. Then we use hierarchic distance
based clustering to identify clusters of particles. The definition of clusters relies on the choice of a
characteristic length, which is used to declare that two particles are part of the same cluster. There
are subtleties to the method by which the clusters are identified, we will discuss this separately.
Overall, we can reliably group the particles into clusters. Either way, one observation is that the
number of receptors observed varies significantly between different micrographs. This may be due
to uneven labeling, or a non-uniform overall distribution of the receptors.
1.2 Distributions of Random Geometric Points
The point distributions derived from our set of TEM micrographs appear random to a large extent,
but the majority of the images also exhibit patterns that are non consistent with uniform random
placement. We will threfore seek to describe the data with non-uniform random (or probabilistic
or stochastic) distributions.
The notion of probability is assigned to the outcomes of a random experiment, that can be
repeated any number of times, and has several possible outcomes. The outcome is a random
variable (denote it by X), and the set of all of its possible values is called the sample space (Ω).
For example, the number returned by the rand() function of Matlab can be regraded as a random
variable1; the sample space Ω is the interval [0, 1]. For a subset A ⊂ Ω of the sample space, the
probability that X ∈ A (that the outcome of one instance of the experiment is in A), is the limit,
over a large number N of repeats of the experiment, of the ratio of the number NA of times the
result is favorable to the total number of trials (N ):





For example, the probability that rand() returns a number in the interval A = [0.2, 0.3] is P (A) =
0.1 . The estimation is correct because the built-in function generates uniformly distributed random
1Strictly speaking, it is pseudo-random variable.
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numbers in [0, 1]. For this reason, for any interval [a, b] ⊂ [0, 1] , the probability is proportional to
the length of the interval:
P ([a, b]) = P (a ≤ X ≤ b) = b− a . (1.2)
1.2.1 Probability Density Function
We will often compare the observed (x, y) positions of labelled receptors to sets of random vari-
ables. Consider a single, real, continuous random variable X . It is similar to the outcome of
rand(), but its range of possible values is not (necessarily) bounded, and its distribution is not
uniform. The behavior of X is characterized by a probability density function (PDF), defined on
the set of possible values Ω ⊂ R, f : Ω → R+, which has the following property:




Any probability density function on R must satisfy the following conditions
f(x) ≥ 0 , (∀x) ;
∞∫
−∞
f(x) dx = 1 (1.4)
The probability density function of a continuous, real, random variable X that takes values in
A = [a, b] ⊆ R can be used to obtain the mean value 〈X〉 of X , as well as the expectation 〈Q〉 of








The notion of probability density can be directly generalized to several (real) dimensions. A ran-
dom variable in two dimensions can be thought of as a point whose coordinates are given by a
pair of random variables (X, Y ); the corresponding PDF is defined on R2 and takes positive real
values, f : R2 → R+. The probability that the two dimensional random variable (random point)
takes values in a region A ⊂ R2, is the integral of the probability density over the region,
P ( (X, Y ) ∈ A) =
∫
(x,y)∈A
f(x, y) dx dy . (1.6)
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Figure 6: Transmission electron microscopy (TEM) images of nano-gold labelled VEGF receptors on
the membrane of PAE-KDR cells and maps of particles. The gold particles appear as dark spots, whose
coordinates are extracted in a semi-automatic procedure. Top row: high resolution images; Middle
row: details of each image; Bottom row: particle maps generated using the particle coordinates.
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1.2.2 Cumulative Distribution Function
The cumulative distribution function (CDF) F (x) describes the probability that a (one dimensional)
continuos random variable X takes on a value less than or equal to a number x.The CDF is useful in
connecting continuous and discrete distributions. The CDF is obtained by integrating a continuous
PDF f(x):
F (x) = P (X ≤ x) =
∫ x
−∞
P (ζ)d(ζ) . (1.7)
If X has discrete set of possible values {x1, x2, · · · , xk} with probabilities p1, p2, · · · pk the CDF is




It is useful to clarify what ’uniform distribution’ means in terms of probability densities. A proto-
typical example is the PDF for points uniformly distributed on a line segment of length L. Since
the points are uniformly distributed, we expect the PDF to be constant, f(x) = λ, for x ∈ [0, L],
and zero otherwise. The probability that a random point falls within x and x+δx is2 δP = f(x)δx.
Adding up the probabilities for a set of intervals that form a partition of [0, L] should equal 1; it







λdx = λL ⇒ λ = f(x) = 1
L
. (1.9)

































In the two dimensional case (see Fig.7 consider a random point uniformly chosen from a circle of
radius R > 0, defined as
C(R) = {(x, y) ∈ R2|(x2 + y2)1/2 ≤ R} . (1.12)
2We will generally assume that δx is small compared to x, |δx/x|  1.
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In this case, the PDF f(x, y) will take a constant value λ > 0 for all (x, y) such that (x2 +y2)1/2 ≤







dy f(x, y) =
∫
x2+y2≤R2
λ dx dy = λ · (πR2) ⇒ λ = 1
πR2
. (1.13)
The probability that the point falls in any subset A ⊆ C(R) of the circle is the ratio between the
area of A and that of the circle:
P ((x, y) ∈ A) =
∫
A









It is useful to consider the probability that the point falls within a circle of radius r ≤ R; by Eq.1.14,
this is simply the ratio of the areas of the two circles, (πr2)/(πR2) = (r/R)2. We may regard the
distance of the random point (X, Y ) from the origin3, ρ =
√
X2 + Y 2, as a random variable. It is
real and continuous, but it can only take non-negative values. The cumulative distribution function
F (r) (corresponding to ρ ≤ r) is precisely the probability that the random point (X, Y ) is located






























Before moving on to more detailed calculations, let us clarify how the detailed description
of a single random point relates to the distributions of many points we want to analyze. The
simplest assumption is that a sample of N points distributed in an area (such as the field of view
of a micrograph) may be regarded as N distinct, independent outcomes of the same “random
experiment”, which consists of generating one random point (X, Y ). Therefore, the probability of
having NA of the N points in a given area of the image is an approximation of the “true” probability
P (A), consistent with Eqs. 1.1 and 1.6.
Consider now that we have N particles, each following the same PDF f(x, y) : R2 → R+.
Focusing on a region A ⊆ R2, the probability that one particle ends up in A is given by an integral
3Also known as the Euclidean norm of the vector (X, Y ).
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as in Eq. 1.6. Since each of the N particles falls into A with this same probability, N · P (A) is the
average number of particles that should fall into A:
〈NA〉 = N · P (A) = N ·
∫
(x,y)∈A
f(x, y) dx dy =
∫
(x,y)∈A
N · f(x, y) dx dy . (1.17)
The integrand in the last version of Eq. 1.17 can be interpreted as the averaged local particle den-
sity, corresponding to N independent particles that are each distributed randomly, according to the
PDF f(x, y).
1.2.3 Deriving the Nearest Neighbor Probability Distribution Function
To obtain the PDF of the nearest neighbor distance, in a set of uniformly distributed random points,
we calculate the probability for a point falling between r and r + dr from a randomly chosen point
A.4 As shown in Figure (7), the randomly chosen point is the highlighted (yellow) point in the
center of the circle.
The highlighted point (M in Fig.7) is the nearest neighbor to A only if there are no other
random points closer to A. We want to calculate the probability for the highlighted green point
falling between r and r+dr, but nothing inside of r. We will use w(r) to denote the corresponding
nearest neighbor probability distribution function, and w(r)dr is the probability5 that the nearest
neighbor of a randomly chosen point A is at a distance between r and dr. Eqs. 1.3 and the
normalization property Eq. 1.4 provide the probability that the nearest neaighbor distance R is
below or above a given positive value r,
P (R < r) =
r∫
0




We assume that there are λ = N/A average number of points per unit area distributed randomly.
Then w(r)dr is the product of the probability of no points falling closer than r and the probability








· 2πλ rdr ⇔








4Because the distribution is uniform, the result should be the same, independently of the location of A or whether
it is part of the sample.







Figure 7: The randomly
chosen point is the high-
lighted yellow point in the
center of the circle where we
want to calculate the prob-
ability for point M (red)
falling between r and r + dr,
but nothing inside of r.
























Now if we go back to Eq. (1.19), notice we can express the integral term as w(r)/r,















ln w(r) = −2πλr + 1
r
⇒ ln w(r) = −πλr2 + ln r + C ′ ⇒ w(r) = C r e−πλr2
In the second step, we redefined the integration constant C = exp C ′. Its value is set by normaliza-
tion, and the final result is:





The Eq. (1.20) is the nearest neighbor distribution function in two dimensions. Generalizations
include the distribution of the second nearest or next-neighbor distance, and similar calculations in
d = 1, 3, · · · dimensions.
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1.3 Traditional Measures of Clustering
One of our goal is to characterize the distribution of receptors in our micrographs, in a way that
quantifies the degree of clustering. This is useful as a way to classify such images and to compare
how the patterns change between different experimental conditions or cell types. It is also a pre-
requisite for any mathematical modeling that aims at explaining the observed distributions. This
chapter of the dissertation is concerned with describing the point distributions. We are interested
in deviations from uniform distribution, and the presence of structure, non-random features, espe-
cially clustering. In general, a cluster is a subset of a set of items (points in our case); members of
a cluster are in some way closer to each other than to the rest of the elements in the set. Clustering
will be discussed at length in section 1.4.
All the statistics we will discuss here are based on the distances between receptors, clusters
and random points within and between clusters. A widespread approach to cluster analysis relies
on the mutual (Euclidean) distance between pairs of points. The definition of the distance between
two particles between p1 = (x1, y1) and p2 = (x2, y2) is as follows:
d(p1, p2) =
√
(x1 − x2)2 + (y1 − y2)2 (1.21)
We will sometimes refer to the “distance” between a point and a cluster of points. If C =
{pi = (xi, yi)} is a set of points, then the distance between a point q = (u, v) and the cluster
C is the smallest distance between the solitary point q and any point in C:
d(q, C) = min
pi∈C
(q, pi) . (1.22)
Given NT random points distributed uniformly in a total area AT , the average number of points
that fall into a subdivision of it (of area A1) should be simply proportional to the corresponding
area: N1 = A1 · λ, where λ = NT /AT is the average density of particles. The NND distribution
(Eq. 1.20) is one of several statistical measures used to test the uniformity of a distribution of points.
If we have a sample of points (locations), the theoretical formula can be compared directly to the
observed values of the nearest-neighbor distance. We regard each image as a sample like this.
Other statistical measures, such as Ripley’s K and L functions, as well as the Hopkins statistic,
compare a set of values calculated from the sample to distributions that would correpond to the
random placement of points.
1.3.1 Nearest Neighbor and Next Nearest Neighbor Distance Distributions
The nearest-neighbor distance (NND) is obtained by selecting, for each point in a distribution, the
point from the rest of the set that is the closest. It gives a measure of the local density of points. If
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points are distributed uniformly, then the average nearest-neighbor distance should be close to the
radius of the area available to each point. The actual distribution can be derived analytically for a
random configuration (see 1.2.3 for the derivation).





The above equation gives the nearest neighbor distribution function in two dimensions. Nearest
neighbor distance distributions consist of the distance between each each particle and its nearest
neighbors location. If the average distance is less than the average for a random distribution, the
distribution of the clusters analyzed are considered clustered. If the average distance is greater than
a random distribution, the feature is considered dispersed. Since we are interested in the effect of
clustering phenomenon on cell signaling, we expect that the major effect of clustering will come
from the density of particle points with an important secondary effect coming from the size of the
clusters [35]. Therefore, a calculation and an analysis of the nearest-neighbor distances for small
distances is important. (See Fig.8 for a sample nearest-neighbor distance distribution plots.)
We also constructed next-nearest neighbor distance distributions for all the images. Similarly
to the nearest neighbor distributions (Fig.8) obtained from our set of micrographs, the next ner-
aest neighbor distribution also show consistent deviations from random prediction. A significant
fraction of the distribution is well approximated by the theoretical distribution corresponding to
a smaller inter-particle distance, with a correction for a minimal seperation. A smaller fraction
of the distances is outside this high density mode. The next nearest neighbor distributions (Fig.8)
may be more relevant to clustering, since VEGF receptors may for dimers, and thus the nearest
neighbor of a receptor may be its dimer partner. The majority of the distance distribution falls in a
high density mode that is well approxmated by the dashed curve.
1.3.2 The Hopkins Statistic Test
Consider a data set D consisting of N particle (or probe) coordinates {ri = (xi, yi)}i=1...N . The
Hopkins statistic is defined as follows. For m  N , choose m random sampling points si =
(xi, yi) in the area covered by the image. Let r̃k = rjk be the positions for m randomly chosen
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Figure 8: Analysis of clustering in the resting cells using nearest and next nearest neighbor distance
distributions. Compared to plots on the left, a larger fraction of the distances on the right falls outside
the high density mode, possibly forming a second mode that corresponds to inter-cluster distances.
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The H values are in the interval [0, 1]. The expected value for uniformly distributed data is 0.5.
H > 0.5 indicates clustering in the image. The plots in Fig.9 are histograms obtained by repeated
samplings of H for different random selections of points. The Hopkins statistic does not provide
the number of clusters. In our study, we estimate the statistic for the first nearest neighbor distance.
Hopkins statistics test which indicates some clustering within the randomly generated data as the
bar graph has moved to the right of the expected curve for random data. The reason is that the
Hopkins test is not accurate for data sets that contain a small numbers of points. It is clear that a
more quantitative assessment would really be helpful in quantifying the clustering in this data.
1.3.3 The Ripley Statistic Test
Ripley’s K function
The K function is
K(r) = λ−1A(r) (1.24)
where A(r) is the area of a disk with a radius r of a randomly chosen particle, and λ is the
density (number per unit area) of particles. Or alternative definition is mean of nearest-neighbor
distance from random points to their nearest neighbors. Because there are n particles in D, the
mean of particles in a disk of radius r about each of the particles is
A(r) = λπr2 (1.25)





with the expected value πr2 of the uniformly distributed particles.
Ripley’s L Function
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Figure 9: Analysis of clustering in the resting cells using the Hopkins statistic. From top to bottom:
Experimental samples demonstrating the distribution of VEGFR on membrane sheets.
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Figure 10: Hopkins and Ripley K and L statistic tests for image:5-16616 given by a plot of the statistic
for simulated random data to be compared with a plot of the statistic computed from the experimental
data and cluster centroids.
which is a preferred usage for Ripley statistic test in recent publications [22, 23]
Ripley statistics in Figure (10) are given by a plot of the statistic for simulated random data to
be compared with a plot of the statistic computed from the experimental data .These methods can
distinguish between more and less clustered data. However, they do not provide a straightforward
quantitative measure of the extent of clustering. Both are sensitive enough to test our hypothesis,
and each provides different information about the clustering.
The plots of the statistics for simulated random data are compared with the plot of the statistics
computed from the experimental data [35]. These methods are applied to distinguish between more
and less inter-clustered data and intra-clustered data.
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Ripleys of particles







































































































































































Figure 11: Ripley’s K and L for a few images. The image on the right is not typical.
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Figure 12: Hopkins test results for a the same images as shown in Fig.11. The image on the right is
not typical.
1.3.4 Results
The analyses outlined above were performed for each of the images in the dataset. This was made
possible by automating the process, and performing the calculations in a script that loops over the
images. We generated several plots for each image file, for each type of analysis. It is not possible
or useful to include all of these results here. Below I present brief summaries of the findings and
illustrate with samples of individual results or with summary representations.
The Hopkins and Ripley tests are traditionally used to establish whether a set of geometric
points is clustered. With very few exceptions, Ripley tests confirmed that indeed, the points in our
images exhibit clustering, and their distribution is not consistent with random uniform placement.











Abcam 0 min 21 2625 125
Abcam 2 min 14 2457 175
Abcam 5 min 29 3930 135.5
CS 0 min 8 1015 126.8
CS 2 min 10 935 93.5
Table 2: Experimental data sets: column 1 is the type of antibody with related time t in minutes at
which the cells were fixed, columns 2 through 4 gives the number of images in total, total number of
particles and the average number of particles per image for corresponding data set respectively.
As it is shown in 2, we have 81 micrographs that consist of two different subsets; Abcam
and CS. We describe the general behavior of data by using histograms after we apply a set of
analyzing methods. Those analyzing methods include deriving clustering length scale empirically,
then based on the length scale we apply the DRA to find the final domains which refers to clusters
for our static data. Then we plot histograms for all those corresponding described parameters to
seek the distribution of data sets. The bars represent the frequency of occurrence by classes of
data. Our histograms as shown in Fig.13 show the basic information about the data set, such as
central location, width of spread, and clusters. We use histograms to assess the current situation of
the micrographs and to study results of improvement actions before we apply our predictive model
which will be described in the next chapter. The histograms shape and statistical information help
us decide how to improve our modeling approach. If the system is stable, we can find unknown
predictive parameters about the future system of data. After improvement action has been carried
out, we continue collecting data and making histograms to see if our predictive model has worked.
Our histograms for different parameters and features of the data have shown consistent deviations
which we think that outliers for a handful set of data usually remain the same, and the majority of
the data follow a normal distribution in the first instant.
1.4 Hierarchic Clustering
Clustering is the task of grouping a set of objects in such a way that more similar objects are in the
same group which is called a cluster. The clusters are more similar to each other where as different
clusters are less similar. However, we use distance in geometry to group objects in a cluster that
are closer to each other. The method of distance based hierarchic clustering has been applied
in various contexts [9]. Hierarchical clustering is also known as connectivity based clustering is
based on the particles being more related with nearby particles than to the particles that are far
25











































































































































Figure 13: Histograms of all the characteristic information of the data and clusters in each data set
after we performed the clustering analysis for each data set. In order to identify the characteristic length
between two points that defines a clustering, we use the hierarchic clustering method in two dimensional
space.
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Figure 14: a) particles map of image 5-16616 with 70 particles; b) dendrogram plot of 70 particles with
29 leaf nodes by using linkage function in Matlab; c) cluster scaling curve where the optimal clustering
length is L = 34.63; d) the Hopkins clustering test.
away. With different distances different cluster may form and dendrogram is used to represent
those clusters. We use single-linkage clustering where we start with single elements and aggregate
them into clusters as in Figure (14). The dendrogram function from Matlab is used to generate
and display the hierarchical clustering of the data. Our starting point is the work of Espinoza and
coworkers [5], who initially developed the method to analyze the nano-gold labelled membrane
proteins.
Given a set of points P = {A, B, · · · } in a metric space of distance d(, ), we may group the
points into distance based clusters defined by a chosen scale L ≥ 0 as follows.
i. Two points (A, B) are in the same cluster if their distance is less than L,
d(A, B) ≤ L ⇒ A ∼L B . (1.28)
ii. The relation A ∼L B is extended by transitivity, i.e., two points are in the same cluster if
there is a third point which is in the same cluster with each of them:
(A ∼L B & A ∼L C) ⇒ B ∼L C . (1.29)
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The relation A ∼L B defined above is also symmetric, and is therefore an equivalence relation on
the set of points P . Clusters are uniquely defined as the equivalence classes induced by ∼L.
1.4.1 Dependence on Length
The scale L is crucial to the definition of the clusters. If we compare the clusters induced by two
different scales L1 < L2, on the same set of points, we easily find that two points that are in the
same cluster with respect to the shorter scale are always in the same cluster with respect to the
longer scale,
(L1 ≤ L2) ⇒ ((∀)A, B ∈ P , A ∼L1 B ⇒ A ∼L2 B ) . (1.30)
In other words, each cluster induced by L1 is a subset of a cluster induced by L2, and as the length
parameter is increased, the clusters grow in size and their number decreases.
One way to characterize the distribution of particles is to analyze the dependence of the number
of clusters on the lengh parameter, NC(L). We have established that NC(L) is a decreasing func-
tion for any given set of points. As L → 0, each point in P is its own cluster, and as L increases
beyond the largest point to point distance, the entire set P forms a single cluster. 6
We found through numerical simulations that the curve for randomly distributed points in an
area can be obtained as a scaled version of a universal function, as shown in Figure (15). The
scaling law is as follows:






The knowledge of this universal function is useful in comparing our experimentally derived distri-
butions with corresponding random sets of points.
1.4.2 Identifying the Optimum Length
The short distance part of nearest neighbor distributions and cluster scaling curves are consistent
with particles distributed randomly and uniformly in a smaller area as it is shown in Fig.16. If
6 The analysis presented here differs from that in [5], which focused on clusters of two or more particles. The
curve obtained there would approach 0, respectively 1 at small and large values of L, with at least one maximum in
between.
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Figure 15: The dependence of the number of clusters NC on the length scale L (for Ntotal points
distributed randomly in a square of area Atotal) appears to follow a universal function as shown in Eq.
(1.31). The curves shown are from Ntotal = {1000, 5000, 10000} points randomly placed in a unit
square.
there was a perfect scale seperation between the distribution of clusters and that of particles within
clusters, the NC(L) curve would have plateau. The spatial distribution of particle within clusters
is consistent with random placement. We identify the optimal L empirically as two times the L
value corresponding to the inflection point.
As a starting point, we visualize the distribution of clusters for various length scales. If the par-
ticles are grouped into naturally defined clusters (in the sense of a clear scale separation between
intra- and inter-cluster distances), this natural length scale can be interpreted either as the typical,
or the largest intra-cluster distance between a particle and its nearest neighbor. The second defini-
tion seems more practical since this would result in correctly separating the particles into clusters
as it is shown in Fig.16. The short distance part of nearest neighbor distributions and cluster scaling
curves are consistent with particles distributed randomly and uniformly in a smaller area. The defi-
nition of cluster which includes number of clusters and cluster sizes of the data with the distribution
of particles within clusters varies by choosing different length scales. When the length scale is 30
pixels each particle on the cell membrane behaves as a different cluster, whereas after length scale
is 200 pixels the clustering formation merges to be one big cluster as in Figure (18). Therefore, we
decided to construct a more reliable mathematical approach to understand what length scale rep-
resents each experimental data. We perform hierarchic distance based clustering using the built-in
Matlab function linkage(); the output of this function can then be represented as a dendrogram
via another function (dendrogram()). Z is an (m − 1) × 3 matrix, where m is the number of
particles in an experimental data. Columns 1 and 2 of Z build from cluster indices linked in pairs
to form a binary tree. The nodes vary from 1 to number of particles. Nodes are the trivial clusters
from which all higher cluster sizes are built. Each newly-generated cluster, corresponding to row
Z(I, :), is assigned the index m + I where m is the number of particles in each experimental data
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Figure 16: The short distance part of nearest neighbor distributions and cluster scaling curves are
consistent with particles distributed randomly and uniformly in a smaller area.
Figure 17: We identify the optimum L of each micrograph empirically as two times the L value
corresponding to the inflection point where the plateau starts i.e. in the cluster scaling curve of particles
are represented with red curve that shows a dramatic decrease until optimum length scale L.
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set. The indices of the two component clusters is contained in Z(I, 1 : 2) to form cluster number
m+ I . The interior nodes of the clustering tree includes m-1 clusters. By merging the two clusters
in row Z(I, :), the linkage distances are contained in Z(I, 3).
Example: Suppose there are 30 initial nodes and at step 17 cluster 8 and cluster 11 are com-
bined. Suppose their distance at that time is 2. Then Z(17,:) will be [8, 11, 2]. The formed cluster
will then have an index as 17 + 30 = 47. If cluster 42 appears in a later row, it means the cluster
created at step 17 is involved into some larger cluster.
The third column of Z matrix has the information of the distances between two clusters. There-
fore, we can now generate the curve NC(L) based on all the distances between two clusters, which
we call it cluster scaling curve. The concept of the characteristic clustering distance that will de-
scribe the nanoscale distance between particles that are in clusters. The function NC(L) is noisy,
as is indicated in (17) for random data and for the experimental data. We plot this curve by length
scale versus number of clusters for each experimental data set in two dimensional space. We then
investigate the rate of change with respect to the length scale where we think that the twice of
maximum slope represents the characteristic length for a data.
1.4.3 Domain Reconstruction Algorithm and Cluster Analysis
We have created an algorithm that constructs the size and shape of domains in our model to identify
the area and perimeter of the clustering. First we apply the hierarchical clustering with a distance L
for a TEM image. The particles in a cluster form a connected graph. The connection graph is built
by putting an edge between pair of particles where the distance between them is less than L. To
extend the contiguous area we add rectangles of height L along convex shape of connection graph.
As the process goes on, it circles around the points in a counter-clockwise direction where all the
interior points are to the left hand side. When the contour is built, the last point in the contour is
identical to the first one as shown in Figure (21). To straighten the boundary of the region defined
this way, we extend the area by adding rectangles of height L along the contour of the connection
graph in Figure (21(c)). The reconstructed region is the reunion of the inside of the contour graph,
and the circles and rectangles around the vertices and edges of the contour (shaded, respectively
grey areas on Figure (21(d)). The contour graph or tight contour for a cluster of points is defined
by the sequence of boundary points and the segments that connect them. The list is constructed
by adding new points to the contour, based on the existing points and a reference direction. As
the contour is built, it circles around the points in a counter-clockwise direction, so that all the
interior points are to the left hand side. When the process is finished, the last point in the contour
is identical to the first one.
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Figure 18: Cluster sizes distribution of image 5-16616 for different length scale L =































Figure 19: The figure on top is the cluster scaling curve of an image with optimum L around 73 pixels.
The red curve represents the particle distribution of image whereas the black dashed curve represents
random particles distribution into a smaller area. We take the derivative of this red curve to identify the
inflection point. At bottom, the second picture exhibits the identification of the the clustering distance












Figure 20: The diagram of how micrographs (static data) are converted to static spatial data and used to
determine domain size and distribution. This process goes as reconstructing the domains via a clustering
algorithm, contour drawing, and contour inflation.
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Contour Building Algorithm
1. Start with the rightmost point of the set; begin with the reference direction pointing to the right.
(Any particle on the convex hull can be used; the reference direction needs to be pointing toward
the outside of the convex hull.)
2. Add new geometric points (particles):
a. Identify all the candidate geometric points in a circle of radius L centered on the last point
added (the current point).
b. Draw line segments from the current point to each candidate point. If this intersects a seg-
ment in the already identified part of the contour, respective candidate point can be discarded.
c. Order the remaining candidates by the clockwise angle from the reference direction to the
segment connecting the current point to the candidate; choose the candidate with the smallest angle
and add it to the list.
d. Set reference direction to point from the newly added point back to the previously added
point
3. The process terminates when the same segment is added to the contour. The same point may be
visited twice, in opposite directions. Upon successful termination, the last point in the list is the
same as the first one.
NOTE: The contour defined this way is not unique, but the algorithm always returns a contour
that is a refinement of the convex hull of the points, is not self-intersecting, and contains no edges
longer than L.
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Figure 21: (a) The points in a cluster form a connected graph, where edges connect points whose
distance is less than the length scale L. Circles of diameter L centered on two points intersect if and only
if the points are connected in the sense described above. (b) We want to define the footprint based on
the reunion of all the circles of diameter L, centered on the points in the cluster. (c) We first identify the
outer contour of the cluster graph (double blue shaded lines). We pad the area defined by the circles by
adding rectangles along the edges of the contour graph. (d) The reconstructed region is the reunion of
the inside of the contour graph (if any), and the circles and padding rectangles around the vertices and




In this chapter, we use the very first results of descriptive statistics in Chapter 2 in order to quantify
the clustering of the biological static data. The main and important thing is that we come up with
a model which predicts the size of clusters. Our model explains the micro-domains on the cell
surface quantitatively which biologists think that these micro-domains are attractive for receptors.
Pre-existing micro-domain model is the best hypothesis that explains the specific compartments
that are attractive to the receptors which affects cell signaling. The new statistics based on hierar-
chical clustering and dendrogram analysis produce numerical values that increase by applying our
model. Consequently, it is now easy to check rigorously that our domain reconstruction algorithm
produce consistent results to construct the clusters and applying these clusters to our model.
There is no clear understanding of the mechanism of receptor accumulation. This occurs for
VEGFR and also other receptor types, for which there is no evidence of a collective binding mech-
anism1. A widely accepted explanation is that receptors accumulate in micro-domains: small,
physically delimited areas of the cell membrane that result from partitioning by actin filaments
(elements of the cytoskeleton) or are formed by local aggregations of specific types of lipids and /
or membrane proteins.
1Some receptor types, such as FceRI, may form multi-molecular aggregates through cross-linking, which would
explain clustering. However, clustering is observed for receptor types for which multiple cross-linking does not occur;
this includes EGF receptors as well as FceRI under different circumstances.
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Figure 22: The clusters of labelled receptors appear to be located in regions of the membrane that
have different local properties. The interpretation may be somewhat misleading in that the shades on
a transmission electron micrograph do not indicate depth, but rather, the ability to absorb electrons.
However, the clusters seen in the image are occupy small areas of a different apparent consistency; there
are very similar domains that do not contain labeled receptors.
2.1 Attractive Micro-domains
The reasons for receptor clustering are not completely understood, but it is generally accepted that
it is a consequence of the physical features of the cell membrane, which influence the movement
of receptors. Here we rely on a simple hypothesis, that the clusters form in specific regions (small
domains) on the cell membrane, due to special physical properties of those regions.
Figure 22 illustrates the idea. The membrane has many of these darker shaded regions (or
domain), which seem to be preferred by the receptors. Some of the domains are empty, but the
domains altogether represent a small fraction of the total area.
Direct detection of membrane micro-domains is challenging. Available methods provide a
range of temporal, spatial and chemical resolutions. Thus, different pictures can arise from dif-
ferent experimental modalities for the cell / receptor combination, and it may not be possible
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Optimum L:   46.73
Contour map of image:5-16626
Figure 23: The left panel shows the distribution of particles by cluster size in a somewhat typical
micrograph. The distance based cluster identification is shown in the right panel. The simultaneous
abundance of moderately large clusters (size 6-10) as well as singleton particles is not consistent with
random placement of all particles in a small number of attractive domains.
simultaneously detect several different features of membrane domain properties [4].
Static images of receptors (even in the absence of ligand) typically reveal a clustering pattern,
where receptors tend to accumulate in groups ranging from a few to a few tens of receptors. How-
ever, clustering is observed for VEGFR and also for other receptor types, for which there is no
evidence of a binding mechanism leading to aggregates that contain more than two receptors. Our
working hypothesis is that some of the micro- domains found on the cell membrane have a specific
molecular composition that results in an affinity for the receptors; receptors may diffuse in and out
of the domain boundaries, but the crossing probability is asymmetric.
2.1.1 A Working Hypothesis for the Mechanism of
Receptor Clustering
Our modeling approach relies on the following hypothesis. The observed clusters result from small
domains (micro-domains), whose physical properties cause the freely diffusing receptors to locate
preferentially in them. We assume that the observed clusters are typically receptors located in
one such domain. However, depending on the number of receptors and the density and size of the
micro-domains, some observed clusters may be groups of receptors that are not in a micro-domain,













Figure 24: The attractive microdomains are part of a diverse membrane landscape and represent a
small fraction of its area. For the purpose of modeling, (1)we assume that the attractive domains are
approximately of the same size and (2) we partition the rest of the membrane into domains of comparable
size. Diagram following [24]
Attractive domains as high affinity boxes. Using this hypothesis, we developed a simple model
to predict the way the observed points group into clusters. We assume that the area observed in
each micrograph contains a number of pre-existing attractive domains, and that each domain is
approximately the same size. These domains are represented by ’boxes’ that will have a high
affinity to the diffusing receptors. If we know the number of high affinity boxes (NBH), the
simplest approach would be to take the number of points observed in a given micrograph (R), and
calculate the most likely numbers of points in each box, assuming random placement2. The points
in a box correspond to a cluster, and the predicted particle numbers per box would be compared to
the observed number of poins per cluster.
Incomplete confinement of particles and low affinity boxes. Attempts to fit this model to cluster
distributions of individual micrographs quickly fail, because we can not simultaneously account
for the larger clusters of more than 5 particles and the significant number of particles that are in a
cluster by themselves (see Fig. 23). Random placement of R particles into NBH boxes results in
distributions that underestimate either the lower end (for small NBH) or the higher end (for large
NBH) of the distribution. To correct this, we must account for the possibility that a fraction of the
particles may remain outside the attractive domains; this fraction needs to be identified as a second
model parameter.
2we will do this next, using a multinomial distribution
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There is one more issue with the particles outside attractive domains. Counting them all as
singletons misses small clusters of 2-3 receptors, which may be the result of random co-location
outside an attractive domain. To account for this, we imagine we subdivide the rest of the cell
membrane into regions (“virtual domains”) of the same size as the high affinity domains. Figure
24 illustrates the process. The true attractive domains (shown in color) have physical boundaries
that control the movement of particles; the domains resulting from a formal subdivision of the rest
of the cell membrane may have some physical boundaries, but the movement of particles between
these domains is essentially unimpeded. We will treat these new domains as low affinity boxes,
that have the same size as the NBH previously defined high affinity boxes. Particles will also be
placed at random into these domains, but with a lower probability.
2.1.2 Model Definition
There are a number of number of high density boxes (NBH) which correspond to attractive mi-
crodomains in a membrane patch of area AT . The total area of all the micro-domains put together
is AH , therefore they occupy a fraction f = AHAT of the membrane. The rest of the membrane area,
AL = AT − AH , is subdivided into NBL domains called “low affinity boxes”. These boxes have
the same individual size as their high affinity counterparts3. The number of boxes of each type is
approximately proportional to the corresponding areas, NBH/NBL ≈ AH/AL.
The physical property of microdomains that causes them to accumulate receptors is quantified
by attractiveness, α. We define α as the ratio between the equilibrium density of receptors inside
versus outside attractive domains. The model is defined by three parameters, α, the total number
of boxes NB = NBH + NBL, and the fraction of area (and boxes) that corresponds to the high
affinity domains, f = NBH/NB ≈ AH/AT . The triplet (α, f,NB) fully defines one instance of
the model that will be fitted to cluster distributions. The number of boxes of two types is obtained
as follows,
NBH = f ·NB ; NBL = (1− f) ·NB (2.1)
Note that an instance of the model represents an area of the membrane corresponding to one mi-
crograph. The parameters are not identical, but are closely related to physical properties of the
membrane, namely, the size, density, and receptor affinity of attractive domains. We expect these
properties to vary due to biological factors such as the experimental condition and the part of the
membrane that is imaged, but also expect the same set of parameters to reasonably match groups
of several images.
3As we discussed, this division is artificial and is meant to represent the fact that clusters are identified based on
distance. Our clustering methods, even if it works perfectly, will identify a group of receptors co-located in an area of
the typical size of an attractive domain as a “cluster”, whether or not they are in a special domain or they just happen
to be co-located.
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Figure 25: Attractive microdomains occupy a small fraction of the cell membrane, and their measure-
ments may be extracted from experimental images. Diagram from [3].
Figure 26: Micro-domains and our model.
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Figure 27: Nearest and next nearest neighbor distributions of image 5−16616b Abcam 0 minutes. The
short distance part is consistent with random placement in an area comparable to that of the clusters.
The few large values correspond to single-particle clusters, and they ar distributed consistently with the
random curve correspoinding to the entire image area.
2.1.3 Understanding the Spatial Distribution
other than Microdomain-Induced Clustering
The model as defined in Section 2.1.2 does not explicitly refer to the exact location of the receptors.
We previously used various statistics to establish the fact of clustering, but a complete understand-
ing of the phenomena behind clustering should provide some insight into how the observed spatial
distributions emerge.
The main hypothesis needs to be complemented to address the detailed distribution of recep-
tors. Here we will focus on the simplest possible additional assumption, that other than the ac-
cumulation of receptors inside attractive domains, the distribution of receptors within and outside
domains, as well as the location of the domains themselves, are all uniform and random.
This assumption implies that there is no additional structure to the receptor distributions other
than microdomain-induced clustering. This additional hypothesis can be tested by attempting to
deconstruct the previously discussed spatial distributions into parts that reflect the distribution of
particles inside clusters and the distribution of cluster locations.
Localization of Cluster Centroids
Similar to particle distributions within a domain, we obtained the distribution of clusters for a given
cell.To understand whether the location of centroids (center of each cluster) are random or not, we
apply the same set of methods and calculations as for particle distributions. We take the cluster
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centroids this time and apply our probability calculations to them. As in particles distribution with
a domain, our hypothesis is that centroids are localized randomly on the membrane domain.
2.1.4 Predicting the Distribution of the
Number of Particles per Cluster
The attractive domain hypothesis implies that the majority of the observed clusters correspond to
an attractive domain. Assuming the domains are approximately the same size, the distribution of
the observed particles among these domains should follow a random (multinomial) distribution. In
addition to the clusters corresponding to attractive domains, we estimate the likelihood that clusters
emerge randomly among the rest of the particles that are not in the attractive domains.
The model defined in Section 2.1.2 randomly places R receptors into a set of NB boxes that are
divided into two types, NBH high affinity and NBL low affinity. This is a stochastic model which
has a number of possible outcomes (states), characterized by the number of receptors placed in
each box. The boxes of each type are identical, and outcomes are usually grouped by the number
of boxes that have 0, 1, 2, · · · receptors.
Each run or instance of the model produces a specific outcome. We implemented a computer
simulation of the model that can be used to estimate the probability of individual outcome (types).
This is used in conjunction to analytical calculations (presented later) of expected cluster distribu-
tions. The full model prediction would be a set of probabilities assigned to each individual outcome
(or outcome group). In this work, we compare the average number of occurrences of k receptors
in a box to the number of observed clusters of size k.
2.2 Spatial Distribution
2.2.1 Analysis of Distribution within Clusters
We constructed clusters for values of the distance parameter ranging from 0.698 nm (1 pixel) to a
few hundred, in order to obtain the full NC(L) dependence. We can visualize the distribution of
clusters for various length scales. A detail of the cluster map by using our domain construction
algorithm shown in Figure (28). The colors are used to indicate the different clusters.
The dependence of the number of clusters on the length scale is plotted in Figure (29), for a
single image as well as for the entire set analyzed. We first scaled the theoretical (random) distribu-
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Figure 28: Left: Cluster or contour map of image no: 516646 by using domain construction algorithm.
Disks corresponding to the same cluster have the same color. Right: Detail of the cluster map.
tions to correspond to a higher particle density Deff . We then added a correction to take into account
a minimal separation of points, by setting the corresponding pdf p(x) to zero for x ≤ Dexclusion
in the case of nearest neighbor distance distributions, and by shifting the entire cluster size dis-
tribution by the exclusion distance Dexclusion. Finally, the curves were scaled vertically to match
the integral of the high density mode (NND), respectively the total number of points (clustering).
Comparison with the random distribution shows clear and consistent deviations. Both the indi-
vidual image and the cumulative plot exhibit a sharp initial decrease, followed by a significantly
slower variation. The initial fast decrease corresponds to the fact that particles are much closer to
their neighbors than the average distance. In an ideal clustered scenario, where the intra-cluster
separation between particles is smaller than the shortest distance between clusters, the number
of clusters would decrease until the largest intra-cluster distance, and one would then observe a
plateau until L becomes comparable to the inter-cluster distance. While we do not observe a per-
fect scale separation, both the single image and the cumulative curves exhibit a clear change in
behavior around 27.93 nm (40 pixels), and a shoulder that extends to approximately 48.89 nm (70
pixels).
2.2.2 Analysis of Distribution Between Clusters
After analyzing the distribution of particles within the clusters, next thing to understand is the dis-
tribution and localization of centroids which is taking each cluster on a given image as a particle
in the given area. We find the center of each cluster by taking the average of particles coordinates
location of each cluster which we call it a centroid. We then analyze the distribution of centroids
as the same way we did for particles within the clusters. We used the nearest neighbor distribution,
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Figure 29: Number of clusters as a function of the length parameter (red lines) in a single TEM image
(left), and a set of 28 images (right), compared to the average number of clusters expected from a random
distribution with the same number points in the same area (blue lines).
Hopkins and Ripley statistic tests to analyze the clustering formation. These methods can distin-
guish between more and less clustered data even though they do not provide a simple quantitative
measure of the extent of clustering. The reason the need of a new and simple predictive model is
to provide the quantitative measurements by quantifying both clustering and the effect of micro-
domains on clustering amount. As in shown Figure (29) on the left the green curve corresponds
to the distribution of centroids of the given length scales. The result of centroid distribution is
consistent with the distribution of particles within the clusters.
2.3 Number of Particles by Cluster
2.3.1 Distribution of Domain Sizes and Shapes
The decision on the characteristic length based on hierarchic clustering distance facilitate combi-
nation and comparison of a number of calculations. The domain reconstruction algorithm compiles
the particles. The experimental data is then converted to static spatial data and used to determine
domain size and distribution. The domains are reconstructed via a clustering algorithm, contour
drawing. Because we now have the contours or in other words clusters which reveals us to calculate
total area, perimeter and give the knowledge of even the shapes of clusters. The domain reconstruc-
tion algorithm converts particle clustering to static spatial data that can be used to approximate the
size and contours of confinement zones occupied by VEGF ligands on the cell membranes. The
algorithm is fully described in Chapter 2.
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Figure 30: Statistical measures of clustering applied to the cluster centroids for image 5 − 16620.
The plots are not fully consistent with random placement, but are closer to the random expecation than
the corresponding statistics of the particle distributions.
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Based on area, perimeter and cluster sizes comparisons we can group TEM images on common
properties. This is a very important finding to analyze clustering phenomenon of VEGF receptors
quantitatively. Having the quantities of domain sizes and shape, we compare the domain size and
shapes with the clusters. The results of distribution of domain sizes and shapes which is derived
by reconstruction of the domains shows consistency with the clusters on TEM images.
Number of Particles, Clusters and the Optimal Clustering Length of Images
By using distance based hierarchic clustering, we identified the number of clusters and charac-
teristic length of images with a given number of particles. One way to approach the clustering
phenomenon is analyzing the data image by image then comparing the set of data for resting and
activated cells. We also analyzed the characteristic properties of each data set by comparing two
data subsets; Abcam and CS for different stimulus time durations. Grouping somewhat similar
objects based on those characteristics information is another approach. Therefore, we perform
histograms on resting and stimulated cells with the number of particles, characteristic lengths, and
number of clusters in order to understand the characteristics of each data set. As it was shown
in Fig.13, even though there are a number of outliers in the histograms of number of particles,
optimum length scales and number of clusters versus the number of images, one observations in-
stant observation is that the majority of the images are distributed normally with the corresponding
parameters scales.
Aggregate Area of Domains as defined by the Domain Reconstruction Algorithm
We determine the characteristic length which best describes the distance between points in a clus-
ter. This length is varied from 0 pixels to 500 pixels. Over this range the average length of the
clusters is computed. The length between two particles reaches a local maximum over this range
where is used as the characteristic length. It is then used to create the clusters to construct a con-
tour that will define the final confinement area. The contour is created by inflating the cluster. The
outside points of the cluster are extended outward by 1
2
the characteristic length. This allows some
of the domains give in the confinement area to consider that these points could have fluctuated a
structure and would not have sat directly next to the confining structure. The extended points are
then connected to create a contour which is the final domain structure. The reconstructed domains
are statistically different.
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Figure 31: Scatter plots of the characteristics of clusters for all Abcam resting cells.
Area and Perimeter of Clusters
By using the domain reconstruction algorithm, we can now calculate the area and perimeter of the
polygons. We observed P 2/A/NC value which we call form factor is important because this value
gives an idea about the shape of the clusters in a given micrograph. As it is shown in Fig.32, the
majority of clusters are shaped as circle where as there are outliers that are not close to a circle
shape.
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Figure 32: Histograms of all the data sets that decribes the properties of the clusters such as area,
perimeter and the shape.
2.4 Fitting the Stochastic Model of Cluster Distribution
2.4.1 Model Definition
Assuming that we have identified the clusters in a set of images, we can use the distribution of
cluster sizes to test our hypotheses regarding the mechanism behind clustering. Below we outline
a predictive model for cluster distributions based on the hypothesis of pre-existing high affinity
micro-domains. These are small areas in the cell membrane that are attractive to receptors, in the
sense that receptors spend a relatively high fraction of their time in these regions. Such attractive
areas could be, for example, lipid rafts, protein islands, or regions immediately adjacent to elements
of the cytoskeleton.
A number of R particles (receptors) are placed randomly in NB compartments (boxes). There
are two types of boxes, high affinity (or ”high density”), and low affinity. We denote the fraction
of HD boxes by f , so the numbers of HD and LD boxes are respectively
NBH = f ·NB ; NBL = NB −NBH = (1− f) ·NB . (2.2)
Particles may locate in any box, independently of the number of particles already in there. The
probability that a specific particle falls into a specific box is the same as that of falling into any
other box of the same type. We will sometimes refer to the entirety of boxes of one type as the
”HD (or LD) sector”. The probability that a (specific) particle falls into a (specific) HD box is α
times higher than that of falling into a LD box.
pH = α.pL (2.3)
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We are interested in the distribution of the number of particles per box, to be compared to the
distribution of the number of observed particles per cluster. Our goal is to identify a set of model
parameters {α, NB, f} that work (i.e. provide a reasonable match) for a large set of images, irre-
spective of the number of receptors captured in the image.
We will now try to derive a simple prediction for the distribution of the number of particles per
box. The probabilities defined in Eq. 2.3 refer to a single box of the respective types. The proba-
bility that a given particle falls into any HD box is NBH .pH , and the corresponding probability for
any LD box is NBL.pL. These two must add up to 1, since they are mutually exclusive and there
are no other possibilities. Based on this normalization argument, we can derive the actual values
of pL , pH:
1 = NBH . pH + NBL . pL = NB.(f.α + (1− f)).pL ⇒
pL =
1
NB(αf + 1− f)
; pL =
αf
(αf + 1− f)
(2.4)










αf + 1− f
and we use them to define the expected number of particles in each sector,




αf + 1− f
; RL = R.p
(tot)
L = R .
1− f
αf + 1− f
(2.5)
Define the average number of particle per box λ = R
B












αf + 1− f
(2.6)
Distributing exactly R particles in the manner described above corresponds to a ”random experi-
ment” that has a large number of possible outcomes, identified by the number of particles in each
box,










is also the result of random sampling. The distribution of R∗H is binomial, with R trials and
probability p(tot)H . Then, for each R
∗
H , we have to distribute the R
∗
H particles into the NBH boxes.
The distribution of the number of particles that fall into each box is multinomial, with R∗H trials
and NBH possible outcomes each with probability p = 1/NBH . This is a complicated way to
obtain a result that is well approximated by a simpler argument.
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The simpler approach is as follows. Once we identify λH and λL, we can imagine that each box
(which represents a small area on a relatively very large cell) receives particles from a very large
number of ”trials”, in a way that average number of particles per box is set by the corresponding λ.
The probability that exactly k particles of the N total fall into this box is controlled by a binomial
with success probability λ/N and N  λ trials:


























The limit of P (k, λ; N) as N →∞ works out a Poisson distribution,
ϕk(λ) = lim
N→∞




Assuming that the NBH HD boxes receive particles independently of each other and of the LD
boxes (which amount to the same hypothesis as above), the average number of HD boxes that
contain exactly k particles, irrespective of each sector, is
b
(tot)





where RH , RL and λH , λL are given by Eqs. (2.5,2.6). Let the area of a cell be A. Assuming
the colored regions in Fig.25 that may contain clusters be the high density domain, let the area of
high density domain be AH = fA, and the rest area be AL = (1 − f)A. For one particle, let
the probability that it falls in to AH (AL respectively) be pH (pL resp.), and let the attractiveness








. By substituting AH = fA and AL = (1− f)A, we have
pH =
αf





1 + (α− 1)f
. (2.10)
For simplifications, we assume that the whole cell is the replication of one patch (i.e. cell =
Q ∗ onepatch), and the area of boxes that may contain clusters are the same, denoted as a0 (refer
to a figure here!!!). We divide a patch to high density bins and low density bins.
Let NHP (N
L
P respectively) be the number of particles in high (low resp.) density domain and
NHB (N
L













And let QHB = Q · NHB (QLB = Q · NLB resp.) be the number of boxes in the high (low resp.)
density domain a cell, and
QHP = Q · NHP (QLP = Q · NLP reps.) be the number of particles in high (low resp.) density
domain of a cell.
The probability of a specific particle falls into a specific box is
p =
{
pH · 1QHB , if the particle falls in high density region;
pL · QHB , if the particle falls in low density region.
(2.11)
In the following context, we focus on the events in high density domain. The probability of
specific k particles falls into a specific box is pk. Therefore, the probability that any k particles
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pk (2.12)






By neglecting the fact that these events are independent since we have a huge number of particles
and boxes, one can assume that the probability of a specific configuration is
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≈ QHkP . Hence,


























































Therefore, (2.15) can be simplified to the following
















This is the absolute probability of having (k1, · · · , kNHB ) particles in the high density domain
(or low density domain) in our favorite patch of NHB bins. Now, there is no guarantee that this
patch will receive exactly NHP particles.




B = 1/Q 
1.
























We are looking for the relative probability of a specific (k1, · · · , kNB) that satisfies (2.13),
So we should divide (2.15) by (2.17). The large factor QNPP cancels out.
Then (1− p)QP type factors can be approximated as follows Since we know that













= e−NP /NB etc. (2.19)
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follows from (2.18)







































, if in LD region.
(2.22)
Therefore, divided (2.15) by (2.17) and combining (2.19), (2.20) and (2.22), we will have the
relative probability of a specific (k1, · · · , kNB) that satisfies (2.13) is approximately equal to the
following
























, if in LD.
2.4.2 Fitting the Model to the Data
Our goal is to identify the model parameters for all data sets both globally and individually. The
distribution of the labeled receptors is not uniform. We identify receptor clusters through a hierar-
chic distance based algorithm with a globally optimized characteristic length, and then summarize
the distribution of cluster sizes. We used the hypothesis of attractive micro-domains to build a
mathematical model, which provides the probability distribution of cluster sizes. The model pa-
rameters are related to the typical size and density of the domains and the relative affinity of the
receptors for them. These parameters are not directly measurable. The size of a cluster in an
image depends on the number of receptors present in the imaged area, as well as on the labeling
efficiency; both may vary substantially. Our approach relies on comparing the model prediction
for the cluster size distribution in each image with the one derived experimentally. A Metropolis-
Hastings (simulated annealing) algorithm is used to minimize the overall square distance between
the model and experimental distributions.
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In our model, we have has some intrinsic parameters, which we believe reflect the way we think
the observed receptors behave, but each file has a different number of points. The distribution of
cluster sizes depends on this, also. For instance, even if the intrinsic model parameters are the same
for two data or a TEM image, if one data has a lot of points, most of its points are not in small
clusters. Whereas, if the other file has only a few points, most of them will be in small clusters.
In principle, each file could follow a separate distribution. On the other hand, some of the files
are similar to each other, so they may follow the same distribution. If two files have the same
intrinsic parameters but very different numbers of points, the distributions will not be similar. The
issue of fitting then revolves around the following: 1) fitting each file with a set of parameters, or
2) obtaining a single set for several files.
Image by image
The high density model described above only explains the first mode of the observed cluster num-
ber distributions and of the nearest neighbor distance plots. The rest of the distribution is somewhat
similar to a lower density random distribution, that may reflect the inter-cluster spacing. Our in-
vestigation is attempt to reproduce both modes, based on a model of randomly distributed clusters,
consisting of particles randomly distributed at a high density. The typical size of a cluster could be
inferred from the distribution of the number of particles in a cluster.
We make two assumptions which is consistent with experimental picture. The first assumption
is that a fraction f ≤ 1 of the membrane is covered by domains that have a physical affinity for
receptors. As receptors diffuse throughout the membrane, the probability of crossing the boundary
of such an attractive domain is asymmetric, all else being equal, inbound crossing is ≥ 1 times
more likely than outbound. We will consider the aggregate of the high affinity patches as a single
high density domain, and refer to the rest as the low density domain or sector. Second, we will set
the mobility of receptor dimers lower than that of monomers. These two ingredients result in the
preferential accumulation of receptors in the high density patches.
We first identify the best fitting parameters for each file. By comparing the distribution of
cluster sizes in that file to what the model gives us, the discrepancy between the number of clusters
of each type in the file and the model prediction. We find the ’best’ parameter set by varying
the parameters and looking for the set that gives the smallest discrepancy. Each file results a
different optimal parameter set. If the files are related, the sets are similar. The parameters for a
given image as number of receptors R fixed, we estimate number of boxes NB, number of high
density boxes NBh, and the attractiveness of high density region α parameters by minimizing the
distance < ∆2 > of a given probability distribution of particles (clustering) on a high density
region. Another way comparing our static model with experimental data would be an attempt of
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taking the total number of particles of a given data sets and making a global fit for the entire set of
images. Individual fitting file by file, which is not global fits individual files the best but may not
be informative about the group. We use this as a preliminary fit, to help identify files that ’belong’
together.








where the σ is some estimate of the error of the data. We use the experimental uncertainty by
making a guess .
We construct a likelihood function which is P (D|θ) = exp(−χ2)
Hence, the likelihood function parameter is maximal when the error parameter is minimal. The
method of maximum likelihood estimation is simply finding the set of parameters that maximizes
the likelihood function.
We use the simple Metropolis algorithm to do a maximum likelihood estimation. We start with
some initial guess for the parameter values and compute χ2CurrentFit. The number of parameters
that we like to estimate is more than one parameter so we make a guess for all of them at once. We
then propose a new set of parameter values and calculate χ2BestFit and compute the likelihood ratio:
P (D|θCurrentFit)
P (D|θCurrentFit)
= exp(−χ2BestFit + χ2CurrentFit) (2.24)
The likelihood ratio is a positive real number. We then pick a uniform random number between 0
and 1 to compare with likelihood ratio. If it is bigger, we replace the current parameter set with the
proposed set and then repeat. At each step of the process, we store the value of the current set. It
is iterated for 100000 steps and picked the parameter set that had the maximum likelihood.
Is a Global Fit Possible?
Once we fit the model individually file by file then by using the parameters, we merge all the cluster
distribution information for the set of files into one distribution. This is like taking the images and
arranging them next to each other, then pretending it is a single larger image. We can then fit a
single instance of the model to this joint distribution. One would use the total number of points.
As a result it gives a single set of parameters. The global fit, not file by file procedure is a quicker
way to get a global fitting parameter set. Individual files may be fit very badly . However, even
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though the procedure is quick, possibly mixing files with too many points (therefore not many
small clusters) with files with few points (relatively many small clusters). That information was
vague when we merge the distributions. The model assumes random placement of points in the
boxes, which is not consistent with having pieces that have widely different densities (i.e. points
per file, which in the joint picture become regions). We improve our approach as follows; fitting the
model to minimize discrepancy and keeping track of the model by using the same set of parameters
simultaneously from individual fits but we also compute a predicted distribution for each file, using
its number of points. For each file, we compute the discrepancy, we then construct a joint distance
that characterized how well this parameter set works for this group of files. This third way is what
we sometimes call global fit file by file. It is global because we seek a single parameter set for the
group of files, but it is file by file because we compute a distance (discrepancy) for each file first.
After investigation of fitting the model to data image by image we use the same parameters
obtained from individual model fitting file by file for later use. A global fit because it identifies
a single parameter set for the entire set of images whereas it is file by file because it computes a
discrepancy which is minimized as much as possible for each file first. That allows us to analyze
the data not just image by image to perform model fitting globally even though it does not fit each
file as well as individual fit file by file but it gives a meaningful characterization of a group of files
by assuming the conditions corresponding to those files are similar.
K-Means Clustering
K-means clustering is generally a good way to to find clusters of comparable spatial extent. The
problem of finding the best k-clusters partition among N observation is computationally diffi-
cult (NP-hard); however, there are efficient algorithms that converges to a local optimum faster.
K-means algorithm uses cluster centers to model the data and the algorithm mechanism allows
clusters to have different shapes.
Given a set of observations (x1, x2, · · · , xn) , k-means clustering aims to partition this n obser-
vation into k ≤ n sets C = (c1, c2, · · · , ck) by minimizing the within-cluster sum of squares. The








To group the somewhat similar images based on the individual model parameters, we use the k-
means clustering for our entire data set. Since we are interested in the distribution of the number of
particles per box, to be compared to the distribution of the number of observed particles per cluster,
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Filename R Length Clusters Alpha f=N_BH/NBoxes p^2/A/N_C
5-­‐16594 145 54.1 40 119.912 0.1245 13.0934
5-­‐16596 14 64.57 10 121.583 0.0230 12.5660
5-­‐16598 378 47.27 37 5.24444 0.3830 14.8046
5-­‐16598b 179 44.65 30 5.16812 0.3667 15.0891
5-­‐16600 24 60.17 11 152.552 0.0172 12.3885
5-­‐16600b 42 42.63 17 106.629 0.0591 12.5477
5-­‐16602 68 41.66 31 356.649 0.0528 12.4683
5-­‐16604 165 45.73 18 8.32877 0.2500 16.1065
5-­‐16606 186 48.68 16 95.0296 0.0437 16.4774
5-­‐16606b 151 54.9 12 5 0.0500 13.1122
5-­‐16608 13 43.06 7 190.504 0.0338 12.5698
5-­‐16608b 23 53.29 7 5 0.0500 12.9514
5-­‐16610 220 41.6 23 7.66836 0.1875 15.8192
5-­‐16610b 217 45.93 14 18.7051 0.2500 17.6077
5-­‐16612 21 51.04 13 85.9387 0.0431 12.8144
5-­‐16612b 40 87.4 23 363.474 0.0585 12.5334
5-­‐16614 30 64.34 14 500 0.0234 12.6638
5-­‐16614b 34 46.76 11 121.648 0.0179 11.6663
5-­‐16616 70 34.63 31 9.39864 0.0667 12.4073
5-­‐16616b 133 54.38 52 4.3895 0.2222 12.6938
5-­‐16618 126 64.17 36 3.32178 0.3953 13.7047
5-­‐16618b 90 52.73 36 3.77468 0.2391 12.8368
5-­‐16620 485 55.29 150 5.77309 0.0330 11.6834
5-­‐16620bkgd 429 57.81 195 6.18437 0.0458 12.5699
5-­‐16622 510 77.95 192 4.03975 0.0878 12.8593
5-­‐16624 111 73.02 34 46.3569 0.0989 12.4585
5-­‐16626 117 46.73 41 9.43909 0.2958 12.6647
5-­‐16626b 71 64.54 32 434.485 0.0137 12.7133
5-­‐16628 307 67.3 156 4.52863 0.0928 12.6993
Table 3: Fitted model parameters: a set of model parameters estimated by Monte Carlo simulation
performed on resting cells individually. Column 1 represents the name of individual data, column 2 is
the total number of receptor of a corresponding file. The columns are and perimeter represents total
perimeter and area of all clusters in an individual data. The rest of the columns are as follows: number
of boxes (NB), number of high density boxes (NBH) and the attractiveness (α) are the predictive model
parameters. The last column gives the error (< ∆2 >) to compare the experimental data and the model.
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we merge a set of model parameters {α, NB, f} that work for a large set of images, irrespective of
the number of receptors captured in the image.
We detect the similar groups in a given data set by performing 6-means clustering. We then
again fit those groups into globally file by file and compare the distribution of the number of
observed particles per cluster with our model.
Cluster
NB NBH α f (%) File ct.
cntrd fit cntrd fit cntrd fit cntrd fit
1 41 75 5.27 6 8.3 10.9 11.65 8.00 15
2 1362 1093 18.38 23 275.0 185.0 1.30 2.10 9
3 127 100 1.68 1 23.2 9.4 0.67 1.00 2
4 236 335 9.59 13 93.7 107.6 3.81 3.88 13
5 227 266 41.07 44 423.0 317.0 17.90 16.54 10
6 154 134 18.05 8 5.7 5.3 11.49 5.97 16
Table 4: Fitted model parameters after we performed k-means clustering for the unknown model
parameters for each data set. Columns labelled (cntrd) represent cluster centroids (k=6, only model
parameters). Results of global fitting by k-means group are lebelled (fit).
2.4.3 Cluster Number Distributions
At the microscopic level, we investigate the localization of clusters and localization of receptors
within the clusters. We test the analysis against electron microscopy images from an experiment in
which PAE-KDR cells were exposed for 2-5 minutes to increasing concentrations of antibodies that
binds the high affinity VEGF receptor. The cluster scaling curve analysis as shown in Fig.34 con-
firms the increase in clustering with increasing antibody dose predicted from visual analysis and
from Hopkins and Ripley test statistic. A key step to understand the detailed fine scale structure of
the cell membrane to access a robust and sensitive tool to both observe and quantify clustering. Ul-
timately, determining the role of spatial organization in the regulation of transmembrane signaling
is another step.
Static distributions (see Fig.4), exhibit clusters that are not consistent with a random distribu-
tion. The identification of clusters can be done by a hierarchic clustering algorithm. The distribu-
tion of nearest neighbor distances, as well as other statistical measures, point toward a structure
of high density patches, essentially identified with the observed clusters. Receptors are distributed
randomly within the patches, and the patches themselves also appear to be distributed randomly.
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Figure 34: Number of clusters as a function of the length parameter (red lines), and a set of 14
images (left) and 29 images (right), compared to the average number of clusters expected from a random
distribution with the same number points in the same area (blue lines). Cumulative distributions of
particles plot obtained from Abcam 2 min and 5 min VEGF images.








































































































































Figure 35: Histograms that demonstrate how model parameters are distributed for all the data sets
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Figure 36: Histograms demonstrates how well our model fits the data
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Figure 37: Global fit file by file results after performing 6-means clustering.
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Figure 38: Scatter plots of model parameters for other model parameters. Left: by antibody types,
right: by time amount of stimulus
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Figure 39: Scatter plots of model parameters for other model parameters. Left: by antibody types,
right: by time amount of stimulus
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Chapter 3
Discussion and Future Work
Membrane proteins are distributed unevenly and non-randomly on the plasma membranes. Special
features of cell membrane subdomains and compartment support the evidence of the heterogeneity.
There is strong evidence that these features are lipid rafts, protein islands and cytoskeletal corrals
[17]. When cells are stimulated, protein distributions on the cell-membrane change. We analyzed
results derived from PAE-KDR cells that were exposed for 2 − 5 minutes to increasing concen-
trations of VEGF, that binds the high affinity VEGF receptor KDR. VEGF receptors were labeled
with gold particles for visualization by TEM imaging. The resulting micrographs showed the re-
ceptors localized in singletons, small clusters and large clusters. These patterns changed between
groups of cells.
We analyzed the distribution of receptors using nearest neighbor distance distributions, Hop-
kins and Ripley statistic tests [35]. However, the Hopkins and Ripley statistic tests are not enough
to quantify the clusters in this type of experiment; they only give a qualitative indication of clus-
tering. Therefore, there is a need of a simple and predictive model which can identify clusters
and compare clustering between and within experimental conditions. Previously, Espinoza and
co-workers [5] developed an approach based on hierarchical clustering algorithm to define the
clustering distance which enables to quantify the density of the clustering in TEM images. Their
approach of quantifying the clustering and to compare experimental conditions between activated
mast cells with increasing amount of stimulus. In our study, beyond cluster identification, we
want to investigate how clusters form. Our hypothesis is that the area of the cell membrane that
contains the cluster has special physical properties where receptors tend to collect in attractive
micro-domains. After we identify the optimum length to perform the clustering for each image,
we implement domain reconstruction algorithm to define shapes of clusters. The shape is defined
by a contour around the cluster, following DRA developed previously for the study of live trajec-
tories of labelled receptors [18].
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After performing the initial statistical analysis of the data, we defined a predictive model, based
on the hypothesis of pre-existing micro-domains. We compared the model predictions for the
cluster size distributions gk with the experimental data using a least square distance between the
model and experimental cluster size distributions, as shown in Fig.37. In the results shown, the fit
was performed using a simulated annealing (Metropolis-Hastings) algorithm that quickly identified
a range of good fits. The best fit parameters are demonstrated in Fig.37. In this optimization run,
we limited f < 0.75 and NB > 20. NB corresponds to the typical size of a single attractive
domain and should therefore be comparable to the typical area occupied by a cluster. Fits of
similar optimality can be obtained with significantly different parameter sets, for example α = 4,
f = 31 and NB = 65 obtained without imposing the limitations mentioned above. Therefore, this
result should not be interpreted as a measurement of these quantities, but rather as a proof of the
principle that the observed cluster size distributions are consistent with the high density domain
hypothesis. The model parameters can be identified by fitting to the experimentally derived cluster
size distributions. Using a Metropolis-Hastings algorithm, we found that the majority of the images
(close to 75%) could be fit individually. The remaining images exhibited large scale features that
were not meant to be captured in the model. The global fit of the 60 images with a single model
parameter set was less successful. We obtained better results by separating the images into groups
using k-means clustering, and then performing global fits to each group taken separately. The bi-
ological significance of these emerging groups is not clear at the moment; however, the process
yielded sets of parameter values that can readily be used in dynamical calculations as estimates of




We provide a complete implementation of the computational methods that has three modules in this
project: The initial step of extracting the particle locations from the micrographs was performed
using ImageJ, a public domain software package [26] .
Secondly, all the subsequent analysis, mathematical procedures and numerical calculations dis-
cussed in thesis were implemented using Matlab. Finally, we store all parameters into a structure
in this main script to perform plots and figures where useful for later use. The main script loops
through all the coordinate files, perform analyses, and put everything in a structure. We then make
plots based on the structure to make the data analysis easier. We save all figures by using SaveTh-
isFigure.m which also automatically format each figure with FormatThisFigure.m that we created
as subscripts. By that way we ease the process of reaching the outputs of all saved figures in the
related folder.
Appendix B: Statistical Analysis Program Scripts
Matlab Code
%% ProcessTemCoord ina tesEG
% V001 :
% s t o r e s a l l p a r a m e t e r s f o r optimum L v a l u e o f each f i l e
% p a r a m e t e r s such as number o f p a r t i c l e s , . . .
% l i s t o f d i s t a n c e s t o look a t f o r c l u s t e r s
DVecLong = 1 : 1 : 5 0 0 ;
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Pixe lBoxLeng th = 2625 ;
% r e a d i n a f i l e w i th c l u s t e r d i s t r i b u t i o n s f o r random p o i n t s
l o a d ’ N o r m C l u s t e r S i z e s . mat ’ ;
% Make a l i s t o f f o l d e r s , l a b e l s , o u t p u t f o l d e r s e t c t h a t u p d a t e s
s i m u l t a n e o u s l y
%I n f o A r r a y = c e l l ( 4 , 3 ) ;
D a t a S e t = { . . .
’ . . / . . / Images / Abcam / 0 minVEGF ’ , ’Abcam0minVEGF ’ , ’ . /
Scratch Abcam 0minVEGF / ’ ; . . .
’ . . / . . / Images / Abcam / 2 minVEGF ’ , ’Abcam2minVEGF ’ , ’ . /
Scratch Abcam 2minVEGF / ’ ; . . .
’ . . / . . / Images / Abcam / 5 minVEGF ’ , ’Abcam5minVEGF ’ , ’ . /
Scratch Abcam 5minVEGF / ’ ; . . .
’ . . / . . / Images / CS / 0 minVEGF ’ , ’CS0minVEGF ’ , ’ . / Scratch CS 0minVEGF / ’
; . . .
’ . . / . . / Images / CS / 2 minVEGF ’ , ’CS2minVEGF ’ , ’ . / Scratch CS 2minVEGF / ’ } ;
D a t a S e t = c e l l 2 s t r u c t ( Da taSe t , { ’ Source ’ , ’ GroupLabel ’ , ’ O u t p u t D i r ’ } , 2 ) ;
f o r T h i s D a t a S e t =1:5
sourceDirName = D a t a S e t ( T h i s D a t a S e t ) . Source ;
O u t p u t D i r = D a t a S e t ( T h i s D a t a S e t ) . O u t p u t D i r ;
GroupLabel = D a t a S e t ( T h i s D a t a S e t ) . GroupLabel ;
F i l e L i s t = d i r ( f u l l f i l e ( sourceDirName , ’∗ c o o r d i n a t e s . t x t ’ ) ) ;
NumFiles = l e n g t h ( F i l e L i s t ) ;
f p r i n t f ( ’ Found %i f i l e s \n ’ , NumFiles ) ;
F i l e L i s t N = { F i l e L i s t . name } ’ ;
N F i l e s = numel ( F i l e L i s t N ) ;
F i l e C o o r d i n a t e s = c e l l ( NFi les , 1 ) ;
P a r t i c l e s V e c = z e r o s ( NFi les , 1 ) ;
CSDBinByFile = c e l l ( NFi les , 1 ) ;
CSRModelBinByFile = c e l l ( NFi les , 1 ) ;
B e s t B i n M o d e l D i s t B y F i l e = c e l l ( NFi les , 1 ) ;
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CBoxes = c e l l ( NFi les , 1 ) ;
NBoxesHigh = c e l l ( NFi les , 1 ) ;
Alpha = c e l l ( NFi les , 1 ) ;
C l u s t e r D i s t = c e l l ( NFi les , 1 ) ;
% s t r u c t t o c o n t a i n i n f o and d a t a f o r each f i l e
F i l e R e c o r d = s t r u c t ( . . .
’ F i l e C h a r a c t e r i s t i c s ’ , { } , . . .
’ B e s t L I n f o ’ , { } , . . .
’ N e a r e s t N e i g h b o r D i s t a n c e s ’ , { } , . . .
’ Contour ’ , { } , . . .
’ Hopkins ’ , { } , . . .
’ R i p l e y s ’ , { } , . . .
’ Mode lPa rame te r s ’ ,{} ) ;
%F i l e R e c o r d ( N F i l e s ) . N P a r t i c l e s = 0 ;
M a x P a r t i c l e s = 500 ;
CCountRec = z e r o s ( NFi les , l e n g t h ( DVecLong ) ) ;% number o f c l u s t e r s p e r
each f i l e
CSizeRec = z e r o s ( NFi les , l e n g t h ( DVecLong ) , M a x P a r t i c l e s ) ;% number o f
c l u s t e r s p e r each f i l e ,
% by l e n g t h s c a l e and s i z e 1 . . 1 0 0
CCountRecCent = z e r o s ( NFi les , l e n g t h ( DVecLong ) ) ;% number o f c l u s t e r s
p e r each f i l e
CSizeRecCent = z e r o s ( NFi les , l e n g t h ( DVecLong ) , M a x P a r t i c l e s ) ;% number
o f c l u s t e r s p e r each f i l e ,
% Hopkins i n i t i a l z a t i o n s
HopkinsSta tTem = c e l l ( NFi les , 1 ) ; %Hopkins S t a t i s t i c s f o r each f i l e
HopkinsRandStatTem = c e l l ( NFi les , 1 ) ;
H o p k i n s S t a t C e n t = c e l l ( NFi les , 1 ) ;
Hopk insRandS ta tCen t = c e l l ( NFi les , 1 ) ;
dHH = 0 . 0 1 ;
HopkinsHis tVec = 0 :dHH : 1 ;
%Rip ley ’ s i n i t i a l z a t i o n s
RipleysKandLSta tTem = c e l l ( NFi les , 1 ) ; %R i p l e y s K and L S t a t
R i p l e y s K a n d L S t a t C e n t = c e l l ( NFi les , 1 ) ;
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RValues = 1 : 1 : 1 0 0 0 ;
NRV = l e n g t h ( RValues ) ;
RipleysTem = z e r o s ( 2 ,NRV) ;
R i p l e y s C e n t = z e r o s ( 2 ,NRV) ;
% n e a r e s t n e i g h b o r i n f o
NNDRec = z e r o s ( 1 , 5 0 0 ) ;% w i l l c o n t a i n t h e n e a r e s t n e i g h b o r d i s t a n c e s
from a l l f i l e s p r o c e s s e d
NND2Rec = z e r o s ( 1 , 5 0 0 ) ;% n e x t n e a r e s t n e i g h b o r
NNDRecCent = z e r o s ( 1 , 5 0 0 ) ; % w i l l c o n t a i n t h e n e a r e s t n e i g h b o r
d i s t a n c e s f o r c e n t r o i d s from a l l f i l e s p r o c e s s e d
NND2RecCent = z e r o s ( 1 , 5 0 0 ) ; %n e x t n e a r e s t n e i g h b o r d i s t a n c e f o r
c e n t r o i d s
C l u s t e r Z = c e l l ( NFi les , 1 ) ; % t o c o l l e c t t h e c l u s t e r i n g r e s u l t s
C l u s t e r C e n t r o i d s Z = c e l l ( NFi les , 1 ) ; %t o c o l l e c t t h e c e n t r o i d s
c l u s t e r i n g r e s u l t s
BestL Vec = z e r o s ( NFi les , 1 ) ; % C h a r a c t e r i s t i c L v a l u e s
B e s t L V e c C e n t r o i d s = z e r o s ( NFi les , 1 ) ; % C h a r a c t e r i s t i c L Values f o r
c e n t r o i d s
B e s t C l u s t e r s I n f o = c e l l ( NFi les , 1 ) ;
C l u s t e r L a b e l s I n f o = c e l l ( NFi les , 1 ) ;
B e s t L C l u s t e r C o u n t = z e r o s ( NFi les , 1 ) ; %c o r r e s p . number o f c l u s t e r s
OR t h e number o f c e n t r o i d s i n each f i l e
Bes tL Clu s t e r Map = c e l l ( NFi les , 1 ) ; % c l u s t e r membership by p o i n t
B e s t L C e n t r o i d s = c e l l ( NFi les , 1 ) ;% t o c o l e c t c e n t r o i d s r e s u l t s f o r
b e s t L
F a t C o n t o u r = c e l l ( NFi les , 1 ) ; % t o c o l l e c t F a t C o n t o u r v a l u e s f o r
p l o t s
LVec = 1 : 1 : 5 0 0 ; % f o r c u m u l a t i v e p l o t s t o l a t e r use
%Contour P a r a m e t e r s Area and P e r i m e t e r V ec to r
A Vec = z e r o s ( NFi les , 1 ) ;
P Vec = z e r o s ( NFi les , 1 ) ;
f o r I F i l e = 1 : N F i l e s ;
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%% choose t h e f i l e t o be a n a l y z e d
% r e a d t h e c o o r d i n a t e s
FileName = f u l l f i l e ( sourceDirName , F i l e L i s t N { I F i l e } ) ; % works
f o r a l l OS
RawInput = i m p o r t d a t a ( FileName ) ; % s t r u c t u r e t h a t h o l d s t h e
h e d a e r and t h e d a t a
XYCoord = RawInput . d a t a ( : , 2 : 3 ) ; % j u s t t h e c o o r d i n a t e a r r a y
% r e c o r d t h e c o o r d i n a t e s e t c . i n a g l o b a l s t r u c t u r e
F i l e C o o r d i n a t e s { I F i l e }=XYCoord ; % c o o r d i n a t e s
P a r t i c l e s V e c ( I F i l e ) = s i z e ( XYCoord , 1 ) ; % number o f p a r t i c l e s
% a d d i t i o n a l i n f o a b o u t t h e f i l e ( ” m e t a d a t a ” )
FOLDER = sourceDirName ;
PFileName = s t r r e a d ( F i l e L i s t ( I F i l e ) . name , ’%s ’ , ’ d e l i m i t e r ’ , ’ ’ ) ;
FILENAME = PFileName {1 , :} ;
% t h i s f i l e has t h e c o o r d i n a t e s
C o o r d F i l e = [FOLDER ’ / ’ FILENAME ’ c o o r d i n a t e s . t x t ’ ] ;
% t h i s i s t h e o r i g i n a l image f i l e , p r o b a b l y n o t used
I m a g e F i l e = [FOLDER ’ / ’ FILENAME ’ . t i f ’ ] ;
% t h i s i s an o u t p u t f i l e
R e s u l t F i l e = [FILENAME ’ r e s ’ ] ;
t i c ;
f p r i n t f ( ’ Loading f i l e : %s . . \ n ’ , C o o r d F i l e ) ;
%% a n a l y s i s
t o c ; t i c ; f p r i n t f ( ’ B u i l d d i s t a n c e m a t r i x . . ’ ) ;
NP= l e n g t h ( XYCoord ) ;
XC=XYCoord ( : , 1 ) ; YC=XYCoord ( : , 2 ) ;
%% b u i l d t h e m a t r i x o f mutua l d i s t a n c e s
XDM = repmat (XC ,1 ,NP) − r epmat (XC’ , NP, 1 ) ;
YDM = repmat (YC ,1 ,NP) − r epmat (YC’ , NP, 1 ) ;
D i s t M a t r i x = s q r t (XDM. ˆ 2 + YDM. ˆ 2 ) ;
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%% b u i l d t h e c l u s t e r map u s i n g l i n k a g e ( )
t o c ; t i c ; f p r i n t f ( ’ C a l c u l a t e dendrogram . . . \ n ’ ) ;
Z = l i n k a g e ( XYCoord ) ; % b u i l d s t h e dendrogram f o r t h i s s e t o f
c o o r d i n a t e s
% c l u s t e r ( Z , . . ) g e n e r a t e s a c l u s t e r a s s i g n m e n t ( v e c t o r wi th t h e
c l u s t e r ID f o r
% each p o i n t s f o r a v e c t o r o f L v a l u e s
T = c l u s t e r ( Z , ’ c u t o f f ’ , DVecLong , ’ c r i t e r i o n ’ , ’ d i s t a n c e ’ ) ;
C l u s t e r Z { I F i l e }=Z ;
% f i n d t h e ” b e s t ” L v a l u e
BestL Vec ( I F i l e ) = 1 . 5∗ E s t i m a t e L ( C l u s t e r Z { I F i l e , : } ) ;% used t o
have a n o t h e r 0 . 7∗
t o c ; t i c ; f p r i n t f ( ’ N e a r e s t n e i g h b o r d i s t . . \ n ’ ) ;
%% n e a r e s t n e i g h b o r d i s t a n c e
NNDistAll = NNDistances ( D i s t M a t r i x ) ;% c a l c u l a t i o n i s done i n
h e r e
NNDist = NNDistAll ( 1 , : ) ; NNDist2 = NNDistAll ( 2 , : ) ;
NNDRec = [NNDRec NNDist ] ;
NND2Rec = [ NND2Rec NNDist2 ] ;
%% C l u s t e r i n g
t o c ; t i c ; f p r i n t f ( ’ B u i l d i n g c l u s t e r s f o r optimum L v a l u e
. . . \n ’ )
B e s t L e n g t h =BestL Vec ( I F i l e ) ;
B e s t C l u s t e r s = c l u s t e r ( Z , ’ c u t o f f ’ , Bes tLeng th , ’ c r i t e r i o n ’ , ’
d i s t a n c e ’ ) ;
C l u s t e r L a b e l s = un iq ue ( B e s t C l u s t e r s ) ;
B e s t L C l u s t e r C o u n t ( I F i l e ) = l e n g t h ( C l u s t e r L a b e l s ) ;
MyClusterMap = z e r o s (NP , 1 ) ;
MyCent ro ids = z e r o s ( B e s t L C l u s t e r C o u n t ( I F i l e ) , 2 ) ;
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% c l u s t e r , somet imes t h e c l u s t e r we have i s on ly a s u b s e t −
t h a t i s ok
% t h e s u g g e s t e d l e n g t h p a r a m e t e r − most o f t h e t ime a l l t h e
p o i n t s form a s i n g l e
BL = s q r t ( max ( D i s t M a t r i x ) ) ;
% t h e f a c t o r 1 . 1 6 = 2 / s q r t ( 3 ) i s t o a v o i d m i s s i n g ” u p s i d e
down T” m i s t a k e s
BL1 = BL∗ 1 . 1 6 ;
%F a t C o n t o u r = z e r o s ( s i z e (
f o r i c l =1 : B e s t L C l u s t e r C o u n t ( I F i l e ) % loop ove r c l u s t e r s
P o i n t s I n C l u s t e r = f i n d ( B e s t C l u s t e r s == C l u s t e r L a b e l s ( i c l ) ) ;
T h i s C l u s t e r P o i n t s = XYCoord ( P o i n t s I n C l u s t e r , : ) ;
%%Contour c a l c u l a t i o n s
[ Contour , Diam ] = T i g h t C o n t o u r ( T h i s C l u s t e r P o i n t s , BestL Vec (
I F i l e ) ∗1 . 1 6 ) ;
% a t e m p o r a r y f i x t o e l i m i n a t e i n a d v e r t e n t l y c l o s e d t h i n
c o n t o u r
i f l e n g t h ( Contour )>1 && Contour ( end ) == Contour ( 1 ) , Contour =
Contour ( 1 : end−1) ; end ;
% c l o s e t h e t i g h t c o n t o u r
CC = [ Contour ’ Contour ( 1 ) ] ; % t h i s i s a s e t o f i n d i c e s
XYContourClosed = T h i s C l u s t e r P o i n t s (CC , : ) ;% t h i s i s a NPC x
2 a r r a y o f c o o r d i n a t e s
% g i v e t h e t i g h t c o n t o u r ( t h e OPEN v e r s i o n ) t o t h e f a t
c o n t o u r f u n c t i o n
XYContour = T h i s C l u s t e r P o i n t s ( Contour , : ) ;
% FC i s t h e ( c l o s e d ) f a t c o n t o u r a s a NPC x 2 a r r a y o f
c o o r d i n a t e s
FC = F a t C o n t o u r B u i l d ( XYContour , BestL Vec ( I F i l e ) , p i / 1 2 ) ;
%c a l c u l a t e t h e a r e a o f c l u s t e r
A Vec ( I F i l e ) =A Vec ( I F i l e ) + p o l y a r e a ( FC ( : , 1 ) ,FC ( : , 2 ) ) ;
i f i s n a n ( A Vec ( I F i l e ) ) , r e t u r n ; end ;
% c a l c u l a t e t h e p e r i m e t e r o f c l u s t e r
DFC = FC ( 2 : end , : )−FC ( 1 : end −1 , : ) ;
P Vec ( I F i l e ) = P Vec ( I F i l e ) + sum ( s q r t ( sum (DFC . ˆ 2 , 2 ) ) ) ;
MyClusterMap ( P o i n t s I n C l u s t e r ) = i c l ;
MyCent ro ids ( i c l , : ) = mean ( XYCoord ( P o i n t s I n C l u s t e r , : ) , 1 ) ;
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end
Bes tL Clu s t e r Map { I F i l e } = MyClusterMap ;
B e s t L C e n t r o i d s { I F i l e } = MyCent ro ids ;
B e s t C l u s t e r s I n f o { I F i l e }= B e s t C l u s t e r s ;
C l u s t e r L a b e l s I n f o { I F i l e } = C l u s t e r L a b e l s ;
%F a t C o n t o u r { I F i l e } = FC ;
% a n a l y s i s
t o c ; t i c ; f p r i n t f ( ’ B u i l d d i s t a n c e m a t r i x f o r c e n t r o i d s
. . \ n ’ ) ;
NC= l e n g t h ( B e s t L C e n t r o i d s { I F i l e } ) ;
CXCoord= B e s t L C e n t r o i d s { I F i l e } ( : , 1 ) ; CYCoord= B e s t L C e n t r o i d s {
I F i l e } ( : , 2 ) ;
%% b u i l d t h e m a t r i x o f mutua l d i s t a n c e s
CXDM = repmat ( CXCoord ,1 ,NC) − r epmat ( CXCoord ’ ,NC, 1 ) ;
CYDM = repmat ( CYCoord ,1 ,NC) − r epmat ( CYCoord ’ ,NC, 1 ) ;
D i s t M a t r i x C e n t = s q r t (CXDM. ˆ 2 + CYDM. ˆ 2 ) ;
%%b u l i d t h e c l u s t e r map of c e n t r o i d s u s i n g l i n k a g e ( ) a g a i n
t o c ; t i c ; f p r i n t f ( ’ C a l c u l a t e dendrogram f o r c e n t r o i d s . . \ n ’ ) ;
Z C e n t r o i d s = l i n k a g e ( B e s t L C e n t r o i d s { I F i l e } ) ;
C l u s t e r C e n t r o i d s Z { I F i l e } = Z C e n t r o i d s ;
% f i n d t h e ” b e s t ” L v a l u e
% s e t i t t o 500 i f > 500
B e s t L V e c C e n t r o i d s ( I F i l e ) = 0 . 7∗ E s t i m a t e L ( C l u s t e r C e n t r o i d s Z {
I F i l e , : } ) ;
% r e c o r d f o r c u m u l a t i v e a n a l y s i s
%CCountRec ( I F i l e , : ) = B e s t C l u s t e r s ;
%% c a l c u l a t e t h e number o f c l u s t e r s f o r each l e n g t h v a l u e i n
DVecLong
C l u s t e r C o u n t = z e r o s ( s i z e ( DVecLong ) ) ;
% t h e c l u s t e r goes down when L i s e q u a l t o t h e s p l i t d i s t a n c e
% ( i . e . t h e e n t r i e s o f Z )
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Lmin = f i n d ( DVecLong >= min ( Z ( : , 3 ) ) , 1 , ’ f i r s t ’ ) ;
Lmax = f i n d ( DVecLong < max ( Z ( : , 3 ) ) , 1 , ’ l a s t ’ ) ;
C l u s t e r C o u n t ( 1 : Lmin−1) = NP ;
C l u s t e r C o u n t ( Lmax +1: end ) = 1 ;
f o r LL=Lmin : Lmax
% look f o r t h e h i g h e s t i n d e x i n Z t h a t i s s m a l l e r t h a n
% t h e c u r r e n t l e n g t h s c a l e ; t h i s i s t h e number o f c l u s t e r s
% t h a t were merged , so t h i s i s s u b t r a c t e d from t h e number
% of p a r t i c l e s NP
C l u s t e r C o u n t ( LL ) = NP − f i n d ( Z ( : , 3 ) <= DVecLong ( LL ) , 1 , ’
l a s t ’ ) ;
end
% r e c o r d f o r c u m u l a t i v e a n a l y s i s
CCountRec ( I F i l e , : ) = C l u s t e r C o u n t ;
t o c ; t i c ; f p r i n t f ( ’ N e a r e s t n e i g h b o r d i s t f o r c e n t r o i d s
d i s t r i b u t i o n . . \ n ’ ) ;
%% n e a r e s t n e i g h b o r d i s t a n c e f o r c e n t r o i d s
NNDis tAl lCent = NNDistances ( D i s t M a t r i x C e n t ) ;% c a l c u l a t i o n i s
done i n h e r e
NNDistCent = NNDis tAl lCent ( 1 , : ) ; NNDistCent2 = NNDis tAl lCent
( 2 , : ) ;
NNDRecCent = [ NNDRecCent NNDistCent ] ;
NND2RecCent = [ NND2RecCent NNDistCent2 ] ;
t o c ; t i c ; f p r i n t f ( ’ Hopkins and R i p l e y s s t a t s f o r p a r t i c l e s . . \ n
’ ) ;
%% P a r t i c l e s Hopkins and R i p l e y s S t a t
%Hopkins T e s t I n i t i a l z a t i o n s
[m1 , n1 ]= s i z e ( XYCoord ) ;
HopkinsSta tTem { I F i l e }= HopkinsT ( XYCoord , 1 , 1 , 3 ) ;
HopkinsRandStatTem { I F i l e }= HopkinsT ( r and (m1 , n1 ) , 1 , 1 , 3 ) ;
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%R i p l e y s c a l c u l a t i o n
MyBox = [ min ( XYCoord ( : , 1 ) ) , max ( XYCoord ( : , 1 ) ) , min ( XYCoord ( : , 2 ) ) ,
max ( XYCoord ( : , 2 ) ) ] ;
%lambda = (MyBox ( 2 ) − MyBox ( 1 ) ) ∗ (MyBox ( 4 )−MyBox ( 3 ) ) ;
f o r IR =1:NRV
Radius = RValues ( IR ) ;
[WR1, WR2] = R i p l e y s ( XYCoord , Radius , MyBox) ;
RipleysTem ( : , IR ) = [WR1 ; WR2] ;
RipleysKandLSta tTem { I F i l e } = RipleysTem ;
end
t o c ; t i c ; f p r i n t f ( ’ Hopkins and R i p l e y s s t a t s f o r c e n t r o i d s . . \ n
’ ) ;
%% C e n t o r i d s Hopkins S t a t
%Hopkins T e s t C a l c u l a t i o n
[m2 , n2 ] = s i z e ( B e s t L C e n t r o i d s { I F i l e } ) ;
XYCoordCent = B e s t L C e n t r o i d s { I F i l e } ;
H o p k i n s S t a t C e n t { I F i l e }= HopkinsT ( XYCoordCent , 1 , 1 , 3 ) ;
Hopk insRandS ta tCen t { I F i l e }= HopkinsT ( r and (m2 , n2 ) , 1 , 1 , 3 ) ;
%R i p l e y s
MyBoxCent = [ min ( XYCoordCent ( : , 1 ) ) , max ( XYCoordCent ( : , 1 ) ) , min (
XYCoordCent ( : , 2 ) ) , max ( XYCoordCent ( : , 2 ) ) ] ;
lambda = ( MyBoxCent ( 2 ) − MyBoxCent ( 1 ) ) ∗ ( MyBoxCent ( 4 )−MyBoxCent
( 3 ) ) ;
f o r IR =1:NRV
Radius = RValues ( IR ) ;
[WR1, WR2] = R i p l e y s ( XYCoordCent , Radius , MyBox) ;
R i p l e y s C e n t ( : , IR ) = [WR1 ; WR2] ;
R i p l e y s K a n d L S t a t C e n t { I F i l e } = R i p l e y s C e n t ;
end
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t o c ;
B e s t L e n g t h =BestL Vec ( I F i l e , 1 ) ;
IL = f i n d ( DVecLong== f l o o r ( B e s t L e n g t h ) , 1 ) ;
C l u s t e r L i s t = z e r o s (NP , 3 ) ;
N C l u s t e r s = l e n g t h ( C l u s t e r L a b e l s ) ;
CCount ( f l o o r ( B e s t L e n g t h ) ) = N C l u s t e r s ;
C l u s t e r L i s t ( 1 : N C l u s t e r s , 1 ) = C l u s t e r L a b e l s ;% o r i g i n a l l a b e l
C l u s t e r s = T ( : , IL ) ;
C lus t e rRL = C l u s t e r L i s t ( C l u s t e r s , 3 ) ; % p o i n t s r e l a b e l l e d
f o r IC =1: N C l u s t e r s
C l u s t e r L i s t ( IC , 2 ) = sum ( C l u s t e r s == C l u s t e r L i s t ( IC , 1 ) ) ; %
s i z e
C l u s t e r L i s t ( IC , 3 ) = f i n d ( C l u s t e r s == C l u s t e r L i s t ( IC , 1 ) , 1 ) ;%
new l a b e l
end
HC= h i s t c ( C l u s t e r L i s t ( 1 : N C l u s t e r s , 2 ) , 1 : M a x P a r t i c l e s ) ;
% CSizeRecCumula t ive = z e r o s ( NFi les , l e n g t h ( DVecLong ) , 1 0 0 ) ;
% CSizeRecCumula t ive ( : , f i n d ( DVecLong== f l o o r ( B e s t L e n g t h ) , 1 )
, : ) = HC( 1 : M a x P a r t i c l e s ) . ∗ ( 1 : M a x P a r t i c l e s ) ’ ;
CSizeRec ( I F i l e , f i n d ( DVecLong== f l o o r ( B e s t L e n g t h ) , 1 ) , : ) = HC( 1 :
M a x P a r t i c l e s ) . ∗ ( 1 : M a x P a r t i c l e s ) ’ ;
% p u l l o u t t h e c l u s t e r d i s t r i b u t i o n f o r BestL # IL
CSD = s q u e e z e ( CSizeRec ( I F i l e , IL , : ) ) ;
MaxClus te r = 3 0 ;
CSD = CSD ( 1 : MaxClus te r ) ’ ; % we a r e on ly l o o k i n g a t one f i l e
h e r e
CBins =[ 1 2 5 10 20 2 0 0 ] ;
NBins = l e n g t h ( CBins ) ;
B i n P r o j e c t o r = z e r o s ( MaxClus ter , NBins ) ;
f o r IB in = 1 : NBins
% column IBin o f B i n P r o j e c t o r has 1 a t rows t h a t go i n t o
t h i s b i n
% and z e r o o t h e r w i s e
78
i f IB in == 1 , CMin =1; e l s e CMin = CBins ( IBin −1) +1; end
i f IB in == l e n g t h ( CBins ) , CMax=min ( CBins ( end ) , MaxClus te r ) ;
e l s e CMax=CBins ( IB in ) ; end ;
% f p r i n t f ( ’ Bin %d : [%d %d ]\ n ’ , IBin , CMin , CMax) ;
B i n P r o j e c t o r ( CMin : CMax , IB in ) = 1 ;
end
% P a r t i c l e p e r c l u s t e r s i z e c o u n t s by b i n
CSDBin = CSD ∗ B i n P r o j e c t o r ;
% B . F i t t i n g
% B . 1 . I n i t i a l i z e ( sample model p a r a m e t e r s )
NBoxes = 500 ;
f = 0 . 0 5 ;
a l p h a = 5 . 0 ;
NBH = c e i l ( f ∗ NBoxes ) ;
% model d i s t r i b u t i o n t o compare wi th
% # p o i n t s , # boxes , a lpha , f
%S = sum (A, dim ) r e t u r n s t h e sum a l o n g d imens ion dim .
%For example , i f A i s a ma t r ix , t h e n sum (A, 2 ) i s a column
v e c t o r
%c o n t a i n i n g t h e sum of each row
NPoin t s = sum ( CSDBin ) ;
% model p r e d i c t i o n o f t h e c l u s t e r d i s t r i b u t i o n
% u s i n g t h e p a r a m e t e r s e t [ NBoxes , NBH, a l p h a ]
CSDModel = H D C l u s t e r D i s t ( NPoints , NBoxes , NBH, a l p h a ) ;
i f NPo in t s < MaxClus ter ,
% pad t h e model o u t p u t i f n e c e s s a r y
CSDModel = [ CSDModel z e r o s ( 1 , MaxClus te r − NPoin t s ) ] ;
e l s e
% c u t o f f t h e model a t MaxClus te r
CSDModel = CSDModel ( 2 : MaxClus te r +1) ∗ NPoin t s / sum (
CSDModel ( 2 : MaxClus te r +1) ) ;
end ;
% r e a d y t o compare wi th t h e d a t a
CSRModelBin = CSDModel ( 1 : 3 0 ) ∗ B i n P r o j e c t o r ;
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%% F i t t i n g
% B . P r e l i m i n a r i e s
% B. 1 Compute t h e s q u a r e d i s t a n c e
Sq Dis t = sum ( ( CSDBin − CSRModelBin ) . ˆ 2 . / max ( 1 , s q r t ( CSDBin ) ) )
/ l e n g t h ( CSRModelBin ) ;
% c o n v e r t t o
% B. 2 I n i t i a l i z e t h e ’ b e s t ’ p a r a m e t e r s e t and r e l a t e d
B e s t S q D i s t = Sq Dis t ;
BestNBm = NBoxes ;
B e s t a l p h a = a l p h a ;
BestNBH= NBH;
B e s t f = f ;
Bes tB inMode lDi s t = CSRModelBin ;
Bes tMode lD i s t = CSDModel ;
% B. 3 I n i t i a l i z e f i t t i n g loop r e l a t e d v a r i a b l e s
NSteps = 0 ;
MaxSteps = 10000 ;
MinSteps = 10000 ;
F i t R e c = z e r o s ( MaxSteps , 8 ) ;
t i c
% C . main f i t t i n g loop
%w h i l e ( NSteps < MaxSteps && ( NSteps < 2001 && B e s t S q D i s t >
0 . 6 5 ) ) ;
f o r NSteps = 1 : MaxSteps
% C. 1 s t o r e t h e c u r r e n t p a r a m e t e r and r e l a t e d v a l u e s as ”
o l d ”
NBmOld=NBoxes ;
NBHOld=NBH;
a l p h a O l d = a l p h a ;
fOld = f ;
% AreaOld = Area ;
% P e r i m e t e r O l d = P e r i m e t e r ;
% AreaByPer ime te rOld = Area ByPe r ime te r ;
80
OldSqDis t = Sq Dis t ;
% C. 2 g e n e r a t e new ( t e n t a t i v e ) p a r a m e t e r s e t
%NBoxes= NBoxes ∗ l o g ( l o g n r n d ( 1 , 0 . 0 2 ) ) ;
NBoxes= NBoxes ∗ normrnd ( 1 , 0 . 0 2 ) ;
i f ( NBoxes < 20 ) ; NBoxes =20; end ;
%a l p h a = l o g ( l o g n r n d ( a lpha , a l p h a / 2 5 ) ) ;
a l p h a = normrnd ( a lpha , a l p h a / 2 5 ) ;
i f a l p h a < 1 . 0 , a l p h a = 1 . 0 ; end ;
i f a l p h a > 500 , a l p h a =500; end ;
%f = l o g ( l o g n r n d ( f , f / 2 5 ) ) ;
f = normrnd ( f , f / 2 5 ) ;
i f ( f >0.75) ; f = 0 . 7 5 ; end ;
% NBoxes= NBoxes ∗ l o g ( l o g n r n d ( 1 , 0 . 0 2 ) ) ;
% i f ( NBoxes < 20 ) ; NBoxes =20; end ;
NBH = c e i l ( f ∗ NBoxes ) ;
NBoxes = c e i l ( NBoxes ) ;
%f p r i n t f ( ’ Try %d NB=%d NBH=%d f=%f a l p h a =%.2 f D i s t =%.6 f \n
’ , NSteps , NBoxes , NBH, f , a lpha , Sq Di s t ) ;
% C. 3 Model p r e d i c t i o n u s i n g t h e t e n t a t i v e p a r a m e t e r s
CSDModel = H D C l u s t e r D i s t ( NPoints , NBoxes , NBH, a l p h a ) ;
i f NPo in t s < MaxClus ter ,
% pad t h e model i f n e c e s s a r y
%CSDModel = [ CSDModel z e r o s ( 1 , MaxClus te r − NPoin t s ) ] ;
% THIS NEEDS TO BE CHECKED %
CSDModel = [ CSDModel ( 2 : end ) z e r o s ( 1 , MaxClus te r −
NPoin t s ) ] ;
e l s e
% c u t o f f t h e model a t MaxClus te r
CSDModel = CSDModel ( 2 : MaxClus te r +1) ∗ NPoin t s / sum (
CSDModel ( 2 : MaxClus te r +1) ) ;
end ;
CSRModelBin = CSDModel ( 1 : 3 0 ) ∗ B i n P r o j e c t o r ;
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% n o r m a l i z e t h e s q u a r e d i f f e r e n c e t o t h e v a l u e s and t h e
number o f b i n s
%Sq Dis t = sum ( ( CSRBin ( i , : ) − CSRModelBin ) . ˆ 2 ) ;
Sq Di s t = sum ( ( CSDBin − CSRModelBin ) . ˆ 2 . / max ( 1 , s q r t ( CSDBin
) ) ) / l e n g t h ( CSRModelBin ) ;
%Sq Dis t = sum ( ( CSDBin − CSRModelBin ) . ˆ 2 . / max ( 1 , CSDBin ) ) /
l e n g t h ( CSRModelBin ) ;
i f ( exp ( −( Sq Di s t − OldSqDis t ) / 0 . 0 2 ) >= rand ( 1 , 1 ) )
NSteps=NSteps +1;
%f i l e I D = fopen ( ’ p a r a m e t e r . t x t ’ , ’w’ ) ;
%f p r i n t f ( f i l e I D , ’ S t ep %d NBm=%.1 f f =%.4 f a l p h a =%.2 f
D i s t =%.6 f | b e s t : NBm=%.1 f f =%.4 f a l p h a =%.2 f D i s t
=%.6 f \n ’ , . . .
% NSteps , NBoxes , f , a lpha , SqDis t , BestNBm , B e s t f ,
B e s t a l p h a , B e s t S q D i s t ) ;
% 1 2 3 4
5 6 7 8
%
F i t R e c ( NSteps , : ) =[ NBoxes , f , a lpha , SqDis t , BestNBm ,
B e s t f , B e s t a l p h a , B e s t S q D i s t ] ;
%f c l o s e ( f i l e I D ) ;
i f ( Sq Di s t < B e s t S q D i s t )
BestNBm = NBoxes ;
B e s t a l p h a = a l p h a ;
BestNBH = NBH;
Bes tB inMode lDi s t = CSRModelBin ;
Bes tMode lD i s t = CSDModel ;
B e s t S q D i s t = Sq Dis t ;
end
e l s e
f = fOld ;
a l p h a = a l p h a O l d ;
NBoxes=NBmOld ;
NBH=NBHOld ;
Sq Di s t = OldSqDis t ;
end
i f ( mod ( NSteps , 1 0 0 0 0 ) ==0 | | NSteps ==10000 | | NSteps ==
MaxSteps | | B e s t S q D i s t < 0 . 1 )
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z= B e s t S q D i s t ;
z=1−( e r f ( z / s q r t ( 2 ) )−e r f (−z / s q r t ( 2 ) ) ) / 2 ;
end
% even s t o p i t a t 1 . 0
i f B e s t S q D i s t < 0 . 1 , b r e a k ; end ;
end
t o c
CSDBinByFile { I F i l e } = CSDBin ;
CSRModelBinByFile{ I F i l e } = CSRModelBin ;
B e s t B i n M o d e l D i s t B y F i l e { I F i l e }= Bes tB inMode lDi s t ;
CBoxes{ I F i l e } = [ NBoxes , BestNBm ] ; % number o f boxes r e c o r d e d
NBoxesHigh{ I F i l e }=[NBH, BestNBH ] ;
Alpha{ I F i l e }= [ a lpha , B e s t a l p h a ] ;
C l u s t e r D i s t { I F i l e }=[ Bes tSqDi s t , z ] ;
%f o r c u m u l a t i v e model f i t t i n g
CSR = s q u e e z e ( CSizeRec ( : , IL , : ) ) ;
% p u t t h i s i n t o t h e new s t r u c t u r e
%% Record a l l C l u s t e r i n g i n f o r e l a t e d t o d a t a c h a r a c t e r s i t i c s
% Look i n t o F i l e R e c o r d . B e s t L I n f o
F i l e R e c o r d ( I F i l e ) . F i l e C h a r a c t e r i s t i c s = s t r u c t ( ’ FileName ’ ,
FILENAME , . . .
’ F i l e I n f o ’ , GroupLabel , . . .
’ NImages ’ , NFi les , . . .
’XYCoord ’ , XYCoord , . . .
’ N P a r t i c l e s ’ , s i z e ( XYCoord , 1 ) , . . .
’ N P a r t i c l e s V e c ’ , P a r t i c l e s V e c ) ;
% Record a l l C l u s t e r i n g i n f o r e l a t e d t o Bes t L and C e n t r o i d s
% Look i n t o F i l e R e c o r d . B e s t L I n f o
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F i l e R e c o r d ( I F i l e ) . B e s t L I n f o = s t r u c t ( ’ BestL ’ , BestL Vec ( I F i l e ) ,
’ Bes tLVec to r ’ , BestL Vec , . . .
’ C l u s t e r Z ’ ,Z , . . .
’ B e s t L C l u s t e r C o u n t ’ , B e s t L C l u s t e r C o u n t ( I F i l e ) , ’ BestLCC Vec ’
, B e s t L C l u s t e r C o u n t , . . .
’ B e s t L C e n t r o i d s ’ , B e s t L V e c C e n t r o i d s ( I F i l e ) , . . .
’ C l u s t e r Z C e n t r o i d s ’ , ZCen t ro id s , . . .
’ C l u s t e r D i s t B e s t L ’ , CSD , . . .
’ C u m u l a t i v e C l u s t e r D i s t B e s t L ’ ,CSR , . . .
’ CSizeRecCumula t ive ’ , CSizeRec , . . .
’ C u m u l a t i v e C l u s t e r C o u n t ’ , CCountRec ) ;
% Record a l l N e a r e s t N e i g h b o r D i s t a n c e s
% Look i n t o F i l e R e c o r d . N e a r e s t N e i g h b o r D i s t a n c e s
F i l e R e c o r d ( I F i l e ) . N e a r e s t N e i g h b o r D i s t a n c e s = s t r u c t ( ’
D i s t a n c e M a t r i x P a r t i c l e s ’ , D i s t M a t r i x , ’ NNDPar t i c l e s ’ ,NNDRec , ’
NND2Par t i c l e s ’ ,NND2Rec , . . .
’ D i s t a n c e M a t r i x C e n t r o i d s ’ , D i s t M a t r i x C e n t , ’ NNDCentroids ’ ,
NNDRecCent , ’ NND2Centroids ’ , NND2RecCent ) ;
%Record a l l Contour i n f o r m a t i o n f o r Bes t L
% Look i n t o F i l e R e c o r d . Contour
F i l e R e c o r d ( I F i l e ) . Contour = s t r u c t ( ’ F a t C o n t o u r ’ ,FC , . . .
’ T h i s B e s t C l u s t e r s ’ , B e s t C l u s t e r s I n f o { I F i l e } , . . .
’ T h i s C l u s t e r L a b e l s ’ , C l u s t e r L a b e l s I n f o { I F i l e } , . . .
’ B e s t L C l u s t e r C o u n t ’ , B e s t L C l u s t e r C o u n t ( I F i l e ) , . . .
’ Area ’ , A Vec ( I F i l e ) , ’ P e r i m e t e r ’ , P Vec ( I F i l e ) , . . .
’ AreaVec ’ , A Vec , ’ P e r i m e t e r V e c ’ , P Vec ) ;
%Record a l l Hopkins S t a t i s t i c T e s t p a r a m e t e r s
%Look i n t o F i l e R e c o r d . Hopkins
F i l e R e c o r d ( I F i l e ) . Hopkins = s t r u c t ( ’ P a r t i c l e s ’ , HopkinsSta tTem (
I F i l e ) , ’ P a r t i c l e s R a n d o m ’ , HopkinsRandStatTem ( I F i l e ) , . . .
’ C e n t r o i d s ’ , H o p k i n s S t a t C e n t ( I F i l e ) , ’ Cent ro idsRandom ’ ,
Hopk insRandS ta tCen t ( I F i l e ) ) ;
%Record a l l R i p l e y s S t a t i s t i c T e s t p a r a m e t e r s
%Look i n t o F i l e R e c o r d . R i p l e y s s t r u c t u r e
F i l e R e c o r d ( I F i l e ) . R i p l e y s = s t r u c t ( ’ P a r t i c l e s ’ ,
Rip leysKandLSta tTem { I F i l e } , . . .
’ C e n t r o i d s ’ , R i p l e y s K a n d L S t a t C e n t { I F i l e } ) ;
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%Record Model P a r a m e t e r s NB, NBH, a l p h a and SQD and Z : t h e
p r o b a b a l i t y
F i l e R e c o r d ( I F i l e ) . Mode lPa rame te r s = s t r u c t ( ’CSDBin ’ ,
CSDBinByFile , ’ CSRModelBin ’ , CSRModelBinByFile , . . .
’ Bes tB inMode lDi s t ’ , Bes tB inMode lDi s tByF i l e , . . .
’ NBoxes ’ , CBoxes , ’ NBoxesHigh ’ , NBoxesHigh , . . .
’ Alpha ’ , Alpha , ’ C l u s t e r D i s t ’ , C l u s t e r D i s t ) ;
end
% o u t p u t f i l e name wi th a t ime stamp
SaveFileName = ( F i l e R e c o r d ( I F i l e ) . F i l e C h a r a c t e r i s t i c s . F i l e I n f o ) ;
s ave ( SaveFileName , ’ F i l e R e c o r d ’ ) ;
end
Appendix C: Creating Figures from Structure
We loop through and analyze all the data with main script (see Appendix B) which stores all
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Jovin, and J. Szöllősi. Lipid rafts and the local density of erbb proteins influence the bio-
logical role of homo-and heteroassociations of erbb2. Journal of cell science, 115(22):4251–
4262, 2002.
[20] D. A. Olsson, J. Kreuger, and L. Claesson-Welsh. Vegf receptor signaling - in control of
vascular function. Nat Rev Mol Cell Biol, 7:359–371, 2006.
[21] J. R. Pfeiffer, J. M. Oliver, and B. S. Wilson. Observing signal transduction, endocytosis, and
degranulation by immunogold labeling and transmission electron microscopy on membrane
sheets. American biotechnology laboratory, 20(6):18–22, 2002.
[22] A. A. Philimonenko, P. Hozák, et al. Statistical evaluation of colocalization patterns in im-
munogold labeling experiments. Journal of structural biology, 132(3):201–210, 2000.
87
[23] I. A. Prior, C. Muncke, R. G. Parton, and J. F. Hancock. Direct visualization of ras proteins
in spatially distinct cell surface microdomains. The Journal of cell biology, 160(2):165–170,
2003.
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