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AN IMPROVED BOUND ON THE PACKING DIMENSION OF FURSTENBERG
SETS IN THE PLANE
TUOMAS ORPONEN
ABSTRACT. Let 0 ≤ s ≤ 1. A set K ⊂ R2 is a Furstenberg s-set, if for every unit vector
e ∈ S1, some line Le parallel to e satisfies
dimH[K ∩ Le] ≥ s.
The Furstenberg set problem, introduced by T.Wolff in 1999, asks for the best lower bound
for the dimension of Furstenberg s-sets. Wolff proved that dimH K ≥ max{s + 1/2, 2s}
and conjectured that dimHK ≥ (1 + 3s)/2. The only known improvement to Wolff’s
bound is due to Bourgain, who proved in 2003 that dimH K ≥ 1 + ǫ for Furstenberg
1/2-sets K, where ǫ > 0 is an absolute constant. In the present paper, I prove a similar
ǫ-improvement for all 1/2 < s < 1, but only for packing dimension: dimpK ≥ 2s+ ǫ for
all Furstenberg s-setsK ⊂ R2, where ǫ > 0 only depends on s.
The proof rests on a new incidence theorem for finite collections of planar points and
tubes of width δ > 0. As another corollary of this theorem, I obtain a small improvement
for Kaufman’s estimate from 1968 on the dimension of exceptional sets of orthogonal
projections. Namely, I prove that if K ⊂ R2 is a linearly measurable set with positive
length, and 1/2 < s < 1, then
dimH{e ∈ S
1 : dimp πe(K) ≤ s} ≤ s− ǫ
for some ǫ > 0 depending only on s. Here πe is the orthogonal projection onto the line
spanned by e.
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1. INTRODUCTION
This paper is concerned with two closely related topics in planar fractal geometry: the
Furstenberg set problem, and exceptional sets of orthogonal projections.
1.1. Furstenberg sets. I start with the central definition:
Definition 1.1 (Furstenberg sets). Let 0 ≤ s ≤ 1. A set K ⊂ R2 is a Furstenberg s-set,
if there exists a set of unit vectors SK ⊂ S1 with positive length such that the following
holds: for every e ∈ SK , some line Le parallel to e satisfies dimH[K ∩ Le] ≥ s. Here dimH
is Hausdorff dimension.
The terminology was introduced in 1999 by T. Wolff [22], who proved the following
lower bound for the Hausdorff dimension of Furstenberg sets:
Theorem 1.2 (Wolff’s bound). The Hausdorff dimension of compact Furstenberg s-sets is at
least max{1/2 + s, 2s}.
Wolff suspected that his bound is not sharp, and made the following conjecture:
Conjecture 1.3 (Wolff’s conjecture). The Hausdorff dimension of compact Furstenberg s-sets
is at least (1 + 3s)/2.
Remark 1.4. Where does the name "Furstenberg set" come from? In 1970, H. Furstenberg
[8] proved the following theorem. Assume that p, q ∈ N are integers such that log p/ log q
is irrational. Assume that Ap, Aq ⊂ [0, 1] are closed sets invariant under x 7→ px(mod 1)
and x 7→ qx(mod 1), respectively. Let 0 ≤ s ≤ 1, and assume that some line L ⊂ R2
satisfies dimH[L ∩ (Ap ×Aq)] ≥ s. Then Ap ×Aq is a Furstenberg s-set.
Furstenberg was interested in the problem: how do lines intersect product sets of the
form Ap ×Aq? He conjectured that
dimH[L ∩ (Ap ×Aq)] ≤ max{0,dimH(Ap ×Aq)− 1} (1.5)
for every line L ⊂ R2. Keeping in mind Furstenberg’s theorem cited above, the upper
bound (1.5) would evidently follow, if only one could prove the lower bound dimHK ≥
s + 1 for all Furstenberg s-sets. However, the estimate dimHK ≥ s + 1 is too optimistic
in general: as shown by Wolff [22], Conjecture 1.3 is the strongest possible for general
Furstenberg sets. In other words, the sets in Definition 1.1 are too general to help solve
Furstenberg’s conjecture (1.5) for the special sets of the form Ap ×Aq.
Fortunately, the services of general Furstenberg sets are no longer required for this
purpose: only this year, Furstenberg’s conjecture (1.5) was spectacularly verified (inde-
pendently) by P. Shmerkin [20] and M. Wu [23], with two very different techniques!
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For general sets, progress in Conjecture 1.3 has been quite modest. Around the year
2000, Katz and Tao [9] observed that improving Wolff’s bound for Furstenberg 12 -sets is
roughly equivalent to proving a "δ-discretised" sum-product theorem in R. The latter
task was then accomplished in 2003 by Bourgain [1]. Hence, the combined efforts of
Katz-Tao and Bourgain give the following improvement to Wolff’s bound:
Theorem 1.6 (Bourgain, Katz-Tao). There is an absolute constant ǫ > 0 such that the Haus-
dorff dimension of compact Furstenberg 12 -sets is at least 1 + ǫ.
Of course, the theorem also gives an improvement for Furstenberg s-sets with s very
close to 12 , but, to the best of my knowledge, Wolff’s bound remains the world record for
other values of s ∈ (0, 1). The main purpose of this paper is to prove a Bourgain-Katz-
Tao type ǫ-improvement to Wolff’s bound for all values 12 < s < 1. As a notable caveat,
the method only works for packing dimension:
Theorem 1.7. For 12 < s < 1, there exists a constant ǫ = ǫ(s) > 0 such that every Furstenberg
s-set K has packing dimension dimpK ≥ 2s+ ǫ.
The foremost reason, why the proof of Theorem 1.7 does not give information about
Hausdorff dimension – or even lower Minkowski dimension – is that it relies on the
counter assumption dimpK ≈ 2s, which gives information about K on two different
scales, namely δ and δ1/2. Assuming dimHK ≈ 2s does not have similar consequences.
For a reader familiar with Besicovitch sets, I mention that a similar issue seems to stand
in the way of improving Wolff’s bound 52 for the Hausdorff dimension of Besicovitch
sets in R3: the improved lower bound 52 + ǫ from 2000 by Katz, Łaba and Tao [10] is only
known for upper Minkowski dimension. (Addendum to a second version of the paper:
in April 2017, Katz and Zahl [11] posted on arXiv a proof that the Hausdorff dimension
of Besicovitch sets in R3 is at least 52 + ǫ.)
Finally, I mention that several papers have been written around Wolff’s conjecture 1.3
in the past few years. An article of Zhang [24] completely solves a discrete variant of
the conjecture, plus its analogues in higher dimensions. Zhang also studied a variant of
the problem in finite fields [25]. Most recently, Ellenberg and Erman [3] used machinery
from algebraic geometry to study a "k-plane" variant of Wolff’s conjecture in finite fields.
1.2. Projections. The second topic of the paper are orthogonal projections. This is one of
the most classical – and popular – topics in fractal geometry, so the amount of literature
is immense: for a reader interested in finding out (much) more than covered below, I
suggest taking a look at the recent survey of Fraser, Falconer and Jin [5].
Fix 0 ≤ s ≤ 1, and let K ⊂ R2 be a Borel set of Hausdorff dimension dimHK ≥ s. In
1968, Kaufman [12] proved, improving an earlier result of Marstrand [14] from 1954, that
dimH{e ∈ S
1 : dimH πe(K) < s} ≤ s. (1.8)
Here πe : R2 → R is the orthogonal projection πe(x) = x · e. Under the assumption
dimHK ≥ s, Kaufman’s bound (1.8) is sharp: in 1975, Kaufman and Mattila [13] con-
structed explicit compact setsK ⊂ R2 with dimHK = s such that
dimH{e : dimH πe(K) < s} = s. (1.9)
Under the assumption dimHK ≥ t > s, the sharpness of (1.8) is an open problem. The
following improvement is conjectured (in (1.8) of [15], for instance):
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Conjecture 1.10. Assume that 0 ≤ t/2 ≤ s ≤ t ≤ 1 and dimHK ≥ t. Then
dimH{e ∈ S
1 : dimH πe(K) < s} ≤ 2s− t. (1.11)
It is well-known that there is a connection between the case t = 1 of Conjecture 1.10
and Wolff’s conjecture 1.3 for Furstenberg sets. As observed in 2012 by D. Oberlin [16],
an improvement to Conjecture 1.10 immediately gives an improvement to Wolff’s bound
for Furstenberg sets arising from a special – but rather natural – construction. As far as I
know, there is no published evidence of a converse, but it seems very likely that progress
in Wolff’s conjecture 1.3 would also lead to progress in Conjecture 1.10.
I now concentrate on the case t = 1. If 0 ≤ s ≤ 1 and K ⊂ R2 is a Borel set with
dimHK ≥ 1, then dimHK ≥ s, and (1.8) holds for K . Curiously, it appears to be very
difficult to capitalise on the stronger assumption dimHK ≥ 1, and beat the estimate
(1.8). In fact, the only known improvement to Kaufman’s bound (1.8) follows – once
again – from Bourgain’s discretised sum-product theorem. The next theorem appeared
in another paper of Bourgain [2] from 2010:
Theorem 1.12 (Bourgain). Given κ > 0, there exists η > 12 such that the following holds. If
K ⊂ R2 is a Borel set with dimHK ≥ 1, then dimH πe(K) ≥ η for all e ∈ S
1\E, where E ⊂ S1
is an exceptional set of Hausdorff dimension dimH E ≤ κ. In particular,
dimH{e ∈ S
1 : dimH πe(K) ≤ s} → 0, as sց
1
2 .
In brief, Theorem 1.12 marks a substantial improvement over Kaufman’s bound (1.8)
for values of s very close to 12 , but for other values of s ∈ (1/2, 1), Kaufman’s bound
remains the world record. It is no coincidence that the situation is reminiscent of the
known bounds for Furstenberg s-sets, for s close to, or far from, 12 .
The secondmain result of the paper is a small improvement for the packing dimension
variant of Kaufman’s bound (1.8), for any 12 < s < 1:
Theorem 1.13. Let 12 < s < 1. IfK ⊂ R
2 is an H1-measurable set with H1(K) > 0, then
dimH{e ∈ S
1 : dimp πe(K) ≤ s} ≤ s− ǫ
for some ǫ > 0 depending only on s.
The reason for the appearance of dimp is the same as in Theorem 1.7, and the proof
does not to give any improvement for the dimension of {e : dimH πe(K) ≤ s}. The
assumption H1(K) > 0 is quite convenient, but nothing more: the proof would also
work for Borel setsK with dimHK ≥ 1.
Theorem 1.13 first appeared in a preliminary version of this paper [19] (which is now
superseded by the current article, and hence not intended for publication). In the present
paper, the proofs of Theorems 1.7 and 1.13 are deduced from a single discrete result,
Theorem 3.12 below, which concerns incidences between certain finite families of points
and δ-tubes in the plane. At the level of this incidence result, Theorem 1.13 is strictly
easier than Theorem 1.7, as the relevant families of δ-tubes are somewhat special.
1.3. Outline of the paper. Both main results, Theorem 1.7 and 1.13, will be proven si-
multaneously. Section 2 reduces the proofs to compact sets, and to corresponding claims
about upper Minkowski dimension (instead of packing dimension). Section 3 reduces
the proofs further to the discrete result mentioned above, namely Theorem 3.12. Section
4 – which is the main section of the paper – contains the proof of Theorem 3.12.
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The reductions to Theorem 3.12 are fairly standard, so Theorem 3.12 can be considered
the main result of the paper. It states, roughly, the following: if every point p in a δ-
discretised 1-dimensional set P ⊂ R2 is incident to a δ-discretised s-dimensional set Tp of
δ-tubes, then at least one of the following holds. Either T = ∪pTp contains≫ δ−2s tubes
in total, or then it takes≫ δ−s tubes of width δ1/2 to cover the union of the tubes in T .
The proof has two phases: the first – and longer – reduces the proof to sets P of a
special form, which I call "quasi-product sets" in lack of a better term. This phase is
elementary but tedious. One starts with a counter assumption: the union of the tubes in
T can be covered by. δ−2s and. δ−s tubes at scales δ and δ1/2, respectively. Building on
this information, one eventually finds a single δ1/2 tube T0 with the following properties.
First, T0 contains a large number of points from P . Second, each point in P∩T0 is incident
to a large number of δ-tubes T , which are essentially contained in T0 (in particular, this
can be used to find an upper bound on the total number of relevant tubes T ). After such
a δ1/2-tube T0 has been found, one applies an affine re-scaling A, which essentially sends
P ∩ T0 inside the unit square, and maps the δ-tubes T to δ1/2-tubes, see Figure 1. Then,
it turns out that A(P ∩ T0) behaves like a quasi-product set, and has suspiciously many
incidences with the δ1/2-tubes A(T ).
A
T
T0
FIGURE 1. The tubes T0, T and the set P ∩ T0, before and after the affine
transformation A. Explaining why A(P ∩ T0) "behaves like a quasi-
product set" would get too technical here, so I refer to Section 4.5 for more
details.
At this point, it may seem like all the work has been fruitless: apart from changing
scales from δ to δ1/2, the original incidence problem associated to P and T has precisely
the same numerology as the new incidence problem associated toA(P ∩T0) and the δ1/2-
tubes A(T ). However, it turns out that the problem is easier to solve (or at least make
progress in) for quasi-product sets, because tools from additive combinatorics become
available.
In the second phase, one proves an incidence theorem for quasi-product sets (see
Proposition 4.36). This uses standard tools from additive combinatorics, such as the
Plünnecke-Ruzsa inequalities and the Balog-Szemerédi-Gowers theorem. In the end, it
turns out that the incidence problem for quasi-product sets is roughly equivalent to a dis-
cretised variant of Bourgain’s projection theorem, Theorem 1.12. Fortunately, Bourgain
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states and proves a suitable discretised variant of Theorem 1.12 in his paper [2], so the
proof of Theorem 3.12 is completed by appealing to Theorem 5 in [2].
1.4. Some notation. An open ball in Rd with centre x and radius r > 0 will be denoted
by B(x, r). The Hausdorff measure and content of dimension t will be denoted by Ht
and Ht∞, respectively. Given real numbers A,B > 0, the notation A . B means that
A ≤ CB for some constant C ≥ 1. If the dependence of C on a parameter p needs to be
emphasised, I will write A .p B. The notation A & B means that B . A, and A ∼ B
stands for A . B . A.
The notation A .log B means that A . logC(1/δ)B for some absolute constant C ≥ 1,
where δ > 0 is a "scale". The meaning of δ > 0 will be clear from the context, whenever
the notation is used. The notations A &log B and A ∼log B are then defined as above.
Given a bounded set F ⊂ Rd, the notationN(F, δ) stands for the least number of balls
of radius δ required to cover F . The upper Minkowski dimension of F is
dimF := lim sup
δ→0
logN(F, δ)
− log δ
.
The packing dimension dimp is defined in (2.1) below.
1.5. Acknowledgements. I wish to thank the referees for reading the manuscript care-
fully and giving excellent comments; they helped me make the paper more readable.
2. REDUCTIONS TO MINKOWSKI DIMENSION AND COMPACT SETS
In this short section, I reduce the proofs of Theorems 1.7 and 1.13 to establishing anal-
ogous statements for Minkowski dimension (instead of packing dimension), and just for
compact sets.
I start with reductions concerning Furstenberg sets. Let K ⊂ R2 be an arbitrary
Furstenberg s-set, and let SK ⊂ S1 be the associated set of unit vectors withH1(SK) > 0.
The definition of packing dimension is
dimpK = inf
{
sup
i
dimFi : K ⊂
⋃
i
Fi
}
, (2.1)
where the inf is taken over all countable covers of K with bounded sets Fi. Since taking
closures does not affect the upper Minkowski dimension dim , one may restrict attention
to covers by compact sets Fi. Now, given any ǫ > 0, I claim that one of the sets Fi is
(essentially) a Furstenberg (s − ǫ)-set. This is rather straightforward: since the sets Fi
coverK , one has
dimH[K ∩ Le] = sup
i
dimH[Fi ∩ Le], e ∈ SK ,
so for any fixed e ∈ S1, it holds that Hs−ǫ∞ (Fi ∩ Le) > 0 for some i. Consequently, there
exists i such thatHs−ǫ∞ (Fi ∩ Le) ≥ c > 0 for some c > 0 and for a positive set of vectors e.
Thus, Fi is a Furstenberg (s − ǫ)-set. Since ǫ > 0 was arbitrary, it follows that it suffices
to prove Theorem 1.7 for the Minkowski dimension dim , for compact setsK , and under
the extra assumption that
Hs∞(K ∩ Le) ≥ c > 0, e ∈ SK . (2.2)
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As a slightly less obvious reduction, I claim that, without loss of generality, one may
assume that the lines Le, e ∈ SK , form a compact set. To formalise the statement, I recall
the (standard) concept of point-line duality in the plane:
Definition 2.3 (Point-line duality). The points in R2 are in one-to-one correspondence
with non-vertical lines in R2 via the mapping
D : (a, b) 7→ {y = ax+ b : x ∈ R}.
For every set of points P , define the set of lines LP := D(P ) = {D(p) : p ∈ P}. Similarly,
for a set L of non-vertical lines L, define the set of points PL := D−1(L). A family of lines
will be called open/closed/compact etc. if the point set PL has the same topological
property. I will also writeHt(L) := Ht(PL).
Remark 2.4. Even though the family of lines D(P ) and the planar set ∪{L : L ∈ D(P )}
are different objects, I will not differentiate between them in subsequent notation. In
particular, if B ⊂ R2 is any set, the notation B ∩ D(P ) refers to ∪{B ∩ L : L ∈ D(P )}.
Now, let LK := {Le : e ∈ SK}. Deleting a set of lines with sufficiently small measure,
one may assume that every line in LK makes a positive (and uniformly bounded from
below) angle with the y-axis. Then PK := PLK is a bounded graph, that is, a set of the
form {(a, f(a)) : a ∈ A}, where A ⊂ R is a bounded set of positive length, and f is a
bounded function. Consider the compact line set
LK := LPK .
Then every line L ∈ LK has the property (2.2). This follows easily from the upper semi-
continuity of Hausdorff content with respect to Hausdorff convergence and the compact-
ness ofK . Namely, assume for a moment that L ∈ LK is such thatK ∩Le can be covered
by finitely many open balls Bi with ∑
i
d(Bi)
s < c.
Choose a sequence of lines Lj ∈ LK converging to L locally in the Hausdorff metric.
Then, using the compactness ofK , the setsK ∩Lj can also be covered by the balls Bi for
all j large enough, contradicting (2.2).
The set PK may no longer be a graph, but it certainly satisfiesH1(PK) > 0.
Definition 2.5 (Generalised Furstenberg s-set). Let 0 < s < 1. Assume that K ⊂
B(0, 1) ⊂ R2 is a compact set, and L is a compact set of lines with H1(L) > 0 with
the property thatHs∞(K ∩L) ≥ c > 0 for every L ∈ L, and for some constant c > 0. Also,
assume that every line L ∈ Lmakes an angle ≥ 1/10 with the y-axis. ThenK is called a
generalised Furstenberg s-set.
By the previous discussion (and a simple coordinate-change, if necessary, to accom-
modate the angle requirement), the proof of Theorem 1.7 is now reduced to proving to
following statement:
Theorem 2.6. dimK ≥ 2s + ǫ for every generalised Furstenberg s-set K , where ǫ > 0 only
depends on s.
I now turn to the – much shorter – reduction related to the projection result, Theorem
1.13. The following observation is a special case Lemma 4.5 in [17]:
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Lemma 2.7. Assume that K ⊂ R2 isH1-measurable withH1(K) > 0, and
dimH{e ∈ S
1 : dimp πe(K) < σ} > β
for some σ, β > 0. Then, there exists a compact set K ′ ⊂ K with H1(K ′) > 0 such that
H1(K ′) > 0 and
dimH{e ∈ S
1 : dimπe(K
′) < σ} > β.
It follows immediately that it suffices to prove Theorem 1.13 for dim instead of dimp,
and for compact sets K with H1(K) > 0. Also, one may restrict attention to the case
0 < H1(K) < ∞, since compact subsets with finite measure can always be found, and
proving the theorem for any subset implies it for the whole set. For purposes of easy
reference, I record the result explicitly:
Theorem 2.8. Let 1/2 < s < 1. If K ⊂ R2 is a is compact with 0 < H1(K) <∞, then
dimH{e ∈ S
1 : dimπe(K) ≤ s} ≤ s− ǫ
for some ǫ > 0 depending only on s.
3. PROOFS OF THEOREMS 2.6 AND 2.8
The proofs of both the main theorems are based on counter assumptions. If Theorem
2.6 fails, then for arbitrarily small ǫ > 0, there exists a generalised Furstenberg s-set
KF ⊂ R
2 such that
N(KF , δ) ≤ δ
−2s−ǫ (3.1)
for all small enough δ > 0, say 0 < δ ≤ δ1. Recall thatN(K, δ) is the least number of balls
of radius δ required to cover K . Similarly, if Theorem 2.8 fails, then for arbitrarily small
ǫ > 0, there exists a number 1/2 < s < 1, a compact set Kπ ⊂ R2 with 0 < H1(Kπ) < ∞,
and a set of vectors E ⊂ S1 withHs(E) > 0 such that
N(πe(Kπ), δ) ≤ δ
−s−ǫ, e ∈ E, (3.2)
for all 0 < δ ≤ δ2.
The purpose of this section is to first pick the scale 0 < δ ≤ δ0 ≤ min{δ1, δ2} so that the
information from the counter assumptions (3.1) and (3.2) is as strong as possible. Then,
at this scale δ > 0, the counter assumptions are employed to construct an "impossible"
configuration of δ-separated points and δ-tubes. The "impossibility" of the configuration
is finally deduced from an incidence result, Theorem 3.12. The proof of the incidence
result is a separate story, which will occupy the remainder of the paper.
3.1. Finding the scale δ > 0. The scale δ will only be chosen once, but it can be chosen
arbitrarily small (by choosing δ0 ≤ min{δ1, δ2} very small). This will be useful – and
implicitly assumed – countless times below. For example, I will always implicitly assume
that δ−ǫ is far larger than various constants C ≥ 1, which appear throughout the proof.
I start by recalling some basic facts about "discretising s-dimensional sets". As far as I
know, the following definition is due to Katz and Tao [9]:
Definition 3.3 ((δ, s, C)-sets). Fix δ, s > 0. A finite δ-separated set P ⊂ Rd is called a
(δ, s, C)-set, if
|P ∩B(x, r)| ≤ C
(r
δ
)s
(3.4)
for all x ∈ Rd and δ ≤ r ≤ 1. Here and below, | · | stands for cardinality.
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An open ball of radius δ > 0will be called a δ-ball. A collection of δ-balls will be called
a (δ, s, C)-set, if the centres of the balls form a (δ, s, C)-set. The following proposition
explains the rationale behind (δ, s, C)-sets:
Proposition 3.5. Let δ > 0, and let B ⊂ B(0, 1) ⊂ R2 be a set with Hs∞(B) =: κ > 0. Then,
there exists a (δ, s, C)-set P ⊂ B with cardinality |P | ≥ (κ/C) ·δ−s, where C ≥ 1 is an absolute
constant.
The proof is very close to that Frostman’s lemma; the details can be found in the ap-
pendix of [7]. Note that any (δ, s, C)-set P ⊂ B(0, 1) satisfies |P | ≤ Cδ−s. So, slightly
informally, Proposition 3.3 says that sets B ⊂ B(0, 1) with Hs(B) > 0 contain (δ, s, C)-
sets with near-maximal cardinality.
Now, I will pick a suitable scale δ > 0. Recall the setsKF andKπ . SinceKF is a gener-
alised Furstenberg s-set, it comes bundled with a compact set of lines L withH1(L) > 0.
Clearly, one may also assume that H1(L) < ∞, since a compact finite-measure subset
L′ ⊂ L can be found, and then the pairKF ,L′ satisfies the same hypotheses as KF ,L.
LetK be either one of the setsKπ orPL, so thatK ⊂ B(0, 1) and 0 < H1(K) <∞. I will
treat H1(K) as an absolute constant in the .-notation below; in particular H1(K) ∼ 1.
Let µ be a Frostman measure supported on K , that is, µ(K) = 1 and µ(B(x, r)) . r for
all balls B(x, r) ⊂ R2. Next, let B be an efficient δ0-cover forK , that is,
sup{diamB : B ∈ B} ≤ δ0 and
∑
B∈B
diam(B) . H1(K) ∼ 1. (3.6)
One may assume that the diameters of the balls in B are of the form 2−j , j ∈ N. For
2−j ≤ δ0, set Bj := {B ∈ B : diam(B) = 2−j}, and observe that∑
2−j≤δ0
∑
B∈Bj
µ(B) ≥ µ(K) = 1.
In particular, there exists an index j ∈ N with 2−j ≤ δ0 and∑
B∈Bj
µ(B) &
1
(j − j0 + 1)2
. (3.7)
Here j0 ∈ N is the smallest number with 2−j0 ≤ δ0. Now, I set
δ := 2−2j ,
so that δ1/2 = 2−j . Note that δ1/2 ≤ δ0. In particular, (3.7) implies that∑
B∈Bj
µ(B) &log 1. (3.8)
Observe that |Bj | . δ−1/2 by (3.6), and on the other hand every ball B ∈ Bj satisfies
µ(B) . δ1/2. Thus, (3.8) implies that there are ∼log δ−1/2 balls in Bj , denoted by BGj , such
that
µ(B) &log δ
1/2, B ∈ BGj . (3.9)
Discarding a few balls if necessary, one may assume that
dist(B,B′) ≥ δ−1/2, B,B′ ∈ BGj . (3.10)
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For each ball B ∈ BGj , choose a (δ, 1, C)-set PB ⊂ B with C ∼ 1 and |PB | &log δ
−1/2. This
is possible by Proposition 3.5, since (3.9) and the linear growth of µ imply that H1∞(B ∩
K) &log δ
1/2. Write
P :=
⋃
B∈BGj
PB .
Then |P | ∼log δ−1, and PB = B ∩ P for B ∈ BGj . I will now verify that P is a (δ, 1, C)-set
for some C ∼log 1. Fix x ∈ P and r ≥ δ, let B ∈ BGj be the unique ball with x ∈ PB .
There are two cases to consider: if δ ≤ r ≤ δ1/2, one needs only note that |P ∩ B(x, r)| =
|PB ∩ B(x, r)| by (3.10), and recall that PB is a (δ, 1, C)-set with C ∼ 1. So, let r ≥ δ1/2.
This time, if B(x, r)∩B′ 6= ∅ for some ball B′ ∈ BGj , then r is large enough to ensure that
B′ ⊂ B(x, 2r). Hence, by |P ∩B′| . δ−1/2 for B′ ∈ BGj , and (3.9), and the disjointness of
the balls in BGj , one obtains
|P ∩B(x, r)| . δ−1/2
∑
B′∈BGj
B′∩B(x,r)6=∅
µ(B′)
µ(B′)
.log δ
−1
∑
B′∈BGj
B′⊂B(x,2r)
µ(B′) ≤
µ(B(x, 2r))
δ
.
r
δ
.
I recap the main achievements so far. For a suitable scale δ ≤ δ20 , a (δ, 1, C)-set P ⊂
K ∈ {Kπ, PL} has now been constructed with C ∼log 1, along with a family of δ1/2-balls
B such that
(P1) |P | ∼log δ−1, and |B| . δ−1/2,
(P2) P ⊂
⋃
B∈B B.
3.2. Finding δ-tubes. Next, relying on the counter assumptions (3.1) and (3.2), I will
accompany P with a finite family of δ-tubes. For technical reasons, I will consider two
types of δ-tubes in this paper: the ordinary ones, which are (δ/2)-neighbourhoods of lines
in R2, and then the dyadic ones, which I now proceed to define:
Definition 3.11 (Dyadic tubes). For δ = 2−k, k ≥ 0, a dyadic δ-tube is a set of the form
D(Q), whereQ ⊂ [0, 1)2 is a dyadic square of side-length δ, andD is the point-line duality
mapping from Definition 2.3. One should view D(Q) here as a set of points in R2, not as
a family of lines, see Remark 2.4. The slope of a dyadic δ-tube T = D([a+ δ) × [b+ δ)) is
defined fo be s(T ) := a (which is the actual slope of the line D(a, b) ⊂ T ).
The definition above is convenient for the reason that dyadic tubes have a dyadic
structure (unlike ordinary tubes). For dyadic numbers 0 < δ1 < δ2 < 1, the δ2-parent of
a δ1-tube T1 = D(Q1) is the unique tube T2 = D(Q2) such that Q2 is a dyadic square of
side-length δ2 containing Q1. The δ1-children of a δ2-tube are defined in the obvious way:
note that a δ1-tube T1 is the child of a δ2-tube T2, if and only if T1 ⊂ T2. Given a collection
of δ1-tubes T , I write N(T , δ2) for the cardinality of the family of δ2-parents of the tubes
in T (that is, minimal family of δ2-tubes containing all the tubes in T ).
From geometric intents and purposes, dyadic tubes are locally very similar to ordi-
nary tubes: if T is a dyadic δ-tube, then the intersection T ∩ B(0, R) is contained in an
ordinary CRδ-tube with the same slope, for some constant CR ≥ 1 depending only on R.
Conversely, an ordinary δ-tube can be covered by a bounded number of dyadic δ-tubes
with nearly the same slope (with an error of . δ).
AN IMPROVED BOUND ON THE PACKING DIMENSION OF FURSTENBERG SETS IN THE PLANE 11
Assume that Tp is a collection of dyadic δ-tubes, each containing a point p ∈ R2, and
let 0 < s < 1. Then Tp is called a (δ, s, C)-set, if the set of slopes s(Tp) := {s(T ) : T ∈ Tp}
is a (δ, s, C)-subset of R. The same definition is used, if p is a δ-ball instead of a point,
and "containing p" is replaced by "intersecting p".
Similarly, a family of ordinary δ-tubes, all containing a common point, is called a
(δ, s, C)-set, if the directions of the tubes (on S1) form a (δ, s, C)-set.
As stated above Definition 3.11, the plan is to use the counter assumptions (3.1) and
(3.2) to accompany P with a finite family of dyadic δ-tubes T . Finding T is a somewhat
lengthy task, so I start by clarifying: what exactly is required of these tubes to end up
with a contradiction? In brief, the tubes need violate the next theorem:
Theorem 3.12. Given 0 < s < 1, there exists an ǫ = ǫ(s) > 0 such that the following holds for
small enough dyadic numbers δ > 0 (depending only on s). Assume that P ⊂ B(0, 1) ⊂ R2 is a
(δ, 1, δ−ǫ)-set with cardinality |P | ≥ δ−1+ǫ and assume that
N(P, δ1/2) ≤ δ−1/2−ǫ. (3.13)
Assume that T is a collection of dyadic δ-tubes such that for every p ∈ P , there exists a sub-family
Tp ⊂ {T ∈ T : p ∈ T}, which is a (δ, s, δ
−ǫ)-set of cardinality |Tp| ≥ δ
−s+ǫ. Then either
|T | ≥ δ−2s−ǫ or N(T , δ1/2) ≥ δ−s−ǫ. (3.14)
Note that the assumptions of Theorem 3.12, in particular (3.13), are valid for the set P
constructed earlier, by properties (P1)–(P2). So, to prove Theorems 2.6 and 2.8, it remains
to use (3.1) and (3.2) to find a family of dyadic δ-tubes T which violates Theorem 3.12. I
first need to record a few easy geometric lemmas about points and dyadic δ-tubes:
Lemma 3.15. Assume that Tp is a collection of dyadic δ-tubes, each containing a point p ∈
B(0, 1). Then |s(Tp)| ∼ |Tp|.
Proof. Write S := s(Tp). Clearly |S| ≤ |Tp|, so it suffices to prove that |Tp| . |S|. To this
end, I will show that only four tubes in Tp can share a common slope. Assume that a ∈ S,
and T1 = D([a, a+ δ)× [b1, b1 + δ)) and T2 = D([a, a+ δ)× [b2, b2 + δ)) both belong to Tp,
so that p = (px, py) ∈ T1 ∩ T2. By definition of T1, T2, this means that there exist numbers
a′, b′1, a
′′, b′′2 withmax{|a
′ − a|, |a′′ − a|, |b′1 − b1|, |b
′′
2 − b2|} < δ such that
py = a
′px + b
′
1 and py = a
′′px = b
′′
2 .
It follows that |b1 − b2| ≤ |px||a′ − a′′|+ 2δ < 4δ. This completes the proof. 
Lemma 3.16. Assume that 0 < δ1 < δ2 are dyadic numbers, p ∈ B(0, 1), and T0 = D(Q0) =
D([a, a+δ2)× [b, b+δ2)) is a dyadic δ2-tube. Further, assume that Tp is a (δ1, s, C)-set of dyadic
δ1-tubes T with p ∈ T ⊂ T0. Then |Tp| . C(δ2/δ1)s.
Proof. Let Qp be the collection of dyadic δ1-squares such that Tp = {D(Q) : Q ∈ Qp}.
Then Q ⊂ Q0, Q ∈ Qp, by the assumption T ⊂ T0, T ∈ Tp. Hence s(Tp) is a (δ1, s, C)-
subset of [a, a+δ2), and consequently |s(Tp)| ≤ C(δ2/δ1)s. The previous lemma completes
the proof. 
Lemma 3.17. Assume that P ⊂ B(0, 1) is a set and 0 < δ1 ≤ δ2 are dyadic numbers. Assume
that a2 ∈ δ2Z, and P can be covered byM ∈ N dyadic δ2-tubes D([a2, a2 + δ2)× [bj , bj + δ2))
with fixed slope a2. Then the collection of all dyadic δ1-tubes, which intersect P and have slope in
[a2, a2 + δ2), can be covered by .M dyadic δ2-tubes with slope a2.
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Proof. Assume that D([a1, a1 + δ1)× [b1, b1 + δ1)) is a δ1-tube with slope a1 ∈ [a2, a2 + δ2),
which intersects P at a point p = (px, py). This means that py = a′1px + b
′
1 for some
|a′1 − a1| < δ1, and consequently |a
′
1 − a2| ≤ 2δ2. By assumption, p is also covered by
one of the dyadic δ2-tubes D([a2, a2 + δ2)× [bj , bj + δ2)), 1 ≤ j ≤ M , which implies that
py = a
′
2px + b
′
j for some |a
′
2 − a2| < δ2 and |b
′
j − bj | < δ2. It follows that
|b′1 − b
′
j | = |px||a
′
1 − a
′
2| ≤ 3δ2,
and consequently |b1− bj| ≤ 5δ2. Now, the δ2-tubes of the formD([a2, a2+ δ)× [b, b+ δ2))
with |b− bj | ≤ 5δ for some 1 ≤ j ≤M , form the desired cover. 
Now, finally, everything is set up to accompany P with a family of dyadic δ-tubes T .
The process is slightly different in the casesK = Kπ and K = PL.
3.2.1. The case P ⊂ K = Kπ . Here we use the counter assumption (3.2), restated below:
N(πe(Kπ), δ) ≤ δ
−s−ǫ, e ∈ E, 0 < δ ≤ δ0, (3.18)
where Hs(E) > 0. The plan is to find a (δ, s)-subset E′ ⊂ E of near-maximal cardi-
nality and use (3.18) to cover P ⊂ Kπ by a small family of dyadic δ-tubes Te (nearly)
perpendicular to e for every e ∈ E′.
Recall that both δ and δ1/2 are dyadic numbers. Let Eδ ⊂ δZ be a (δ, s, C)-set of slopes
almost perpendicular to the vectors inE: more precisely, if θ ∈ Eδ, the requirement is that
any line with slope θ is perpendicular to some vector in E(10δ) (the 10δ-neighbourhood
is only needed to facilitate Eδ ⊂ δZ). By Proposition 3.3 applied to E and some easy
tinkering, one can choose Eδ with |Eδ | ∼ δ−s (the implicit constants naturally depend on
Hs∞(E) > 0, which will be treated as an absolute constant). Inequality (3.18) then implies
that for every θ ∈ Eδ, the setKπ can be covered by . δ−s−ǫ dyadic δ-tubes Tθ with slope
θ. Without loss of generality, all tubes will be assumed to intersectKπ. Let
T :=
⋃
θ∈Eδ
Tθ.
Then T is a collection of dyadic δ-tubes such that
(T1) |T | . δ−2s−ǫ,
(T2) for every point p ∈ P ⊂ K , there is a (δ, s, C)-subset Tp ⊂ {T ∈ T : p ∈ T} of
cardinality |Tp| ∼ δ−s.
(T3) N(T , δ1/2) . δ−s−ǫ.
Here (T1) follows from |Eδ| ∼ δ−s and |Tθ| . δ−s−ǫ. To see the (T2), fix p ∈ P ⊂ K = Kπ
and observe that p ∈ T for some tube T ∈ Tθ, for every θ ∈ Eδ. The family Tp can be
picked among those tubes T . The the claim (T3) requires a bit of extra work. I first recall
the following basic estimate:
Proposition 3.19. Assume that K ⊂ B(0, 1) withH1(K) > 0 and 0 < t < 1. Then
N({e ∈ S1 : N(πe(K), δ) ≤ δ
−t}, δ) .log δ
−t,
where the implicit constants depend onH1(K).
This is, for instance, inequality (1.2) in [18], and the proof can be found on p. 9 of
the same paper. The proposition also easily follows from Lemma 4.1 below. Now, apply
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Proposition 3.19 with t = s+ ǫ, at scale δ1/2, and the setKπ . The conclusion is that
N(Eδ, δ
1/2) . N({e ∈ S1 : N(πe(Kπ), δ
1/2) ≤ Cδ−(s+ǫ)/2}, δ1/2) .log δ
−(s+ǫ)/2. (3.20)
The first inequality follows from the fact that if θ ∈ Eδ(δ1/2), then a unit vector eθ parallel
to a line with slope θ lies at distance . δ1/2 from some vector e ∈ E⊥. Then, if e⊥θ , e
⊥ are
perpendicular to eθ, e, one has |e⊥θ − e
⊥| . δ1/2, and
N(πe⊥θ
(Kπ), δ
1/2) . N(πe⊥(Kπ), δ
1/2) ≤ δ−(s+ǫ)/2 (3.21)
by the definition of E (and δ1/2 ≤ δ0). This means that e⊥θ belongs to the set in the middle
of (3.20) for large enoughC ≥ 1, which implies the first inequality of (3.20) for the vectors
eθ , θ ∈ Eδ – and then for the points θ ∈ Eδ.
With (3.20) in hand, pick a collection {θj}j∈J ⊂ δ1/2Z such that |J | . δ−(s+ǫ)/2 and
Eδ is contained in the union of the dyadic intervals [θj , θj + δ1/2). The numbers θj can
be picked at distance ≤ δ1/2 from some point in Eδ, so (3.21) applies with θ = θj : the
conclusion is that Kπ can be covered by . δ−(s+ǫ)/2 dyadic δ1/2-tubes with slope θj .
Consequently, by Lemma 3.17, all the tubes in the families Tθ, with θ ∈ Eδ∩ [θj, θj+δ1/2),
can be covered by. δ−(s+ǫ)/2 dyadic δ1/2-tubes of slope θj . It follows that all the tubes in
T can be covered by . δ−(s+ǫ)/2 · δ−(s+ǫ)/2 = δ−s−ǫ dyadic δ1/2-tubes, as claimed in (T3).
3.2.2. The case P ⊂ K = PL. This case is simpler: again, the aim is to find a family of
dyadic δ-tubes T satisfying the conditions (T1)–(T3). Recall the main counter assumption
(3.1):
N(KF , δ) ≤ δ
−2s−ǫ, 0 < δ ≤ δ0. (3.22)
Also, recall that L is a compact set of lines L, which form a large angle with the y-axis,
and with the property that Hs∞(KF ∩ L) ≥ c > 0. By (P1), P ⊂ PL is a (δ, 1, C)-set with
C ∼log 1 of cardinality |P | ∼log δ−1.
I record a small observation about the point-line duality:
Lemma 3.23. Assume that (c, d) ∈ D(a, b). Then (a, b) ∈ D(−c, d).
Proof. By assumption d = ac+ b, or b = (−c)a+ d. Hence (a, b) ∈ D(−c, d). 
Note that Lp := D(p) ∈ L for all p ∈ P ⊂ PL. It follows from Hs∞(KF ∩ Lp) ≥ c and
Proposition 3.3 that KF ∩ Lp contains a (δ, s, C)-set with C ∼ 1 and cardinality ∼ δ−s (I
treat c as an absolute constant). LetQ′p = {(ai, ai + δ]× [bi, bi + δ)}i∈I be the collection of
(not quite dyadic) δ-squares of the form (a, a+ δ]× [b, b+ δ)with a, b ∈ δZ, which contain
a point in the said (δ, s, C)-set on KF ∩ Lp. Then Qp := {[−ai − δ, ai) × [bi, bi + δ)}i∈I
is a collection of dyadic squares. Since Lp is quantitatively non-vertical, the numbers ai
form a (δ, s, C)-set, and hence Tp := {D(Q) : Q ∈ Qp} is a (δ, s, C)-set of dyadic δ-tubes
by definition. Each tube D([−ai − δ, ai) × [bi, bi + δ)) ∈ Tp moreover contains p, since
(ai, ai + δ]× [bi, bi + δ) contains a point (x1, x2) ∈ Lp = D(p) by definition, and then
p ∈ D(−x1, x2) ∈ D([−ai − δ, ai)× [bi, bi + δ))
by Lemma 3.23. Writing
T :=
⋃
p∈P
Tp,
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the condition (T2) is automatically valid. Note that T consists ofD-images of δ-squaresQ
meeting {(−x, y) : (x, y) ∈ KF}. Hence |T | . δ−2s−ǫ by (3.22), which gives (T1). Finally,
all these δ-squares can be covered by . δ−s−ǫ/2 dyadic squares of side-length δ1/2, by
(3.22) at scale δ1/2. This gives N(T , δ1/2) . δ−s−ǫ/2, which is a little bit better than (T3).
3.3. Concluding the proofs of Theorems 2.6 and 2.8. In both casesK = Kπ andK = PL,
a finite set P and a collection of tubes T have now been found, satisfying (P1)–(P2) and
(T1)–(T3), respectively. The counter assumptions (3.1) and (3.2) were heavily used. Now,
to conclude the proofs of both Theorems 2.6 and 2.8, it suffices to show that P can T
cannot exist, for sufficiently small ǫ > 0. This follows from Theorem 3.12. Indeed, we
already observed earlier that P satisfies the hypotheses of Theorem 3.12, by (P1)–(P2).
Moreover, the condition (T2) is even slightly better than what Theorem 3.12 requires
from T , and conditions (T1) and (T3) literally state that the main conclusion (3.14) of
Theorem 3.12 fails (assuming that ǫ > 0 is sufficiently small). So, a contradiction has
been reached, and the proofs of Theorems 2.6 and 2.8 are complete.
4. AN INCIDENCE BOUND FOR POINTS AND TUBES
The purpose of this section is to prove Theorem 3.12, stated below as Theorem 4.3 for
convenience. I start with a simple – and well-known – incidence bound: heuristically,
Theorem 4.3 can then be viewed as an ǫ-improvement of this "trivial" bound, although
the hypotheses are somewhat stronger.
Lemma 4.1. Let 0 < s < 1 and assume that ǫ > 0 is small enough (depending on s only).
Assume that P ⊂ B(0, 1) ⊂ R2 is a (δ, 1, δ−ǫ)-set with |P | ≥ δ−1+ǫ, and T is a family of dyadic
δ-tubes. Assume that for every point p ∈ P , there exists a sub-family Tp ⊂ {T ∈ T : p ∈ T}
with |Tp| ≥ δ
−s+ǫ. Then |T | &log δ
−2s+6ǫ.
Proof. Define the set of incidences as follows:
I(P,T ) := {(p, T ) ∈ P × T : T ∈ Tp}.
Note the slightly non-standard definition: the condition p ∈ T is necessary, but not suffi-
cient, for (p, T ) ∈ I(P,T ). Evidently
|I(P,T )| ≥
∑
p∈P
|Tp| ≥ δ
−1−s+2ǫ.
Write
NT := |{p ∈ P : T ∈ Tp}|,
and estimate |I(P,T )| from above as follows:
|I(P,T )| =
∑
T∈T
NT ≤ |T |
1/2
(∑
T∈T
|{(p, q) ∈ P × P : T ∈ Tp ∩ Tq}|
)1/2
. |T |1/2

∑
p∈P
|Tp|


1/2
+ |T |1/2

∑
p 6=q
|Tp ∩ Tq|


1/2
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The first term equals |T |1/2|I(P,T )|1/2. So, in case the first term dominates, one obtains
|T | & |I(P,T )| ≥ δ−1−s−2ǫ, which beats the desired estimate, if ǫ > 0 is small enough. To
estimate the second sum, one observes that
|Tp ∩ Tq| ≤ |{T ∈ Tp : q ∈ T}| .
1
|p − q|
,
using the fact that the slopes of the tubes in Tp are δ-separated (first prove the inequality
for any family of ordinary δ-tubes, which contain p and have δ-separated slopes, and
finally use P ⊂ B(0, 1) to reduce the dyadic case the non-dyadic one). Hence, if the
second sum dominates, one obtains
|I(P,T )| . |T |1/2

∑
p 6=q
1
|p− q|


1/2
.log |T |
1/2δ−1−ǫ.
The second inequality is a standard estimate using the (δ, 1, δ−ǫ)-set hypothesis (for each
point p ∈ P , divide the points q 6= p into dyadic annuli around p, and make the obvious
estimates). Consequently |T | &log δ−2s+6ǫ, as claimed. 
Remark 4.2. The lemma works verbatim the same, if the points p are replaced by disjoint
δ-balls B, and TB (instead of Tp) consists of dyadic δ-tubes meeting B (instead of con-
taining p). Instead of |p − q|, consider the distance between the centres of the relevant
balls.
The next theorem is just Theorem 3.12 repeated for convenience:
Theorem 4.3. Given 0 < s < 1, there exists an ǫ = ǫ(s) > 0 such that the following holds for
small enough dyadic numbers δ > 0 (depending only on s). Assume that P ⊂ B(0, 1) ⊂ R2 is a
(δ, 1, δ−ǫ)-set with cardinality |P | ≥ δ−1+ǫ and assume that
N(P, δ1/2) ≤ δ−1/2−ǫ. (4.4)
Assume that T is a collection of dyadic δ-tubes such that for every p ∈ P , there exists a sub-family
Tp ⊂ {T ∈ T : p ∈ T}, which is a (δ, s, δ
−ǫ)-set of cardinality |Tp| ≥ δ
−s+ǫ. Then either
|T | ≥ δ−2s−ǫ or N(T , δ1/2) ≥ δ−s−ǫ. (4.5)
Remark 4.6. Without loss of generality, one may clearly assume that
T =
⋃
p∈P
Tp.
However, it is good to keep in mind that p ∈ T ∈ T can, nevertheless, happen for some
tubes T /∈ Tp. It would make life somewhat easier, if one could assume
“T ∈ Tp ⇐⇒ p ∈ T”,
but I do not know how to make such a reduction.
Remark 4.7. I suspect that the assumptions of Theorem 4.3 are unnecessarily strong. The
following conjecture seems plausible. Let 0 < s < 1 and s ≤ τ < 1. Assume that P
is a (δ, 1, δ−ǫ)-set with |P | ≥ δ−1+ǫ, and assume that T is a family of (dyadic) δ-tubes
such that, for every p ∈ P , the sub-family {T ∈ T : p ∈ T} contains a (δ, τ, δ−ǫ)-set Tp
of cardinality |Tp| ≥ δ−s+ǫ. Then |T | ≥ δ−2s−ǫ, if ǫ > 0 is small enough in a manner
depending only on s and τ . This would give an improvement for the lower Minkowski
dimension – and possibly even Hausdorff dimension – of Furstenberg sets.
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4.1. The main counter assumption. The proof of Theorem 4.3 begins, and I make a
counter assumption:
δ−2s+6ǫ .log |T | ≤ δ
−2s−ǫ and N(T , δ1/2) ≤ δ−s−ǫ. (4.8)
(The lower bound for |T | is simply a consequence of Lemma 4.1.) In the sequel, I will
constantly use the notations A / B, A ' B and A ≈ B to signify equivalence up to a
factor of Cǫδ−Cǫ, where ǫ > 0 is the counter assumption parameter from (4.8). So, for
instance A / B means that A ≤ Cǫδ−CǫB for some constant C ≥ 1 depending only on s,
and some constant Cǫ ≥ 1 depending only on ǫ and s. It is also convenient to define that
a finite collection of points or δ-balls is a (δ, t)-set, if it is a (δ, t, Cǫδ−Cǫ)-set for constants
C,Cǫ ≥ 1 as above.
In brief, the proof below shows that, under the counter assumption (4.8), certain quan-
tities A,B satisfy A / B. However, Proposition 4.36 below states that A ≥ δ−ǫsB for
some ǫs > 0 depending only on s. Consequently, the counter assumption cannot hold for
arbitrarily small ǫ > 0, and Theorem 4.3 follows.
Before starting in earnest, I gather a list of notation which will be introduced more
carefully during the proof:
B,B The letterB stands for a ball of radius δ1/2, and B stands for a family of δ1/2-balls,
see the start of Section 4.2.
P The letter P stands for the δ-separated set from the hypothesis of Theorem 4.3.
T ,Tδ1/2 The letter T stands for the family of δ-tubes from Theorem 4.3, whereas Tδ1/2 is a
cover of the tubes in T by δ1/2-tubes; see the definition above (4.11).
′ Apostrophes generally mean refinements: P ′,T ′,B′ are large subsets of P,T ,B.
Tp,T
B
δ1/2
Subsets of T or Tδ1/2 containing a fixed point p, or intersecting a fixed ball B, are
denoted by Tp or T Bδ1/2 ; see the line after (4.11), and the hypothesis of Theorem 4.3.
PB , pB , Pδ1/2 A certain subset of P ∩ B is denoted by PB . The notation pB stands for a point
in P ∩ B (not necessarily in PB), which has been "singled-out". For both the
definitions, see the lines after (4.16). The union of the points pB, over all the balls
B ∈ B, is denoted by Pδ1/2 , see (4.23).
MT , NT The letterMT stands for the number of balls B ∈ B intersecting the δ1/2-tubes T .
Similarly, NT stands for the number of points in P contained in a δ-tube T . See
the lines after (4.27) and Lemma 4.29 for definitions.
T0,B0 The letter T0 stands for a sub-family of T , consisting of δ-tubes contained in a
fixed δ1/2-tube T0. The family B0 consists of balls in B meeting the same tube T0.
See (4.34) and below.
4.2. Considerations at scale δ1/2. Let B be a a collection of δ1/2-balls covering P . Then
|B| / δ−1/2 by the assumption (4.4), but clearly also |B| ' δ−1/2, since P is a (δ, 1)-set with
|P | ≈ δ−1. Moreover, since |P ∩ B| / δ−1/2 for every B ∈ B by the (δ, 1)-set assumption,
and |P | ≈ δ−1, one sees that a subset P ′ ⊂ P with |P ′| ≈ δ−1 is covered by balls B ∈ B
with
|P ∩B| ≈ δ−1/2. (4.9)
Since P ′ satisfies all the same assumptions as P – with slightly worse constants perhaps
– I may and will assume that P ′ = P ; thus, one may assume that (4.9) holds for all balls
B ∈ B. By throwing away an additional fraction of the points in P , one can assume that
AN IMPROVED BOUND ON THE PACKING DIMENSION OF FURSTENBERG SETS IN THE PLANE 17
the balls in B are δ1/2-separated:
dist(B,B′) ≥ δ1/2, B,B′ ∈ B. (4.10)
(In the most relevant application of Theorem 4.3, to the set P from the previous section,
both (4.9) and (4.10) are a priori guaranteed by (3.10) and the construction of P below
(3.10)). Furthermore, (4.9) implies that B is a (δ1/2, 1)-set: if the midpoints of the balls
B ∈ B are temporarily denoted by R, then
r
δ
' |P ∩B(x, 2r)| ' |R ∩B(x, r)| · δ−1/2, x ∈ R2, r ≥ δ1/2.
Now, let Tδ1/2 be a collection of δ
1/2-parents of the tubes in T . By the counter assump-
tion (4.8),
|Tδ1/2 | / δ
−s. (4.11)
For B ∈ B, let T B
δ1/2
be the collection of tubes in Tδ1/2 intersectingB. Pick a large constant
C ≥ 1. I now claim that at most half of the balls B ∈ B can satisfy
|T B
δ1/2
| ≥ δ−s/2−Cǫ.
Indeed, since the collection of balls B is a (δ1/2, 1)-set, Lemma 4.1 applies at scale δ1/2 (see
also Remark 4.2). The conclusion is that if |B|/2 ≈ δ−1/2 balls in B did satisfy |T B
δ1/2
| ≥
δ−s/2−Cǫ the inequality above, then |Tδ1/2 | ' δ
−s−Cǫ+6ǫ. For C ≥ 1 large enough, this
would contradict (4.11).
I now discard all the balls from B with |T B
δ1/2
| ≥ δ−s/2−Cǫ along with the points of P
contained in them. Since |B|/2 ≈ δ−1/2 balls remain, and each of these balls satisfies (4.9),
also ≈ δ−1 points of P remain. Thus, passing to these subsets of P and B if necessary,
one may assume without loss of generality the uniform bound
|T B
δ1/2
| / δ−s/2, B ∈ B. (4.12)
On the other hand, the tubes in T B
δ1/2
cover all the tubes T ∈ Tp, for any individual p ∈ B.
Since Tp is a (δ, s)-set, any fixed dyadic δ1/2-tube can only cover / δ−s/2 tubes T ∈ Tp by
Lemma 3.16. Since |Tp| ≈ δ−s by assumption, it follows that |T Bδ1/2 | ' δ
−s/2. Combining
this with (4.12), one obtains
|T B
δ1/2
| ≈ δ−s/2, B ∈ B. (4.13)
By the argument in the paragraph above (4.12), this implies that
|Tδ1/2 | ≈ δ
−s, (4.14)
matching the upper bound in the counter assumption (4.8). I still need to regularise
the situation a little further: even though (4.13) now holds uniformly for B ∈ B, it can
happen that the tubes T ∈ T B
δ1/2
contain significantly different numbers tubes T ∈ Tp –
and even worse, these numbers can depend on the choice of p ∈ B ∩ P .
To remedy this, fix B ∈ B and any p ∈ B ∩ P for the moment. Then the tubes T ∈ Tp,
are covered by the tubes in T B
δ1/2
(since p ∈ T ⊂ T0 ∈ Tδ1/2 forces T0 ∩B 6= ∅). As already
observed above, by Lemma 3.16, every tube T ∈ T B
δ1/2
can only have / δ−s/2 children in
Tp. Since |Tp| ≈ δ−s, it follows from this and (4.13) that there necessarily exists a family
T B
δ1/2
(p) ⊂ T B
δ1/2
(4.15)
18 TUOMAS ORPONEN
with |T B
δ1/2
| ≈ δ−s/2 such that every tube in T B
δ1/2
(p) has ≈ δ−s/2 children in Tp. Then the
family T B
δ1/2
(p) is a (δ1/2, s)-set. To see this, fix a ball B(x, r) ⊂ R with r ≥ δ1/2. If B(x, r)
contains s(T0) for some T0 ∈ T Bδ1/2(p), then B(x, 2r) contains s(T ) for each of the ≈ δ
−s/2
tubes T ∈ Tp with T ⊂ T0. There are≈ δ−s/2 such slopes s(T ) by Lemma 3.15. Since s(Tp)
is a (δ, s)-set, B(x, r) contains no more than/ (r/δ)s elements in s(Tp), and consequently
no more than / (r/δ1/2)s elements in s(T B
δ1/2
(p)).
For every p ∈ B ∩ P , the family T B
δ1/2
(p) ⊂ T B
δ1/2
is a subset of cardinality
|T B
δ1/2
(p)| ≈ |T B
δ1/2
| ≈ δ−s/2
by (4.16), and so∑
T∈T B
δ1/2
|{p : T ∈ T B
δ1/2
(p)}| =
∑
p∈B∩P
|T B
δ1/2
(p)| ' |B ∩ P ||T B
δ1/2
|.
Applying Cauchy-Schwarz on the left hand side then gives∑
p,q∈B∩P
|T B
δ1/2
(p) ∩ T B
δ1/2
(q)| ' |B ∩ P |2|T B
δ1/2
|,
which implies that there exist ≈ |B ∩ P |2 ≈ δ−1 pairs of points p, q ∈ B ∩ P such that
|T Bδ1/2(p) ∩ T
B
δ1/2(q)| ≈ |T
B
δ1/2 | ≈ δ
−s/2. (4.16)
Consequently, one can fix a single point p = pB ∈ P ∩B such that (4.16) holds for≈ δ−1/2
points q ∈ B ∩ P . Denote these points by PB , so (4.16) becomes
|T B
δ1/2
(pB) ∩ T
B
δ1/2
(q)| ≈ δ−s/2, q ∈ PB . (4.17)
Now, write
T ′′B := T
B
δ1/2
(pB),
which is a (δ1/2, s)-set of dyadic δ1/2-tubes meeting B of cardinality |T ′′B | ≈ δ
−s/2. In fact
pB ∈ T for all T ∈ T ′′B , (4.18)
since the tubes in T ′′B contain some tubes in TpB . There are two apostrophes in T
′′
B , be-
cause the collection will, eventually, undergo two refinements (or "removals of excep-
tional sets"), and the end product will be denoted by TB.
4.3. Refining the families of δ1/2-tubes. For a tube T = D([a, δ1/2) × [b, δ1/2)) ∈ T ′′B , let
eT ∈ S
1 for the unit vector perpendicular to line D(a, b) ⊂ T , and let EB := {eT : T ∈
TB}. Then EB is a (δ1/2, s)-set. Denote by πeT the orthogonal projection onto the line
spanned by eT , see Figure 2. Informally, the next lemma says that "for any B ∈ B, in
an overwhelming majority of directions eT ∈ EB , the set πeT (PB), and all its reasonably
large subsets, contain a (δ, s)-set of nearly maximal cardinality, namely ≈ δ−s/2".
Lemma 4.19. Let C0, C1, C2 ≥ 1 be constants. Then, if C2 is sufficiently large, depending
on C0, C1 and the various constants behind the /-notation used above, there are at least (1 −
δC1ǫ)|T ′′B | "good" vectors eT ∈ EB with the following property: if P
′
B ⊂ PB is a subset of
cardinality |P ′B | ≥ δ
C0ǫ|PB |, then πeT (P
′
B) contains a (δ, s, C2)-set of cardinality ≥ δ
C2ǫ−s/2.
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T
πe
T
B
FIGURE 2. The tubes T ∈ T ′′B , and the projections πeT .
Proof. The proof is a variation of the standard "potential theoretic" argument, invented
by Kaufman [12]; if the reader is not familiar with the technique, a similar but cleaner
statement is Theorem 2 in [6]. First, observe that δ−1/2PB is a (δ1/2, 1)-set of cardinality
≈ δ−1/2. Next, consider the measures
µB :=
1
|PB |
∑
p∈δ−1/2PB
χB(p,δ1/2)
δ
and
ν :=
1
|EB |
∑
e∈EB
χB(e,δ1/2)∩S1
δ1/2
,
and note that µB(R2) ∼ 1 ∼ ν(S1). For r ≥ δ1/2, one has the uniform estimates
µB(B(x, r)) / r and ν(B(e, r)) / rs, while for 0 < r ≤ δ1/2 one has the obvious im-
proved estimates. After some straightforward computations, it follows that∫
S1
Is(πe♯µB) dνe :=
∫∫ [∫
S1
dνe
|πe(x)− πe(y)|s
]
dµBx dµBy / 1. (4.20)
Indeed, the inner integral (in brackets) can be estimated by / 1/|x− y|s, and then∫
S1
Is(πe♯µB) dνe /
∫ [∫
dµBx
|x− y|s
]
dµBy / 1,
since the inner integral is again bounded by / 1 for any y ∈ R2. Consequently, by
Chebyshev’s inequality,
ν({e ∈ S1 : Is(πe♯µB) ≥ δ
−Cǫ}) / δCǫ, C ≥ 1.
Now, first, choose C ′2 ≥ 1 so large that ν({e : Is(πe♯µB}) ≥ δ
−C′2ǫ}) ≤ δC1ǫν(S1), and
let E′ := {e : Is(πe♯µB) ≤ δ−C
′
2ǫ}. One evidently needs ≥ (1 − δC1ǫ)|EB | arcs of the
form B(e, δ1/2) ∩ S1, e ∈ EB to cover E′, and this gives rise to a subset E ⊂ EB with
|E| ≥ (1− δC1ǫ)|EB |. I claim that these are of desired "good" vectors.
For every e ∈ E, by definition, there exists a vector e′ ∈ B(e, δ1/2) ∩ S1 with∫∫
dµx dµy
|πe′(x)− πe′(y)|s
= Is(πe′♯µ) / δ
−C′2ǫ. (4.21)
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Now, if P ′B ⊂ P is a subset of cardinality |P
′
B | ≥ δ
C0ǫ|PB | (as in the statement of the
lemma), then the probability measure µ′, defined in the obvious way by restricting and
re-normalising µB to the subset δ−1/2P ′B , still satisfies (4.21) with the /-parameters de-
pending on C0. It follows thatHs∞(πe′(sptµ
′)) ' 1 (with similar dependence on C0), and
hence πe′(sptµ′) contains a (δ1/2, s, C2)-set of cardinality ≥ δC2ǫ−s/2 by Proposition 3.5,
if C2 ≥ 1 is large enough (depending on C0 and C ′2, which just depends on C1). Since
πe′(sptµ
′) is contained in the δ1/2-neighbourhood of πe′(δ−1/2P ′B), the same conclusion
holds for πe′(δ−1/2P ′B). Finally, using |e
′ − e| ≤ δ1/2, the conclusion remains valid for
πe(δ
−1/2P ′B), and thus, rescaling by δ
1/2, the projection πe(P ′B) contains a (δ, s)-set of
cardinality ≥ δC2ǫ−s/2 for every e ∈ E. 
Fix some constants C0, C1 ≥ 1 and let C2 be specified by the lemma (the constant C0
will be fixed far below, wheres C1 will be specified momentarily). I define T ′B ⊂ T
′′
B by
selecting the ≥ (1 − δC1ǫ)|T ′′B | tubes indicated by the lemma. Then, if C1 ≥ 1 is large
enough, (4.17) continues to hold for every q ∈ PB , and with T ′′B replaced by T
′
B:
|T ′B ∩ T
B
δ1/2
(p)| ≥ |T ′′B ∩ Tδ1/2(p)| − δ
C1ǫ|T ′′B | ≈ δ
−s/2, p ∈ PB . (4.22)
Note that the parameters in the "≈"-notation here do not depend on C1, assuming that
C1 is large enough. This completes the first refinement of T ′′B : roughly speaking, the
conclusion was that "without loss of generality", the sets PB , B ∈ B, can be assumed
to have large projections in every direction perpendicular to the tubes meeting B. The
second refinement (from T ′B to TB) is concerned with the distribution of the balls B ∈ B
meeting a fixed δ1/2-tube T ∈ Tδ1/2 . Roughly speaking, I claim that "without loss of
generality", every tube T ∈ Tδ1/2 only meets a (1− s)-dimensional family of balls B ∈ B.
To formalise such thoughts, write
Pδ1/2 := {pB : B ∈ B}. (4.23)
Since the balls B ∈ B were assumed δ1/2-separated (see (4.10)), it follows that Pδ1/2 is a
(δ1/2, 1)-set of cardinality |Pδ1/2 | = |B| ≈ δ
−1/2. Consider the following inequality (see
explanations below):
∑
T∈T
δ1/2
∑
B,B′∈B
B 6=B′
χT ′B∩T
′
B′
(T )
|pB − pB′ |1−s
=
∑
B,B′∈B
B 6=B′
|T ′B ∩ T
′
B′ |
|pB − pB′ |1−s
/
∑
B,B′∈B
B 6=B′
1
|pB − pB′ |
/ δ−1. (4.24)
The first "/"-inequality uses the fact that T ′B (or T
′
B′) is a (δ
1/2, s)-set of tubes: since T ∈
T ′B ∩ T
′
B′ implies that pB, pB′ ∈ T (recall (4.18)), this can only hold for / 1/|pB − pB′ |
s
choices of T ∈ T ′B (or T ∈ T
′
B′). The second "/"-inequality in (4.24) follows simply from
the fact that Pδ1/2 is a (δ
1/2, 1)-set.
Fix a large constant C3 ≥ 1. It follows from (4.24) and Chebyshev’s inequality that∑
B,B′∈B
B 6=B′
χT ′B∩T
′
B′
(T )
|pB − pB′ |1−s
≥ δ−C3ǫ+s−1 (4.25)
can only hold for / δC3ǫ−s tubes T ∈ Tδ1/2 . Recalling that |Tδ1/2 | ≈ δ
−s by (4.14), this
roughly says that the tubes satisfying (4.25) are exceptional. I need a the following
slightly more accurate statement: for half of the balls B ∈ B, only a tiny fraction of
AN IMPROVED BOUND ON THE PACKING DIMENSION OF FURSTENBERG SETS IN THE PLANE 21
the tubes in T ∈ TB can satisfy (4.25), if C3 ≥ 1 was chosen large enough. Indeed, recall
the constant C1 from the previous page and assume that, for a certain C3 ≥ 1, it holds
that ≥ δC1ǫ|T ′B| ≈ δ
C1ǫ−s/2 tubes in T ′B satisfy (4.25) for B ∈ B
′ ⊂ B, where |B′| ≥ |B|/2.
Then Lemma 4.1 applies at scale δ1/2, and with the (δ1/2, 1)-set B′, and implies that the
total number of tubes in Tδ1/2 satisfying (4.25) is ' δ
−s, where the implicit parameters
depend on C1, but clearly not on C3. Comparing this with the upper bound / δC3ǫ−s
gives an upper bound for C3, which depends on C1.
Hence, assuming that C3 ≥ 1 is large enough, the converse of (4.25) holds for all
B ∈ B′, and for ≥ (1 − δC1ǫ)|T ′B | tubes in T
′
B. These tubes will be denoted by TB. And
once more, if C1 ≥ 1 is large enough, the analogue of (4.22) continues to hold for TB:
|TB ∩ T
B
δ1/2(p)| ≈ δ
−s/2, p ∈ PB , B ∈ B
′. (4.26)
Again, the parameters in the "≈"-notation do not, in fact, depend on C1, assuming that
C1 is large enough. For each tube T ∈ TB, I further observe that the numberMT := |{B ∈
B′ : T ∈ TB}| satisfies
MT / δ
(s−1)/2, (4.27)
where the implicit constants depend on C3. Indeed, the failure of (4.27) (say: MT ≥
δ−(2C3ǫ+s−1)/2) would imply that there are far more than δs−1 pairs B,B′ ∈ B′ ⊂ B such
that T ∈ TB ∩TB′ ⊂ T ′B ∩T
′
B′, which would violate (4.25) (since |pB−pB′ | . 1 for all pairs
B,B′ ∈ B).
4.4. Considerations at scale δ. From now on, only the points in PB , B ∈ B′, play any
role in the proof. Set
P ′ :=
⋃
B∈B′
PB ,
which is a (δ, 1)-set of cardinality ≈ δ−1, since |B′| ≈ δ−1/2 and |PB | ≈ δ−1/2 for B ∈ B by
the definition of PB (just above (4.16)). Fix p ∈ P ′ and B ∈ B′ such that p ∈ PB . For every
T ∈ TB ∩ T
B
δ1/2
(p),
define T ′p to consist of all the δ-tubes Tp, which are δ-children of T . By definition of
T B
δ1/2
(p) (see (4.15)) and (4.26)), the resulting subset T ′p ⊂ Tp is a (δ, s)-set of tubes contain-
ing p, and with
|T ′p | ≈ δ
−s. (4.28)
Thus, the set P ′ ⊂ P and the families T ′p ⊂ Tp, p ∈ P
′, satisfy precisely the same hypothe-
ses as the original families P and Tp in Theorem 4.3. So, for notational, convenience, I
re-define P := P ′, Tp := T ′p , and B := B
′. As before (in Remark 4.6), I continue to assume,
without loss of generality, that
T :=
⋃
p∈P
Tp.
I also re-define Tδ1/2 to be the union of the families TB, B ∈ B. Note that, with this
definition of Tδ1/2 , one has (4.27) for all tubes in Tδ1/2 .
Compared with the original families Tp, the new families Tp now enjoy additional
regularity properties, which will be useful during the remainder of the proof. To exploit
these, I record the following observation:
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Lemma 4.29. Assume that p ∈ B ∈ B and T ∈ Tp. Then the δ
1/2-parent of T belongs to TB. In
particular, the δ1/2-parents of the tubes in T belong to Tδ1/2 .
Proof. This follows immediately from the construction of T ′p – which is now called Tp. 
For T ∈ T , write
NT := |{p ∈ P : T ∈ Tp}|,
which is the analogue of the numberMT at scale δ. I make the following (rather familiar)
claim: for at least half of the points p ∈ P , only a tiny fraction of the tubes in Tp can fail
to satisfy NT / δs−1. The proof is virtually the same as for the numbersMT . One starts
with the inequality ∑
T∈T
∑
p,q∈P
p 6=q
χTp∩Tq (T )
|p − q|1−s
/ δ−2,
which is analogous to and proven in the same way as (4.24). Thus, only / δC4ǫ−2s tubes
in Tp can satisfy ∑
p,q∈P
p 6=q
χTp∩Tq(T )
|p− q|1−s
≥ δ−C4ǫ+2s−2.
Hence, using Lemma 4.1 as before, the inequality above can only hold for a tiny fraction
(depending onC4) of the tubes in Tp, for half of the points in P . This implies the statement
about the numbersNT . Now, as final refinement, I only keep the "good" half of the points
in P , and for those p ∈ P , I re-define Tp to consist of the tubes T with
NT / δ
s−1. (4.30)
If C4 was large enough, the cardinality estimate (4.28) stays valid. Finally, if T is re-
defined as the union of the (remaining) tubes in Tp, p ∈ P , one may assume that (4.30)
holds uniformly for all T ∈ T .
Fix p ∈ P and T ∈ T . Recall that the pair (p, T ) is called an incidence, if T ∈ Tp, and the
collection of all incidences is denoted by I(P,T ) := {(p, T ) : T ∈ Tp}. Evidently
|I(P,T )| =
∑
p∈P
|Tp| ≈ δ
−s−1. (4.31)
By the uniform upper bound (4.30), any tube T ∈ T can only be incident to/ δs−1 points
in P . Since |T | / δ−2s by the main counter assumption (4.8), the estimate (4.31) shows
that there exist ≈ δ−2s tubes in T with NT ≈ δs−1. These tubes will be called good tubes,
and they will be denoted by T G.
Lemma 4.32. Any fixed tube T0 ∈ Tδ1/2 can only have / δ
−s children in T G.
Proof. Write T G(T0) := {T ∈ T G : T ⊂ T0}, and let IG(T0) be the set of incidences
IG(T0) := {(p, T ) ∈ P × T : T ∈ Tp ∩ T
G(T0)}.
By the definition of good tubes, evidently
|IG(T0)| ' |T
G(T0)|δ
s−1.
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On the other hand, by Lemma 4.29, an incidence (p, T ) ∈ P × Tp can only occur, if the
δ1/2-parent of T belongs to TBp for the (unique) ball Bp ∈ B containing p. For T ⊂ T0, the
δ1/2-parent is evidently T0, so
T ⊂ T0 and (p, T ) ∈ Tp =⇒ T0 ∈ TBp .
Now, recall from the estimate MT0 / δ
(s−1)/2 (see (4.27)), that there are only / δ(s−1)/2
balls B with T0 ∈ TB. For every such a ball B, every point p ∈ PB can be incident to
/ δ−s/2 tubes T ∈ Tp with T ⊂ T0 (for the simple reason that T0 only contains / δ−s/2
tubes in Tp by Lemma 3.16). Recalling that |PB | / δ−1/2, this gives the upper bound
|IG(T0)| ≤
∑
B:T0∈TB
|{(p, T ) ∈ B × T : T ∈ Tp ∩ T
G(T0)}| / δ
(s−1)/2 · δ−1/2 · δ−s/2 = δ−1.
(4.33)
Comparing with the lower bound for |IG(T0)| completes the proof. 
To sum up the most recent observations, there are ≈ δ−2s good tubes, each one of
which is contained in some tube of Tδ1/2 , and each tube in Tδ1/2 can only contain / δ
−s
good tubes. By themain counter assumption (4.8), moreover, one has |Tδ1/2 | / δ
−s, which
finally implies that there exists a tube T0 ∈ T with |T G(T0)| ≈ δ−s. For simplicity, write
T0 := T
G(T0). (4.34)
I now claim that there are ≈ δ(s−1)/2 balls B ∈ B, say B0, such that T0 ∈ TB for B ∈ B0,
and such that in each ball B ∈ B0 one finds ≈ δ−1/2 points of PB , say P ′B , with a near-
maximal number of incidences with T0, namely
|Tp ∩ T0| ≈ δ
−s/2, p ∈ P ′B , B ∈ B0. (4.35)
This follows directly from the proof of Lemma 4.32. First observe that |IG(T0)| ≈ δ−1,
since |T0| ≈ δ−s. Next, have a look at the upper bound (4.33), and observe that if any part
of the claim failed, the bound would be lower than δ−1. This establishes the claim.
Now, since T0 ∈ Tδ1/2 , the converse of (4.25) holds for T0 (recall the definition of TB
next to (4.26), and recall that every tube in Tδ1/2 belongs to TB for some B):∑
B,B∈B0
B 6=B′
1
|pB − pB′ |1−s
/ δs−1.
Using Chebyshev’s inequality, this implies that a further subset B′0 ⊂ B0 of cardinality
|B′0| ≈ δ
(s−1)/2 satisfies ∑
B′∈B0
1
|pB − p′B |
1−s
/ δ(s−1)/2, B ∈ B′0.
and thenB′0 is a (δ
1/2, 1−s)-set of cardinality≈ δ(s−1)/2. Since the balls B′0 satisfy precisely
the same estimates as B0, I will continue writing B0 := B′0. For convenience, assume that
T0 is a vertical tube (that is, change coordinates so that this holds). Then the y-coordinates
of the points pB ∈ B,B ∈ B0, form a (δ1/2, 1−s)-set in [−1, 1]. Denote these y-coordinates
by A1 := {p
y
B , B ∈ B0}.
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4.5. Quasi-product sets, and concluding the proof of Theorem 4.3. Now, recall (from
above (4.35)) the subsets P ′B ⊂ PB , defined for B ∈ B0. They have cardinality |P
′
B | ≥
δC0ǫ|PB | for some constant C0 ≥ 1. This is the constant with which one wants to apply
Lemma 4.19: since T0 ∈ T ′B (recall (4.22)), the projection of π(P
′
B) of P
′
B to the x-axis
contains a (δ, s)-set ∆B of cardinality |∆B | ≥ δC2ǫ−s/2.
Consider the "quasi-product set"
F ′ :=
⋃
pyB∈A1
∆B × {p
y
B}.
Fix (a, b) = (a, pyB) ∈ F
′, B ∈ B0. Then a = π(p) for some p = p(a,b) ∈ P ′B , so that
|(a, b) − p| ≤ 2δ1/2. Recall that (4.35) holds for p, and let T ∈ Tp ∩ T0. By elementary
geometry, using |(a, b) − p| ≤ 2δ1/2 and p ∈ T ⊂ T0, the point (a, b) ∈ F ′ is covered by
B(0, 10) ∩ T ′ for some dyadic δ-tube T ′ in the Cδ-neighbourhood of T . (By this, I mean
that if T = D(Q), then T ′ = D(Q′) for some dyadic δ-square Q′ with dist(Q,Q′) ≤ Cδ.)
This is best explained by a picture, see Figure 3.
FIGURE 3. The geometry of the tubes T0, T and the points (a, b) and p =
p(a,b). Since T ⊂ T0, the angle α is . δ1/2. Since p, (a, b) ∈ B, the distance
between the points p and (a, b) is no greater than 2δ1/2. Hence h . δ,
which ensures that (a, b) is contained in B(0, 10) ∩ T ′ for some dyadic
δ-tube T ′ parallel to, and at distance . δ, from T ∈ Tp.
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Now, for each T ∈ T0, choose an ordinaryCδ-tube parallel to T , which coversB(0, 10)∩
T ′ for all the dyadic δ-tubes T ′ in the Cδ-neighbourhood of T . The collection of all ordi-
nary Cδ-tubes so obtained is denoted by T o (here "o" stands for "ordinary"). Then
|T o| ∼ |T0| ≈ δ
−s.
In particular, T o contains the ordinary Cδ-tubes produced from the dyadic δ-tubes in
Tp(a,b) ∩T0. By (4.35) and the discussion above, this gives rise to a (δ, s)-subset T
o
(a,b) ⊂ T
o
of ordinary Cδ-tubes of cardinality |T o(a,b)| ≈ δ
−s/2, with the property that
(a, b) ∈ T, T ∈ T o(a,b).
Finally, consider the following affine transformation of F ′:
F :=
⋃
b∈A1
Ab × {b},
where Ab := δ−1/2∆B. Note that each Ab is a (δ1/2, s)-set, and recall that A1 is a (δ1/2, 1−
s)-set. Clearly F = Aff(F ′), where Aff(x, y) = (δ−1/2x, y). Then T ′ := Aff(T o) =
{Aff(T ) : T ∈ T o} is a family of ordinary C ′δ1/2-tubes of cardinality |T ′| ∼ |T | ≈ δ−s.
Moreover, every point x = (δ−1/2a, b) ∈ F is is contained in a (δ1/2, s)-subset T ′x ⊂ T
′
of ordinary C ′δ1/2-tubes with |T ′x| ≈ δ
−s/2, namely T ′x := Aff(T
o
(a,b)). The existence of F
and the families T ′,T ′x, now contradict the next proposition (at scale δ
1/2, with P = F ,
T = T ′ and τ = 1− s > 0). This completes the proof of Theorem 4.3.
4.6. An incidence theorem for quasi-product sets. The wording "quasi-product set" is
rather informal, and simply refers to sets P of the form (4.37) below (if all the sets Ab
were the same, then P would truly be a product set). On the last meters of the proof
above, such a set, namely F , was constructed: it turned out that the points x ∈ F were
each incident to a large family T ′x of not-too-concentrated tubes, and all the families T
′
x
were subsets of a fixed small family T ′. The next, and final, proposition shows that this
is simply not possible.
Proposition 4.36. Given 0 < s < 1 and τ > 0, there exists a number ǫ = ǫ(s, τ) > 0 such
that the following holds. Let B ⊂ [0, 1] be a (δ, τ, δ−ǫ)-set of cardinality |B| & δ−τ+ǫ, and for
each b ∈ B, assume that Ab ⊂ [0, 1] is a (δ, s, δ
−ǫ)-set of cardinality |Ab| & δ
−s+ǫ. Consider the
(δ, s + τ, δ−2ǫ)-set
P :=
⋃
b∈B
Ab × {b}. (4.37)
Assume that T is a collection of (ordinary) δ-tubes such every family {T ∈ T : p ∈ T}, p ∈ P ,
contains in a (δ, s, δ−ǫ)-set Tp ⊂ T with |Tp| & δ−s+ǫ. Then |T | & δ−2s−ǫ.
The proof of Proposition 4.36 is, again, based on a counter assumption, namely |T | ≤
δ−2s−ǫ. For the remainder of the paper, the notations/,' and≈, and the concept of (δ, t)-
set, are defined exactly as before, in Section 4.1, but now relative to the "ǫ" in this counter
assumption. Naturally, the implicit constants C,Cǫ are now also allowed to depend on
τ , in addition to s.
Before starting the proof of Proposition 4.36 in earnest, I recall two standard results
from additive combinatorics. The first is the Balog-Szemerédi-Gowers theorem. The state-
ment below is taken verbatim from p. 196 in [2]. For a proof, see [21], p. 267.
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Theorem 4.38 (Balog-Szemerédi-Gowers). There exists an absolute constant C ≥ 1 such that
the following holds. Let A,B ⊂ R be finite sets, and assume that G ⊂ A × B is a set of pairs
such that
|G| ≥
|A||B|
K
and |{x+ y : (x, y) ∈ G}| ≤ K|A|1/2|B|1/2
for some K > 1. Then, there exist A′ ⊂ A and B′ ⊂ B satisfying
• |A′| ≥ K−C |A|, |B′| ≥ K−C |B|,
• |A′ +B′| ≤ KC |A|1/2|B|1/2, and
• |G ∩ (A′ ×B′)| ≥ K−C |A||B|.
The second auxiliary result is the Plünnecke-Ruzsa inequality, whose proof can also be
found in [21]:
Theorem 4.39 (Plünnecke-Ruzsa). Assume that A,B ⊂ R are finite sets such that
|A+B| ≤ C|A|
for some integer C ≥ 1. Then
|Bm ±Bn| ≤ Cm+n|A|
for allm,n ∈ N.
Remark 4.40. Theorem 4.39 will be applied in the following form: if A,B ⊂ R are δ-
separated sets with |A| ≈ |B| and
N(A+B, δ) / |A|,
thenN(B+B, δ) / |A|. This statement follows easily from Theorem 4.39 by considering
the sets [A]δ = {[a]δ : a ∈ A} ⊂ δZ and [B]δ := {[b]δ; b ∈ B} ⊂ δZ, where [x]δ ∈ δZ stands
for the largest number δn ∈ δZ satisfying δn ≤ x. Then the hypothesisN(A+B, δ) / |A|
implies that |[A]δ + [B]δ| / |[A]|δ , so Theorem 4.39 can be applied.
Proof of Proposition 4.36. I start by making three convenient extra assumptions, which are
not difficult to arrange. First, every tube in T meets only one point in each set Ab × {b}
(that is, the tubes in T are "roughly vertical"); this can be arranged by restricting attention
to those tubes in each Tp, which form an angle ' 1with horizontal lines. By the (δ, s)-set
hypothesis, ≈ δ−s tubes remain in each Tp, and then one can re-define T as the union
of the reduced families Tp. In particular, now each tube in T only intersects the lines
R × {b}, b ∈ B, inside a single interval of length / δ. After this procedure, one can
remove some points from each Ab×{b} so that the mutual separation exceeds the length
of the intervals mentioned above; again, by the (δ, s)-set hypothesis, this can be arranged
to that ≈ δ−s points remain for every b.
Second,
Ab ⊂ δZ, b ∈ B.
This can be arranged by perturbing the points of Ab by ≤ δ. The tubes in Tp may no
longer contain p, but the 100δ-neighbourhoods of the tubes in Tp certainly do. These
neighbourhoods can be covered by 200 ordinary δ-tubes, each, which gives rise to a new
family T ′ of ordinary δ-tubes with |T ′| ∼ |T |. Then, one can prove the proposition for T ′
instead of T .
Third, if b1, b2, b3 ∈ B, and T, T ′ ∈ T are two tubes both containing certain points
(a1, b1) ∈ Ab1 × {b1} and (a3, b3) ∈ Ab3 × {b3}, then T ∪ T
′ can only contain one point in
Ab2 × {b2}. This is similar to the first reduction: it follows from the assumption T ∪ T
′
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intersects R × {b2} inside a single interval of length / δ (since T ∪ T ′ is contained in the
δ-neighbourhood of the line connecting (a1, b1) to (a3, b3), and both tubes were already
assumed to be roughly vertical). Thus, if the separation of Ab2 exceeds the length of any
such interval, the claim is true. And this can, as before, be arranged by discarding a few
points from A2.
The proof starts in earnest now, and I make the counter assumption |T | ≤ δ−2s−ǫ, or,
in short,
|T | / δ−2s. (4.41)
For T ∈ T , write
NT := |{p ∈ P : T ∈ Tp}|.
Then, by the first "convenient extra assumption" above, one has the uniform bound
NT ≤ |B| / δ
−τ . (4.42)
On the other hand ∑
T∈T
NT =
∑
p∈P
|Tp| ' |P |δ
−s = δ−2s−τ .
By the counter assumption (4.41), one sees that NT ≈ δ−τ for ≈ δ−2s tubes in T . Conse-
quently, ∑
T∈T
|{(p, q) ∈ P × P : p ∼T q}| ' δ
−2s−2τ , (4.43)
where p ∼T q, if and only if p 6= q and T ∈ Tp ∩ Tq. Write p ∼ q, if p ∼T q for some
T ∈ T , and Q := {(p, q) : p ∼ q}. Then the left hand side of the inequality above can be
re-written and estimated as
∑
p∼q
|Tp ∩ Tq| /
∑
p∼q
1
|p− q|s
. |Q|1/r1

∑
p 6=q
1
|p− q|s+τ


1/r2
/ |Q|1/r1 |P |2/r2 .
The first inequality follows from the (δ, s)-set hypothesis of either Tp or Tq (as in (4.24)).
The numbers r1, r2 > 1 are dual exponents such that sr2 = s+ τ , and the last inequality
follows from the fact that P is a (δ, s + τ)-set with |P | ≈ δ−s−τ . From this and (4.43), one
infers that
|Q| ' |P |2.
In heuristic terms, this shows that the graphwith vertex setP and edge set {(p, q) : p ∼ q}
has almost maximal connectivity. Since there are no "edges" p ∼ q with p, q ∈ Ab × {b}
for any fixed b ∈ B, the inequality above implies∑
b1 6=b2
|{(p, q) ∈ Ab1 ×Ab2 : p ∼ q}| = |Q| ' |P |2 ≈ δ−2s−2τ , (4.44)
where Abi = Abi × {bi}.
Let b1, b2 ∈ B, and assume that (p, q) ∈ Ab1 × Ab2 satisfy p ∼ q. Then, by definition,
there exists at least one tube T(p,q) ∈ Tp ∩Tq. If there are several, pick exactly one and call
it T(p,q). Also, make these choices so that T(p,q) = T(q,p). Then, set
T b1,b2 := {T(p,q) : (p, q) ∈ A
b1 ×Ab2 and p ∼ q},
and note that
T b1,b2 = T b2,b1 , b1, b2 ∈ B. (4.45)
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Now, if (p1, q1), (p2, q2) ∈ Ab1 × Ab2 are two distinct pairs, then the collections Tp1 ∩ Tq1
and Tp2 ∩ Tq2 are disjoint. Indeed, if p1 6= p2, say, then no tube can lie in both Tp1 and Tp2
(since this would imply p1 ∼ p2). This implies that T(p1,q1) 6= T(p2,q2), and consequently
|T b1,b2 | ≥ |{(p, q) ∈ Ab1 ×Ab2 : p ∼ q}|. Hence∑
b1,b2
|T b1,b2 | ' |P |2 ≈ δ−2s−2τ (4.46)
by (4.44). Now, using the counter assumption |T | / δ−2s, and recalling (4.45), one can
perform the following estimate:∑
b1,b2,b3
|T b1,b2 ∩ T b2,b3 | =
∑
T∈T
∑
b2
∑
b1,b3
χT b1,b2 (T )χT b2,b3 (T )
=
∑
T∈T
∑
b2
(∑
b
χT b,b2 (T )
)2
≥
1
|T ||B|

∑
T∈T
∑
b,b2
χT b,b2 (T )


2
'
|P |4
|T ||B|
' δ−2s|B|3.
Since evidently |T b1,b2 ∩T b2,b3 | ≤ |T | / δ−2s for any triple (b1, b2, b3), it follows that there
exist ≈ |B|3 triples (b1, b2, b3)with the property that
|T b1,b2 ∩ T b2,b3 | ≈ δ−2s. (4.47)
As will be made precise in a moment, the condition |T b1,b2∩T b2,b3 | ≈ δ−2s roughlymeans
that there are ≈ δ−2s points in Ab1 × Ab3 such that the projection of these points is small
in a certain direction, determined by b1, b2, b3.
Consider a triple of distinct points b1, b2, b3 ∈ B3 with T b1,b2 ∩ T b2,b3 6= ∅. Fix T ∈
T b1,b2 ∩ T b2,b3 . Since T ∈ T b1,b2 , one has T ∈ Tp1 ∩ Tp2 for some unique pair of points
p1 = (a1, b1) ∈ A
b1 and p2 = (a2, b2) ∈ Ab2 .
Similarly, because T ∈ T b2,b3 , there exists yet another unique point
p3 = (a3, b3) ∈ A
b3
such that T ∈ Tp2 ∩Tp3 . In particular, gathering all the pairs (a1, a3) ∈ Ab1 ×Ab3 obtained
this way, one sees that the tubes T ∈ T b1,b2 ∩ T b2,b3 give rise to a subset
G′b1,b2,b3 ⊂ Ab1 ×Ab3 .
of cardinality
|G′b1,b2,b3 | = |T
b1,b2 ∩ T b2,b3 |. (4.48)
To see the cardinality claim, one needs to check that distinct tubes T, T ′ ∈ T b1,b2 ∩ T b2,b3
give rise to distinct pairs in (a1, a3), (a′1, a
′
3) ∈ Ab1 × Ab3 . For T and T
′, let p1, p2, p3
and p′1, p
′
2, p
′
3 be the unique points above. Suppose, for contradiction, that a1 = a
′
1 and
a3 = a
′
3, which means that p1 = p
′
1 and p3 = p
′
3. Then T, T
′ ∈ Tp1 ∩ Tp2 and T, T
′ ∈
Tp1 ∩ Tp′2 . This implies that p2 6= p
′
2, since otherwise two tubes in T, T
′ ∈ Tp1 ∩ Tp2 would
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have been chosen to T b1,b2 contrary to the construction. But then T, T ′ are tubes both
containing the points p1 ∈ Ab1 and p3 ∈ Ab3 such that the union T ∪ T ′ contains two
distinct points p2, p′2 ∈ A
b2 . This contradicts the third "convenient extra assumption"
made at the beginning of the proof, and establishes (4.48).
From now on, restrict attention to triples (b1, b2, b3) ∈ B3 such that
min
i 6=j
|bi − bj| ≈ 1. (4.49)
Since the set of triples satisfying min |bi − bj| ≤ δCǫ for C ≥ 1 has cardinality no larger
than/ δCτǫ−τ |B|2 / δCτǫ|B|3 (using the (δ, τ)-set hypothesis ofB), a large enough choice
of C , depending on τ , guarantees that |T b1,b2 ∩ T b2,b3 | ≈ δ−2s holds for ≈ |B|3 triples
satisfying (4.49). Fix one such triple, and consider a pair (a1, a3) ∈ G′b1,b2,b3 . Recall how
such points arise, and the notation for p1, p2, p3. Let
L =
{
x =
a3 − a1
b3 − b1
y +
a1b3 − a3b1
b3 − b1
: y ∈ R
}
be the line spanned by p1 and p3; then, since p1, p2, p3 all lie in the common δ-tube T ∈ T ,
the line L passes at distance . δ from p2 = (a2, b2) ∈ Ab2 × {b2}, which implies∣∣∣∣a3(b2 − b1) + a1(b3 − b2)b3 − b1 − a2
∣∣∣∣ / δ,
using the fact that the tubes in T are nearly vertical. Recalling (4.49), this further implies
that ∣∣∣∣
(
a1 +
b2 − b1
b3 − b2
a3
)
−
b3 − b1
b3 − b2
a2
∣∣∣∣ / δ.
Consequently, if πb1,b2,b3 stands for the projection-like mapping
πb1,b2,b3(x, y) = x+
b2 − b1
b3 − b2
y, (4.50)
then πb1,b2,b3(G
′
b1,b2,b3
) is contained in the / δ-neighbourhood of
b3 − b1
b3 − b2
Ab2 .
Observing that N([(b3 − b1)/(b3 − b2)]Ab2 , δ) / δ
−s by (4.49), it follows that
N(πb1,b2,b3(G
′
b1,b2,b3), δ) / δ
−s. (4.51)
This holds for any triple (b1, b2, b3) ∈ B3 satisfying (4.49) by definition of G′b1,b2,b3 , but
the information is most useful, if |G′b1,b2,b3 | ≈ δ
−2s ≈ |Ab1 × Ab3 |, which holds for ≈ |B|
3
triples (recall (4.48) and (4.47)). Write
Fb1,b2,b3 :=
{(
a1,
[
b2 − b1
b3 − b2
a3
]
δ
)
: (a1, a3) ∈ G
′
b1,b2,b3
}
⊂ Ab1 ×
[
b2 − b1
b3 − b2
Ab3
]
δ
.
Recall that [r]δ stands for the largest number of the form δn, n ∈ Z, with δn ≤ r, and
[R]δ := {[r]δ : r ∈ R}. It follows easily from (4.51) (and recalling Ab1 ⊂ δZ) that
|{t1 + t2 : (t1, t2) ∈ Fb1,b2,b3}| / δ
−s.
Moreover, since |(b2 − b1)/(b3 − b2)| ≈ 1 for every triple (b1, b2, b3) satisfying (4.49), it
follows that |Fb1,b2,b3 | ≈ δ
−2s whenever (4.49) holds and |G′b1,b2,b3 | ≈ δ
−2s. For such a good
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triple (b1, b2, b3), the Balog-Szemerédi-Gowers theorem, Theorem 4.38, implies that there
exist subsets
D1b1,b2,b3 ⊂ Ab1 and D˜
2
b1,b2,b3 ⊂
[
b2 − b1
b3 − b2
Ab3
]
δ
such that |D1b1,b2,b3 |, |D˜
2
b1,b2,b3
| ≈ δ−s,
|(D1b1,b2,b3 × D˜
2
b1,b2,b3) ∩ Fb1,b2,b3 | ≈ δ
−2s (4.52)
and
|D1b1,b2,b3 + D˜
2
b1,b2,b3 | / δ
−s. (4.53)
Let
D2b1,b2,b3 :=
{
a3 ∈ Ab3 :
[
b2 − b1
b3 − b2
a3
]
δ
∈ D˜2b1,b2,b3
}
.
It then follows from the definition of Fb1,b2,b3 and (4.52) that
|Gb1,b2,b3 | := |(D
1
b1,b2,b3 ×D
2
b1,b2,b3) ∩G
′
b1,b2,b3 | ≈ δ
−2s. (4.54)
for a good triple (b1, b2, b3). Moreover, (4.53) easily implies that
N1 := N
(
D1b1,b2,b3 +
b2 − b1
b3 − b2
D2b1,b2,b3 , δ
)
/ δ−s. (4.55)
Finally, combining (4.55) with the Plünnecke-Ruzsa inequality, Theorem 4.39, gives
N2 := N(D
2
b1,b2,b3 +D
2
b1,b2,b3 , δ) ≈ N
(
b2 − b1
b3 − b2
D2b1,b2,b3 +
b2 − b1
b3 − b2
D2b1,b2,b3 , δ
)
/ δ−s (4.56)
for any good triple (b1, b2, b3). Since there are ≈ |B|3 good triples (b1, b2, b3), one can find
b1, b3 such that (4.54)–(4.56) hold for ≈ |B| choices of b2 (and so that (b1, b2, b3) remains a
good triple). Fix such b1, b3 ∈ B. Then, a simple Cauchy-Schwarz argument (similar to
the one before (4.16)) shows that |Gb1,b2,b3 ∩Gb1,b′2,b3 | ≈ δ
−2s for ≈ |B|2 pairs (b2, b′2), with
both (b1, b2, b3) and (b1, b′2, b3) being good triples. Now, one can finally fix b2 ∈ B such
that (b1, b2, b3) is a good triple, and
|Gb| := |Gb1,b2,b3 ∩Gb1,b,b3 | ≈ δ
−2s (4.57)
for ≈ |B| choices of b ∈ B such that (b1, b, b3) is a good triple. I denote the set of b ∈ B
satisfying these conditions by B0. With (4.55) in mind, write
cb :=
b− b1
b3 − b
, b ∈ B0,
and abbreviate c := cb1 (note that |c|, |cb| ≈ 1 for all b ∈ B0 by (4.49)). Also, write
D1 := D1b1,b2,b3(δ) and D
2 := D2b1,b2,b3(δ),
whereR(δ) stands for the δ-neighbourhood ofR ⊂ Rd. To complete the proof, I repeat an
argument of Bourgain (see p. 219 in [2]). Assume for a moment that x ∈ cD2 ×D2 ⊂ R2
and b ∈ B0. Then χ−Gb(δ)−y(x) = 1, whenever
y ∈ −Gb(δ) − x ⊂ −(D
1 ×D2)− (cD2 ×D2) = −(D1 + cD2)×−(D2 +D2),
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(the first inclusion uses (4.54) and (4.57)) and the Lebesgue measure of such choices y is
evidently L2(Gb(δ)). This gives the inequality
χcD2+cbD2 ≤
1
L2(Gb(δ))
∫
−(D1+cD2)×−(D2+D2)
χπb1,b,b3 (−Gb(δ))−πb1 ,b,b3 (y) dy, b ∈ B0,
(4.58)
by the definition of πb1,b,b3 (see (4.50)). Indeed, if t ∈ cD
2 + cbD
2 = πb1,b,b3(cD
2 × D2),
then t = πb1,b,b3(x) for some x ∈ cD
2 ×D2. As discussed above,
t = πb1,b,b3(x) ∈ πb1,b,b3(−Gb(δ) − y) = πb1,b,b3(−Gb(δ)) − πb1,b,b3(y),
whenever for y ∈ −Gb(δ)− x ⊂ −(D1 + cD2)×−(D2 +D2), and the set of such points y
has measure L2(Gb(δ)).
Finally, integrating inequality (4.58) and recalling (4.55), (4.56), (4.51) and (4.57), one
obtains
L1(cD2 + cbD
2) .
(N1δ)(N2δ)
L2(Gb(δ))
L1(πb1,b,b2(Gb)) / δ
1−s, b ∈ B0. (4.59)
However, D2 × D2 is the δ-neighbourhood of a generalised (δ, 2s)-set in the plane, so
Bourgain’s discretized projection theorem, Theorem 5 in [2], can be applied with α :=
2s < 2 =: d. If µ1 is the normalised counting measure on the set {cb/c : b ∈ B0}, then it is
not hard to check that µ1 satisfies assumption (0.14) from [2] for any τ0 > 0 and some κ >
0 depending only on τ (using the fact that B0 is a (δ, τ)-set with |B0| ≈ δ−τ ; if preferred,
this is even easier to check, if one first reduces B0 slightly so that the the derivative of
b 7→ cb has absolute value ≈ 1 uniformly for b ∈ B0). Thus, the conclusion (0.19) of [2]
states that some cb/c with b ∈ B0 should satisfy L1(D2 + (cb/c)D2) ≥ δ1−s−ǫ2 for some
constant ǫ2 > 0 depending only on s and τ . Recalling that |c| ≈ 1, this evidently violates
(4.59). A contradiction is reached, and the proof of Proposition 4.36 is complete. 
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