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1.は じ め に
システム ・タイナ ミヅクス(以 下SDと 略記)手 法は大規模な社会 ・経済シ
ステムの分析に,し ぽ しば用い られることは周知のことである。経済 システム
の分析に限定すれぽ,充 分なデータが整 っているので,理 論 と検証性の点から
も計量経済モデルが優れていることはいうまでもない。 ところで社会システム
を分析す る上では経済システムの枠組の中に拘われることな く,む しろその外
に問題の目が向けられねばならない。そこには充分なデータが整っていないこ
とが多 く,ま た,あ った としても,数 量化されないもの,数 量化されていても
共通の単位に還元できない(noncommensurable)こ とがある。 さらに過去のデ
ータが必ず しも,将 来にわたるシステムの構造を物語ってはいない こ と もあ
る。 この ような困難な状況を考慮すればSD手 法の存在理由は否定できない と
いえ よう。SDモ デルに限らず,社 会 システムに対 し数理科学的なアプローチ
を試み る者の共通の悩みは,モ デルが現実のシステムをいかに適格に表現して
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いるかを確認することである。 通常,モ デルの利用者,即 ち意思決定者(De-
cisionMaker,以 後DMと 略記す る)は,何 らかの意味で予測に関する情報を
目的 としてモデルを利用する。その場合,シ ステムの構造的変化,外 部環境の
変化,価 値観の変化などが,モ デルを将来に延長 して用いる場合に問題 とな
る。悲観的な見地に立つなら,モ デルから得 られる情報 の有効性は,将 来の不
確定要因の陰に隠れてしまい殆んど失われでしま うことになろ う。 しか し,
DMは 将来に関する決定を迫まられるとき,何 らかの情報に頼ろうとす る・そ
れは,DMに 決意を促す ものであるだけでな く,決 定のプロセスを説明し,か
つ説得できるものでな くてはならないが,そ れ以上のものではない。つまり,1
事後評価において,絶 対に正 しい決定であることを保証するものではあ り得な
い。予測値は,し ば しぼ目標値 となることがある。その場合,事 後評価におけ
る現実 とのずれをモデルを用いて説明しうることが望ましい。た とえば,モ デ
ルに組込まれたパラメータ値の見込み違いとか,あ るいは,モ デルに組込 まれ
ない突然起った外部環境の変化などである。
SDモ デルの利用法は上述のようにモデル操作の結果を直接意思決定に結び
つけるよ り,む しろ,DMが モデル操作により訓練を受け,シ ステムの性質を
よく把握することである。つま り政策決定者 としての腕(感)を 磨 くことにモ
デルの意義があるといえる。複数の政策決定者が意思決定をしようとするとき
には,コ ミュニケーションの媒体としてモデルを位置づけることができる。
モデルをどのように用いる場合でも,DMは モデル操作の結果に一定の評価
を与える必要がある。DMは 通常,明 確な評価基準に照 らしてこれを評価する
ことをせず,た だ漠然 と眺めるだけである。DMの 価値構造が明確にされない
ためである。DMが 複数の場合は,集 団意思決定(groupdecision,皿ak ng)の
問題が提起 される。彼 らは通常,価 値構造の異なるグループの代表者である。
各 自の価値構造が明きらかにな っていれば,nonoom孤ensurableな 要因を調整
することができるので,交 渉を通 じて全体の調整が計られる。
DMが モデルを政策決定のために利用 しようとするときは,政 策パラメータ
を種 々変化させなが ら,探 索が試み られる。 しか し,可 能なパラメータ値の組
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合せの数が多いと,処 理時間の点でtrialanderrorの 限界を越えてしまう。
た とえそれが可能であったとしても,DMの 価値観に矛盾 しない序列をつける
ことは容易でない。 そこでDMは モデルと対話による学習プロセスを通 じて
彼の価値構造を明きらかにしようとする立場をとる。
以上は,本 論で提案する多 目標最適化手法の背景である。
DMは 端末器の前で複数の評価関数の各々に対 して,暫 定 目標値を設定す
る。 これに対 してモデル(マ シソ)は その値に対 して実現可能性を調べ可能な
らそのときの政策パラメータの値を返す。DMは さらに改善を望むなら,よ り
望ましい暫定 目標値を設定する。このようにしてマγ ・マシソ ・イソタラク
ティブに操作は進め られる。原則 として目標値は段階的に設定されるが,特 別
なケースとして各 目標値 とその優先順位を予め指定し,優 先順位の高い順に目
標値を満た してゆ くこともできる。 この方法は線形計画法における目標計画法
(goalprogramming)と 同様のアプローチである[5]σ
マソ ・マシソ・イ ンタラクティブな多 目標最適化手法に対して,こ れまで多
くの提案が出されているが1),そ の多 くは,こ こに提案す る方法 とは逆に,ま
ずマシンが暫定解を提示し,マ ソ(DM)が それに評価を与える。満足であれ
ばそれを解 とし,そ うでないとき,不 満 と思 う評価関数にその限界値を応答す
る。マシンはそれを制約条件とする新たな暫定解を提示す るという反復過程が
構成される。この とき暫定解は非劣解(パ レート解)上 か ら求め られるのが通
常の方法であるが,Geoffrionら は非劣解上にない可能解集合の中の任意の初
期解から始めて,DMの 選好解(非 劣解上の妥協解)に 逐次近づけてゆ く方法
を提案 している[2]。 先に提案 した方法に類似 しているので比較 のために彼の
方法をSDモ デルに適用 してみた。 ただ し,彼 は,パ ラメータを改善する際
に,そ の方向と大 きさに関す る情報をDMに 問 うているが,こ こでは簡単の
ために,大 きさに関 しては一定 とした。本論で述べる2つ の方法を要約すると,
(1)1対 比較法(GeoHrion):DMが 応答した各評価値間の トレー ド・オブ
比の逆数を各評価関数の増分にウエイ トとして乗 じたベクトルを合成 して
1)文 献[81192頁 一193頁 。
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パラメータの改善方向とす る(こ の方向はDMの 効用関数の最大増加方
向と見敏 され る)。
(2)暫 定 目標値を与える方法:DMが 応答 した暫定 目標値 と実現値 との差
の相対値を ウエイ トとし(1)と 同様にパ ラメータの増分を決定 し,こ れを
暫定 目標値が達成されるまで反復 し,こ れでマン・マジソの一反復が終了
す る。そこでDMは さらに暫定 目標をより望ましい値に改善する。
この値が実行可能でないなら,目 標値を下げるとい った逆向きのプロセスが
必要となることもある。暫定 目標値は,下 限値に設定 されるので解は一定の領
域を形成す るが,こ のときDMの 選好解が常にこの領域に含まれている必要
がある。 これは多分 にヒューリスチ ックな方法であ り,常 に選好解に収束す る
保証はないが実験例では満足する解が得 られた。 これに反 して,一 対比 較 法
は,筆 者が このモデルでSDの 役割を演 じた限 りでは失敗に終った。評価関数
間の トレー ド・オフ比を指定することは容易でな く,か な りいい加減な値を答
えざるを得なかったからである。
SDモ デルの政策パラメータの決定に最適化手法を適用 した例は,Burns,拙
稿[3]に 見 られるが,い ずれも単一評価関数について論じられている。しかし,
社会システム ・モデルは本質的に多面的な評価を前提にしてお り,従 来SDモ
デルの利用はこの観点に立っていた。ただ し評価はDMに 依存 し,パ ラメー
タ探索もDMの 感に頼っていた。 したがって多評価関数最適化モデルは充分
意味のあることと思われ る。
この方法で最適パラメータが求まっても,そ れが実現不可能であれぽ意味を
持たないので,こ の点はDMが モデル操作の段階で考慮す る必要がある。
2.目 標 関数 の導 入
通常,SDモ デルには 目標関数は設定されない。好ましいパラメータを見出
すには,DMが い くつかの変数の時系列,平 均値,も しくは計画最終年次の値
などを総合評価するとい う過程を試行錯誤する必要がある。前述 したようにこ
の方法では首尾一貫 した評価が下せない。そこでパラメータ最適化のために複
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数 の 目標(評 価)関 数を 導入す る。
SDモ デルは,連 立差分 方程 式で記述 され る。 レイ ト方程式 と補助方程式 は
逐 次代入す るこ とに よ り,レ ベル変数 κ とパ ラメー タ ρ を用 いて次の ように
表わせ る。
£=ノ(罪,,ρ の,職 一'o=κo(初 期値)
κ'=(κ1,●亀',κη)
ρ』(ρ1,…,ρ 魏)
〆'=(ん …,ノ 憂)
ここに ρ は政 策パ ラメータ(制 御対 象 とな るパ ラメータ)の みを示 し,他 の
パ ラメータや定数 は明示 していな い。
評価 関数は凸性 を保証す るために,変 数 の二 乗累積和 で与え る。第 ゴ評価関
数 を ゐ とす るとき,
ゐ(ρ)一∫;藷1(橘 ・)4ち(ゴ ーL… ・1)
ち,む はシステムの開始時刻 と終了時刻をそれぞれ表わすQ
ノ(ρ)は ρ を固定 してDYNAMOに よるシミュレーシ ョソを1回 走 らせる
と1組 だけ求まる。
パラメータ ρ に関す る最適化を行 うには,反 復回数が相当大きくな り,コ
ンピュータとの対話における応答時間を実用的な範囲に入れるには,モ デルを
何 らかの方法で縮少す る必要がある。
3.多 目 標 最 適 化
3・1一 対 比 較 法
DMの 効用関数を前提にす る必要はないが説明の都合上存在するものとする
(σ)。この方法は,パ ラメータ空間において σ の最大増加方向をマン・マシン
・インタラクテ ィブに求め,こ の方向に進む ことに より,選 好解を達成 しよう
とする方法である。さらに,DMは 効用関数 σ のパラメータに関する増分を
直接知 らないが,効 用関数の各評価関数に対す る増分は,ト レー ド・オフ比か
ら近似的に知ることができるとい う前提に基いている。パラメータの改善方向
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をSと す れぽ,
・一霧 一(寄)～ く霧 ・s'一(s1・・…)
ここに ∂σノ∂ノ はZ個 の要素を もつ ベ クタ,∂ ノノ砂 は 」×勉 のサイズを もつ マ
トリクスであ る。 い ま3方 向へ の探索 を行わず一定倍 率6を 乗ず る もの とす
る と,第 々+1反 復 におけるパ ラメータの値 ρ嗣 は,
ρ盈+1=ρ海+4s
で与 え られ る。反 復終了条件 は,
isl<・ ・(r>o)
で与 え られ るが,実 際 には この条件 が満 た され な くとも,DMの 満 足基準を達
成 した とき終了すれ ば よい。
3の 定 義式 の ノσ1∂ノ をマ ン(DM)が 与え,∂/1妙 をマ シン(コ ン ピュータ)
が与 え る ことに よ りSが 求 め られ る。
次に ∂σ1∂ρ と ∂11∂ρ を導 出 しよ う。
(a)∂ σ1∂1の 導出
」個 の 目標関 数の中 の1つ た とえば第1目 標 関数 を基 準に選び,ど の値 の一
単位 が他 の夫 々の 目標関数値 の何単位 と トレー ド ・オ フされ るか をDMに 問
う。DMは 効用 関数 につい てあ ま り知 る必要 はないが,次 の式 を満 たす隣 を
求め られ る。 ・
σ(ノ1,…,ゐ,、…,J,)=σ(ノ1,…,ゐ 一α,,…,ゐ 十1)
ここに得 られた σ∫は,基 準 目標関数 値を単位 とす る第 疹目標 関数値 の限界代
替 率を表わす ので,1妬 は基準 目標 関数値 を単位 とす る,第 づ 目標 関数 値の
限界 価値,つ ま り ∂切 ∂ゐ と考 えて よい。(図 一1参 照)。
したが って ∂σノ∂ノ は,
寄一俵 …壱 ……・詣 ・)
で与 え られ る2)。.
2)筆 者は ∫ の増減量を絶対値ではなく百分率で指定した。したがって ∂0ア∂み はすべ
てディメソジョンをもたない。
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図一1
(b)∂ ノ1∂カ の導 出
関数 ノ(ρ)の ρ に関す る増分 はま ともに求 め ようとす る と容易ではな いが,
M工TのSDグ ル ープが用 いた感度分析 に用いた手法 をその まま適用 した[9]。
筆者 は 同 じ手法 で,感 度分析 を試みた[4]。
∂ノ1∂ρ の第 ∫行第 ゴ列 の要 素(∂1ノ ∂ヵ∫)は,第.ゴ 目標関数 の第 ノ パ ラメー
タに対 す る増分,も し くは感 度を表わ してい る。
{亟∂カ}、、』 ρ+δ笥 誇(ρ)}1ゐ(♪と(ゴ 為…・1・ノー 為…・彫)
δρノ=(0,…0,δ ρゴ,0,…,0)
ノσノ∂ノ に合わせ て ∂刀砂 も相対化 し非 ディメ ソシ 耳ン化 してあ る。行列 ∂11の
を求め るには,標 準 パ ラメ ータの他 に,各 パ ラメータ値 を一定量3)増 加 した 勉
通 りのパ ラメー タ,合 わ せて 翅 十1通 りのパ ラメータにつ いて シ ミュレー シ ョ
3)δ あ/ρ,・=0,1(10%)と した 。
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J1
1ノ 非劣解曲線
1× 垂
a1∂P
図 一2
ソを実行す る必要がある。DYNAMOIIIの 配列機能を用いることに より,
勉+1通 りの解が同時に得られるため,∂ 刀∂ρ も直ちに求められる。なおこの
値は,各 評価関数のパラメLタ に関す る感度を表わ しているので,DMに 有用
な情報を提供することになる。
次にこの手法の図式的な解釈を試み よう。 図一2は 吻=2,π 冨2の 場合につ
いてパラメータ空間に評価関数(み,/2)と 効用関数(の の無差別曲線が描か
れている。 さらに評価関数の無差別曲線が接する点を連ねた線 として非劣解が
示 されている。初期パラメータρo(非 劣解上にない)か らスター トして,や が
て非劣解上に達 し,DMの 選好解 力*に 到達する様子が描かれている・ρoか
ら ρ1を 得る手続 きは,ま ず ∂11ノ砂,∂12ノ砂 を機械的に求め,一 対比較法によ
り得 られた α1に よリウエイ ト付けられた2つ のベ クタを合成 し か を得る。
この方向は ρoに おける効用関数の無差別曲線に直交 していると考えられる。
反復の途中で非劣解に達すると,こ の点での ∂/1砂 は逆向きになるため,以
後,非 劣解曲線上を辿 る。非劣解曲線でのみ,一 対比較法によって得られた αξ
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図一3
は真の意昧での トレー ド・オフ比を与える。厳密には,∂ カ が無限小ではない
から非劣解曲線の周 りにジクザ クを描いて,選 好解に向って移動する。 したが
って,ρ の刻み巾は,非 劣解曲線か ら大きく逸脱 しないように選ぶ必要が あ
るo
今度は評価関数空間に描いてみよう(図一3)。実行可能領域内の10(ρo)か ら
スタートして,選 好解1*(ρ*)に 到 る様子が描かれている。 この図で,非 劣解
曲線 と σ の無差別曲線は1*(ρ*)に おいて接 していると考えてよい。DMは,
端末ディスプレー上の各評価関数値が,同 時に改善 されなくなることから非劣
解に達 したことを知ることができる。
3.2目 標値を逐次狭めてゆ く方法
一対比較法 と異なる点は,∂刀∂カ の算出法にある。第 々反復におけるDM
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の暫 定 目標値 を,ノ1(ρ)4)と す る。
次に距離 礁(ρ)を,
41(ρ)=〃zακ[o,{ノ1(ρ)一 ノ∫(ρ)}1/1(ρ)]
(6=1,…,1)
で定 義す る。 式か ら分 か る よ うに,誘(ρ)は,第 臥 目標 関数 の相対 的な不達成
度 を示 してい る。41(ρ)が 大 きい ことは,目 標値 と実現値 のギヤ ップが大 きい
こと,し たが って,ゐ(ρ)の 限界 効用が 高い と考えて よい。 そ こで,誘(ρ)(X
∂ひノ∂ゐ(ρ)と 見倣 す ことにす る。式 中の ゐ(ρ)は,マ ン ・マ シ ンの一反 復 の間
に41(ヵ)=0,つ ま り ノ1(ρ)≦ ゐ(ρ)5)が満た され るまで,自 動的 に反復 され る。
反復過程 で 目標値 に近づ くに した がい,41(ρ)が 零に近づ くため,収 束が遅 く
な るので,一 定 の正数(ε)を 加えた ものを用 い る。3.1のsを 求 め る 式 の
∂σ1∂ゐ の値 を次式 で定義す るこ とにす る。
募=41(ρ)・ ・+・(創 ・>o)
第 ん反 復にお いて,薦(ρ)=0σ=1,…,1)なら第 海 暫定 目標 値が達 成 された
こ とにな る。 そ こでDMは 第 軒1暫 定 目標値 を設 定 し,同 様 の操作 を続け
る。 究極的 な 目標 値(こ の値は予め設定 してお くか また は対 話 の段階 で設 定 し
て もよい)を 達成す る と終 了す る。 究極的 な 目標値 を 刀 とす る とき,
ノ野+1≧1;>11
が成 立す る とき,反 復を止 め る。
この とき,
(a)41(ρ)=06)(♂1,…,」)
が成 立つ とき,解(ノ 嚇,グ)が 得 られ;成 立 たない とき,つ ま り,
(1))4,(ρ)≒0(forsome6)
4)は じめは暫定目標値が実行可能領域に入るように充分余裕をもって設定する必要があ
る。
5)ゐ が σ の増加関数の場合を示している減少関数のときは41の 定義式はマイナス符
号をつけ,ノ タ≧み とする。
6)41(ρ)≡ ノ;(ρ)一ゐ(ρ)
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なら,妥 協解が得 られ る。 この場合には,未 達成の4;に つき,そ の総和,も
しくは最大偏差を最小にす ることによ り改善を計ることができる。
図一4はパラメータが改善される様子を示している。現在 々-1反 復にあ り,
パ ラメータは が一1にある。々反復に入 りDMが 暫定 目標 ア を指定す ると,
現在の値 とのヂ ャヅプ 誹 を求め,各 評価関数の最大増加方向にζの値を ウエ
イ トとして乗 じ準 ものを合成し一定の大きさ進めると が一1に達する。〃『1は
鴻 を満たすが オ を満たさないか ら う嗣 において が一1と同様の手続きを繰
り返す。今度は 硝=0で あるから,∂ノ1ノ砂 方向に引っばられ,鴻 と 鴻 を同
時 に満す 点 が に達す る。
ここでの反 復回数 は増加パ ラメ ータの大 ぎさに依 存す る7)。
この よ うに して,パ ラメー タ空 間におけ る解(暫 定 周標 を満す パ ラメ ータ領
域)を 次第 に小 さ くしてゆ き,そ れ が一 点 グ に収束 す るな ら,こ の点 はDM
7)パ ラメータ増分の大きさの選び方が悪いと オ の外に出てしまうこともある。
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図一7
の選好解であ る(図一5参照)。
評価関数空間でこの様子を眺めた ものが図一6である。解集合が次第に小さく
な り,非 劣解上の一点に収束している様子が描かれている。
DMは 常にこの図に描かれているように,暫 定目標値を指定できるとは限ら
ない。可能領域の外に1彦(カ)を 設定す ると,マ シンは,た とえば図一7にある
ように,い ずれか一方のみの目標を満たそ うとす るので,解 に収束することな
くいつまでも振動 している。ディスプレイ上に出る ノPの値を眺めていると気
付 くので,一 旦止めて,目 標値を下げて,や り直す とよい。
3・3各 評価関数の 目標値とその優先順位 を予め指定する方法
この方法は3.2で 述べたものの一つの使用方法を示 したものである。線形計'
画法において,複 数の目的関数を同時に考慮する問題は 目標計画法(goalpro9・
ramming)と して知られている[5]。 この方法と類似の考え方を前節の方法に
適用 しよう。
一反復で一つの目標値を達成す るので,い ま,第 ゴ評価関数の優先順位を
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釈の とし,そ の目標値を/1ω とするとき,前 節の方法を適用す るとき,第 ん⑦
反復において,
/1=ノ1㈲,1卜o(ブ ξ{11々(1)〉々 ω})
とす る。つま り,現 在の優先順位 より低い目標は無条件に達成されるよう充分
小 さく設定 してお く。反復を進めてゆき,既 に達成された(し たがって優先順
位のより高い)目 標が不達成になるまで続ける8)。三次元の評価関数空間での
反復の様子を図一8に示す。球面ABCば 非劣解集合を表わ し,そ の内側は可能
領域 を示 している。 また ∠41∠42はノ1を,BIB2は ノ;をCIC2は ノ;を それ
ぞれ示 している。任意の初期解10か ら開始 して,ま ず優先順位第1位 の ノF;
?? 」
図一8
8)一 時的に不達成になり,そ の後達成されることが皆無ではないのでこの条件により自
動的に終了させることはできない。 、
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を満 たす よ うに 」11に 移動 し,次 に第2位 の ノ;を 満たす べ くノ2に 移 動す る。
しか し第3位 の ノ;を 満 たす こ とはで きない。 この とき,43を 最小にす る よ
うに探索 が進め られ るの で弧 ・4玉・42と 弧B、 β2の 交 点Dに ノ3が 移 動す る。
この点 は非劣解 であ り明 き らか にDMの 選好解 とな ることが分か るG
以上 は多 目標最 適化手順 のあ らま しであ るが,最 後に手順 のフ ローチ ャー ト
を掲げ てお く(図 一9,10)。
4.宮 城 ダ イナ ミックス ・モ デル の適用 例
このモデルは宮城県庁が向県の社会 ・経済の将来像を展望するために作成さ
れたものであ る。 筆者は同モデルを単純化 した モデルをつ くり,「シミュレ「
シ ョソ ・プログラムの最適化プロセスについて」[3コ,お よび 「ダイナ ミック・
モデルのパラメ、一タ感度分析」[4ユを発表 した。本論は,前 老を多 目標最適化
に拡張 したものと見ることができる。後老は,本 論で評価関数の増分を求める
計算にそのまま恋用されている。オ リジナル ・モデルはCSMPで 書かれ,667
変数を含む大規模なモデルである。人口,生 活,産 業,土 地利用,環 境,公 共
サービスの6セ クタに分かれてお り,主 として産業活動への投資が他のセ クタ
ーにどのような影響を及ぼすかを調べることがね らいであった。簡略 モデルに.
ついては,モ デル作成の基本的考え方,具 体的な方法,モ デルのプログラムな
ど前者に詳 しく述べてあるので再掲 しない。
評価関数 と,制 御パ ラメータを何に選ぶかはDMに 任せられる問題である
が,こ こでは次の ように定めた。
ノ=(人 ロ,生 活指標,環 境容量)
ρ=(緑 地規制,出 生率,経 済成長率)
生活指標,環 境容量,経 済成長率は基準年次(1970年)を1と する比率であ り,
緑地規制は緑地の百分率がそれを下廻ると急激に環境が悪化されると考えられ
る基準を示す。出生率や経済成長率はこれを直接 コントロールす ることは出来
ないが,こ こでは敢えて ρ に含めた。
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5.結 果
一対比較 に よる方法 は,実 際 に試行 してみ て分か った ことであ るが,反 復の
都 度DMが 介入す るので解 を得 るのに長 時間 を要す る。 しか し最大 の欠 点は
DMに 評価関数 間の トレー ド・オ フ比 を要 求す るこ とであ る。DMに 正 しい
と確信 す る値 を返答 させ ることは困難 であ る と思 われた。 筆者 がDMに な っ
て実験 したが途 中で断念 して しまった。 しか し何 らか の改 良の余地はあ る と思
わ れ る。'も う少 し時 間を短縮す る ことがで きれぽ,何 度 も繰 り返す こ とが でき
るので,学 習 プ ロセスを通 じてDMに トレー ド・オ フ分析 に対す る感 が養わ
れ るか らであ る。
これに反 し,目 標値 を逐次改善 してゆ く方法 は,こ の実験例 で判断す る限 り,
非常 に操作 も簡 単で うま くい くことが分 か った。 とはい って も,増 分 パ ラメー
タの大 きさ(Cと ε)を 勝手 に与 え ると解 が振 動 して しまい,適 当な値 を求め
るには試 行錯誤 が必要で あった。
結果 の一例 を表一1に 示 した。 表中 の 々 は,マ ン ・マ シ ンの対話 の数を,π
は,一 対話 の間でDMの 応答 した暫定 目標値 を達成す るに要す るマシ ンの反
復回数 を示 す。 ノ3は 環境 容量を表わす ので,ハ ノ2と は逆 に,暫 定 目標値 を下
廻 るこ とに よ り目標 が達成 され るこ とに注意 したい。 まずDMカ ▽ 』(3350,
1.8,3.6)を 応 答す る とマ シンは7回 反復 して,ノ=(3357,1.86,3.24)およ
び ρ』(76.2,21.25,4.60)を返す。1は 明 きらかに 目標 を達 成 してい るの
でDMは 次に/1よ り少 し高い暫定 目標 ノ2を 応 答す る。々=3で,ノ3=(3440,
表 一1
・例 ノ・(目灘) 1 1(達 成値) 1が(パ ラ・一殖)
1
2
3
7
2
5
10
(3350,1.8,3.6)
(3400,2,0,3.6)
(3440,2.2,3,6)
(3357,1.86,3.24)
(3409,2.01,3.44)
(3439菅,2℃22,3.59)
(3442,2.24,3.61菅)
(76.2,21.25,4.60)
(76.3,21.45,4.53)
(76,1,20,97,4.43)
(7〔瓦08,20.88,4.41)
(注)聾 印は目標を達成していない。
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2.2,3.6)に 対 しては,少 な くとも π《10で は目標は達成 されない(*印 は
目標値を達成していない)。 ここで が,/(ρ)を 解 とするか,あ るいは ノ3を 少
し緩和 して再度試行す るかの選択することができる。 しか し,最 適パラメータ
値を厳密に求め るととよりも,最 適解に向ってパラメータがどのように移動し
てゆ くかなど解の動態を眺めることの方が より意味のあることである。 したが
って,モ デルを より有効ならしめるには,DMが 次の暫定 目標値を指定す ると
き,単 にそのとき実現 している評価値,あ るいは,評 価値の時系列データを眺
め るだけでな く,通 常のSDモ デルの分析法を併用する必要がある。その為に
は,最 適解に関す る情報のみならず他のシミュレーシ ョソ結果も必要に応 じて
ディスプレイ上で眺められるよ うな工夫が必要であろ う。 さらにDMが 確た
る評価基準をもたないときは,評 価値のパラメータ依存性(∂ 刀∂ψ)に より,
暫定 目標値が左右される。つま り,多 少のアソパラソスが生じるのを覚悟の上
で,特 定の評価関数を効率よく高めていくこともある。これは明きらかに,パ
ラメータを移動す るコス トを暗黙のうちに含めた効用関数が再構成されたと見 .
ることができる。
6.お わ り に
本研究は,現 実のシステムを充分 よく説明できるモデルが既に構築されてい
るとい う前提の もとに,そ の最適化を目指 した ものである。だが実際にはこの
前提を満すことが最重要な課題である。そこで本研究をモデルの構造同定に応
用できないであろうか。現実 とモデルの間の乖離は単一釈度では充分には表現
できない。現実のシステムの種々の特性を目標関数(評 価関数)と し,制 御パ
ラメータの代 りに推定すべきパラメータ(初 期値は適当に与える)を,モ デル
の特性が 目標(現 実の特性値)に できるだけ近づ くように制御する問題を解 く
ことができるなら,本 論がモデル構築の道具を提供することになるかも知れな
い。今後の課題の一つ としたい。
・
o
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