Treating computer simulation studies as statistical sampling experiments subject to established principles of experimental design and data analysis should further enhance their ability to inform statistical practice and a program of statistical research. Latin hypercube designs to enhance generalizability and meta-analytic methods to analyze simulation results are presented.
Introduction
Computer simulation studies represent an important tool for investigating statistical procedures difficult or impossible to study using mathematical theory or real data. Descriptors of these studies vary (e.g., statistical experiment, Monte Carlo simulation, computer experiment), but the examples of Hoaglin and Andrews (1975) and Hauck and Anderson (1984) are followed here with use of the term simulation studies. Extensive descriptions of simulation studies can be found in Lewis and Orav (1989) and Santner, Williams, and Notz (2003) .
In the behavioral sciences simulation studies have been used to study a wide array of statistical methods (e.g., Cribbie, Fiksenbaum, & Wilcox, 2012; Depaoli, 2012; Enders, Baraldi, & Cham, 2014; Hu & Bentler, 1999; Tomarken & Serlin, 1986) . The general goal of these studies is to provide evidence of the behavior of statistical methods under a variety of data conditions that improves statistical practice and informs future statistical research. The goal here is to encourage methodological researchers to treat these studies as statistical sampling EXPERIMENTAL DESIGN AND DATA ANALYSIS IN SIMULATION 4 experiments subject to established principles of experimental design and data analysis.
An underappreciated facet of simulation studies in statistics is their role in enhancing the reproducibility of scientific findings. The importance of reproducibility has gained momentum in numerous scientific arenas because of growing evidence that many findings cannot be replicated (Stodden, 2015) . Concerns over reproducibility and the role of statistics were captured in Statistics and science: A report of the London workshop on the future of the statistical sciences (2014) which noted: "The reproducibility problem goes far beyond statistics, of course, because it involves the entire reward structure of the scientific enterprise. Nevertheless, statistics is a very important ingredient in both the problem and the remedy." (p. 27) Simulation studies in statistics can increase the likelihood that scientific findings can be reproduced by providing evidence of the impact of data that are perturbed on estimators, tests, bootstrapping methods, parameter estimation algorithms, model alterations, etc., and subsequent inferences (Stodden, 2015) . Hoaglin and Andrews (1975) argued that simulation studies should be treated as statistical sampling experiments subject to established principles of research design and data analysis. Special attention is given to experimental design in simulation studies, because of its centrality in a research study and its ability to produce effects of interest, guide analyses of study outcomes, and enhance generalizability of study findings. Hoaglin and Andrews (1975) reviewed a sample of published studies using simulation methods and offered a harsh assessment of the state of the art: "Statisticians (who, of all people, should know better) often pay too little attention to their own principles of design, and they compound the error by rarely analyzing the results of experiments in statistical theory" (p. 124). Gentle (2003) reiterated this point: "A Monte Carlo study uses an experiment, and the principles of scientific experimentation should be observed." (p. vii) Hauck and Anderson (1984) surveyed studies in five statistics journals and reported that 216 (18%) studies used simulation methods and found little evidence that the recommendations of Hoaglin and Andrews (1975) were being adopted. Harwell, Kohli, and Peralta-Torres (2017) updated the Hauck and Anderson (1984) results by surveying studies in six statistics journals between 1985 and 5 2012 and found the use of simulation studies had basically doubled since 1984, but less than 5% of 371 simulation studies used an identifiable experimental design. Harwell, Kohli, and Peralta-Torres (2017) also reported that 99.9% of these studies relied exclusively on visual analysis of simulation findings (i.e., "eyeballing" the results).
Computer simulation studies as statistical sampling experiments
It is important to emphasize simulation studies have made critical contributions to improving statistical practice; however, the recommendations of Hoaglin and Andrews (1975) imply that treating a simulation study as a statistical sampling experiment can further exploit the ability of these studies to inform statistical practice and a program of statistical research. The latter reflects the case in which a simulation study is part of a research program that includes previous studies whose results inform the conceptualization and execution of a proposed simulation study. The aim of the current study, therefore, is to encourage methodological researchers in the behavioral sciences to routinely treat computer simulation studies as statistical sampling experiments to fully exploit their strengths.
Experimental Design
Experimental design should play a crucial role in simulation studies because of its ability to produce effects of interest, guide analyses of study outcomes, and enhance generalizability of findings. The latter is particularly important because of concerns that generalizability of simulation study findings is frequently limited due to the way that values of simulation factors are selected (Paxton, Curran, Bollen, Kirby, & Chen, 2001; Skrondal, 2000) . Modeling realistic conditions such as skewed data and small sample sizes is essential to generalizing simulation results in ways that improve statistical practice; our focus is designs that support generalizing results to simulation factor values beyond those explicitly modeled, which should further enhance generalizability and improve statistical practice. Santner et al. (2003) defined inputs in a simulation as numerical values of simulation factors that collectively define the experimental region which in turn define the design. Thus experimental design is a specification of values of simulation factors in the experimental region at which we wish to compute an outcome. Input values are sampled from a defined pool of values using one of several sampling methods. The sampling methods are labeled space-filling, because they fill the experimental region in some fashion. More formally, an experimental design is defined by a matrix in which the columns correspond to simulation factors whose elements are researcher-specified numerical values for EXPERIMENTAL DESIGN AND DATA ANALYSIS IN SIMULATION 6 the factors, and whose rows represent a combination of input values that define so-called design points. Consider the full factorial case in which all combinations of factor levels are examined. Let m k represent k factors with m values (levels) which are being investigated using m k input values; for two factors the experimental region is defined by m k 1 by m k 2 input values. For example, a binary factor (F 1 ) with researcher-specified values 10 and 20 crossed with a second binary factor (F 2 ) with values 18, 29, and 34 produces the values in Table 1 . Factor levels are typically recoded for simplicity, for example, −1, 0, and +1 in Table 1 , but this is not necessary (Sanchez, 2007) .
The above design has six design points defined by the six rows in Table 1 with the coded values in a row representing inputs. In full factorials space-filling is the result of sampling the entire pool of researcher-specified simulation factor values. This practice generates a predictable pattern of space-filling that may answer specified research questions but can limit generalizations. An alternative to full factorials are incomplete fractional factorials. Skrondal (2000) described how these designs can be used in simulation studies in ways that enhance generalizability by employing more conditions than would typically be used in a full factorial because higher order interactions (reflected in combinations of factor conditions) are not modeled. These designs are especially appropriate for enhancing generalizability when there are many factors that take only a few values.
Space-filling by random sampling.
A related class of designs used to increase the generalizability of simulation findings relies on random sampling methods for space-filling (Santner et al., 2003) . In some cases generalizability is increased by spreading points evenly over the experimental region, whereas in other instances points are concentrated on the boundaries of the experimental 7 region. One sampling method involves defining a pool of design points (with associated input values) assumed to follow a uniform distribution and taking a simple random sample.
Consider an exemplar simulation study investigating the impact of different numbers of clusters, within-cluster sample size, and distribution of cluster residuals when estimating fixed effects and the Type I error rate of tests of these effects for a two-level mixed (linear) model for continuous cross-sectional data. Suppose a pool of number of clusters (J) (J = 10, 11, 12, …, 50) was defined and a simple random sample taken; similarly, we could define design points as pairs of values of J and within-cluster sample size (n j ) that follow a uniform distribution (e.g., J = 10, 11, 12, …, 50; n j = 5, 6, 7, ..., 100) and take a simple random sample (assuming a normal distribution of cluster residuals for simplicity). This method should enhance generalizability relative to full factorials like that in Table 1 but may not spread design points evenly across the experimental region. Stratified random sampling can potentially enhance generalizability by identifying a stratification variable and selecting a point at random from each stratum. For example, we could define strata using n j (n j strata defined as 5-10, 11-15, …, 95-100) with a pool of values of J within each stratum (e.g., J = 10, 11, 12, …, 50) one of which is selected at random from each stratum. The resulting design points ensure space-filling as they include the entire range of values of n j as captured by the strata.
Perhaps the most widely recommended sampling method for space-filling to increase generalizability of simulation findings is Latin hypercube sampling, which generates a Latin hypercube design (LHD) (Santner et al., 2003) . Latin hypercube designs are a variation of traditional Latin squares and spread design points evenly across the range of an input. Santner et al. (2003) , Sanchez (2007) , and Viana (2013) illustrated the use of LHDs in simulation studies for relatively simple designs and pointed out their benefits generally increase with increases in k; Sanchez (2007) noted the number of points (and potentially the generalizability) increases linearly with increases in k.
Let p denote the total number of design points and assume low and high levels (values) for a factor F k are coded as 1 and p, and that the set of coded factor levels are 1, 2, …, p. A p×k design matrix for a LHD can be written as X = [x 1 x 2 … x p ] T where each column represents a factor and each row
) for i = 1, …, p represents a design point. In a LHD each factor is divided into p equal levels and one point is sampled at each level using a random procedure. Different optimization algorithms for LHD have appeared such as genetic-type algorithms, simulated annealing, optimum Euclidian distance, EXPERIMENTAL DESIGN AND DATA ANALYSIS IN SIMULATION 8 and column-pairwise optimization (Carnell, 2016; Viana, 2013) , and specialized software like the lhs package in R (R Core team, 2016) is needed to implement even simple LHDs. This software is illustrated below.
Exemplar simulation study.
The rationale for our two-level mixed model exemplar comes from a review of statistical theory and previous simulation results (Austin, 2010; Bell, Ferron, & Kromrey 2008; Clarke & Wheaton, 2007; Maas & Hox, 2004 , 2005 Maeda, 2007; Moerbeek, van Breukelen, & Berger, 2000) . This literature suggests the number of clusters needed to accurately estimate fixed effects and to have tests of these effects control Type I error rates at nominal levels is unresolved for non-normal cluster residuals. This prompted the research question: How many clusters are needed in a two-level model for continuous cross-sectional data with one predictor at each level for conditions of varying within-cluster sample sizes and non-normal cluster residuals to ensure: (a) accurate estimation of fixed effects and (b) statistical tests of these effects control Type I error rates at nominal levels?
For this simulation exemplar the statistical model with one predictor at each level was which implies the mixed model Y ij = γ 00 + γ 01 W 1j + u 0j +(γ 10 + γ 11 W 1j + u 1j )X 1ij + r ij . In equation (1), Y ij represents the (continuous) outcome score of the i th level 1 unit in the j th level 2 unit (cluster), β 0j and β 1j are the intercept and linear slope for the j th cluster, X 1ij is a predictor value sampled from an N(0,1) distribution), r ij is that level 1 unit's residual (r ij ~ N(0,σ 2 )), γ 00 is the average β 0j , γ 10 is the average X 1 ,Y slope within clusters, γ 01 is a slope capturing the effect of the level 2 predictor W 1j , γ 11 is the slope capturing the cross-level interaction effect, and u 0j and u 1j are cluster residuals for the intercept and slope models (Raudenbush & Bryk, 2002, pp. 100-103) . The fixed effects in equation (1) (γ 00 , γ 01 , γ 10 , γ 11 ) were set to zero to reflect the Type I error case meaning the mixed model underlying the data generation was simply Y ij = u 0j + u 1j X 1ij + r ij .
To specify simulation conditions we relied on statistical theory (Raudenbush & Bryk, 2002, chpt. 3) , previous simulation studies, and documented characteristics of large multilevel datasets (Hedges & Hedberg, 2007) . We 
  
was a 2×2 covariance matrix of random effects with diagonal entries τ 00 (variance of u 0j ) and τ 11 (variance of u 1j ), and covariance τ 01 . We specified τ 00 > τ 11 based on Lee and Bryk (1989) who reported a within-cluster variance for mathematics achievement data of 39.927 for their unconditional model, a between-cluster intercept variance of 9.335, and three between-cluster slope variances whose average was .75. Using values of 40 and 9 for σ 2 and τ 00 in the unconditional model in our simulation produced an intra-class correlation (ICC) of .19, which is consistent with the results of Hedges and Hedberg (2007) . The covariance component τ 01 was set to 0 based on simulation evidence that this value typically has little impact on the number of clusters (Maas & Hox, 2004 , 2005 Zhang, 2005) . The resulting pool of inputs in our exemplar study was specified as J = 10, 20, 30, 40, 50 (number of clusters), n j = 18, 29, 34, 44, 60, 68 (within-cluster sample sizes), and distribution = BVN ~ 09 40 0
(distribution of cluster residuals). n j values were selected at random from a range of 5 to 100, because there was no empirical basis for specifying particular values. Data were simulated using the R software.
The estimated fixed effects in the exemplar study served as indicators of bias because the true values equaled zero, and were computed as an average across R = 5,000 replications. Type I error rates of tests of the fixed effects were estimated as the proportion of rejections of the associated statistical null hypothesis across R replications. R = 5,000, a number that generally provides accurate estimates of Type I error rates for general linear model-based statistical tests (Robey & Barcikowski, 1992) and should do the same for bias estimates. Next, the exemplar study is used to illustrate space-filling for a full factorial and LHD, and meta-analysis to analyze simulation results.
Results
The resulting design matrix for the exemplar had three columns and 60 rows (design points) and sampling all design points produced a 5×6×2 full factorial design with 60 cells. We conditioned the design on a particular distribution of cluster residuals (bivariate normal, chi-square); otherwise we must generate a EXPERIMENTAL DESIGN AND DATA ANALYSIS IN SIMULATION 10 pool of input values representing distributions. If the focus was exclusively on the two distributions in the exemplar study these define the pool of inputs and the exemplar design matrix would have three columns and 60 rows. If instead the desire is to generalize findings to a family of skewed distributions such as chisquare a pool of input values defined by degrees of freedom could be specified, for example, df = 1, 2, …, 20, in which case the design matrix would have three columns and 600 rows. To simplify the graphical display we focus on J and n j meaning the exemplar study design matrix has two columns and 60 rows. The lhs package in R was used to generate the experimental region for the 5×6 full factorial displayed in Figure 1 , which is a grid composed of 30 points. Notice the lines of dots for J are equidistant from each other whereas those for n j vary in distance because the latter vary in value. This figure highlights the non-random nature of space-filling for the 5×6 full factorial which limits generalizability to selected input values.
Employing a LHD signals we are interested in generalizing to design points not explicitly modeled in the simulation. This strategy supports generalizing findings to a pool of design points in ways not possible with a full factorial, and with less uncertainty compared to simple random sampling of points because space-filling throughout the experimental region is not assured.
To construct a LHD for the exemplar simulation study we used the maximinLHS function in the lhs package in R, which draws a Latin hypercube sample from a set of uniform distributions that can be rescaled to the range of interest (Carnell, 2016) . The maximinLHS function optimizes the sample by maximizing the minimum distance between design points (Carnell, 2016) . In order to create the LHD we drew a sample of 30 points considering two factors. The resulting design points were then rescaled to the ranges covered by factors one J = (10, 11, …, 49, 50) and two (n j = 5, 6, 7, …, 100) in our exemplar study. That is, F 1 (number of clusters) was rescaled to have values between 10 and 50 and F 2 (within-cluster sample size) to have values between 18 and 68. The number of sampled factor values (inputs) depends on the desired generalizability with more values expected to provide greater space-filling, although this may have to be weighed against available computing resources (Santner et al., 2003) . Figure 2 are the design points associated with the LHD for the exemplar simulation study, which are spread evenly across the experimental region. The implication of the LHD in Figure 2 is that findings of our exemplar simulation study are generalizable to the entire pool of researcher-specified values of J and n j not just those explicitly modeled. Figure 3 contrasts Figures 1 and 2 and illustrates the systematic, non-random space-filling of a full factorial versus the random-sampling-based space-filling of a LHD. R code for generating the experimental regions illustrated in Figures 1-3 appears in Appendix A.
Shown in
The enhanced generalizability linked to LHDs speaks to their potential to improve statistical practice and inform future statistical research. However, there are areas of statistical research employing simulation methods in which sampling all design points is appropriate because interest is limited to those inputs, perhaps because of theoretical or empirical reasons. For example, interest may be limited to a small number of distributions as was the case for the exemplar, where the space-filling illustrated in Figure 1 
Analysis of simulation results
Despite the recommendations of Hoaglin and Andrews (1975) , Skrondal (2000) , Boomsma (2013) , Paxton et al. (2001) and others the analysis and reporting of results continues to rely heavily on visual analyses (Harwell et al., 2017) . When there are exceptions they typically involve factorial ANOVA (e.g., Culpepper & Aguinis, 2011; MacCallum, Widaman, Preacher, & Hong, 2001 ), or less frequently logistic regression (e.g., Skrondal, 2000) . Relying on visual analysis of simulation results is reasonable if key patterns and their magnitude are accurately captured such as interaction effects. On the other hand, reliance on tables and plots when summarizing information in dozens, hundreds, or even thousands of simulation results raises questions about how accurately important patterns can be detected and how precisely their magnitude can be estimated. We argue that visual analysis should typically be augmented by inferential analyses of results guided by the experimental design.
Visual analysis of simulation results.
Methodological researchers have traditionally relied on visual analyses of simulation results which often appear in tables regardless of the number of simulation outcomes. Aaron (2003) reported more than 7,000 values. The accuracy of visual analyses to summarize patterns and estimate the magnitude of effects in studies like Ramsey and Ramsey (2009) has not been tested experimentally, for example, by assembling a group of methodological researchers and assessing their ability to accurately detect patterns in simulation results using artificial sets of findings varying in known ways (e.g., entirely random pattern, only one effect). However, the ability to reliably and validly detect patterns using visual analysis has been studied in other research domains.
Single-case designs in psychology and education (Kratochwill et al., 2010; Kratochwill & Levin, 1992 , 2010 involve collecting and plotting repeated measures data to assess the impact of one or more interventions (Smith, 2012) . A good deal of research (Bailey, 1984; DeProspero & Cohen, 1979; Jones, Vaught, & Weinrott, 1977; Knapp, 1983; Matyas & Greenwood, 1990 ) assessing the ability of researchers, clinicians, and others to reliably and validly detect patterns using visual analysis highlighted the difficulties of doing so even for relatively small numbers of data points (e.g., 10-15), and the use of visual and inferential analyses has been recommended (Ferron, 2002; Kratochwill et al., 2010) . Consider the estimated Type I error rates in Table 3 suggests a chi-square distribution of cluster residuals produces somewhat more bias which generally shrinks as J increases. Careful visual analysis is important but performing inferential statistical analyses and estimating the magnitude of effects can provide additional insight into the impact of simulation factors on outcomes of interest. Note: Tabled values represent average bias across R = 5,000 replications, and represent cluster residuals, J = number of clusters, n j = within-cluster sample size.
Meta-analysis of simulation results.
Next, consider the use of metaanalysis to detect patterns in simulation results. Assume the typical case in which simulation outcomes are averaged across R replications in each cell of the design and a fixed effect full factorial design for our exemplar study. However, the method described below can be adapted to LHDs (see below). It is assumed model-checking will be performed to ensure underlying assumptions are plausible.
Meta-analytic methods permit the relationship between simulation factors and outcomes to be assessed and also provide a test of model misspecification. Consider a meta-analytic regression model for Type I error rates:
In equation (2), α is the s th effect size (population proportion, s = 1, 2, ..., S) that depends on a set of H predictor variables X SH which could include interactions, β 0 is a population intercept, β H is a population regression coefficient that captures the linear relationship between a predictor and α s , ξ s is a population error term, and ˆs  is an estimated Type I error rate (proportion) (Hedges & Olkin, 1985, p. 169 ). The fitted model has the form:
In equation (3), ˆH
 is an estimated slope and ' s  is a model-predicted proportion. The relationship between a set of predictors and effect sizes can be tested using the Q Reg statistic presented in Hedges and Olkin (1985, p. 169-171) . Assume the distribution of errors is normal with a mean of zero and diagonal represents binomial data, a data-analytic alternative is to initially transform each ˆs  using the arcsine transformation (Cox, 1970 (2). A key feature of the meta-analytic approach is the ability to test model specification i.e., whether all predictors contributing to variation in effect sizes are in the model (Hedges & Olkin, 1985, p. 172) . The test for misspecification relies on a weighted error sum of squares associated with the model in equation (2)  . If the model is correctly specified Q Error it is distributed as a chisquare variable with df = S − H − 1. Rejection of the hypothesis that the model is correctly specified implies that the weighted error variance is larger than expected, results are subject to misspecification bias (Hedges & Olkin, 1985, p. 172) , and adding additional predictors could reduce error and produce less biased estimates. In all cases the Q tests assume normality and because of the large numbers of replications typically used in simulation the normality approximation for ˆs  should be quite good. Alternatively weighted logistic regression could be used to estimate parameters and test hypotheses for ˆs  . The Hedges and Olkin (1985) Q tests were chosen because: (a) these tests can be applied to a variety of effect sizes, (b) this approach provides a widely adopted measure of explained variance (R 2 ) which is not always the case for weighted logistic regression although it is important to recall that R 2 in weighted least squares represents the variance in the weighted outcomes explained by the weighted prediction model (Willet & Singer, 1988) , (c) existing data analysis software can be used to fit the models. Note the meta-analytic regression model in equation (2) assumes predictor values are fixed whereas for LHDs predictor values such as those for J and n j are sampled at EXPERIMENTAL DESIGN AND DATA ANALYSIS IN SIMULATION 18 random. In practice predictors whose values are fixed and those representing random variables produce the same statistical inferences since the former can be considered realizations of the latter (Sampson, 1974) . Thus simulation results from LHDs can be analyzed using equation (2) by treating the sampled simulation factor values as realizations from a larger pool of such values.
To illustrate the Q tests consider the results in Table 2 . The fixed effects (γ 00 , γ 01 , γ 10 , γ 11 ) could be treated as a within-subjects factor in the analyses but we chose to examine the γ 01 and γ 11 results separately (results for γ 00 and γ 10 were similar to those for γ 01 and γ 11 ). The predictors were number of clusters, withincluster sample size, and distribution of cluster residuals that were centered about their mean, and their two-way interactions. The resulting Q Reg = 428.2 (p < .05) for the γ 01 Type I error results signals a statistically significant relationship between Type I error rates and the set of predictors, and the associated R 2 of .66 indicates there is a strong predictive relationship almost all of which (R 2 = .65) is attributable to number of clusters. The model-predicted error rates for number of clusters were .077 (J = 10), .071 (20), .064 (30), .057 (40), and .051 (50). Post hoc analyses were performed testing each slope against zero (Hedges & Olkin, 1985, p. 174) and controlling for compounding Type I error rates using the method of Sidak (1967) such that the error rate for each test was .05/6 = .0083. Only the slope for the number of clusters predictor was significant (−.001), meaning that Type I error rates for the test of γ 01 were on average insensitive to within-cluster sample size and cluster residual distribution as well as the three two-way interactions but were sensitive to number of clusters. Testing model misspecification produced a statistically significant test (Q Error = 223.4, p < .05), implying that the regression findings should be interpreted cautiously and adding predictor variables could potentially reduce error variation and bias in parameter estimates.
The model in equation (3) was then fitted to ˆs  for the test of γ 11 and obtained Q Reg = 300.7 (p < .05), meaning there was a statistically significant and, it turns out, strong (R 2 = .67) relationship between ˆs  and the set of predictors.
Post hoc analyses showed that cluster residual distribution, within-cluster sample size, and the interactions number of clusters × within-cluster sample size and number of clusters × cluster residual distribution were significant predictors. Approximately 18% (R 2 = .18) of the variance in was attributable to cluster residual distribution, followed by within-cluster sample size (11%), and the interactions number of clusters × level 2 residual distribution (8%) and withincluster sample size × cluster residual distribution (6%).
Model-predicted error rates for cluster residual distribution were .059 (normal) and .064 (chi-square) and for number of clusters were .071 (J = 10), .066 (20), .062 (30), .057 (40), and .053 (50); for within-cluster sample size the average model-predicted error rates ranged from .059 to .065. The interaction plot for number of clusters × cluster residual distribution showed a discrepancy for J = 10 with an average error rate of .077 for a chi-square distribution and .065 for a normal distribution and .072, and .063 for J = 20; otherwise average error rates were similar for the remaining conditions. The interaction plot for within-cluster sample size x cluster residual distribution showed a modest difference for J = 10 with an average error rate of .061 for a chi-square distribution and .054 for a normal distribution, and .057 and .062 for J = 20; otherwise average error rates were quite similar. A test of model misspecification produced a significant result (Q Error = 149.8, p < .05) meaning that the findings should be interpreted cautiously and adding predictor variables could reduce error variation and bias in parameter estimates.
Comparing a visual analysis of Table 2 with the inferential results reveals several important differences. For γ 01 the tabular results showed a majority of ˆs  values were inflated and that increases in the number of clusters seem to be associated with values closer to .05; within-cluster sample size and the distribution of cluster residuals did not seem to have much impact. The inferential analyses supported these inferences but quantified the predictive strength of number of clusters with 65% of the variance attributable to this factor. For γ 11 a majority of Type I error rates were also inflated but also seemed to move toward .05 as J increased particularly for J ≥ 30. The inferential analyses demonstrated that error rates were less sensitive to simulation factors than those for γ 01 and more sensitive to cluster residual distribution than J. The results also showed that combinations of factors impacts Type I error rates although the strength of these effects was modest.
Conclusion
A substantial amount of simulation research is available that has unquestionably made important contributions to improving statistical practice and informing future statistical research, yet the potential of these studies has not yet been fully realized in large part because recommendations to treat them as statistical sampling experiments have not been widely adopted. Adopting the recommendations of Hoaglin and Andrews (1975) should enhance the contributions of simulation studies including their role in increasing the EXPERIMENTAL DESIGN AND DATA ANALYSIS IN SIMULATION 20 reproducibility of findings of studies employing statistical analyses. Following Hoaglin and Andrews (1975) , the focus was on two key facets of a simulation study: experimental design and analysis of results.
The presence of a literature focused on experimental designs in simulation studies that enhance generalizability, and the availability of software to construct these designs, provides an important resource for methodological researchers. It is argued it is first important to adopt some kind of identifiable experimental design. Of course, simulation studies in some statistical research areas are quite similar, so much so that this may explain why the design is not reported. For example, simulation studies such as Ramsey and Ramsey (2009) typically employed multiple categorical simulation factors and report results in a fashion consistent with a full factorial design but do not identify the design used. Reporting the experimental design used in the study (assuming there is one) and other relevant details is consistent with Hoaglin and Andrews (1975) recommendation "A published report of computation-based results must make it easy for the reader to make reasonable assessments of the numerical quality of the results." (p. 124).
Describing the experimental design also allows readers to assess the generalizability of findings. Simulation studies by their nature offer strong internal validity but require special attention be given to generalizability. Designs in which simulation factor values are randomly sampled from a researcherspecified pool of values, such like Latin hypercube designs, speak to issues of generalizability. Of course, not every simulation study is focused on enhancing generalizability but there appear to be many instances in which adopting designs such as a Latin hypercube can increase their contribution. Construction of a Latin hypercube for our exemplar simulation study highlighted the enhanced generalizability this design offers.
A second facet was analysis of simulation results. Visual analysis of results as illustrated in our exemplar study was useful, but augmenting this approach with inferential methods should improve the accuracy with which patterns are detected and their magnitude estimated. Inferential analysis of simulation results is also consistent with the recommendations of Hoaglin and Andrews (1975) . Metaanalytic methods treat simulation outcomes as effect sizes and simulation factors as predictors in a regression model. This approach provides a test of the relationship between the simulation factors and outcomes and an index of explained variance if this relationship is statistically significant. A test of model misspecification provides an important tool for properly modeling variation in outcomes as well as interpreting simulation findings.
What next?
Efforts to encourage methodological researchers to adopt recommendations to increase the impact of simulation studies by treating them as statistical sampling experiments have had limited success in the past four decades. Those who advocated recommendations of Hoaglin and Andrews (1975) be adopted seem to have assumed these recommendations possess a kind of face validity, i.e., their merit is obvious especially to individuals who subscribe to the importance of established principles of experimental design and data analysis. Clearly, this argument has not been sufficiently compelling and changing the conceptualization, execution, and reporting of computer simulation studies in ways consistent with Hoaglin and Andrews (1975) will require continued efforts to convince authors, reviewers, and editors of their merit.
