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An algorithm is presented for error correction in the surface code quantum memory. This is shown
to correct depolarizing noise up to a threshold error rate of 18.5%, exceeding previous results and
coming close to the upper bound of 18.9%. The time complexity of the algorithm is found to be
polynomial with error suppression, allowing efficient error correction for codes of realistic sizes.
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Introduction: Topological error correcting codes, and
the topological quantum computation that they may be
used for, have attracted wide attention in recent years
[1–5]. As such, it is important to determine the thresh-
old error rates for realistic error models and find efficient
error correction algorithms to achieve them. The most
studied, and most realistic topological error correcting
codes are the surface codes [1, 2], and the most realistic
error model that is well-studied is that of depolarizing
noise. The application of this noise model to a surface
code induces correlations between different kinds of topo-
logical defects. Thus far, error correction algorithms have
only been found that correct up to an error threshold of
16.5%, the upper bound achievable when the correlations
are ignored [6–8]. Here we present an efficient algorithm
that can correct beyond this bound. A threshold of 18.5%
is found, falling only a little short of the recently estab-
lished 18.9% limit [9, 10].
The planar code: The algorithm presented below is
designed to correct errors in the the planar code, the
planar variant of Kitaev’s surface codes [1, 2]. The code
is defined on the spin lattice of Fig. 1, where a spin-1/2
particle is placed on each vertex. The following Hermi-
tian operators are then defined around each plaquette of
the lattice,
As =
∏
i∈s
σxi , Bp =
∏
i∈p
σzi . (1)
These operators determine the anyonic occupation of
their corresponding plaquettes, with so-called flux anyons
on the p-plaquettes and charge anyons on the s-
plaquettes. Since the operators mutually commute, they
also form the stabilizers of a stabilizer code. The any-
onic vacuum is the corresponding stabilizer space and
the anyon configuration is the syndrome. The code can
store a single qubit, whose state is determined by the
anyonic occupations of the edges. The X (Z) basis of
the stored qubit may be chosen such that the |+〉 (| 0〉)
state corresponds to the vacuum on the top (left) edge
and | −〉 (| 1〉) corresponds to a flux (charge) anyon. The
effect of errors on the spins is to create and move anyons,
causing logical errors when they are moved off the edges.
Depolarizing noise: The error model considered in this
study is that of single qubit depolarizing noise. This is
FIG. 1. The spin lattice on which an L × L planar code is
defined, with s-plaquettes shown in blue and p-plaquettes in
white. A spin-1/2 particle resides on each vertex. The linear
size L is characterized by the number of s-plaquettes along
each side, with L = 4 in this case.
characterized by an error rate, p, which is taken to be
equal for all spins. The probability that no error occurs
on a spin is 1 − p. Otherwise, a σx, σy or σz error is
applied, each with probability p/3. Such noise therefore
takes an arbitrary single qubit state ρ and transforms it
to,
Dp(ρ) = (1− p)ρ+
∑
α=x,y,z
(p/3)σα ρ σα. (2)
In the planar code, such noise results in correlations
between the configurations of charge and flux anyons.
Should these be ignored, error correction can be achieved
so long as the probability that either a σx or a σy error
occurs (or equivalently a σz or a σy error) is less than
around 11% [2]. This gives a threshold of pc ≈ 16.5%.
If the correlations are taken into account, the threshold
increases to pc ≈ 18.9% [9, 10].
Error correction: Suppose a planar code, initially pre-
pared in a state of the stabilizer space, is subject to depo-
larizing noise with a known rate p. Given the resulting
anyon configuration (measurement of which we assume
to be perfect), the job of error correction is to determine
which of the four possible logical errors was caused by
the physical errors.
Let us use e to denote a configuration of errors, which
ar
X
iv
:1
20
2.
43
16
v3
  [
qu
an
t-p
h]
  3
 O
ct 
20
12
2records whether 1 , σx, σy or σz has occurred on each
physical spin. Let us also use A to denote a configuration
of anyons and E to denote the logical error (1 , X, Y or
Z) that has occurred on the encoded qubit. Each e is
consistent with a unique A and a unique E, so let us also
use A and E to denote the set of e consistent with the
anyon configuration A and logical error E, respectively.
Given an anyon configuration A after measurement of the
stabilizers, the probability for each logical error is,
P (E|A) =
∑
e∈A∩E
P (e|A). (3)
Here P (e|A) is the probability that the error configura-
tion e occurred given that the anyon configuration is A,
etc. It can then be assumed that whichever E is most
likely is that which occurred, and error correction can be
performed accordingly. For any p < pc, this error cor-
rection procedure succeeds with a probability that tends
to unity as L → ∞. For p > pc the success probabil-
ity tends to 1/2 in this limit, making error correction no
better than guessing.
Note that P (e|A) can be related to the unconditioned
probabilities of e and A by P (e|A) = P (e)/P (A). Since
P (A) is a common factor for all E, it does not need to be
calculated in order to determine which of the P (E|A) is
greater, and hence which E is most likely. The P (e) may
be calculated easily. For depolarizing noise P (e) = (1 −
p)1−ne(p/3)ne , where ne is the number of spins on which
a σx, σy or σz has occurred on the error configuration
e. The number of error configurations consistent with
any anyon configuration is 2N , where N = 2L2− 1 is the
total number of plaquettes in the code. Calculating the
P (E|A) using a brute force approach will therefore take
a time that is exponential with the system size. In fact,
the scaling of this is so bad that no existent computer
could correct an L = 11 planar code in less than the
age of the universe. As such, approximate methods are
used to determine the most likely logical error for any
anyon configuration. These achieve thresholds that are
lower than the ideal case, but run for realistic time-scales
[6–8].
The algorithm presented here uses a Markov chain
Monte Carlo method to sample error configurations from
the distribution P (e|A). By taking many such samples,
the probabilities P (E|A) may then be approximated and
hence the most likely logical error found. The most
straightforward way to carry out this procedure, given an
anyon configuration A, is using the Metropolis method as
follows [11]. First a pattern of errors e0 ∈ A is generated
randomly. This can be done in O(L2) time by first plac-
ing errors such that all anyons are connected, and then
randomly applying each of the stabilizer. The first step
ensures that e0 is within A. The second ensures that it is
random, since application of stabilizers deforms the error
configuration without changing the anyon configuration.
Once e0 is generated, it can be used to generate a second
configuration, e1 ∈ A. To do this, a random change is
made to e0 to create a configuration e
′
0 ∈ A. The ratio,
r(e0, e
′
0) =
P (e′0|A)
P (e0|A) =
(
p/3
1− p
)ne′0−ne0
, (4)
is then determined. If r(e, e′) > 1, we set e1 = e′0. Other-
wise we set e1 = e
′
0 with probability r(e, e
′) and e1 = e0
with probability 1− r(e, e′). This process then continues
until the sequence of en converges, at which point they
will be generated according to the distribution P (e|A)
[11].
The most intuitive method that could be used to gen-
erate each e′n from each en is to randomly pick a stabi-
lizer and apply it. This will cause an O(1) change in the
number of errors and hence yield an r(en, e
′
n) of O(1).
However, only making such changes means that only er-
ror configurations corresponding to the same E as e0 will
be generated. Additional changes in which logical oper-
ators spanning the code can be randomly applied must
therefore also be made, such that configurations from all
E are sampled from. However, these will add O(L) errors
to any configuration on which they are applied, resulting
in r(en, e
′
n) = O(exp−L). Since the acceptance of such
changes is exponentially small, the time taken to conver-
gence will be at least O(expL). Some additional methods
are therefore required to avoid this source of inefficiency.
A solution to the problem is to use parallel temper-
ing [12]. For this, many Markov chains such as that
described above are run in parallel. Let us use Nc to
denote the number of such chains, and restrict it to be-
ing odd. The first chain (which we will refer to as the
bottom chain) works exactly as described above. Each
e′n is generated from en by application of a random sta-
bilizer. No logical operators are applied to change the
value of E. The second chain works in the same way,
except for a difference in the calculation of the r(en, e
′
n).
Instead of using the error rate p when calculating the
P (e), a slightly higher error rate p2 = p + ∆ is used,
where ∆ = (0.75− p)/(Nc − 1). Similarly the mth chain
will use an error rate of pm = p + (m− 1)∆. Using this
prescription, the Ncth chain (which we will refer to as
the top chain) has pNc = 0.75, and so r(en, e
′
n) = 1 in all
cases. As such, we need not restrict each e′n for this chain
to be only an O(1) change away from en. Accordingly,
the e′n are generated randomly and independently from
the en by randomly applying all stabilizers and logical
operators. It is therefore in the top chain, and only the
top chain, where the value of E changes.
The randomness in E generated in the top chain is in-
troduced to the rest of them as follows. After running
each chain for a certain number of iterations, swaps be-
tween neighbouring chains are attempted. For a swap
between chains m and m+ 1, the ratio
r(em, em+1) =
(
pm
pm+1
1− pm+1
1− pm
)nem+1−nem
, (5)
3is calculated. Here em denotes the current state of the
mth chain, etc. This is a straightforward generalization
of Eq. 4 to the state of two chains rather than one,
where the proposed change is the swap of states. If
r(em, em+1) > 1, the configuration em is set as the new
state of the m+1th chain, and vice-versa. Otherwise this
is done with probability r(em, em+1) and the chains are
left alone with probability 1−r(em, em+1). The Metropo-
lis process is then again run on each chain for a number
of iterations before a further break in which swaps are
attempted, continuing until convergence. Henceforth we
will refer to a certain number of Metropolis iterations
followed by a break to attempt swaps as a ‘step’ of the
algorithm.
In order for the states of high chains to be able to mi-
grate down to the bottom in a time faster than O(expL),
it must be ensured that the r(em, em+1) do not decay
with system size. Since a system of side length L has
2L2 physical spins, and since the number of errors in any
chain should be proportional to its error probability, we
see that the difference in the number of errors for two
neighbouring chains is nem+1 − nem = O(L2∆). Also, if
∆ is small, ln([pm/pm+1][(1− pm+1)/(1− pm)]) = O(∆).
This means r(em, em+1) = O(exp[L2∆2]), and so ∆ =
O(L−1) will lead to r(em, em+1) = O(1). In order to
achieve this Nc = O(L) chains are used. The numerical
simulations confirm that this leads to r(em, em+1) that
do not decay with system size.
The total number of unique samples originating in
the top chain that have filtered down to the bottom
is counted throughout the process as a measure of its
progress. This number is denoted tops0. Convergence
is tested for by a variant of the Geweke diagnostic [13].
To do this the number of errors present in the first chain
are recorded at the end of each step. Averages are then
made over the second and fourth quarters of this data
and these are compared. If the process has converged,
these averages should be equal. As such, if the averages
remain within a tolerance of  of each other for a certain
number of steps, the process is taken to be converged.
This number of steps is taken to be that required for
tops0 to increase by an amount SEQ. To reduce serial
correlations, and ensure that states from all chains have
had a chance to migrate to the bottom, the comparison
between the averages is not made until tops0 has reached
a value of TOPS. The values of E are recorded during the
period over which the averages remain within . The log-
ical error in the majority over all these is then taken to
be the most likely.
The above tests for convergence of the process to its
stationary distribution, P (e|A). However, this is not nec-
essarily required in order to determine which of the logi-
cal errors is most likely. As such, in addition to this first
variant of the algorithm, we will consider also a second
variant whose convergence test determines the point at
which the most likely logical error becomes obvious. To
do this, the value of E is recorded at the end of each
step and the majority values for the second and fourth
quarters of this data are determined. If these remain
equal for the number of steps required for tops0 to in-
crease by SEQ, their shared value is taken to be the most
likely value of E. As before, to reduce serial correlations,
the comparison between the averages is not made until
tops0 = TOPS. Also the values of E are not recorded
until tops0 = 1.
Results: The task of an error correcting code is to
reduce the logical error rate, P , to some desired value.
The resources required for this task are the number of
spins that must be used, and the time that is taken to
decode the information at readout. In order for an er-
ror correction algorithm to be called efficient, it must be
able to obtain any given P with both a system size and
run-time of O(poly P−1). Note that it is this scaling of
the run-time of the algorithm with logical error rate that
is of primary importance. The scaling of run-time with
system size, which is often considered in studies of error
correction algorithms, is only a secondary concern. In
fact, since the planar code is theoretically capable of ob-
taining any given P with system size L = O(log P−1)
(as long as the spin error rate is below threshold), the
correction algorithm could have a run-time of O(exp L)
and still be called efficient.
The algorithm was run according to the following pro-
cedure in order to determine its performance. First a
pattern of errors was generated randomly according to
the depolarizing noise model with a given error rate, p.
The anyon configuration, A, corresponding to these er-
rors was then measured and passed to the correction al-
gorithm. The algorithm, which samples from p(e|A) ac-
cording to the procedure of the previous section, then
determines which logical error E is most likely given the
anyon configuration A. It is assumed that this is the
logical error caused by the actual errors applied to the
spins, and correction is performed accordingly. By com-
paring to the actual error configuration, the success of
the correction is determined. By repeating the process
for many samples, the success can be measured by cal-
culating the probability that the error correction causes
a logical bit-flip error, P .
In Fig. 2 (a) and (e) the logical bit flip error rate, P ,
is plotted against system size for a range of single spin
error rates, p. If p is under (over) the threshold value pc
the logical error rate will decrease (increase) with system
size. From the results, it is evident that pc ≈ 0.185 for the
first variant and pc ≈ 0.18 for the second. These values
fall slightly short of pc = 0.189, the value that would be
achieved by a brute force method [9, 10]. Theoretically
the algorithms should achieve the maximum value as →
0 or SEQ → ∞. However, the runtime required for this
will be prohibitive.
In Fig. 2 (b) and (f) the time complexity of the two
variants of the algorithm is considered as a function of
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FIG. 2. Results for the first variant of the algorithm are pre-
sented in (a), (b), (c) and (d). Those for the second are in (e)
and (f). Both were run using the nearest odd integer to L for
Nc, ten metropolis iterations per step,  = 0.1 and TOPS = 10.
The first used SEQ = 2 and the second used SEQ = 10. (a)
and (e) show plots of the logical bit flip error rate after cor-
rection, P , against linear system size, L. Each point was
averaged over 104 samples. Fit lines for the threshold values
are shown as a guide to the eye. (b) and (f) show plots of T ,
the number of steps required by the algorithm before conver-
gence, against L. Since only the order of magnitude of the
run-time is important, the number of samples averaged over
was reduced to between 10 and 100, allowing higher system
sizes to be probed. The results in (c) and (d) are both for the
first variant, and show what T and L are required to achieve
a logical error rate P .
system size. This uses the number of steps required by
the algorithm before convergence, T , with data obtained
for p = 0.17. It is found that log T scales sublinearly with
L, and hence T scales subexponentially with L. Each
step requires O(logL) actions on Nc = O(L) chains. The
former is required to generate the random numbers that
choose which of the O(L2) stabilizers to apply during the
Metropolis procedure. The the total time complexity of
the process is therefore also subexponential in L. Note
that the second variant has a more efficient scaling with
system size than the first, but achieves lower logical er-
ror rates. This variant therefore balances an increase in
efficiency with a decrease in effectiveness. This makes it
more useful than the first variant in theoretical studies,
since it allows higher system sizes to be probed, but less
useful when actually performing error correction.
In Fig. 2 (c) and (d) the time and system size com-
plexity of the first variant are considered as a function
of the acheived logical error rate, P . As well as a com-
bination of the data in Fig. 2 (a) and (b), logical error
rates were also obtained for system sizes from L = 30 to
L = 45 (also at p = 0.17). Due to the prohibitive runtime
for such sizes, this data was not averaged over a fixed
number of samples, but instead run until a fixed num-
ber of logical errors occurred. The number used for this
was 10 (though the number of samples is much greater
than this). The plots show that log T and logL grow no
faster than linearly with − lnP , meaning T and L grow
no faster than polynomially with P−1. In fact, the log-
arithms seems to scale sublinearly with − lnP , meaning
a similarly sublinear scaling of T and L with P−1.
It is also important to determine the effectiveness of
the algorithm for low error rates, for which the logical
error rates should scale as O(pb(d+1)/2c) for small p [14].
The distance, d of the planar code is L + 1 for bit flip
errors and L for phase flip errors. Numerical simulations
for the performance of codes from L = 2 to L = 4 for
error rates from 0.5% to 3% show a good fit to such
scaling, implying that this algorithm does indeed allow
the code to utilize its full distance.
Conclusions: We have presented an algorithm for er-
ror correction in the planar code. It is demonstrated that
this achieves thresholds higher than existing algorithms,
approaching the theoretical bounds. The efficiency is
shown to be polynomial with error suppression. This
allows effective error correction for applications where
the classical post-processing may be left until readout,
such as a planar code quantum memory. The method
on which this algorithm is based, Markov chain Monte
Carlo, is not limited to the code and error model pre-
sented here. Our work therefore forms a foundation on
which error correction algorithms for other topological
codes and error models may be built. Future work will
be dedicated to further development of the the algorithm,
to increase both the threshold and the efficiency. This
will allow it to be applied to cases for which classical
post-processing cannot be postponed, such as quantum
computation. Also, application of the algorithm to the
case of noisy stabilizer measurements is sure to yield im-
portant results for this physically realistic case.
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Appendix: Comparsion with MWPM
Though the threshold achieved by an algorithm is an
important measure of its effectiveness, it is by no means
the whole story. It is also important, below threshold, for
an algorithm to reduce the logical error rate P as much
as possible. One way to measure this is to determine
the minimum system size required for the logical error
rate to become lower than the physical error rate. This
is therefore the system size at which the error correct-
ing properties of the code begin to take effect, allowing
proof of principle experiments to demonstrate its power.
This minimum size will, of course, depend on the physi-
cal error rate p. The effectiveness of an algorithm is then
characterized by a curve of the minimum effective sys-
tem size against p. The better an algorithm performs,
the smaller the code can be made while still performing
effective error correction, and so the lower the curve.
In Fig. 3 this curve is shown for the first variant of
the algorithm. For comparison, the curve for minimum
weight perfect matching (MWPM) is also shown. The
MWPM algorithm used does not employ a Delauney tri-
angulation for increased efficiency, but instead performs
the full matching. As such, it yields the most accurate
result possible for the matching. Even so, our algorithm
can be seen to perform much better. Its curve is consis-
tently significantly lower, and so achieves effective error
correction at much smaller system sizes.
Therefore, by doing nothing other than changing the
method of classical post-processing, our algorithm will al-
low proof of principle experimental verification of topo-
logical error correction at higher error rates and with
smaller system sizes. This provides a significant practi-
cal advantage.
FIG. 3. Minimum system size, L, for which both logical bit
and flip error rates are lower than their physical counterparts.
Results for MWPM is shown are shown in blue, and those for
the first variant of our algorithm are shown in red.
