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ABSTRACT
In many scientific fields, we are faced with extremely large, noisy datasets. Fea-
tures of interest in these datasets may be di cult to explicitly define, obscured by
noise, or simply lost in the magnitude of the dataset. Uncovering these features of-
ten necessitates the development of novel mathematical and statistical modeling ap-
proaches, and the utilization of powerful analysis tools. In this work, we present three
distinct projects, all of which develop specific mathematical and statistical analysis
to find features of interest amid large, noisy data. The first project measures cross-
frequency coupling (CFC), i.e., the extent to which signals in di↵erent frequency bands
interact, amid large, noisy neural voltage recordings. We use generalized linear mod-
els (GLMs) to define an accurate measure with confidence intervals and significance
values. We show in simulation how this measure improves upon existing approaches,
and apply this measure to analyze CFC during a human seizure. The second project
develops a fully-automated detector of spike ripples, a powerful biomarker of epilepsy,
which occur sparingly in long duration neural voltage recordings. The method applies
convolutional neural networks (CNNs) to spectrogram data, and performs compara-
v
bly to gold-standard expert classifications. We apply this measure to a population
of patients with childhood epilepsy, and e↵ectively separate them into high and low
seizure risk groups. The final project studies the COVID-19 epidemic, modeling in-
fections and deaths over time from large quantities of noisy, incomplete state-level
observations. We use a statistical, data-driven analysis to estimate the basic re-
production number (R0), and use this estimate in multiple compartmental models,
fitting unknown parameters for death and recovery rates using an ensemble Markov
chain Monte Carlo (MCMC) method. We show consistent estimates of dynamics and
parameters across multiple compartmental models, in alignment with our current
epidemiological understanding of the disease. In all projects, we are able to uncover
key features of interest amid the large, noisy data, providing key insights backed by
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3.1 Low and high decision thresholds result in high classification
performance. The positive predictive value (PPV), negative predic-
tive value (NPV), sensitivity, and specificity for the automated spike
ripple detector, and 95% confidence intervals. These values represent
cumulative results from each subject i as test data, where the CNN
is trained and validated on all patients excluding subject i. An opti-
mal decision threshold from the ROC curve (ds = 0.298) and higher
decision threshold (ds = 0.95) produce consistent results. . . . . . . . 64
3.2 Subject-level diagnostic characteristics for di↵erent spike rip-
ple decision thresholds and detectors. The CNN spike ripple
detector with a strict decision threshold improves classification of sub-
jects with high and low seizure risk. Results for the nave automated
detector and semi-automated detector from (Kramer et al., 2019). . . 69
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2·4 Illustration of synthetic time series with PAC and AAC. (A)
Example simulation of Vlow (blue) and modulation signal M (red).
When the phase of Vlow is 0 radians, M increases. (B) Example simu-
lation of PAC. When the phase of Vlow is approximately 0 radians, the
high frequency amplitude (yellow) increases. (C) Example simulations
of AAC. When the amplitude of Vlow is large, so is the amplitude of
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2·5 The statistical modeling framework successfully detects di↵er-
ent types of cross-frequency coupling. (A-C) Simulations with
no CFC. (A) When no CFC occurs, the low frequency signal (blue) and
high frequency signal (orange) evolve independently. (B) The surfaces
SAlow , S low , and SAlow, low suggest no dependence of Ahigh on  low or
Alow. (C) Significant (p¡0.05) values of RPAC and RAAC from 1000 sim-
ulations. Very few significant values for the statistics R are detected.
(D-G) Simulations with PAC only. (D) When the phase of the low
frequency signal is near 0 radians (red tick marks), the amplitude of
the high frequency signal increases. (E) The surfaces SAlow , S low , and
SAlow, low suggest dependence of Ahigh on  low. (F) In 1000 simulations,
significant values of RPAC frequently appear, while significant values of
RAAC rarely appear. (G) As the intensity of PAC increases, so do the
significant values of RPAC (black), while any significant values of RAAC
remain small. (H-K) Simulations with AAC only. (H) The amplitudes
of the high frequency signal and low frequency signal are positively cor-
related. (I) The surfaces SAlow , S low , and SAlow, low suggest dependence
of Ahigh on Alow. (J) In 1000 simulations, significant values of RAAC
frequently appear. (K) As the intensity of AAC increases, so do the
significant values of RAAC (blue), while any significant values of RPAC
remain small. (L-O) Simulations with PAC and AAC. (L) The am-
plitude of the high frequency signal increases when the phase of the
low frequency signal is near 0 radians and the amplitude of the low
frequency signal is large. (M) The surfaces SAlow , S low , and SAlow, low
suggest dependence of Ahigh on  low and Alow. (N) In 1000 simulations,
significant values of RPAC and RAAC frequently appear. (O) As the in-
tensity of PAC and AAC increase, so do the significant values of RPAC
and RAAC. In (G,K,O), circles indicate the median, and x’s the 5th
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Due to the modern day increase in both computing power and data storage, in the
course of scientific research we often find ourselves working with large, complex data.
These may consists of several billion data points, often collected with considerable
measurement noise. For example, in neuroscience, recordings of voltage from an elec-
troencephalogram (EEG) may consist of traces from 128 electrodes, each continuously
sampling 2000 data points per second, for hours, days, or weeks (Chu, 2015). In epi-
demiology, daily infections and deaths from a disease are simultaneously recorded at
many spatial locations across the globe for months or years (World Health Organi-
zation, 2021). Minute by minute activity from millions of users on online platforms
are collected daily across the globe (Martin, 2019). These large collections of data
present us with a variety of challenges: it can be di cult to discern the reliability of
data, or to account for the di↵erences in data collection from di↵erent sources (Jin
et al., 2015). Ensuring that a model used on a small set of data remains computa-
tionally feasible as the amount or dimensionality of data increases can be an immense
challenge (Fan et al., 2014). From these data, we may seek certain characteristics
and features to explain behavior or find patterns. However, the feature space we
wish to investigate is often high dimensional, making it di cult to find an optimal
solution in this space, if one even exists, and manual engineering of the features of
interest is often incomplete and impractical (Najafabadi et al., 2015). The time and
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computational power required to find patterns and answer questions amid these com-
plex data can be immense, necessitating the development of novel approaches and
powerful analysis tools (Marblestone et al., 2016; Lee and Yoon, 2017).
This thesis consists of projects motivated by three such examples of complex data:
two in neuroscience and one in epidemiology. In all cases, the data are large, noisy,
and arrive stochastically from an unknown underlying dynamical process. Within
these data are features of interest critical for addressing domain-specific problems in-
cluding understanding brain function, diagnosing disease, and predicting the spread
of pandemics. These features, while necessary for tackling these problems, are di cult
to infer directly from raw data. Consequently, uncovering these underlying features
requires the use of mathematical and statistical analysis to transform the data and
apply carefully selected models.
The data of interest for these projects come from neural and epidemiological
recordings. The former consists of data recorded from electroencephalograms, elec-
trocorticograms, and microelectrodes, all methods of measuring activity in the brain
by way of voltage di↵erences. The latter is composed of daily recorded infections and
deaths from the COVID-19 pandemic. In all cases, the data are very large: neural
recordings come from multiple electrodes over several hours at high sampling rates,
and daily infections and deaths are recorded over all 50 states over the course of a
year. The data also have considerable measurement noise. Neural recordings are sub-
ject to noise from a variety of sources: recording machinery and external electrical
sources can add 60 Hz line noise; cranial matter and biological activity thoughout
the body can produce signals unrelated to the signal of interest; further biological
confounding e↵ects, like changes in tissue conductivity from brain to scalp, can blur
the voltage signal (Alharbi, 2018). Infection and death reporting, particularly in the
COVID-19 pandemic, su↵er from insu cent testing resources, lags in reporting, and
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a failure to detect a large quantity of asymptomatic cases (Lau et al., 2021).
Despite the dramatically di↵erent types of data investigated here, the goal is
the same: to find features of interest amid the large amount of noisy data. Simple
approaches such as visual inspection of the data do not reveal these features: the fea-
tures may be subtle, hidden by surrounding activity, or the data might not directly
represent the features of interest. Even in the simple case where these features are
apparent in the raw data, detecting them with confidence may require hours of expert
labor, and therefore become impractical in practice.
There exist many approaches to identify features of interest in large amounts of
noisy data. Classical examples include linearly modeling target features of interest,
explicitly filtering out noise, and grid searching for optimal parameters. Though
often useful, these methods are not without drawbacks: basic linear models are un-
able to e↵ecitvely model non-normal distributions and non-linear linking functions;
filtering requires precise knowledge of what di↵erentiates the signal of interest from
noise; grid search for parameters is ine cient and can miss optimal solutions with
too large a mesh (Bergstra and Bengio, 2012). Modern techniques expand on these
classical methods: generalized linear models allow for more flexibility and modeling
of data not normally distributed; deep learning can learn features of interest from
labeled data without explicit guidelines; a ne-invariant Markov chain Monte Carlo
approaches can rapidly approach the optimal distribution, even if the distribution is
skewed (Goodman and Weare, 2010).
In this work, we address problems of feature detection in noisy, complex data
by transforming the activity and estimating latent quantities from this transformed
activity. We use carefully selected mathematical and statistical methods and models,
the choice of which is dictated by the data available and contextual knowledge. We
now briefly describe each project.
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The first project aims to assess how brain rhythms interact across frequency bands.
Di↵erent frequency bands of oscillatory rhythms in the brain have been associated
with di↵erent functions: for example, the 4-10 Hz theta range is associated with
memory, plasticity, and navigation, while the 30-80 Hz gamma range is tied to local
coupling and competition. The interaction of these and other frequency bands via
cross-frequency coupling (CFC), has been tied to memory, decision making, learning,
and even clinical disorders like epilepsy. However, CFC is often hard to detect: it can
be subtle, hidden by noise, obscured by large fluctuations in amplitude, and brief rela-
tive to the entire signal. Here, we first transform the raw signal into basic components
pertatining to frequency bands of interest for a given signal and use generalized linear
models (GLMs) to understand the relationships between these frequency bands.
The second project develops a method to detect clinical biomarkers of seizure on-
set. Spike ripples, in which a long duration, large amplitude, low frequency discharge
in voltage coincides with a brief, high frequency, low amplitude ripple, is a promising
biomarker for the detection of epilepsy. These patterns are visible in non-invasive
neural recording methods, closely related to the seizure onset zone, and likely to rep-
resent a pathological event. In benign epilepsy with centrotemporal spikes (BECTS),
no clinical predictors are currently available to predict the risk of future seizures.
Some patients with this disease will have a single seizure while others will have recur-
ring seizures for years, so to avoid over or under treating the disease it is necessary to
e↵ectively measure the seizure risk in each patient. Spike ripples have the potential to
non-invasively measure seizure risk for BECTS patients, aiding in both diagnosis and
treatment. However, spike ripples can be di cult to detect: given the size and noise
present in neural recordings, several hours of expert analysis are required to detect
these events by sight from raw data, making visual inspection infeasible in practice.
To create a fully automated method for detection, independent of expert analysis, we
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leverage deep learning: in particular, we create images representing complex brain
rhythms at di↵erent frequencies, and utilize a convolutional neural network (CNN)
to isolate patterns in these images corresponding to spike ripples.
The third and final project seeks to understand the spread of COVID-19 across
the United States and over the past year. The coronavirus pandemic has taken mil-
lions of lives, and impacted daily life for almost all Americans. Critical factors in our
understanding of this disease, such as duration of infectiousness, fatality rate, and the
relative impact of di↵erent social distancing measures are not entirely known. Under-
standing these features amid undderreporting of the disease, asymptomatic spread,
and measurement error, is a challenging endeavor. Many attempts to model this
disease have considered a static value for R0: the expected number of secondary in-
fections resulting from a primary infection. By not allowing R0 to vary with time,
these methods are unable to account for its temporal changes due to factors such as
social distancing measures and seasonality. As a result, the models may provide an
incomplete picture of the spread of COVID-19. Here, we utilize data-driven statistical
inference to estimate R0, and allow this estimate to change over time. We then use
this value in a compartmental model of disease spread and estimate parameters re-
lated to important disease features–duration of infectiousness and fatality rate–using
an ensemble Markov chain Monte Carlo method.
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Chapter 2
A statistical framework to assess
cross-frequency coupling while accounting
for confounding analysis e↵ects
From Nadalin, Kramer, eLife 2019.
2.1 Abstract
Cross frequency coupling (CFC) is emerging as a fundamental feature of brain ac-
tivity, correlated with brain function and dysfunction. Many di↵erent types of CFC
have been identified through application of numerous data analysis methods, each
developed to characterize a specific CFC type. Choosing an inappropriate method
weakens statistical power and introduces opportunities for confounding e↵ects. To
address this, we propose a statistical modeling framework to estimate high frequency
amplitude as a function of both the low frequency amplitude and low frequency phase;
the result is a measure of phase-amplitude coupling that accounts for changes in the
low frequency amplitude. We show in simulations that the proposed method suc-
cessfully detects CFC between the low frequency phase or amplitude and the high
frequency amplitude, and outperforms an existing method in biologically-motivated
examples. Applying the method to in vivo data, we illustrate how CFC evolves during
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a seizure and is a↵ected by electrical stimuli.
2.2 Introduction
Brain rhythms - as recorded in the local field potential (LFP) or scalp electroen-
cephalogram (EEG) - are believed to play a critical role in coordinating brain net-
works. By modulating neural excitability, these rhythmic fluctuations provide an
e↵ective means to control the timing of neuronal firing (Engel et al., 2001; Buzsáki
and Draguhn, 2004). Oscillatory rhythms have been categorized into di↵erent fre-
quency bands (e.g., theta [4-10 Hz], gamma [30-80 Hz]) and associated with many
functions: the theta band with memory, plasticity, and navigation (Engel et al., 2001);
the gamma band with local coupling and competition (Kopell et al., 2000; Börgers
et al., 2008). In addition, gamma and high-gamma (80-200 Hz) activity have been
identified as surrogate markers of neuronal firing (Rasch et al., 2008; Mukamel et al.,
2005; Fries et al., 2001; Pesaran et al., 2002; Whittingstall and Logothetis, 2009; Ray
and Maunsell, 2011), observable in the EEG and LFP.
In general, lower frequency rhythms engage larger brain areas and modulate spa-
tially localized fast activity (Bragin et al., 1995; Chrobak and Buzsáki, 1998; von
Stein and Sarnthein, 2000; Lakatos et al., 2005; Lakatos et al., 2008). For exam-
ple, the phase of low frequency rhythms has been shown to modulate and coordinate
neural spiking (Vinck et al., 2010; Hyafil et al., 2015b; Fries et al., 2007) via local
circuit mechanisms that provide discrete windows of increased excitability. This in-
teraction, in which fast activity is coupled to slower rhythms, is a common type of
cross-frequency coupling (CFC). This particular type of CFC has been shown to carry
behaviorally relevant information (e.g., related to position (Jensen and Lisman, 2000;
Agarwal et al., 2014), memory (Siegel et al., 2009), decision making and coordination
(Dean et al., 2012; Pesaran et al., 2008; Wong et al., 2016; Hawellek et al., 2016)).
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More generally, CFC has been observed in many brain areas (Bragin et al., 1995;
Chrobak and Buzsáki, 1998; Csicsvari et al., 2003; Tort et al., 2008; Florian et al.,
2005; Canolty et al., 2006), and linked to specific circuit and dynamical mechanisms
(Hyafil et al., 2015b). The degree of CFC in those areas has been linked to working
memory, neuronal computation, communication, learning and emotion (Tort et al.,
2009; Jensen et al., 2016; Canolty and Knight, 2010; Dejean et al., 2016; Karalis
et al., 2016; Likhtik et al., 2013; Jones and Wilson, 2005; John, 2005; Sirota et al.,
2008), and clinical disorders (Gordon, 2016; Widge et al., 2017; Voytek and Knight,
2015; Başar et al., 2016; DH and VS, 2015), including epilepsy (Weiss et al., 2015).
Although the cellular mechanisms giving rise to some neural rhythms are relatively
well understood (e.g. gamma (Whittington et al., 2000; Whittington et al., 2010;
Mann and Mody, 2009)), the neuronal substrate of CFC itself remains obscure.
Analysis of CFC focuses on relationships between the amplitude, phase, and fre-
quency of two rhythms from di↵erent frequency bands. The notion of CFC, therefore,
subsumes more specific types of coupling, including: phase-phase coupling (PPC),
phase-amplitude coupling (PAC), and amplitude-amplitude coupling (AAC) (Hyafil
et al., 2015b). PAC has been observed in rodent striatum and hippocampus (Tort
et al., 2008) and human cortex (Canolty et al., 2006), AAC has been observed between
the alpha and gamma rhythms in dorsal and ventral cortices (Popov et al., 2018), and
between theta and gamma rhythms during spatial navigation (Shirvalkar et al., 2010),
and both PAC and AAC have been observed between alpha and gamma rhythms (Os-
ipova et al., 2008). Many quantitative measures exist to characterize di↵erent types
of CFC, including: mean vector length or modulation index (Canolty et al., 2006;
Tort et al., 2010), phase-locking value (Florian et al., 2005; Lachaux et al., 1999;
Vanhatalo et al., 2004), envelope-to-signal correlation (Bruns and Eckhorn, 2004),
analysis of amplitude spectra (Cohen, 2008), coherence between amplitude and sig-
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nal (Colgin et al., 2009), coherence between the time course of power and signal
(Osipova et al., 2008), and eigendecomposition of multichannel covariance matrices
(Cohen and Davachi, 2017). Overall, these di↵erent measures have been developed
from di↵erent principles and made suitable for di↵erent purposes, as shown in com-
parative studies (Tort et al., 2010; Cohen, 2008; Penny et al., 2008; Onslow et al.,
2011).
Despite the richness of this methodological toolbox, it has limitations. For exam-
ple, because each method focuses on one type of CFC, the choice of method restricts
the type of CFC detectable in data. Applying a method to detect PAC in data with
both PAC and AAC may: (i) falsely report no PAC in the data, or (ii) miss the
presence of significant AAC in the same data. Changes in the low frequency power
can also a↵ect measures of PAC; increases in low frequency power can increase the
signal to noise ratio of phase and amplitude variables, increasing the measure of PAC,
even when the phase-amplitude coupling remains constant (Aru et al., 2015; van Wijk
et al., 2015; Jensen et al., 2016). Furthermore, many experimental or clinical factors
(e.g., stimulation parameters, age or sex of subject) can impact CFC in ways that
are di cult to characterize with existing methods (Cole and Voytek, 2017). These
observations suggest that an accurate measure of PAC would control for confounding
variables, including the power of low frequency oscillations.
To that end, we propose here a generalized linear model (GLM) framework to
assess CFC between the high-frequency amplitude and, simultaneously, the low fre-
quency phase and amplitude. This formal statistical inference framework builds upon
previous work (Kramer and Eden, 2013; Penny et al., 2008; Voytek et al., 2013; van
Wijk et al., 2015) to address the limitations of existing CFC measures. In what
follows, we show that this framework successfully detects CFC in simulated signals.
We compare this method to the modulation index, and show that in signals with
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CFC dependent on the low-frequency amplitude, the proposed method more accu-
rately detects PAC than the modulation index. We apply this framework to in vivo
recordings from human and rodent cortex and show examples of how accounting for
AAC reveals changes in PAC over the course of seizure, and how to incorporate new
covariates directly into the model framework.
2.3 Methods
2.3.1 Estimation of the phase and amplitude envelope
To study CFC we estimate three quantities: the phase of the low frequency signal,
 low; the amplitude envelope of the high frequency signal, Ahigh; and the amplitude
envelope of the low frequency signal, Alow. To do so, we first bandpass filter the data
into low frequency (4-7 Hz) and high frequency (100-140 Hz) signals, Vlow and Vhigh,
respectively, using a least-squares linear-phase FIR filter of order 375 for the high
frequency signal, and order 50 for the low frequency signal. Here we choose specific
high and low frequency ranges of interest, motivated by previous in vivo observations
(Canolty et al., 2006; Tort et al., 2008; Sche↵er-Teixeira et al., 2013). However, we
note that this method is flexible and not dependent on this choice, and that we select
a wide high frequency band consistent with recommendations from the literature
(Aru et al., 2015) and the mechanistic explanation that extracellular spikes produce
this broadband high frequency activity (Sche↵er-Teixeira et al., 2013). We use the
Hilbert transform to compute the analytic signals of Vlow and Vhigh, and from these
compute the phase and amplitude of the low frequency signal (Alow and  low) and the
amplitude of the high frequency signal (Ahigh).
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2.3.2 Modeling framework to assess CFC
Generalized linear models (GLMs) provide a principled framework to assess CFC
(Penny et al., 2008; Kramer and Eden, 2013; van Wijk et al., 2015). Here, we present
three models to analyze di↵erent types of CFC. The fundamental logic behind this
approach is to model the distribution of Ahigh as a function of di↵erent predictors.
In existing measures of PAC, the distribution of Ahigh versus  low is assessed using
a variety of di↵erent metrics (e.g., (Tort et al., 2010)). Here, we estimate statistical
models to fit Ahigh as a function of  low, Alow, and their combinations. If these models
fit the data su ciently well, then we estimate distances between the modeled surfaces
to measure the impact of each predictor.
The  low model
The  low model relates Ahigh, the response variable, to a linear combination of  low,
the predictor variable, expressed in a spline basis:





where the conditional distribution of Ahigh given  low is modeled as a Gamma random
variable with mean parameter µ and shape parameter ⌫, and  k are undetermined
coe cients, which we refer to collectively as   low . We choose this distribution as it
guarantees real, positive amplitude values; we note that this distribution provides an
acceptable fit to the example human data analyzed here (Figure 2·1). The functions
{f1, · · · , fn} correspond to spline basis functions, with n control points equally spaced
between 0 and 2⇡, used to approximate  low. We note that the spline functions sum
to 1, and therefore we omit a constant o↵set term. We use a tension parameter of
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Figure 2·1: The gamma distribution provides a good fit to
example human data. Three examples of 20s duration recorded from
a single electrode during a human seizure. In each case, the gamma fit
(red curve) provides an acceptable fit to the empirical distributions of
the high frequency amplitude.
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0.5, which controls the smoothness of the splines. We note that, because the link
function of the conditional mean of the response variable (Ahigh) varies linearly with
the model coe cients  k the model is a GLM, though the spline basis functions situate
the model in the larger class of Generalized Additive Models (GAMs). Here, we fix
n = 10, which is a reasonable choice for smooth PAC with one or two broad peaks
(Kramer and Eden, 2013). To support this choice, we apply an AIC-based selection
procedure to 1000 simulated instances of signals of duration 20 s with phase-amplitude
coupling and amplitude-amplitude coupling (see Methods: Synthetic Time Series with
PAC and Synthetic Time Series with AAC, below, for simulation details). For each
simulation, we fit Model 2.1 to these data for 27 di↵erent values of n from n = 4 to
n = 30. For each simulated signal, we record the value of n such that we minimize
the AIC, defined as
AIC =  + 2n,
where   is the deviance from Model 2.1. The values of n that minimize the AIC tend
to lie between n = 7 and n = 12 (Figure 2·2). These simulations support the choice
of n = 10 as a su cient number of splines.
For a more detailed discussion and simulation examples of the PAC model, see
(Kramer and Eden, 2013). We note that the choices of distribution and link function
di↵er from those in (Penny et al., 2008; van Wijk et al., 2015), where the normal
distribution and identity link are used instead.
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Figure 2·2: Distribution of the number of control points (n)
that minimize the AIC. Values of n between 7 and 12 minimize




The Alow model relates the high frequency amplitude to the low frequency amplitude:
Ahigh|Alow ⇠ Gamma[µ, ⌫] (2.2)
log µ =  1 +  2Alow,
where the conditional distribution of Ahigh given Alow is modeled as a Gamma random
variable with mean parameter µ and shape parameter ⌫. The predictor consists of a
single variable and a constant, and the length of the coe cient vector  Alow = { 1,  2}
is 2.
The Alow, low model
The Alow, low model extends the  low model in Equation 2.1 by including three
additional predictors in the GLM: Alow, the low frequency amplitude; and inter-
action terms between the low frequency amplitude and the low frequency phase:
Alow sin( low), andAlow cos( low). These new terms allow assessment of phase-amplitude
coupling while accounting for linear amplitude-amplitude dependence and more com-
plicated phase-dependent relationships on the low frequency amplitude without in-
troducing many more parameters. Compared to the original  low model in Equation
2.1, including these new terms increases the number of variables to n + 3, and the
length of the coe cient vector  Alow, low to n+3. These changes result in the following
model:




 kfk( low) +  n+1Alow +  n+2Alow sin( low) +  n+3Alow cos( low).
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Figure 2·3: Example model surfaces used to determine RPAC
and RAAC. (A,B,C) Three example surfaces (A) SAlow , (B) S low ,
and (C) SAlow, low in the three-dimensional space (Alow,  low, Ahigh).
(D) The maximal distance between the surfaces SAlow (red) and
SAlow, low (yellow) is used to compute RPAC. (E) The maximal dis-
tance between the surfaces S low (blue) and SAlow, low (yellow) is used
to compute RAAC.
Here, the conditional distribution of Ahigh given  low and Alow is modeled as a Gamma
random variable with mean parameter µ and shape parameter ⌫, and  k are undeter-
mined coe cients. We note that we only consider two interaction terms, rather than
the spline basis function of phase, to reduce the number of parameters in the model.
2.3.3 The statistics RPAC and RAAC
We compute two measures of CFC, RPAC and RAAC which use the three models de-
fined in the previous section. We evaluate each model in the three-dimensional space
( low, Alow, Ahigh) and calculate the statistics RPAC and RAAC. We use the MATLAB
(RRID : SCR001622) function fitglm to estimate the models; we note that this pro-
cedure estimates the dispersion directly for the gamma distribution. In what follows,
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we first discuss the three model surfaces estimated from the data, and then how we
use these surfaces to compute the statistics RPAC and RAAC.
To create the surface SAlow, low , which fits the Alow, low model in the three-
dimensional (Alow,  low, Ahigh) space, we first compute estimates of the parameters
 Alow, low in Equation 2.3. We then estimate Ahigh by fixing Alow at one of 640 evenly
spaced values between the 5th and 95th quantiles of Alow observed; we choose these
quantiles to avoid extremely small or large values of Alow. Finally, at the fixed Alow,
we compute the high frequency amplitude values from the Alow, low model over 100
evenly spaced values of  low between  ⇡ and ⇡. This results in a two-dimensional
curve CAlow, low in the two-dimensional ( low, Ahigh) space with fixed Alow. We repeat
this procedure for all 640 values of Alow to create a surface SAlow, low in the three-
dimensional space (Alow,  low, Ahigh) (Figure 2·3C).
To create the surface SAlow , which fits the Alow model in the three-dimensional
(Alow,  low, Ahigh) space, we estimate the coe cient vector  Alow for the model in
Equation 2.2. We then estimate the high frequency amplitude over 640 evenly spaced
values between the 5th and 95th quantiles of Alow observed, again to avoid extremely
small or large values of Alow. This creates a mean response function which appears
as a curve CAlow in the two-dimensional (Alow, Ahigh) space. We extend this two-
dimensional curve to a three-dimensional surface SAlow , in the ( low, Ahigh) space,
which extends CAlow along the  low dimension (Figure 2·3A).
To create the surface S low , which fits the  low model in the three-dimensional
(Alow,  low, Ahigh) space, we first estimate the coe cients   low for the model in Equa-
tion 2.1. From this, we then compute estimates for the high frequency amplitude
using the  low model with 100 evenly spaced values of  low between  ⇡ and ⇡. Eval-
uating the  low model in this way results in a mean response function C low . We
extend this curve C low in the Alow dimension to create a surface S low in the three-
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dimensional (Alow,  low, Ahigh) space. The surface S low has the same structure as the
curve C low in the ( low, Ahigh) space, and remains constant along the dimension Alow
(Figure 2·3B).
The statistic RPAC measures the e↵ect of low frequency phase on high frequency
amplitude, while accounting for fluctuations in the low frequency amplitude. To com-
pute this statistic, we note that the model in Equation 2.3 measures the combined
e↵ect of Alow and  low on Ahigh, while the model in Equation 2.2 measures only the
e↵ect of Alow on Ahigh. Hence, to isolate the e↵ect of  low on Ahigh, while accounting
for Alow, we compare the di↵erence in fits between the models in Equations 2.2 and
2.3. We fit the mean response functions of the models in Equations 2.2 and 2.3, and
calculate RPAC as the maximum absolute fractional di↵erence between the resulting
surfaces SAlow, low and SAlow (Figure 2·3D):
RPAC = max [abs[1  SAlow/SAlow, low ]], (2.4)
i.e. we measure the distance between the Alow and the Alow, low models. We expect
fluctuations in SAlow, low not present in SAlow to be the result of  low, i.e. PAC. In the
absence of PAC, we expect the surfaces SAlow, low and SAlow to be very close, resulting
in a small value of RPAC. However, in the presence of PAC, we expect SAlow, low to
deviate from SAlow , resulting in a large value of RPAC. We note that this measure,
unlike R2 metrics for linear regression, is not meant to measure the goodness-of-fit of
these models to the data, but rather the di↵erences in fits between the two models.
We also note that RPAC is an unbounded measure, as it equals the maximum absolute
fractional di↵erence between distributions, which may exceed 1.
To compute the statistic RAAC, which measures the e↵ect of low frequency am-
plitude on high frequency amplitude while accounting for fluctuations in the low
frequency phase, we compare the di↵erence in fits of the model in Equation 2.3 from
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the model in Equation 2.1. We note that the model in Equation 2.3 predicts Ahigh
as a function of Alow and  low, while the model in Equation 2.1 predicts Ahigh as a
function of  low only. Therefore we expect a di↵erence in fits between the models
in Equations 2.1 and 2.3 results from the e↵ects of Alow on Ahigh. We fit the mean
response functions of the models in Equations 2.1 and 2.3 in the three-dimensional
( low, Alow, Ahigh) space, and calculate RAAC as the maximum absolute fractional
di↵erence between the resulting surfaces SAlow, low and S low (Figure 2·3E):
RAAC = max [abs[1  S low/SAlow, low ]]. (2.5)
i.e. we measure the distance between the  low and the Alow, low models. We expect
fluctuations in SAlow, low not present in S low to be the result of Alow, i.e. AAC. In the
absence of AAC, we expect the surfaces SAlow, low and S low to be very close, resulting
in a small value for RAAC. Alternatively, in the presence of AAC, we expect SAlow, low
to deviate from S low , resulting in a large value of RAAC.
2.3.4 Estimating 95% confidence intervals for RPAC and RAAC
We compute 95% confidence intervals for RPAC and RAAC via a parametric bootstrap
method (Kramer and Eden, 2013). Given a vector of estimated coe cients  x for
x = {Alow;  low; or Alow, low}, we use its estimated covariance and estimated mean to
generate 10,000 normally distributed coe cient sample vectors  jx, j 2 {0, . . . , 10000}.
For each  jx, we then compute the high frequency amplitude values from the Alow,






RjPAC = max [abs[1  S
j
Alow
/SjAlow, low ]] , (2.6)





The 95% confidence intervals for the statistics are the values of RjPAC and R
j
AAC at
the 0.025 and 0.975 quantiles (Kramer and Eden, 2013).
2.3.5 Assessing significance of AAC and PAC with bootstrap p-values
To assess whether evidence exists for significant PAC or AAC, we implement a boot-
strap procedure to compute p-values as follows. Given two signals Vlow and Vhigh, and
the resulting estimated statistics RPAC and RAAC we apply the Amplitude Adjusted
Fourier Transform (AAFT) algorithm (Theiler et al., 1992) on Vhigh to generate a
surrogate signal V ihigh. In the AAFT algorithm, we first reorder the values of Vhigh
by creating a random Gaussian signal W and ordering the values of Vhigh to match
W . For example, if the highest value of W occurs at index j, then the highest value
of Vhigh will be reordered to occur at index j. Next, we apply the Fourier Transform
(FT) to the reordered Vhigh and randomize the phase of the frequency domain signal.
This signal is then inverse Fourier transformed and rescaled to have the same ampli-
tude distribution as the original signal Vhigh. In this way, the algorithm produces a
permutation V ihigh of Vhigh such that the power spectrum and amplitude distribution
of the original signal are preserved.





tween Vlow and each V ihigh. We define the p-values pPAC and pAAC as the proportion
of values in {RiPAC}1000i=1 and {RiAAC}1000i=1 greater than the estimated statistics RPAC
and RAAC, respectively. If the proportion is zero, we set p = 0.0005.
We calculate p-values for the modulation index in the same way. The modulation
index calculates the distribution of high frequency amplitudes versus low frequency
phases and measures the distance from this distribution to a uniform distribution of
amplitudes. Given the signals Vlow and Vhigh, and the resulting modulation index MI
between them, we calculate the modulation index between Vlow and 1000 surrogate
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permutations of Vhigh using the AAFT algorithm. We set pMI to be the proportion of
these resulting values greater than the MI value estimated from the original signals.
2.3.6 Synthetic Time Series with PAC
We construct synthetic time series to examine the performance of the proposed
method as follows. First, we simulate 20 s of pink noise data such that the power
spectrum scales as 1/f . We then filter these data into low (4-7 Hz) and high (100-140
Hz) frequency bands, as described in Methods: Estimation of the phase and amplitude
envelope, creating signals Vlow and Vhigh. Next, we couple the amplitude of the high
frequency signal to the phase of the low frequency signal. To do so, we first locate
the peaks of Vlow and determine the times tk, k = {1, 2, 3, . . . , K}, of the K relative
extrema. We note that these times correspond approximately to  low = 0. We then
create a smooth modulation signal M which consists of a 42 ms Hanning window of
height 1+ IPAC centered at each tk, and a value of 1 at all other times (Figure 2·4A).
The intensity parameter IPAC in the modulation signal corresponds to the strength of
PAC. IPAC = 0.0 corresponds to no PAC, while IPAC = 1.0 results in a 100% increase
in the high frequency amplitude at each tk, creating strong PAC. We create a new
signal V 0high with the same phase as Vhigh, but with amplitude dependent on the phase
of Vlow by setting,
V 0high = MVhigh .
We create the final voltage trace V as
V = Vlow + V
0
high + c ⇤ Vpink ,
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Figure 2·4: Illustration of synthetic time series with PAC and
AAC. (A) Example simulation of Vlow (blue) and modulation signal
M (red). When the phase of Vlow is 0 radians, M increases. (B)
Example simulation of PAC. When the phase of Vlow is approximately 0
radians, the high frequency amplitude (yellow) increases. (C) Example
simulations of AAC. When the amplitude of Vlow is large, so is the
amplitude of the high frequency signal (purple).
where Vpink is a new instance of pink noise multiplied by a small constant c = 0.01.
In the signal V , brief increases of the high frequency activity occur at a specific phase
(0 radians) of the low frequency signal (Figure 2·4B).
2.3.7 Synthetic Time Series with AAC
To generate synthetic time series with dependence on the low frequency amplitude,
we follow the procedure in the preceding section to generate Vlow, Vhigh, and Alow.
We then induce amplitude-amplitude coupling between the low and high frequency
components by creating a new signal V ⇤high such that








where IAAC is the intensity parameter corresponding to the strength of amplitude-
amplitude coupling. We define the final voltage trace V as
V = Vlow + V
⇤
high + c ⇤ Vpink
where Vpink is a new instance of pink noise multiplied by a small constant c = 0.01
(Figure 2·4C).
2.3.8 Human Subject Data
A patient (male, age 32 years) with medically intractable focal epilepsy underwent
clinically indicated intracranial cortical recordings for epilepsy monitoring. In addi-
tion to clinical electrode implantation, the patient was also implanted with a 10⇥10
(4 mm ⇥ 4 mm) NeuroPort microelectrode array (MEA; Blackrock Microsystems,
Utah) in a neocortical area expected to be resected with high probability, in the tem-
poral gyrus. The MEA consist of 96 platinum-tipped silicon probes, with a length
of either 1-mm or 1.5-mm, corresponding to neocortical layer III as confirmed by
histology after resection. Signals from the MEA were acquired continuously at 30
kHz per channel. Seizure onset times were determined by an experienced encephalo-
grapher (S.S.C.) through inspection of the macroelectrode recordings, referral to the
clinical report, and clinical manifestations recorded on video. For a detailed clinical
summary, see patient P2 of (Wagner et al., 2015). For these data, we analyze the
100-140 Hz and 4-7 Hz frequency bands to illustrate the proposed method; a more
rigorous study of CFC in these data may require a more principled choice of high
frequency band. All patients were enrolled after informed consent, and consent to
publish, was obtained and approval was granted by local Institutional Review Boards
at Massachusetts General Hospital and Brigham Womens Hospitals (Partners Human




We first examine the performance of the CFC measure through simulation examples.
In doing so, we show that the statistics RPAC and RAAC accurately detect di↵erent
types of cross-frequency coupling, increase with the intensity of coupling, and de-
tect weak PAC coupled to the low frequency amplitude. We show that the proposed
method is less sensitive to changes in low frequency power, and outperforms an exist-
ing PAC measure that lacks dependence on the low frequency amplitude. We conclude
with example applications to human and rodent in vivo recordings, and propose that
the new measure identifies cross-frequency coupling not detected in an existing PAC
measure.
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Figure 2·5: The statistical modeling framework successfully
detects di↵erent types of cross-frequency coupling. (A-C) Sim-
ulations with no CFC. (A) When no CFC occurs, the low frequency sig-
nal (blue) and high frequency signal (orange) evolve independently. (B)
The surfaces SAlow , S low , and SAlow, low suggest no dependence of Ahigh
on  low or Alow. (C) Significant (p¡0.05) values of RPAC and RAAC from
1000 simulations. Very few significant values for the statistics R are de-
tected. (D-G) Simulations with PAC only. (D) When the phase of the
low frequency signal is near 0 radians (red tick marks), the amplitude
of the high frequency signal increases. (E) The surfaces SAlow , S low ,
and SAlow, low suggest dependence of Ahigh on  low. (F) In 1000 simu-
lations, significant values of RPAC frequently appear, while significant
values of RAAC rarely appear. (G) As the intensity of PAC increases,
so do the significant values of RPAC (black), while any significant values
of RAAC remain small. (H-K) Simulations with AAC only. (H) The
amplitudes of the high frequency signal and low frequency signal are
positively correlated. (I) The surfaces SAlow , S low , and SAlow, low suggest
dependence of Ahigh on Alow. (J) In 1000 simulations, significant values
of RAAC frequently appear. (K) As the intensity of AAC increases, so
do the significant values of RAAC (blue), while any significant values of
RPAC remain small. (L-O) Simulations with PAC and AAC. (L) The
amplitude of the high frequency signal increases when the phase of the
low frequency signal is near 0 radians and the amplitude of the low
frequency signal is large. (M) The surfaces SAlow , S low , and SAlow, low
suggest dependence of Ahigh on  low and Alow. (N) In 1000 simulations,
significant values of RPAC and RAAC frequently appear. (O) As the in-
tensity of PAC and AAC increase, so do the significant values of RPAC
and RAAC. In (G,K,O), circles indicate the median, and x’s the 5th
and 95th quantiles.
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2.4.1 The absence of CFC produces no significant detections of coupling
We first consider simulated signals without CFC. To create these signals, we follow
the procedure in Methods: Synthetic Time Series with PAC with the modulation in-
tensity set to zero (IPAC = 0). In the resulting signals, Ahigh is approximately constant
and does not depend on  low or Alow (Figure 2·5A). We estimate the  low model, the
Alow model, and the Alow, low model from these data; we show example fits of the
model surfaces in Figure 2·5B. We observe that the models exhibit small modulations
in the estimated high frequency amplitude envelope as a function of the low frequency
phase and amplitude.
To assess the distribution of significant R values in the case of no cross-frequency
coupling, we simulate 1000 instances of the pink noise signals (each of 20 s) and apply
the R measures to each instance, plotting significant R values in Figure 2·5C. We find
that for all 1000 instances, pPAC and pAAC are less than 0.05 in only 0.6% and 0.2%
of the simulations, respectively, indicating no significant evidence of PAC or AAC, as
expected.
We also applied these simulated signals to assess the performance of two standard
model comparison procedures for GLMs. Simulating 1000 instances of pink noise
signals (each of 20 s) with no induced PAC or AAC, we performed a chi-squared test
for nested models (Kramer and Eden, 2016) between models Alow and Alow, low, and
detected significant PAC (p ¡ 0.05) in 59.7% of simulations. Similarly, performing a
chi-squared test for nested models between models  low and Alow, low, we detected
significant AAC (p ¡ 0.05) in 41.5% of simulations. Using an AIC-based model com-
parison, we found a decrease in AIC from the Alow model to the Alow, low model
(consistent with significant PAC) in 98.6% of simulations, and a decrease in AIC
from the  low model to the Alow, low model (consistent with significant AAC) in
87.2% of simulations. By contrast, we rarely detect significant PAC (¡0.6% of simula-
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tions) or AAC (¡0.2% of simulations) in the pink noise signals using the two statistics
RPAC and RAAC implemented here. We conclude that, in this modeling regime, two
deviance-based model comparison procedures for GLMs are less robust measures of
significant PAC and AAC.
2.4.2 The proposed method accurately detects PAC
We next consider signals that possess phase-amplitude coupling, but lack amplitude-
amplitude coupling. To do so, we simulate a 20 s signal with Ahigh modulated by
 low (Figure 2·5D); more specifically, Ahigh increases when  low is near 0 radians
(see Methods, IPAC = 1). We then estimate the  low model, the Alow model, and
the Alow, low model from these data; we show example fits in Figure 2·5E. We find
that the  low model is higher when  low is close to 0 radians, and the Alow, low model
follows this trend. We note that, because the data do not depend on the low frequency
amplitude (Alow), the  low and Alow, low models have very similar shapes in the ( low,
Alow, Ahigh) space, and the Alow model is nearly flat.
Simulating 1000 instances of these 20 s signals with induced phase-amplitude
coupling, we find pAAC < 0.05 for only 0.6% of the simulations, while pPAC < 0.05
for 96.5% of the simulations. We find that the significant values of RPAC lie well
above 0 (Figure 2·5F), and that as the intensity of the simulated phase-amplitude
coupling increases, so does the statistic RPAC (Figure 2·5G). We conclude that the
proposed method accurately detects the presence of phase-amplitude coupling in these
simulated data.
2.4.3 The proposed method accurately detects AAC
We next consider signals with amplitude-amplitude coupling, but without phase-
amplitude coupling. We simulate a 20 s signal such that Ahigh is modulated by Alow
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(see Methods, IAAC = 1); when Alow is large, so is Ahigh (Figure 2·5H). We then
estimate the  low model, the Alow model, and the Alow, low model (example fits in
Figure 2·5I). We find that the Alow model increases along the Alow axis, and that the
Alow, low model closely follows this trend, while the  low model remains mostly flat,
as expected.
Simulating 1000 instances of these signals we find that pAAC < 0.05 for 97.9% of
simulations, while pPAC < 0.05 for 0.3% of simulations. The significant values ofRAAC
lie above 0 (Figure 2·5J), and increases in the intensity of AAC produce increases in
RAAC (Figure 2·5K). We conclude that the proposed method accurately detects the
presence of amplitude-amplitude coupling.
2.4.4 The proposed method accurately detects the simultaneous occur-
rence of PAC and AAC
We now consider signals that possess both phase-amplitude coupling and amplitude-
amplitude coupling. To do so, we simulate time series data with both AAC and PAC
(Figure 2·5L). In this case, Ahigh increases when  low is near 0 radians and when Alow
is large (see Methods, IPAC = 1 and IAAC = 1). We then estimate the  low model, the
Alow model, and the Alow, low model from the data and visualize the results (Figure
2·5M). We find that the  low model increases near  low = 0, and that the Alow model
increases linearly with Alow. The Alow, low model exhibits both of these behaviors,
increasing at  low = 0 and as Alow increases.
Simulating 1000 instances of signals with both AAC and PAC present, we find
that pAAC < 0.05 in 96.7% of simulations and pPAC < 0.05 in 98.1% of simulations.
The distributions of significant RPAC and RAAC values lie above 0, consistent with
the presence of both PAC and AAC (Figure 2·5N), and as the intensity of PAC and
AAC increases, so do the values of RPAC and RAAC (Figure 2·5O). We conclude that
29
the model successfully detects the concurrent presence of PAC and AAC.
2.4.5 RPAC and modulation index are both sensitive to weak modulations
To investigate the ability of the proposed method and the modulation index to detect
weak coupling between the low frequency phase and high frequency amplitude, we
perform the following simulations. For each intensity value IPAC between 0 and 0.5
(in steps of 0.025), we simulate 1000 signals (see Methods) and compute RPAC and a
measure of PAC in common use: the modulation index MI (Tort et al., 2010) (Figure
2·6). We find that both MI and RPAC, while small, increase with IPAC; in this way,
both measures are sensitive to small values of IPAC. However, we note that RPAC is
not significant for very small intensity values (IPAC  0.3), while MI is significant at
these small intensities. Significant RPAC appears when the MI exceeds 0.7 ⇥ 10 3,
a value below the range of MI values detected in many existing studies (Tort et al.,
2008; Zhong et al., 2017; Jackson et al., 2019; Axmacher et al., 2010; Tort et al., 2018).
We conclude that, while the modulation index may be more sensitive than RPAC to
very weak phase-amplitude coupling, RPAC can detect phase-amplitude coupling at
MI values consistent with those observed in the literature.
2.4.6 The proposed method is less a↵ected by fluctuations in low-frequency
amplitude and AAC
Increases in low frequency power can increase measures of phase-amplitude coupling,
although the underlying PAC remains unchanged (Aru et al., 2015; Cole and Voytek,
2017). Characterizing the impact of this confounding e↵ect is important both to
understand measure performance and to produce accurate interpretations of analyzed
data. To examine this phenomenon, we perform the following simulation. First, we
simulate a signal V with fixed PAC (intensity IPAC = 1, see Methods). Second, we
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Figure 2·6: The two measures of PAC increase with intensi-
ties near zero. The mean (circles) and 5th to 95th quantiles (x’s) of
(A) RPAC and (B) MI for intensity values between 0 and 0.5. Black
bars indicate pPAC or pMI is below 0.05 for   95% of simulations; gray
bars indicate pPAC is not below 0.05 for   95% of simulations. While
both measures increase with intensity, MI detects more instances of





Figure 2·7: Increases in the amplitude of the low frequency
signal, and the amplitude-amplitude coupling (AAC), increase
the modulation index more than RPAC. (A,B) Distributions of
(A) RPAC and (B) MI when Alow is small (blue) and when Alow is large
(red). (C,D) Distributions of (C) RPAC and (D) MI when AAC is
small (blue) and when AAC is large (red).
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filter V into its low and high frequency components Vlow and Vhigh, respectively. Then,
we create a new signal V ⇤ as follows:
V ⇤ = 2 ⇤ Vlow + Vhigh + Vnoise, (2.8)
where Vnoise is a pink noise term (see Methods). We note that we only alter the low
frequency component of V and do not alter the PAC. To analyze the PAC in this new
signal we compute RPAC and MI.
We show in Figure 2·7 population results (1000 realizations each of the simulated
signals V and V ⇤) for the R and MI values. We observe that increases in the am-
plitude of Vlow produce increases in MI and RPAC. However, this increase is more
dramatic for MI than for RPAC; we note that the distributions of RPAC almost com-
pletely overlap (Figure 2·7A), while the distribution of MI shifts to larger values
when the amplitude of Vlow increases (Figure 2·7B). We conclude that the statistic
RPAC — which includes the low frequency amplitude as a predictor in the GLM —
is more robust to increases in low frequency power than a method that only includes
the low frequency phase.
We also investigate the e↵ect of increases in amplitude-amplitude coupling (AAC)
on the two measures of PAC. As before, we simulate a signal V with fixed PAC (in-
tensity IPAC = 1) and no AAC (intensity IAAC = 0). We then simulate a second signal
V ⇤ with the same fixed PAC as V , and with additional AAC (intensity IAAC = 10).
We simulate 1000 realizations of V and V ⇤ and compute the corresponding RPAC and
MI values. We observe that the increase in AAC produces a small increase in the
distribution of RPAC values (Figure 2·7C), but a large increase in the distribution
of MI values (Figure 2·7D). We conclude that the statistic RPAC is more robust to
increases in AAC than MI.
These simulations show that at a fixed, non-zero PAC, the modulation index in-
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creases with increased Alow and AAC. We now consider the scenario of increased Alow
and AAC in the absence of PAC. To do so, we simulate 1000 signals of 200 s duration,
with no PAC (intensity IPAC = 0). For each signal, at time 100 s (i.e., the midpoint
of the simulation) we increase the low frequency amplitude by a factor of 10 (con-
sistent with observations from an experiment in rodent cortex, as described below),
and include AAC between the low and high frequency signals (intensity IAAC = 0 for
t < 100 s and intensity IAAC = 2 for t   100 s). We find that, in the absence of
PAC, RPAC detects significant PAC (p¡0.05) in 0.4% of the simulated signals, while
MI detects significant PAC in 34.3% of simulated signals. We conclude that in the
presence of increased low frequency amplitude and amplitude-amplitude coupling,
MI may detect PAC where none exists, while RPAC, which accounts for fluctuations
in low frequency amplitude, does not.
2.4.7 Sparse PAC is detected when coupled to the low frequency ampli-
tude
While the modulation index has been successfully applied in many contexts (Canolty
and Knight, 2010; Hyafil et al., 2015b), instances may exist where this measure is not
optimal. For example, because the modulation index was not designed to account
for the low frequency amplitude, it may fail to detect PAC when Ahigh depends not
only on  low, but also on Alow. For example, since the modulation index considers
the distribution of Ahigh at all observed values of  low, it may fail to detect coupling
events that occur sparsely at only a subset of appropriate  low occurrences. RPAC, on
the other hand, may detect these sparse events if these events are coupled to Alow,
as RPAC accounts for fluctuations in low frequency amplitude. To illustrate this, we
consider a simulation scenario in which PAC occurs sparsely in time.





Figure 2·8: PAC events restricted to a subset of occurrences
are still detectable. (A) The low frequency signal (blue), amplitude
envelope (yellow), and threshold (black dashed). (B-C) The modula-
tion signal increases (B) at every occurrence of  low = 0, or (C) only
when Alow exceeds the threshold and  low = 0.
intensity value IPAC = 1.0 (see Methods, Figure 2·8A-B). We then modify this signal
to reduce the number of PAC events in a way that depends on Alow. To do so, we
preserve PAC at the peaks of Vlow (i.e., when  low = 0), but now only when these
peaks are large, more specifically in the top 5% of peak values.
We define a threshold value T to be the 95th quantile of the peak Vlow values, and
modify the modulation signal M as follows. When M exceeds 1 (i.e., when  low = 0)
and the low frequency amplitude exceeds T (i.e., Alow   T ), we make no change to
M. Alternatively, when M exceeds 1 and the low frequency amplitude lies below T
(i.e., Alow < T ), we decrease M to 1 (Figure 2·8C). In this way, we create a modified
modulation signal M1 such that in the resulting signal V1, when  low = 0 and Alow
is large enough, Ahigh is increased; and when  low = 0 and Alow is not large enough,
there is no change to Ahigh. This signal V1 hence has fewer phase-amplitude coupling
events than the number of times  low = 0.
We generate 1000 realizations of the simulated signals V1, and compute RPAC and
MI. We find that while MI detects significant PAC in only 37% of simulations, RPAC
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detects significant PAC in 72% of simulations. In this case, although the PAC occurs
infrequently, these occurrences are coupled to Alow, and RPAC, which accounts for
changes in Alow, successfully detects these events much more frequently. We conclude
that when the PAC is dependent on Alow, RPAC more accurately detects these sparse
coupling events.
2.4.8 The CFC model detects simultaneous PAC and AAC missed in an
existing method
To further illustrate the utility of the proposed method, we consider another scenario
in which Alow impacts the occurrence of PAC. More specifically, we consider a case
in which Ahigh increases at a fixed low frequency phase for high values of Alow, and
Ahigh decreases at the same phase for small values of Alow. In this case, we expect
that the modulation index may fail to detect the coupling because the distribution
of Ahigh over  low would appear uniform when averaged over all values of Alow; the
dependence of Ahigh on  low would only become apparent after accounting for Alow.
To implement this scenario, we consider the modulation signal M (see Methods)
with an intensity value IPAC = 1. We consider all peaks of Alow and set the threshold
T to be the 50th quantile (Figure 2·9A). We then modify the modulation signal M
as follows. When M exceeds 1 (i.e., when  low = 0) and the low frequency amplitude
exceeds T (i.e., Alow   T ), we make no change to M. Alternatively, when M exceeds
1 and the low frequency amplitude lies below T (i.e. Alow < T ), we decrease M to 0
(Figure 2·9B). In this way, we create a modified modulation signal M such that when
 low = 0 and Alow is large enough, Ahigh is increased; and when  low = 0 and Alow is
small enough, Ahigh is decreased (Figure 2·9C).
Using this method, we simulate 1000 realizations of this signal, and calculate MI
and RPAC for each signal (Figure 2·9D). We find that RPAC detects significant PAC in
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Figure 2·9: PAC with AAC is accurately detected with the
proposed method, but not with the modulation index. (A) The
low frequency signal (blue), amplitude envelope (yellow), and threshold
(black dashed). (B) The modulation signal (red) increases when  low =
0 and Alow > T , and deceases when  low = 0 and Alow < T . (C)
The modulated Ahigh signal (purple) increases and decreases with the
modulation signal. (D) The proportion of significant detections (out
of 1000) for MI and RPAC.
nearly all (96%) of the simulations, while MI detects significant PAC in only 58% of
the simulations. We conclude that, in this simulation, RPAC more accurately detects
PAC coupled to low frequency amplitude than the modulation index.
2.4.9 A simple stochastic spiking neural model illustrates the utility of
the proposed method
In the previous simulations, we created synthetic data without a biophysically prin-
cipled generative model. Here we consider an alternative simulation strategy with
a more direct connection to neural dynamics. While many biophysically motivated
models of cross-frequency coupling exist (Sase et al., 2017; Chehelcheraghi et al.,
2017; Sotero, 2016; Hyafil et al., 2015a; LePage and Vijayan, 2015; Onslow et al.,
2014; Fontolan et al., 2013; Malerba and Kopell, 2013; Jirsa and Mller, 2013; Spaak
et al., 2012; Wul↵ et al., 2009; Tort et al., 2007), we consider here a relatively simple
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Figure 2·10: RPAC, but not MI, detects phase amplitude cou-
pling in a simple stochastic spiking neuron model. (A) The
phase and amplitude of the low frequency signal (blue) modulate the
probability of a high frequency spike (orange). (B) The surfaces SAlow
(red) and SAlow, low (yellow). The phase of maximal Ahigh modulation
depends on Alow. (C) The modulation index fails to detect this type
of PAC.
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stochastic spiking neuron model (Aljade↵ et al., 2016). In this stochastic model, we
generate a spike train (Vhigh) in which an externally imposed signal Vlow modulates
the probability of spiking as a function of Alow and  low. We note that high frequency
activity is thought to represent the aggregate spiking activity of local neural popula-
tions (Ray and Maunsell, 2011; Buzski and Wang, 2012; Ray et al., 2008a; Jia and
Kohn, 2011); while here we simulate the activity of a single neuron, the spike train
still produces temporally focal events of high frequency activity. In this framework,
we allow the target phase ( ⇤low) modulating Ahigh to change as a function of Alow:
when Alow is large, the probability of spiking is highest near  low = ±⇡, and when
Alow is small, the probability of spiking is highest near  low = 0. More precisely, we
define  ⇤low as
 ⇤low = ⇡(1 + Alow)
where Alow is a sinusoid oscillating between 1 and 2 with period 0.1 Hz. We define
the spiking probability,  , as







where   = 0.01, s( ) is a triangle wave, and we choose  0 so that the maximum value
of   is 2. We note that the spiking probability   is zero except near times when the
phase of the low frequency signal ( low) is near  ⇤low. We then define Ahigh as:
Ahigh = S + n,
where S is the binary sequence generated by the stochastic spiking neuron model, and
n is Gaussian noise with mean zero and standard deviation 0.1. In this scenario, the
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distribution of Ahigh over  low appears uniform when averaged over all values of Alow.
We therefore expect the modulation index to remain small, despite the presence of
PAC with maximal phase dependent on Alow. However, we expect that RPAC, which
accounts for fluctuations in low frequency amplitude, will detect this PAC. We show
an example signal from this simulation in Figure 2·10A. As expected, we find that
RPAC detects PAC (RPAC = 0.172, p = 0.02); we note that the (Alow,  low) surface
exhibits a single peak near  low = 0 at small values of Alow, and at  low = ±⇡ at
large value of Alow (Figure 2·10B). The (Alow,  low) surface deviates significantly from
the Alow surface, resulting in a large RPAC value. However, the non-uniform shape of
the (Alow,  low) surface is lost when we fail to account for Alow. In this scenario, the
distribution of Ahigh over  low appears uniform, resulting in a low MI value (Figure
2·10C).
2.4.10 Application to in vivo human seizure data
To evaluate the performance of the proposed method on in vivo data, we first consider
an example recording from human cortex during a seizure (see Methods: Human Sub-
ject Data). Visual inspection of the LFP data (Figure 2·11A) reveals the emergence
of large amplitude voltage fluctuations during the approximately 80 s seizure. We
compute the spectrogram over the entire seizure, using windows of width 0.8 s with
0.002 s overlap, and identify a distinct interval of increased power in the 4-7 Hz band
from 130-140 s (Figure 2·11B). We analyze this section of the voltage trace V , filtering
into Vhigh (100-140 Hz) and Vlow (4-7 Hz), and extracting Ahigh, Alow, and  low as in
Methods (Figure 2·11C). Visual inspection reveals the occurrence of large amplitude,
low frequency oscillations and small amplitude, high frequency oscillations.
We find during this interval significant phase amplitude coupling computed using
RPAC (RPAC = 1.55, pPAC = 0.005), and using the modulation index (MI = 0.03,
40
pMI = 5.0 ⇥ 10 4). To examine the phase-amplitude coupling in more detail, we
isolate a 2 s segment (Figure 2·11D) and display the signal V , the high frequency
signal Vhigh, the low frequency phase  low, and the low frequency amplitude Alow. We
observe that when  low is near ⇡, the amplitude of Vhigh tends to increase, consistent
with the presence of PAC and a significant value of RPAC and MI.
We also find significant amplitude amplitude coupling computed using RAAC
(RAAC = 0.85, pAAC = 0.005). Comparing Ahigh and Alow over the 10 s interval
(each smoothed using a 1 s moving average filter and normalized), we observe that
both Ahigh and Alow steadily increase over the duration of the interval (Figure 2·11E).
2.4.11 Application to in vivo rodent data
As a second example to illustrate the performance of the new method, we consider
LFP recordings from from the infralimbic cortex (IL) and basolateral amygdala (BLA)
of an outbred Long-Evans rat before and after the delivery of an experimental electri-
cal stimulation intervention described in (Blackwood et al., 2018). Eight microwires
in each region, referenced as bipolar pairs, sampled the LFP at 30 kHz, and electrical
stimulation was delivered to change inter-regional coupling (see (Blackwood et al.,
2018) for a detailed description of the experiment). Here we examine how cross-
frequency coupling between low frequency (5-8 Hz) IL signals and high frequency
(70-110 Hz) BLA signals changes from the pre-stimulation to the post-stimulation
condition. To do so, we filter the data V into low and high frequency signals (see
Methods), and compute the MI, RPAC and RAAC between each possible BLA-IL pair-
ing, sixteen in total.
We find three separate BLA-IL pairings where RPAC reports no significant PAC
pre- or post-stimulation, but MI reports significant coupling post-stimulation. Inves-
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Figure 2·11: The CFC model detects cross-frequency coupling
in an in vivo human recording. (A,B) Voltage recording (A) and
spectrogram (B) from one MEA electrode over the course of a seizure;
PAC and AAC were computed for the time segment outlined in red.
(C) The 10 s voltage trace (blue) corresponding to the outlined segment
in (A), and Vlow (red), Vhigh (yellow), and Alow (purple). (D) A 2 s
subinterval of the voltage trace (blue), Vlow (red), Vhigh (yellow), Alow
(purple), and  low (green). (E) Alow (purple) and Ahigh (red) for the 10
s segment in (C), normalized and smoothed.
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Figure 2·12: The SAlow, low surface shows how PAC changes
with the low frequency amplitude and phase during an interval
of human seizure. (A) The full model surface (blue) in the ( low,
Alow, Ahigh) space, and components of that surface when (B) Alow is
small (black), and Alow is large (red).
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tigating further, we note that in all three cases, the amplitude of the low frequency IL
signal increases from pre- to post-stimulation, and RAAC, the measure of amplitude-
amplitude coupling, increases from pre- to post-stimulation. These observations are
consistent with the simulations in Results: The proposed method is less a↵ected by
fluctuations in low-frequency amplitude and AAC, in which we showed that increases
in the low frequency amplitude and AAC produced increases in MI, although the
PAC remained fixed. We therefore propose that, consistent with these simulation
results, the increase in MI observed in these data may result from changes in the low
frequency amplitude and AAC, not in PAC.
2.4.12 Using the flexibility of GLMs to improve detection of phase-amplitude
coupling in vivo
One advantage of the proposed framework is its flexibility: covariates are easily added
to the generalized linear model and tested for significance. For example, we could
include covariates for trial, sex, and stimulus parameters and explore their e↵ects on
PAC, AAC, or both.
Here, we illustrate this flexibility through continued analysis of the rodent data.
We select a single electrode recording from these data, and hypothesize that the
condition, either pre-stimulation or post-stimulation, a↵ects the coupling. To incor-
porate this new covariate into the framework, we consider the concatenated voltage
recordings from the pre-stimulation condition Vpre and the post-stimulation condition
Vpost:
V = [Vpre, Vpost] .
From V , we obtain the corresponding high frequency signal Vhigh and low frequency
signal Vlow, and subsequently the high frequency amplitude Ahigh, low frequency phase
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 low, and low frequency amplitude Alow. We use these data to generate two new
models:




 kfk( low) +  n+1Alow +  n+2Alow sin( low)+








 kfk( low) +  n+1Alow +  n+2Alow sin( low)+
 n+3Alow cos( low) + P ( n+4Alow),
where P is an indicator function specifying whether the signal is in the pre-stimulation
(P = 0) or post-stimulation (P = 1) condition. The e↵ect of the indicator function
is to include the e↵ect of stimulus condition on the high frequency amplitude. The
models in Equations 2.9 and 2.10 now include the e↵ect of low frequency amplitude,
low frequency phase, and condition on high frequency amplitude.
To determine whether the condition has an e↵ect on PAC, we test whether the
term P (
Pn
j=1  n+3+jfj( low)) in Equation 2.9 is significant, i.e. whether there is a
significant di↵erence between the models in Equations 2.9 and 2.10. If the di↵erence
between the two models is very small, we gain no improvement in modeling Ahigh by
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including the interaction between P and  low. In that case, the impact of  low on
Ahigh can be modeled without considering stimulus condition P , i.e. the impact of
stimulus condition on PAC is negligible.
To measure the di↵erence between the models in Equations 2.9 and 2.10, we
construct a surface SP low from the model in Equation 2.9, and a surface SP from the
model in Equation 2.10 in the (Alow,  low, Ahigh, P) space, assessing the models at
P = 1. We compute RPAC, condition, which measures the impact of stimulus condition
on PAC, as:
RPAC, condition = max [abs[1  SP/SP low ]]. (2.11)
We find for the example rodent data an RPAC, condition value of 0.3608, with a p-value
of .0005. Hence, we find evidence for a significant e↵ect of stimulus on PAC
To further explore this assessment of stimulus condition on PAC, we simulate
1000 instances of a 40 s signal with no PAC for the first 20 s (IPAC = 0) and non-
zero PAC for the final 20 s (IPAC = 1), i.e. PAC increases from pre-stimulation to
post-stimulation (Figure 2·13A) . Using the models in Equations 2.9 and 2.10, and
computing RPAC, condition, we find p < 0.05 for 100% of simulated signals. We also
simulate 1000 instances of a 40 s signal with no PAC (IPAC = 0) for the entire 40 s,
i.e. PAC does not change from pre-stimulation to post-stimulation (Figure 2·13B) ,
and find in this case p < 0.05 for only 4.6% of simulations. Finally, we simulate 1000
instances of a 40 s signal with fixed PAC (IPAC = 1), and with a doubling of the low
frequency amplitude occuring at 20 s (i.e., pre-stimulation the low frequency ampli-
tude is 1, and post-stimulation the low frequency amplitude is 2). We find p < 0.05
for only 3.6% of simulations. We conclude that this method e↵ectively determines
whether stimulation condition significantly changes PAC.
This example illustrates the flexibility of the statistical modeling framework. Ex-
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Figure 2·13: Example simulated Vlow (blue) and Vhigh (orange)
signals for which PAC changes with condition. (A) Example
signal with increase in PAC at 20 s (indicated by black dashed line).
(B) Example signal with no increase in PAC.
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tending this framework is straightforward, and new extensions allow a common prin-
cipled approach to test the impact of new predictors. Here we considered an indicator
function that divides the data into two states (pre- and post-stimulation). We note
that the models are easily extended to account for multiple discrete predictors such
as gender and participation in a drug trial, or for continuous predictors such as age
and time since stimulus.
2.5 Discussion
In this paper, we proposed a new method for measuring cross-frequency coupling
that accounts for both phase-amplitude coupling and amplitude-amplitude coupling,
along with a principled statistical modeling framework to assess the significance of
this coupling. We have shown that this method e↵ectively detects CFC, both as PAC
and AAC, and is more sensitive to weak PAC obscured by or coupled to low-frequency
amplitude fluctuations. Compared to an existing method, the modulation index (Tort
et al., 2010), the newly proposed method more accurately detects scenarios in which
PAC is coupled to the low-frequency amplitude. Finally, we applied this method to
in vivo data to illustrate examples of PAC and AAC in real systems, and show how
to extend the modeling framework to include a new covariate.
One of the most important features of the new method is an increased ability
to detect weak PAC coupled to AAC. For example, when sparse PAC events occur
only when the low frequency amplitude (Alow) is large, the proposed method detects
this coupling while other methods not accounting for Alow miss it. While PAC often
occurs in neural data, and has been associated with numerous neurological functions
(Canolty and Knight, 2010; Hyafil et al., 2015b), the simultaneous occurrence of PAC
and AAC is less well studied (Osipova et al., 2008). Here, we showed examples of
simultaneous PAC and AAC recorded from human cortex during seizure, and we note
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that this phenomena has been simulated in other works (Mazzoni et al., 2010).
While the exact mechanisms that support CFC are not well understood (Hyafil
et al., 2015b), the general mechanisms of low and high frequency rhythms have been
proposed. Low frequency rhythms are associated with the aggregate activity of large
neural populations and modulations of neuronal excitability (Engel et al., 2001; Varela
et al., 2001; Buzsáki and Draguhn, 2004), while high frequency rhythms provided a
surrogate measure of neuronal spiking (Rasch et al., 2008; Mukamel et al., 2005; Fries
et al., 2001; Pesaran et al., 2002; Whittingstall and Logothetis, 2009; Ray and Maun-
sell, 2011; Ray et al., 2008b). These two observations provide a physical interpretation
for PAC: when a low frequency rhythm modulates the excitability of a neural pop-
ulation, we expect spiking to occur (i.e., an increase in Ahigh) at a particular phase
of the low frequency rhythm ( low) when excitation is maximal. These notions also
provide a physical interpretation for AAC: increases in Alow produce larger modula-
tions in neural excitability, and therefore increased intervals of neuronal spiking (i.e.,
increases in Ahigh). Alternatively, decreases in Alow reduce excitability and neuronal
spiking (i.e., decreases in Ahigh).
The function of concurrent PAC and AAC, both for healthy brain function and
over the course of seizure as illustrated here, is not well understood. However, we
note that over the course of seizure, particularly at termination, PAC and AAC are
both present. As PAC occurs normally in healthy brain signals, for example dur-
ing working memory, neuronal computation, communication, learning and emotion
(Tort et al., 2009; Jensen et al., 2016; Canolty and Knight, 2010; Dejean et al., 2016;
Karalis et al., 2016; Likhtik et al., 2013; Jones and Wilson, 2005; John, 2005; Sirota
et al., 2008), these preliminary results may suggest a pathological aspect of strong
AAC occurring concurrently with PAC.
Proposed functions of PAC include multi-item encoding, long-distance commu-
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nication, and sensory parsing (Hyafil et al., 2015b). Each of these functions takes
advantage of the low frequency phase, encoding di↵erent objects or pieces of informa-
tion in distinct phase intervals of  low. PAC can be interpreted as a type of focused
attention; Ahigh modulation occurring only in a particular interval of  low organizes
neural activity - and presumably information - into discrete packets of time. Simi-
larly, a proposed function of AAC is to encode the number of represented items, or
the amount of information encoded in the modulated signal (Hyafil et al., 2015b).
A pathological increase in AAC may support the transmission of more information
than is needed, overloading the communication of relevant information with irrelevant
noise. The attention-based function of PAC, i.e. having reduced high frequency am-
plitude at phases not containing the targeted information, may be lost if the amplitude
of the high frequency oscillation is increased across wide intervals of low frequency
phase.
Like all measures of CFC, the proposed method possesses specific limitations. We
discuss five limitations here. First, the choice of spline basis to represent the low
frequency phase may be inaccurate, for example if the PAC changes rapidly with
 low. Second, the value of RAAC depends on the range of Alow observed. This is due
to the linear relationship between Alow and Ahigh in the Alow model, which causes the
maximum distance between the surfaces SAlow and SAlow, low to occur at the largest or
smallest value of Alow. To mitigate the impact of extreme Alow values on RAAC, we
evaluate the surfaces SAlow and SAlow, low over the 5
th to 95th quantiles of Alow. We note
that an alternative metric of AAC could instead evaluate the slope of the SAlow surface;
to maintain consistency of the PAC and AAC measures, we chose not to implement
this alternative measure here. Third, the frequency bands for Vhigh and Vlow must be
established before R values are calculated. Hence, if the wrong frequency bands are
chosen, coupling may be missed. It is possible, though computationally expensive,
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to scan over all reasonable frequency bands for both Vhigh and Vlow, calculating R
values for each frequency band pair. Fourth, we note that the proposed modeling
framework assumes the data contain approximately sinusoidal signals, which have
been appropriately isolated for analysis. In general, CFC measures are sensitive to
non-sinusoidal signals, which may confound interpretation of cross-frequency analyses
(Cole and Voytek, 2017; Kramer et al., 2008; Aru et al., 2015). While the modeling
framework proposed here does not directly account for the confounds introduced by
non-sinusoidal signals, the inclusion of additional predictors (e.g. detections of sharp
changes in the unfiltered data) in the model may help mitigate these e↵ects. Fifth, we
simulate time series with known PAC and AAC, and then test whether the proposed
analysis framework detects this coupling. The simulated relationships between Ahigh
and ( low,Alow) may result in time series with simpler structure than those observed
in vivo. For example, a latent signal may drive both Ahigh and  low, and in this
way establish nonlinear relationships between the two observables Ahigh and  low. We
note that, if this were the case, the latent signal could also be incorporated in the
statistical modeling framework (Yousefi et al., 2019).
We chose the statistics RPAC and RAAC for two reasons. First, we found that
two common methods of model comparison for GLMs provide less robust measures
of significance than RPAC and RAAC. While the statistics RPAC and RAAC are less
powerful than standard model comparison tests, the large amount of data typically
assessed in CFC analysis may compensate for this loss. We showed that the statistics
RPAC and RAAC performed well in simulations, and we note that these statistics are
directly interpretable. While many model comparison methods exist - and another
method may provide specific advantages - we found that the framework implemented
here is su ciently powerful, interpretable, and robust for real-world neural data anal-
ysis.
51
The proposed method can easily be extended by inclusion of additional predictors
in the GLM. Polynomial Alow predictors, rather than the current linear Alow pre-
dictors, may better capture the relationship between Alow and Ahigh. One could also
include di↵erent types of covariates, for example classes of drugs administered to a pa-
tient, or time since an administered stimulus during an experiment. To capture more
complex relationships between the predictors (Alow,  low) and Ahigh, the GLM could
be replaced by a more general form of Generalized Additive Model (GAM). Choosing
GAMs would remove the restriction that the conditional mean Ahigh must be linear
in each of the model parameters (which would allow us to estimate knot locations
directly from the data, for example), at the cost of greater computational time to esti-
mate these parameters. The code developed to implement the method is flexible and
modular, which facilitates modifications and extensions motivated by the particular
data analysis scenario. This modular code, available at https://github.com/Eden-
Kramer-Lab/GLM-CFC, also allows the user to change latent assumptions, such as
choice of frequency bands and filtering method. The code is freely available for reuse
and further development.
Rhythms, and particularly the interactions of di↵erent frequency rhythms, are
an important component for a complete understanding of neural activity. While
the mechanisms and functions of some rhythms are well understood, how and why
rhythms interact remains uncertain. A first step in addressing these uncertainties is
the application of appropriate data analysis tools. Here we provide a new tool to
measure coupling between di↵erent brain rhythms: the method utilizes a statistical
modeling framework that is flexible and captures subtle di↵erences in cross-frequency
coupling. We hope that this method will better enable practicing neuroscientists to
measure and relate brain rhythms, and ultimately better understand brain function
and interactions.
Chapter 3
Application of a convolutional neural
network for fully-automated detection of
spike ripples in the scalp
electroencephalogram
From Nadalin, Kramer, under review, 2021.
3.1 Introduction
A reliable biomarker to identify cortical tissue responsible for generating epileptic
seizures is required to guide prognosis and treatment in epilepsy (Engel, 2011). Rip-
ples - low amplitude (⇠ 0.1 V), high frequency (80-250 Hz), short (⇠ 10 ms), focal
(⇠ 1 cm2) events - have emerged as a promising biomarker of epileptogenic brain
tissue (Frauscher et al., 2017). Clinical investigations in patients with epilepsy have
shown that ripples occur more frequently inside the seizure onset zone (Andrade-
Valena et al., 2012, p.; Cimbalnik et al., 2018; Dumpelmann et al., 2015; Guragain
et al., 2018; Jacobs et al., 2008; Liu et al., 2018; G. A. Worrell et al., 2008), and that
removing brain tissue generating ripples improves surgical outcome (Jacobs et al.,
2008, 2010; Modur et al., 2011; Okanishi et al., 2014; Otrula et al., 2019; van Klink et
al., 2014; Wang et al., 2013; Wu et al., 2010). Electrophysiological experiments and
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computational studies provide mechanistic context for these clinical results, identify-
ing the cellular and network properties that produce and potentially disrupt ripples
(Jiruska et al., 2017; Khling & Staley, 2011; Stacey et al., 2009; Traub et al., 2001).
Despite the promise of this biomarker, at least two important challenges pre-
vent widespread application of ripples in clinical practice. First, detection of ripples
through manual review of electroencephalogram (EEG) recordings - the current gold
standard - is di cult, subjective, and prohibitively time consuming. Manual review
of 10 minutes of data can take an expert reviewer up to 15 hours per electrode channel
(Urrestarazu et al., 2007). This existing gold standard both introduces reviewer bias
and prevents more widespread clinical investigation. To address these limitations,
many automated and semi-automated ripple detection methods have been developed
(Blanco et al., 2010; Charupanit & Lopour, 2017; Gardner et al., 2007; Gliske et al.,
2016; Jacobs et al., 2018; Zelmann et al., 2012). However, technical challenges re-
main in the application of these methods, including limiting false positive detections
(Amiri et al., 2016; Bnar et al., 2010; Gliske et al., 2020), and calibrating detectors
for optimal performance (Sindhu et al., 2020).
Whether manual or automated ripple detection methods improve clinical treat-
ment of patients with epilepsy also remains unclear. A recent multicenter prospective
trial, applying both manual and automated ripple detections to identify tissue with
high rates of ripple activity, did not find an improved outcome at the individual
level (Jacobs et al., 2018). The failure of this prospective trial was at least partially
attributed to a second challenge: accurately separating physiologic from pathologic
ripples. Physiologic ripples appear in human cortical tissue and are thought to be
necessary for normal memory processes (Buzski & Silva, 2012; Joo & Frank, 2018;
Kucewicz et al., 2014; Matsumoto et al., 2013). These physiologic ripples are indis-
tinguishable from pathologic ripples in spectral frequency, amplitude and duration
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(Alkawadri et al., 2014; Ellenrieder et al., 2016; Liu et al., 2018; Malinowska et al.,
2015; Matsumoto et al., 2013). Thus, separating pathologic ripples from physiologic
ripples remains a significant - and clinically important - challenge (Bnar et al., 2010;
Cimbalnik et al., 2018; Jacobs & Schnberger, 2019; Matsumoto et al., 2013; Ren et
al., 2019).
One strategy to address these challenges is to focus on ripples that co-occur with
epileptiform spikes, a hallmark of epilepsy with high disease specificity (Ayala et al.,
1973; Engel, 2012; Sabolek et al., 2012; Staley & Dudek, 2006; G. Worrell & Gotman,
2011; Chu et al., 2018, Kramer et al., 2019). Spikes are large amplitude (⇠ 100µV),
long lasting (⇠ 100 ms) deviations in brain voltage activity that, like ripples, occur
between seizures. Although spikes and ripples are understood to represent separate
neurophysiological events, in spiking channels the majority of ripples co-occur with
spikes (Frauscher et al., 2017). Observations from both non-invasive (Kramer et al.,
2019; van Klink, van t Klooster, et al., 2016) and invasive (Gliske et al., 2018; Jacobs
et al., 2018; Wang et al., 2013, 2017) recordings suggest that ripples co-occurring with
spikes provide a more focal and specific biomarker for seizures than spikes or ripples
alone. A focus on synchronous spike and ripple events, spike ripples, addresses both
of the major issues limiting progress in ripple research. First, by selecting ripples that
coincide with interictal spikes, pathologic ripples are disentangled from physiologic
ripples (Thomschewski et al., 2019). Second, compared to detection of ripples alone,
the combined spike ripple events provide additional features for automated detection,
enabling better detector performance. Current approaches to identify spike ripple
events require manual categorization by expert reviewers (Chu et al., 2017; Kobayashi
et al., 2010; Kramer et al., 2019; van Klink, Frauscher, et al., 2016; van Klink, van
t Klooster, et al., 2016). An accurate fully-automated method, which operates di-
rectly on observed brain voltage recordings, would avoid subjectivity and ine ciency,
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further enhance reproducibility and facilitate rapid, high-throughput analysis of this
promising biomarker in large data sets.
In this manuscript, we introduce a fully-automated spike ripple detection method.
To do so, we create a neural network model that leverages a pre-trained convolutional
neural network for image data. We apply this method to scalp voltage recordings from
patients with epilepsy and show that this method is fast, accurate, and flexible; and
that this method accurately separates subjects with active epilepsy from those with
a low risk of future seizures and healthy controls.
3.2 Methods
3.2.1 Human Subject Data
In this work, we re-use the human subject data described in (Kramer et al., 2019); the
subject recruitment, EEG acquisition, and EEG preparation match the procedures
described in (Kramer et al., 2019). Briefly, we utilize EEG data from 34 subjects:
21 children diagnosed with a self limited epilepsy syndrome, childhood epilepsy with
centrotemporal spikes (CECTS, aged 4.9 16.8 years, 17 males), and 13 control sub-
jects (aged 8.714.3 years, five males). We divide the subjects with epilepsy into two
groups: those with high seizure risk (active CECTS, A-CECTS, defined as having
had a seizure within the last 12 months); and (ii) low seizure risk (resolved CECTS,
R-CECTS, defined as seizure-free for at least 12 months) (Ross et al., 2019). Two
children with CECTS returned after a minimum of 12 months for repeat evaluations.
For each subject, one EEG channel was selected from each hemisphere for analysis.
If interictal spikes were present, then the channel in which the spike amplitude was
maximal was selected. If no spikes were observed, the C3 and C4 electrodes were
selected, as these electrodes are most commonly involved in this focal epilepsy syn-
drome (Koutroumanidis et al., 2017). See Table 1 of (Kramer et al., 2019) for a
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description of detailed clinical data for each subject.
3.2.2 Manual spike ripple detection
For manually marked spike ripples, we utilized a dataset of 10 subjects analyzed in
(Chu et al., 2017). For each subject, an expert (CJC) manually inspected 10 minutes
of data from one EEG channel, and identified 151 spike ripple events in total; see
(Chu et al., 2017) for details.
3.2.3 Semi-automated spike ripple detection
In (Chu et al., 2017), a semi-automated method was proposed to detect ripples that
co-occur with spikes. Given a brain voltage signal (e.g., the scalp EEG) the method
first identifies candidate time intervals of increased high-frequency activity, then com-
putes seven features for each candidate event. These features require that the can-
didate event contain high-frequency fluctuations approximately sinusoidal in shape,
with at least three cycles, that co-occur with a large amplitude discharge, consistent
with existing notions of a regular and persistent high frequency oscillation initiat-
ing on the ascent of an interictal spike (van Klink, van t Klooster, et al., 2016; von
Ellenrieder et al., 2014; Zelmann et al., 2009; Zijlmans et al., 2009). The method
successfully detects spike ripple events, with high positive predictive value, low false
positive rate, and high intra-rater reliability (Chu et al., 2017). Application of this
method to scalp EEG recordings from subjects with focal childhood epilepsy showed
that spike ripples are more spatially restricted than spikes, and that reduced spike
ripple rates correlate with epilepsy resolution (Kramer et al., 2019). While this semi-
automated method is less time consuming (requiring approximately 2 minutes of
manual analysis per 10 minute recording) than most existing ripple detection proce-
dures, the method still requires validation by a human expert. In this manuscript, we
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utilize the data and expert classifications in (Kramer et al., 2019) to train and validate
a fully-automated spike ripple detector. In contrast to the semi-automated detector,
this new fully-automated detector does not require subsequent expert validation of
results, as we show the results are on par with expert classifications.
3.2.4 Spectral analysis
To compute spectrograms, we implement the following procedure. For a selected 1 s
interval of EEG data, we compute the spectrum in overlapping subintervals of size
0.2 s and overlap 0.195 s (i.e., with 0.0049 s shifts between subintervals). Within each
subinterval, we subtract the signal mean, apply the Hanning taper, and then compute
the spectrum (as the Fourier transform of the tapered signal multiplied by its complex
conjugate). We smooth the resulting spectrogram in time using a Gaussian lowpass
filter of size 25 ms. We display the two-dimensional spectrogram as an image of size
163 x 44, corresponding to times 0.1 s to 0.9 s (spacing 0.0049 s), and frequencies 30
Hz to 245 Hz (spacing 5 Hz) using the default Parula colormap in MATLAB.
3.2.5 Convolutional neural network
To identify spectrograms consistent with spike ripples we develop a spike ripple de-
tector from a convolutional neural network (CNN). We note that spike ripples are
well-characterized by their spectrograms: typically, they consist of an island of power
in the high frequency range for a duration of about 0.1 s, along with high power in the
low frequency range over the entire course of the spectrogram (example in Figure 1A,
see also (Amiri et al., 2016; Kobayashi et al., 2010; Kramer et al., 2019; van Klink,
van t Klooster, et al., 2016)). As these characteristic islands of power resemble nat-
ural images, we use the architecture ResNet (He et al., 2016), previously trained on
ImageNet data (ImageNet, 2020). We use transfer learning to train the CNN (i.e., we
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retrain layers of this existing architecture on the spectrogram image training data).
This allows us to leverage the increased performance from a CNN with many layers
without requiring the time and computing power to learn these weights from scratch.
We maintain all convolutional layers from ResNet, and modify the final linear layers
for binary classification. In the first round of training, we fix the parameters of the
convolutional layers and tune only the final linear layers. For the remaining duration
of training, we tune parameters of all layers (Kornblith et al., 2019; Vision.Learner
— Fastai, 2020). The CNN uses gradient descent to minimize the loss, which we
take to be cross-entropy, a typical choice for binary classification problems. We train
with a batch size of 8 images, and use di↵erential learning rates for di↵erent groups
of layers in the ResNet architecture: we use 1e-4 as the learning rate for the initial
layers, 1e-3 for the middle layers, and 1e-2 for the final layers. In this way, we use a
smaller learning rate for the earlier layers, which pick out simple shapes and edges,
and a larger learning rate for the later layers, which pick out more complicated visual
features (Vision.Learner — Fastai, 2020, Zeiler and Fergus, 2014). We additionally
use stochastic gradient descent with restarts (SGDR) in training, wherein we gradu-
ally decrease the learning rate over the course of a cycle with cosine annealing, and
increase the length of this cycle by a factor of 2 as training continues (Loshchilov
and Hutter, 2017). This prevents solutions from becoming trapped in local minima.
At the end of each training epoch, if the validation loss has not improved in the
past 6 epochs, we stop training and use the weights from the epoch with the lowest
validation loss in our final model. In training, 14 of the training data is set aside for
validation, and training is stopped early when the validation loss fails to decrease,
which prevents overfitting. The training data is augmented to artificially expand the
size of the training set via random horizontal flips and random scaling by a factor of
up to 1.2. The input images are 44x44 pixels. The resulting CNN receives as input
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a spectrogram from a 1 s segment of EEG data and outputs the probability of that
segment containing a spike ripple. This probability is obtained by taking the softmax
function of the final 2 output nodes of the network.
3.2.6 Training, validation, and testing datasets
The data consist of spectrograms computed from 1 s segments of EEG data from two
electrodes for each subject. We use leave-one-out cross-validation to assess the ability
of the proposed method to detect spike ripples. That is, for each subject i, we create
a training set composed of spectrograms from all subjects excluding i, and a test set
composed of spectrograms exclusively from subject i. For each patient, we divide the
EEG signal(s) into 1 s segments, and compute the spectrogram of each segment. Half
of the training set are these spectrograms from time segments identified as candidate
spike ripples by the semi-automated detector and validated by two human experts;
these spectrograms are assigned a yes label in the training set. One quarter of the
training set are spectrograms from time segments identified as candidate spike ripples
by the semiautomated detector and rejected by both experts; these spectrograms are
assigned a no label in the training set. We proceed in this way, rather than using
the original centered spectrograms from the semi-automated detector as our training
data, so that the algorithm learns to detect spike ripples at all time points in the
spectrogram. The remaining 25% of the training set are spectrograms from time
segments undetected by the semi-automated detector, validated by an expert to not
contain a spike ripple, and assigned a no label. In this way, we create a balanced
training set of spectrograms: 50% yes labels and 50% no labels. The test set for
each subject i consists of the subset of time segments for subject i detected by the
semi-automated detector and validated by both experts (yes label), rejected by both
experts (no label), or undetected by the semi-automated detector and verified not
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to contain a spike ripple (no label). On average, for each subject, the training data
consists of 1664 images (minimum 953, maximum 1729). The test data consists of an
average of 93 images (minimum 51, maximum 441). In total, the test data from all
expert labeled spectrograms from all subjects consists of 2243 images. For analysis
of manually marked spike ripples, we first train the CNN spike ripple detector using
the expert classified spectrograms detected and undetected by the semi-automated
detector, as described above, excluding subject i. We then divide the entire EEG
recording from patient i into 1 s segments (0.5 s overlap), compute the spectrogram
for each segment, and input these spectrograms to the trained CNN. We compare
the output probabilities to the manually marked spike ripple events, and repeat this
process for each subject.
3.2.7 Statistical analysis
We compare the outputs of the test set data to the expert classifications and compute
measures of detector performance: sensitivity, specificity, positive predictive value
(PPV), negative predictive value (NPV), the F1 score (i.e., the harmonic mean of the
precision and recall), and the area under the curve (AUC) for the receiver operating
characteristics (ROC) curve over all subjects. We compute confidence intervals for
the sensitivity, specificity, PPV, and NPV using the R-package DTComPair (Stock
and Hielscher, 2015).
3.2.8 Assessment of classifier performance
To assess classifier performance, we perform a randomized labels test (Ojala et al.,
2009), in which we randomly permute the labels of the data 1000 times (i.e., we
permute the yes and no labels assigned to each spectrogram). We then evaluate the
detector performance using these randomized labels in comparison to the detector
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performance using the original, nonpermuted labels.
3.3 Results
3.3.1 The fully automated spike ripple detector performs well on expert-
labeled data
We propose an automated procedure to detect spike ripples in scalp EEG recordings.
Our goal is to replace the time-consuming procedure of visual inspection with an auto-
mated approach that has comparable classification performance to expert validation.
To do so, we train a convolutional neural network (CNN) to identify the unique spec-
tral signatures of a spike ripple. In general, a spectrogram of a spike ripple consists
of two components: (i) increased power across a broad range of low frequencies due
to the spike, and (ii) increased power across a narrow interval of high frequencies due
to the ripple - a spectral island (Figure 3·1). To train and evaluate the detector, we
analyze scalp EEG data recorded from M = 34 subjects (21 subjects with epilepsy
and 13 control subjects, see Materials and Methods: Human subject data). Each
subject has a set of labeled spectrograms, visually marked by two experts to either
contain a spike ripple, or not (see Materials and Methods: Training, validation, and
testing datasets).
To test the performance of the CNN, we utilize these data to perform leave-one-out
cross-validation: for each subject i, we set aside the corresponding Ni expert labeled
spectrograms {s1i , · · · , s
Ni
i } as the test data, and use the expert labeled data from all




i+1, · · · , s
Ni+1
i+1 , · · · , s1M , · · · , s
NM
M } as
the training data. We train the spike ripple detector, and from this trained classifier
obtain probabilities for the test data {p1i , · · · , p
Ni
i }, where pki is the probability of
spectrogram ski containing a spike ripple (Figure 3·1).
Repeating this process for each subject, we obtain a collection of probabilities
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Figure 3·1: The CNN outputs probabilities for candidate spec-
tra in agreement with expert labels. Example spectra and corre-
sponding CNN output probabilities (P) for candidate events (A) mutu-
ally labeled yes by both experts, with a spectral island evident at 150
Hz (B) mutually labeled no by both experts, and (C) undetected by
an existing semi-automated spike ripple detector and expert validated
with a no label. All three examples calculated for the same subject
with active epilepsy. The spectrograms display power (in decibels) as
a function of frequency and time; scale bar indicates 0.1 s.
{p11, · · · , pN11 , · · · , p1M , · · · , p
NM
M } for all spectrograms from each subject. To assess
detector performance, we first compute the area under the ROC curve (AUC, Fig-
ure 2); the AUC is large (0.99) consistent with excellent classification performance.
Performing a randomized labels test (Ojala et al., 2009)(see Materials and Methods:
Assessment of classifier performance), we find p=0.001, suggesting high significance
for this result. We then choose a decision threshold ds such that if pki < ds, we con-
clude that spectrogram k from subject i does not contain a spike ripple, and if pki   ds,
we conclude that spectrogram k from subject i does contain a spike ripple. The choice
of ds is based on the relative importance of limiting false positives or false negatives.
A higher value of ds yields a more conservative estimate, limiting detections to those
with high probabilities, and hence decreasing false positives. Alternatively, a lower
value yields a more liberal estimate and decreases the number of false negatives.
To illustrate detector performance, we consider two decision thresholds ds and
compute four measures of detector performance: positive predictive value (PPV),
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Figure 3·2: The ROC curve shows strong diagnostic capability
of the automated CNN spike ripple detector. The ROC curve for
di↵erent decision thresholds ds has an area under the curve (AUC) of
0.99. The optimal decision threshold (ds = 0.298, blue circle) occurs at
a false positive rate of 0.048 and true positive rate of 0.950. A decision
threshold of 0.95 (green circle) reduces the true and false positive rates.
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Decision threshold Low [optimal ROC] (ds = 0.298) High (ds = 0.95)
PPV (95% CI) 0.86 (0.841, 0.890) 0.96 (0.947,0.980)
NPV (95% CI) 0.98 (0.977,0.988) 0.92 (0.910, 0.932)
Sensitivity (95% CI) 0.95 (0.932, 0.965) 0.74 (0.704,0.770)
Specificity (95% CI) 0.95 (0.943,0.962) 0.99 (0.987,0.995)
Table 3.1: Low and high decision thresholds result in high
classification performance. The positive predictive value (PPV),
negative predictive value (NPV), sensitivity, and specificity for the au-
tomated spike ripple detector, and 95% confidence intervals. These
values represent cumulative results from each subject i as test data,
where the CNN is trained and validated on all patients excluding sub-
ject i. An optimal decision threshold from the ROC curve (ds = 0.298)
and higher decision threshold (ds = 0.95) produce consistent results.
negative predictive value (NPV), specificity, and sensitivity. Using the value ds =
0.298, calculated as the threshold such that the absolute di↵erence |FPR   FNR|
between the false positive rate and false negative rate is minimized, we find excellent
detector performance: high values (  0.86) for all four measures (Table 1). Alterna-
tively, we may desire detections that utilize a stricter interpretation of spike ripples,
i.e., only time segments with very high probabilities are classified as spike ripples.
Repeating this analysis with a higher decision threshold (ds = 0.95, green dot in
Figure 3·2), we find consistent results (Table 3.3.1).
Though disagreements between expert and automated classifications comprise the
minority of cases (Table 3.3.1), these cases provide insights into factors that contribute
to the CNN classification. As expected, when the CNN and experts agree on the
presence of a spike ripple (examples in Figure 3·3 A,B), we find a well-characterized
spectral island in the spectrogram and large amplitude spike in the unfiltered EEG
signal. Similarly, when the CNN and experts agree on the absence of a spike ripple
(examples Figure 3·3 C,D), we find no evidence for a spike ripple in either the spec-
trogram or EEG signal. In examples where the CNN fails to detect a spike ripple
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identified by experts (Figure 3·3 E,F), we observe weak evidence of a spectral island
(i.e., the power is low in the ripple frequency range). In an example where the CNN
erroneously detects a spike ripple, the spectral island is clear but the large amplitude
deviation in the EEG signal is too wide to be considered a spike (Figure 3·3 G). We
also show a rare case consistent with an error in expert classification (Figure 3·3 H);
here the CNN identifies a spike ripple missed in expert classification.
We conclude that the proposed automated CNN spike ripple detector accurately
classifies spectrograms computed from EEG data. Given examples classified by ex-
pert reviewers as containing a spike ripple or not, the detector performs with high
sensitivity and specificity. This high performance occurs for both a low and high
decision threshold.
3.3.2 The automated spike ripple detector performs well against manual
markings
In the previous section, we trained and analyzed the CNN spike ripple detector us-
ing examples identified by the semi-automated method in (Kramer et al., 2019), and
then validated by human experts. As a second test of detector performance, we com-
pare the fully-automated detections to the current gold standard approach - manual
review. Manual, visual inspection, in which an expert reviews the entire recording
and evaluates all spikes in 0.6 s increments in three di↵erent visualizations (raw time
series, filtered time series, spectrogram) is highly time consuming, but more sensitive
to detect spike ripple events than the semi-automated approach (Chu et al., 2017),
and therefore provides a more accurate estimate of detector performance. We apply
the trained CNN spike ripple detector to EEG data from 10 subjects with manually
marked spike ripples (see Materials and Methods: Manual spike ripple detection),
and compute the probability of each 1 s time segment containing a spike ripple. We
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Figure 3·3: Examples of agreement and disagreement between
the CNN spike ripple detector and expert classifications. Ex-
ample spectrograms (top), unfiltered EEG signals (middle), and filtered
high frequency signals (bottom, highpass filtered to 100-300 Hz) from
EEG excerpts classified by the CNN spike ripple detector. (A,B) The
detector and expert classifications agree on the presence of a spike rip-
ple (detector output probabilities P > 0.99), (C,D) The detector and
expert classifications agree on the absence of a spike ripple (P < 1e-
12). (E-H) Examples of detector and expert classification disagreement.
(E,F) Example false negatives; the spike ripple is not detected ( P <
1e-2). (G,H) Example false positives; a spike ripple is detected (P >
0.99). In all figures, the horizontal scale bars indicate 0.1 s, and the
vertical dashed lines indicate the 1 s time intervals classified by the
CNN spike ripple detector.
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then use the precision-recall curve to choose a decision threshold where precision ap-
proximately equals recall (ds = 0.78), and classify each 1 s time segment k as having
a spike ripple if pk   ds or not having a spike ripple if pk < ds. Comparing these
classifications to the expert manual detections, we find a sensitivity of 0.627 (CI [0.56,
0.69]), positive predictive value (PPV) of 0.630 (CI [0.57, 0.69]), and false positive
rate of 0.007. We note that these values are consistent with the performance of
the existing semi-automated method in (Chu et al., 2017). However, the automated
CNN spike ripple detector requires no manual validation by expert reviewers. We
conclude that the automated detector performs well - comparable to human experts -
while eliminating the time consuming and subjective process of visual inspection and
classification.
3.3.3 The automated spike ripple detector di↵erentiates between subjects
with high and low seizure risk
We now consider application of the automated CNN spike ripple detector to a specific
clinical goal: classification of disease severity. Here, motivated by clinical utility, we
restrict consideration to children with CECTS divided into two groups: low risk of
a future seizure (e.g., resolving epilepsy, R-CECTS) or high risk of a future seizure
(e.g., active epilepsy, A-CECTS). We now test whether the CNN spike ripple detector
di↵erentiates between the high and low risk seizure groups. To do so, we apply the
trained CNN spike ripple detector to the EEG data of each CECTS subject i, and
use the optimal decision threshold ds = 0.298 to classify each segment as having a
spike ripple or not. From this classified dataset, for each subject i we evaluate the
spike ripple proportion: the number of spike ripples detected divided by the total
number of 1 s segments analyzed for subject i. Visual inspection suggests that the
spike ripple proportion tends to be higher in subjects with high seizure risk (Figure
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3·5). We then categorize each patient using the optimal ROC value as the threshold
to find performance consistent with the existing nave automated spike ripple detector
reported in (Kramer et al., 2019); excellent PPV and specificity, and high NPV and
sensitivity. Repeating this analysis with an increased spike ripple decision thresh-
old (ds = 0.95), we find improved classification performance (Table 3.3.3); excellent
specificity and PPV, and improved sensitivity and NPV compared to the CNN spike
ripple detector with lower decision threshold (ds = 0.298), and the naive automated
spike ripple detector reported in (Kramer et al., 2019). To summarize detector per-
formance, we compute the F1 score and find the highest value using the CNN spike
ripple detector with strict decision threshold (F1 = 0.94) compared to the other meth-
ods (CNN with lower decision threshold, F1 = 0.80; naive automated detector, F1
= 0.89; semi-automated detector, F1=0.91). We conclude that a strict classification
of spike ripples, wherein only high probability time segments are classified as posi-
tive, provides excellent performance in classifying subjects into low versus high risk
seizure groups. This performance is comparable to expert analysis and, due to its
considerable reduction in processing time, allows for high throughput analysis.
3.3.4 Spike ripple proportion decreases with duration seizure-free
As a second assessment of the detectors clinical utility, we compare the results of
the CNN spike ripple detector to an existing measure of disease severity: duration
seizure-free. The longer a patient remains seizure-free, the less likely that patient will
have a subsequent seizure, independent of medication use (Berg et al., 2001; Ross et
al., 2020; Sillanp et al., 2017). Using the optimal decision threshold (ds = 0.298), we
find a negative relationship between the log spike ripple proportion and time since
last seizure (p = 2.7e-6, slope = -0.15, 95% CI [-0.20, -0.10], Figure 3·6). Consistent
69
0.1s
P = 1.31e-04 P = 0.976 P= 4.91e-07 














Figure 3·4: Example spectra computed from the EEG of a
subject, and the corresponding outputs from the spike rip-
ple detector. (A) Example raw (blue) and high frequency (orange,
100-300 Hz) signals from the subjects EEG signal, and (B) the corre-
sponding 1 s spectra with 0.5 s overlap, with probability outputs (P)
















1 (1.0, 1.0) 1 (1.0,1.0) 1 (1.0,1.0) 0.83 (0.62,1.0)
NPV
(95% CI)
0.77 (0.54,1.0) 0.91 (0.74,1.0) 0.87 (0.70,1.0) 1 (1.0,1.0)
Sensitivity
(95% CI)
0.67 (0.36,1.0) 0.89 (0.69,1.0) 0.8 (0.55,1.0) 1 (1.0,1.0)
Specificity
(95% CI)
1 (1.0,1.0) 1 (1.0,1.0) 1 (1.0,1.0) 0.85 (0.65,1.0)
Table 3.2: Subject-level diagnostic characteristics for di↵erent
spike ripple decision thresholds and detectors. The CNN spike
ripple detector with a strict decision threshold improves classification of
subjects with high and low seizure risk. Results for the nave automated



















Figure 3·5: The spike ripple proportion is higher in subjects
with high seizure risk. The proportion of 1 s segments containing a



















Time since last seizure [months]
Figure 3·6: The spike ripple proportion decreases with time
since last seizure. Circles indicate patients with A-CECTS (blue)
and R-CECTS (green). The blue line indicates the model fit with mean
(solid) and 95% CIs (shaded).
with the results in (Kramer et al., 2019), we conclude that a negative relationship
exists between spike ripple proportion and duration seizure-free; the longer duration
seizure-free, the lower the spike ripple proportion.
3.4 Discussion
In this manuscript, we introduced a new method to automatically detect an emerging
electrographic biomarker for epilepsy, spike ripples. To do so, we trained a convolu-
tional neural network to identify spectrogram images with the unique features of a
spike ripple. We showed that the spike ripple detector performed well against expert-
labeled data, and accurately predicted seizure risk. The method is fully-automated,
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removing the subjective and time consuming visual inspection required by existing
spike ripple detection methods. Expert validation is no longer required on the out-
put from the detector, as we have shown the performance from the detector alone is
comparable to this expert validation. Further, the method requires no further labeled
data, as the model has been pre-trained on the data described here, and can be simply
applied to future unlabeled data.
The spike ripple detector presented here di↵ers from existing approaches in the
following ways. First, we focus on automated classification of spike ripples, rather
than ripples (or high frequency oscillations) alone; for example, many machine learn-
ing algorithms exist - each analyzing a select feature set - to identify ripples (Amiri
et al., 2016; Blanco et al., 2010; Migliorelli et al., 2020; Sciara↵a et al., 2020). While
selecting specific features for ripple detection improves interpretability, doing so may
also limit performance. To address this, neural networks have been recently developed
to detect ripples without requiring explicit feature selection. In (Zuo et al., 2019), the
authors developed a CNN to identify ripples, training the network on a small num-
ber of filtered EEG signals, stacked to create two-dimensional images. In (Lai et al.,
2019), the authors use a CNN to classify two-dimensional time-frequency maps, and
find improved detector performance. In (Hagen et al., 2020), the authors implement
a recurrent neural network to detect sharp-wave ripples, training the network on the
raw local field potential. In the method presented here, we use the spectrograms of
EEG data as input to the CNN; rather than requiring explicit time and frequency
characteristics to classify spike ripples, the model learns these characteristics from
the spectrogram images.
The methodology of the spike ripple detector proposed here is most similar to the
ripple detector developed in (Lai et al., 2019). In that work, a CNN classifies 2D
time-frequency maps to identify ripples. While similar, the spike ripple detector de-
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veloped here di↵ers from the ripple detector in (Lai et al., 2019) in three ways. First,
we focus on detection of the composite electrographic phenomena of spike ripples,
not ripples alone. With this di↵erence, we expect our method to overcome the chal-
lenges in separating pathologic from physiologic ripples (Thomschewski et al., 2019).
Second, in (Lai et al., 2019) an initial detection, utilizing the data filtered into high
frequency bands, is performed to identify times of candidate ripples. Then, only the
time-frequency maps at these candidate times are input to the CNN and classified.
Here, we perform no initial step to identify candidate spike ripples; instead, the spec-
trograms for each 1 s interval (0.5 s overlap) are input to the CNN. Third, in (Lai et
al., 2019) the CNN architecture is built and trained from scratch, and is limited to
two convolutional and two pooling layers. In contrast, we use transfer learning, which
allows us to utilize the performance of a complex 34-layer CNN without requiring the
time and computing power to learn these weights from scratch. We note that CNNs
have been applied in other contexts to assess spectrogram images of neural data,
e.g., for rapid eye movement behavior disorder (Ru ni et al., 2019), and epileptiform
spike detection (Johansen et al., 2016). Again, our methodology di↵ers from these
examples in that we utilize transfer learning to leverage the power of a CNN trained
on millions of natural images for our model.
While the automated detection of spike ripples motivated the detector developed
here, we note that the framework presented is highly flexible: theoretically, the de-
tector could be repurposed to detect any signal pattern well-characterized by its
spectrogram, with a reasonable amount of training data (on the order of 1000 la-
beled images). With the architecture completely intact, one would simply provide
new training data to re-train the model using the same approach described here. We
expect this approach would work best for spectrograms with distinct features resem-
bling natural images (in our case, isolated regions of increased power formed simple,
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connected shapes). For example, with training data that identified ripples in di↵erent
frequency bands, the spike ripple detector could be extended to distinguish between
the spectral islands of ripples (80-250 Hz) and fast-ripples (250-500 Hz) (Blanco et al.,
2010; Sciara↵a et al., 2020; Zuo et al., 2019). For more complex spectra, e.g., from
audio data, it may be better to use an underlying architecture trained on non-natural
images such as satellite imagery, rather than the ResNet architecture employed here.
While the spike ripple detector performed well in the application to EEG data
considered here, we note the following limitations. First, we trained the detector
using spike ripple (and non-spike ripple) events classified by two human experts. We
treated these human expert classifications as true, despite the necessarily subjective
nature of these classifications through visual inspection. We note that additional
spike ripple classifications - performed by other human experts on di↵erent data sets
- may be used to retrain the spike ripple detector. Doing so may further improve
detector performance and limit the impact of subjective classifications by di↵erent
human experts. More generally, the spike ripple detector supports a feedback ap-
proach to increase performance of the model: experts can analyze and validate or
edit the output labels of test spectrograms, and include these newly labeled spectro-
grams in the training data for future iterations of the model.
Second, the spike ripple classification is not perfect. For example, we observed
that sharp artifacts in the signal were sometimes incorrectly classified as spike rip-
ples. A sharp event increases power at all frequencies, producing vertical streaks
in the spectrogram. In some cases, these vertical streaks qualitatively resemble the
islands of power in spectrograms of spike ripples (Amiri et al., 2016). To address
this, future work could pre-process the data to remove common artifacts, and hence
decrease the false positive rate. Alternatively, the model could be re-trained using
the spectrograms of these artifacts, assigned a no label.
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Third, we note that any classification method utilizing neural networks is subject
to the black box problem: it is particularly di cult to interpret the millions of trained
parameters in the network. While we assume that the model is identifying spectral
islands in the spectrograms to classify spike ripples, we cannot verify this claim. An
understanding of precisely what the detector identifies in spectrograms could provide
insight into mechanisms supporting the pathology.
Much research exists on the interpretation of neural networks (Benitez et al., 1997;
Ghorbani et al., 2018; Montavon et al., 2018), and future work could focus on inter-
preting the trained CNN spike ripple detector. For example, feature visualization
(Yosinski et al., 2015), which seeks to visualize the activations in di↵erent layers, may
perhaps identify the activations of some layers that specifically target islands of power
in the spectrogram.
Here we present a reliable, fully automated method to detect a promising biomarker
of seizure risk, spike ripples. The method has a single, intuitive parameter to adjust
- the decision threshold - resulting in higher positive predictive value or sensitivity.
We showed that the spike ripple proportion produced by the detector separates sub-
jects with low and high seizure risk. Such a diagnostic tool has the potential to
aid clinicians in their determination of disease severity and treatment, and support
high-throughput analysis of large data sets.
Chapter 4
Modeling local dynamics of COVID-19
with compartmental models and
statistical inference
4.1 Introduction
COVID-19 is a devastating disease, with over 28 million infections and 500,000 deaths
(The New York Times, 2021) in the United States alone. Twenty million jobs have
been lost in the US, putting unemployment among Americans at its highest level
since the Great Depression (Iacuri, 2020). The pandemic has disproportionately
a↵ected minority communities in infections, job loss, and access to vaccines (Centers
for Disease Control and Prevention, 2021a). The impact of this disease is far reaching,
and understanding its progression and dynamics is critical to an e↵ective response.
Many mathematical and statistical models have been developed to characterize
this disease. These models seek to understand basic characteristics such as infectivity,
mortality, and incubation period, along with dynamic characteristics like the rate of
disease spread and the impact of various social distancing measures. Several types
of models exist, including compartmental dynamical systems models, data-driven
statistical models, neural networks, and point process models (Cooper et al., 2020a;
Giordano et al., 2020; Jo et al., 2020; Bertozzi et al., 2020).
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While useful, notable challenges limit the modeling of COVID-19: for one, many
infections exhibit mild symptoms or are entirely asymptomatic (Gao et al., 2020), im-
plying that the number of recorded infections is likely a large underestimate. Across
di↵erent modeling strategies, there does not appear to be a unifying consensus for the
correct fixed parameter values to use, as epidemiological estimates for latency and
recovery periods are not certain (Backer et al., 2020; Voinsky et al., 2020; Qin et al.,
2020; McAloon et al., 2020), and several methods have encountered a nonidentifia-
bility problem wherein di↵erent combinations of fixed parameters can fit the models
to data equally well (Roda et al., 2020).
A key parameter for understanding the spread of disease is the basic reproduction
number R0: the expected number of secondary cases resulting from a primary case
in a completely susceptible population, throughout the individual’s infectious period
(Hethcote, 2000). More plainly, R0 represents the expected number of individuals an
infected individual will infect before recovery or death. A value of R0 > 1 indicates
that the number of infections will continue to rise and the disease will continue to
spread. A value of R0 < 1 indicates that the number of infections will decline, and
eventually the disease will die out. This value is of great interest to public health
o cials and policy makers seeking to understand and respond to the pandemic.
The current static estimate of R0 for COVID-19 ranges from 2 to 3, i.e., each
infected individual is expected, on average, to infect 2 to 3 other individuals (Bauch,
2021). In contrast, the seasonal flu has an R0 value between 1 and 2 (Virginia
Department of Health, 2020). This indicates the high infectiousness of COVID-19
and helps to explain its rapid spread. Often, models consider a fixed value for R0
(Cooper et al., 2020b), but doing so ignores changes in the disease’s infectiousness
over time: the value for R0 may increase or decrease in response to social distancing
measures, major holidays, and even weather trends. A complete understanding of
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COVID-19 necessitates a dynamic, time-varying estimate for R0.
Many approaches exist to model the dynamics of COVID-19, but the most popular
are SIR-type compartmental models. The simple SIR model captures the dynamics
of transitions between three populations: from a susceptible (S) population to an in-
fected (I) population to a recovered (R) population. An accurate SIR model provides
insight not only into the growth and decay of di↵erent population compartments,
but also provides useful estimates for transition parameters: e.g., the recovery rate
  from I to R. Though useful, the simple SIR model is limited: for example, it fails
to account for individuals in the incubation period who have been exposed but are
not yet symptomatic. Additionally, there is no di↵erentiation between recoveries and
deaths. In the former case, SEIR models incorporate an exposed (E) population to
indicate individuals in the incubation period, and in the latter case SIRD models
incorporate a deaths (D) population to separate recoveries from deaths.
To simulate these models requires specification of model parameters, which can be
drawn from existing epidemiological data (i.e., recorded death rates, typical duration
of infection) or estimated by directly fitting the model to observed data. In the
latter case, daily recorded infections and/or deaths are typically used to fit unknown
parameters, often using some form of least-squares fitting for a given measure of error.
In this work, we first estimate a dynamic value for R0 to include in an SIR-type
compartmental models. We then estimate the static values for other model param-
eters using an ensemble Markov Chain Monte Carlo (MCMC) approach. Finally,
we compare the model fits from di↵erent compartmental model formulations, and




We use data provided by the Covid Tracking Project, which collects and publishes
daily COVID-19 data on a state and national level (The Atlantic, 2020). The data
consist of daily infection and death counts for each state, starting as early as February
2020 in some states, and continuing until March 2021.
For each state, the data obtained from the Covid Tracking Project are published
as cumulative infection and death numbers on a given day. To obtain the daily
incidences required for our analysis, we di↵erence the cumulative data. Due to the
di culty of collecting infection and death data during a pandemic, the data contain
considerable noise. Lags in data collection can cause a buildup of reported cases,
ultimately leading to a large spike in cases on a single day, not representative of the
daily case count. Some states operate on di↵erent reporting cycles, publishing case
numbers every other day rather than daily. Human errors occur, causing over or
under reporting on a given day, followed by correction on a subsequent day, resulting
in fluctuations of case counts that fail to represent the true dynamics. To account for
these sources of noise in the data, we smooth the data by computing a 10 day rolling
mean. These smoothed data provides a more accurate estimate of daily infections.
4.2.2 Estimation of R0
We follow the method outlined in (Cori et al., 2013) to estimate R0 as a dynamic
variable that changes over time, Rt. The method assumes individuals have infectiv-
ity profiles given by a probability distribution ws, which depends on the time since
infection s but is independent of calendar time t. The value of ws represents the
infectiousness of an individual after time s since infection: an individual is most in-
fectious where ws is maximized. We approximate ws by the distribution of the serial
80
interval: the average time between symptom onset in primary and secondary cases.
Here, a primary case refers to an infected individual i, and secondary cases refer to
any other individuals infected by individual i.
Transmission is modeled as a Poisson process where Rtws indicates the rate at
which a primary infection at time t   s generates a secondary infection at time t.






Intuitively, we understand Rt as the ratio of the number of new infections It at time
t to the total infectiousness
Pt
s=1 It sws of all individuals at time t.
Using the definition in 4.1, the likelihood of It given Rt, w, and previous incidences
It 1, · · · , I0 is






s=1 It sws. If we assume transmissibility is constant over a period of
length ⌧ , where ⌧ is a non-negative integer, calling this constant transmissibility Rt,⌧ ,
then the likelihood of incidence over the period [t ⌧+1; t], given Rt,⌧ and conditioned
on all previous incidences, is







Then, assuming Rt,⌧ has a Gamma distributed prior with parameters (a, b), we
apply Bayes rule to arrive at the posterior joint distribution of Rt,⌧ :
P (It ⌧+1, · · · , It, Rt,⌧ |It ⌧ , · · · , I0, w) (4.4)































































Consistent with prior work (Cori et al., 2013), we choose a target posterior CV of
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0.3, and define ⌧ as the smallest possible value such that each window has at least 11
cases.
4.2.3 Compartmental models
















where S, I, and R indicate the number of susceptible, infectious, and recovered
individuals in a population, respectively; N indicates the total population;   is a
transition parameter for the infection rate; and   is a transition parameter for the





and can thus replace   with  Rt,⌧ in applications of this model.
The SEIR model extends the SIR model by including a population compartment E
for those exposed to the virus, but not yet infectious. This represents the incubation
period present in viruses like COVID-19, wherein an individual has been exposed to




















where a represents the inverse of the incubation period of the disease, i.e., the incu-
bation period has duration 1a . Again, we use Equation 4.13 to replace   with  Rt,⌧
in the application of this model.
The SIRD model includes a population compartment D for deaths, and transition
























and replace   with (  + µ)Rt,⌧ in the application of this model.
Finally, the SEIRD model incorporates both the exposed and death population
84






















and we again replace   with (  + µ)Rt,⌧ in its application.
4.2.4 Parameter estimation
The models in Equations 4.12-4.16 require values for parameters  , µ, and a. To
estimate these parameters while avoiding nonidentifiability issues in these models,
we follow the approach in (Roda et al., 2020), and apply an a ne-invariant Markov
chain Monte Carlo (MCMC) method (Goodman and Weare, 2010).
This MCMC method uses an ensemble of N = 100 walkers in the K dimensional
parameter space. The positions of these N walkers are iteratively updated, based on
the positions of all other N   1 walkers in the ensemble, until a stable distribution
of parameters is reached. At this point, we select the median in each parameter
dimension of the stable distribution as each parameter estimate.
More specifically, given a modelM(w) and a walker w(i) with position (x1, · · · , xK)
in the parameter space, at each iteration the model output M(w(i)) gives the daily
incidence of infections Ipred = {Ipredt }Tt=1 for all models, as well as the daily incidence of
deathsDpred = {Dpredt }Tt=1 for the SIRD and SEIRD models. We use these predictions,
along with the observed infections and deaths Iobs = {Iobst }Tt=1 and Dobs = {Dobst }Tt=1,
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to calculate the likelihood ⇡ of M(w(i)), given the observed data.
We assume Iobs and Dobs are Poisson distributed, as they are both integer count
values. Hence, a reasonable assumption for the likelihood is the product of the Poisson
probability mass function (PMF) of Ipredt given rate parameter I
obs
t over all time points
t. We note that Iobst is the observed number of infections at each time, and not a
model parameter to estimate. The Poisson PMF requires integer values for the model
predictions, which would require rounding of the Ipred and Dpred values to the nearest
integer at each step of the MCMC estimation. Further, at a single time point when
Iobs or Dobs equal zero, the PMF values for all non-zero integers are equal to 0. In
our dataset, we note that 9/50 states have at least one time point with Dobs = 0.
Hence, taking the product of likelihoods over all time points for these states would
produce an overall likelihood of 0. To address this, we replace the Poisson PMF at
each tme t with the Normal PDF using mean Iobst and   =
p





Doing so addresses the presence of non-integer values, and in the case where Iobst
or Dobst equal 0, we simply set   =
p
min(Iobs). We note that the Normal PDF is a
good approximation to the Poisson PMF when the rate parameter is su ciently large.
However, the distributions di↵er when the observed data Iobst or D
obs
t approach zero,
and the Normal PDF would assign non-zero likelihoods to unphysical negative model
predictions. We note that the model dynamics do not produce negative predictions,
and find in practice qualitative agreement between the model results using either the
Poisson PMF with integer rounding and zero replacement, or the Normal PDF. The

































We use Equation 4.17 when M is the SIR or SEIR model, and we use Equation
4.18 when M is the SIRD or SEIRD model. We note that this formulation assumes
independence of deaths and infections.
At each iteration and for each walker w(i) = (x1, · · · , xK), a new position ŵ(i) =
(x̂1, · · · , x̂K) is proposed, based on the positions of a randomly selected walker w(j) 6=
w(i). Specifically,
ŵ(i) = w(j) + z(w(i)   w(j)), (4.19)
where z is selected from the distribution f(z) = 1paz ,
1
a  z  a, and a is a step size
parameter, here chosen to be 2.5. This new position ŵ(i) is either accepted or rejected
based on the separate likelihoods of M(ŵ(i)) and M(w(i)), derived from Equation 4.17
for the SIR and SEIR models or Equation 4.18 for the SIRD and SEIRD models. We
accept the new position ŵ(i) with probability




and otherwise leave the position of w(i) unchanged.
We continue this iterative process until a stable distribution for all parameters is
reached: here, we assess the stability of the distribution by measuring the variance
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Figure 4·1: Example stable distribution of   estimates: Stable
distribution of   estimates for a single state (Alabama), each curve
(color) indicates one walker (out of 100 total walkers).
of parameter estimates across all walkers at each iteration. If the variance has not
decreased in 1000 iterations, we continue for 10,000 more iterations, and end the
process. We take the final 5,000 iterations across all walkers as the stable distribution.
An example of a stable distribution is shown in Figure 4·1. In this case, we see no
temporal trends: the distribution of walkers appears to fluctuate randomly about a
mean.
From this stable distribution of parameters, we take the parameter estimates to
be the median value in a given parameter dimension over all 100 walkers and over
all 5000 iterations. In the example of Figure 4·1, this process results in a parameter
estimate of   = 0.228.
An alternative approach to estimate these transition parameters is to take the
peak in the joint  , µ distribution of walker values. We applied this approach in a
subset of 20 states, and found consistent parameter estimates (Figure 4·2).
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(a) (b)
Figure 4·2: Estimates of   and µ are consistent across two
methods. Estimates (black dots) of (a)   and (b) µ taken via median
of walker values and via the maximum value in the joint distribution
for a subset of 20 states, line y = x in red.
4.3 Results
4.3.1 R0 Estimation
In what follows, we refer to the value Rt,⌧ as R0. Using the method described in
Section 4.2.2, we estimate R0 for each of the 50 United States. The R0 estimate
starts for each state only after 12 cases have been observed, as recommended in (Cori
et al., 2013). An example R0 estimate for the state of Wyoming, beginning in late
March 2021 and extending through January 2021, is shown in Figure 4·3.
The R0 estimates for all 50 states are shown in Figure 4·4. This figure indicates
several features of interest: notably, an increase in R0 immediately following major
US holidays Thanksgiving and Christmas, indicated by vertical orange and red lines,
respectively. Earlier in the pandemic, visual inspection suggests an overall increase
in R0 around June 2020 (vertical purple line), coinciding with the second wave of
COVID-19 in the United States. We also note an uptick in R0 starting August 2020
(vertical blue line), coinciding with the third wave.
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Figure 4·3: Example R0 estimate from Wyoming, March 25,
2020 through January 09, 2021: R0 estimate (black), with R0 = 1
reference line (red, dashed)
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Figure 4·4: R0 estimates for all states, March 2020 through
January 2021): R0 estimates for all 50 states (black), with vertical
dashed lines indicating the approximate start of the second wave (pur-
ple), third wave (blue), Thanksgiving (orange) and Christmas (red).
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Around the second wave, we note the increased variability in R0 values. To further
characterize this change in variability, we separate the states into two groups: one
group having   20 days in the month of June with R0 > 1, the other having < 20
days with R0 > 1 (Figure 4·5a). We find that this separation results in two spatially
contiguous groups of states (Figure 4·5b). The grouping of states with higher R0
consists of southern and western states. This spatial grouping agrees with reporting
from this time (The Washington Post, 2020), which indicates that the second wave
primarily a↵ected southern and western states, while northeastern and midwestern
states exhibited a brief reprieve in case numbers. Interestingly, the separation in R0
values continues briefly into the third wave, but the relationship inverts: the southern
and western states now exhibit a lower R0 value. This coincides with reporting from
the time indicating midwestern states being hardest hit by the third wave (Berube,
2020).
We note that the R0 values (Figure 4·5a) appear related to the daily measured
infections It (Figure 4·6). For example, in the second wave of infections, the increase
in R0 to values above 1 in southern and western states preceds a dramatic increase
in infections from several of these states. These observations are consistent with R0
surpassing 1, which indicates that the average infected individual will infect more
than 1 other individual, so incident cases will increase. In contrast, during this time
R0 remains below 1 for northeastern and midwestern states, and the increase in daily
infections is overall far less than that of southern and western states.
4.3.2 The SIRD model
In what follows, we examine the dynamics of the SIRD model (Section 4.2.3). We
note that results from the SEIRD model rarely converge in parameter estimates from




Figure 4·5: Separation of R0 values is present between south-
ern and western states, and northeastern and midwestern
states during the second wave of the pandemic. (a) R0 values
for the southern and western group (blue) and all other states (black)
from March 2020 through January 2021. White dashed line indicated
R0 = 1. Purple dashed vertical line indicates the approximate start of
the second wave, and blue dashed vertical line indicates the approx-
imate start of the third wave. (b) A contiguous collection of states
(blue), referred to here as the southern and western group, defined by
having more than 20/30 days of June 2020 with R0 > 1.
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Figure 4·6: Separation of measured daily infections is present
between southern and western states, and northeastern and
midwestern states during the first and second waves of the
pandemic. Measured daily infections, normalized by state population,
over all 50 states for southern and western states (blue) and all other
states (black), from March 2020 through January 2021.
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additional parameters in the SEIRD model forcing a search in a higher-dimensional
parameter space: as the dimensionality of the search space increases linearly, the
time to convergence and/or the amount of data required to obtain parameter esti-
mates increases exponentially (Trunk, 1979). It is possible that with enough time or
computational resources, the optimal solution could be reached. However, this was
not considered here, and we choose not to investigate the SEIRD model further.
We initially consider the remaining compartmental models in the context of a
single state: Oregon. Using the R0 values from Section 4.2.2 and estimates for pa-
rameters   and µ from the MCMC method (Section 4.2.4), we first compare the
predictions of daily infections from the SIRD model (Section 4.2.3) to recorded infec-
tions (Figure 4·7). We note that the the predicted infections follow the measurements
closely; the model estimation appears to be reasonable. The   estimate for this state
is 0.144, corresponding to a 6.94 day recovery period, and the µ estimate is 0.002,
corresponding to a 0.2% fatality rate.
Next, we perform the same analysis for the SIR and SEIR models, again using
the estimated R0 and estimating parameters as in Section 4.2.4 (Figure 4·8). Vi-
sual inspection shows the SIR model underestimates the daily infections, particularly
during the second large increase in infections (near day 210). The SEIR model, how-
ever, produces a similar prediction to that of the SIRD model, closely following the
measured daily infections. The root mean squared error (RMSE) is consistent with
these observations: for the SIRD model, we find an RMSE value of 67.42, and for
the SIR and SEIR models, we find values of 256.73 and 70.19, respectively. These
results suggest similar estimates from the SEIR and SIRD models, both of which are
superior to the estimate from the SIR model. We find high correlation between Ipred
and Imeas across all models: the SIRD, SIR, and SEIR models have correlations of
0.988, 0.991, and 0.986 respectively.
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Figure 4·7: The SIRD model produces reasonable estimates
for daily infections Measured infections Imeas (blue) and predicted
infections Ipred (orange) from the SIRD model.
Figure 4·8: The SIR model underestimates daily infections,
while the SIRD and SEIR models provide similar estimates,
consistent with the measured daily infections.
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Figure 4·9: Small di↵erences exist in RMSE across models
for all states: (a) RMSE for di↵erent model predictions across all 50
states, (b) histogram of di↵erences in RMSE between SIRD and SIR
models, and (c) histogram of di↵erences in RMSE between SIRD and
SEIR models.
We find consistent results across all 50 dates: for the majority of states, the root
mean squared error (RMSE) between the model predictions and observed data for
all three models are similar. The percentage di↵erence in RMSE between the SIR
and SIRD models typically exceed 0, indicating a higher error for the SIR model
predictions. The percentage di↵erence in RMSE between the SIRD and SEIR models
are centered around 0, suggesting similar prediction performance for both models.
Given the strong similarity in predicted infections from the SIRD and SEIR mod-
els, and the superior performance in the SIRD model compared to the SIR model, we
select the SIRD model for further analysis. We do so because the SIRD model pre-
dicts not only daily infections but also daily deaths, and therefore provides parameter
estimates for infection duration and fatality rate directly comparable with observed
data.
We show example infection and death predictions for the SIRD model in Figures
4·10 and 4·11. We note that, for most states, these predictions tend to follow the
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Figure 4·10: Daily estimated infections from the SIRD model
track measured daily infections. Example measured daily infec-
tions (blue) and predicted daily infections from the SIRD model (or-
ange) for California, Oregon, and West Virginia
Figure 4·11: Daily estimated deaths from the SIRD model
coincide with measured daily deaths. Example measured daily
deaths (blue) and predicted daily deaths from the SIRD model (orange)
for California, Oregon, and West Virginia.
observed data. Across all states, we find a mean correlation between the predicted
and observed infections of 0.907 (standard deviation 0.703, range [0.717, 0.988]), and
a mean correlation between the predicted and observed deaths of 0.6438 (standard
deviation 0.174, range [0.159, 0.931]).
The estimated parameters from MCMC procedure for the SIRD model are shown
in Figure 4·12. The median   estimate is 0.150, corresponding to an infectious period
of 6.69 days. This estimate is consistent with recent studies on the infection duration
of COVID-19: numerous studies have shown no evidence of replication-competent
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(a) (b)
Figure 4·12:   and µ estimate distributions from the SIRD
model provide reasonable parameter values Distributions of (a)
  estimates across states, and (b) µ estimates across states.
viral loads 10 days after infection (Centers for Disease Control and Prevention, 2021b).
Additionally, a recent contact tracing study (Cheng et al., 2020), showed that the
infection rate for secondary infections was higher among contacts who were exposed
to the primary infected individual within 5 days of their infection. Finally, a study
tracking 2861 infected individuals and contacts indicates that the infection rate is
highest within 5 days after initial infection (Cevik et al., 2021). This evidence suggests
that an infectious period of 6.69 days estimated from the model is reasonable. The
median µ estimate is 0.002, corresponding to a 0.2% fatality rate. Using estimated
total infections from (Reese et al., 2020), we find a fatality rate of 0.4%, which is
close to the model estimate.
4.4 Discussion
In this work, we developed a method to analyze dynamic and static features of the
COVID-19 pandemic dynamics across the United States. We found that estimates of
the dynamic R0 values are consistent with our understanding of disease spread over
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time (i.e., the di↵erent waves of the pandemic) and over space i(i.e., how di↵erent
geographic regions of the United States experienced disease spread.) We utilized
an ensemble a ne-invariant MCMC method to estimate static parameters of the
SIRD model and found that the distribution of estimates coincides with our current
understanding of recovery and fatality rates. The predicted infections and deaths
from the model using these parameters are close to measured infections and deaths,
further supporting the validity of these parameter estimates.
There exist several potential applications of this work. First, the dynamic es-
timate of R0 gives a retrospective understanding of the spread of the disease. This
characerization of disease spread helps identify which methods of containment did and
did not work: for example, increases or decreases in R0 coinciding with social distanc-
ing measures, shutdowns, or reopenings can illustrate the impact of these measures.
Additionally, di↵erences in R0 across states may indicate the varying spread of the
disease in di↵erent regions, as we noted in the di↵ering impacts of second and third
waves across southwestern and midwestern/northeastern states. The static estimate
of recovery rate can provide key insight for recommended quarantine periods. This
sum of information can aid our understanding and preparedness for this and other
future pandemics.
This method is not without drawbacks: the R0 estimate is highly sensitive to
the distribution of the serial interval which, especially early in a pandemic, is often
unknown and di cult to estimate. As time goes on, more concrete estimates of the
actual distribution of the serial interval become known, but an incorrect estimate of
this value can lead to major under or overestimates. Additionally, the estimate of
R0 is sensitive to measurement errors: negative values and spikes in the data can
often lead to estimates of R0 that fail to accurately represent the disease dynamics.
Careful data cleaning is necessary, and typically done by hand. Finally, as referenced
100
in the appendix of (Cori et al., 2013), in the presence of too little data the method
for estimating R0 may underperform. Hence, data from states with low daily case
counts, on the order of 3 or 4 per day, may not produce reasonable estimates of R0.
While we find good performance of the SIRD model, future work expanding the
compartmental model may provide additional insights. Here, we have chosen the
relatively simple SIRD model, but in the presence of greater time and/or computing
power, we could potentially achieve convergence of larger compartmental models like
SEIRD, or incorporate global birth and death rates. We could also incorporate spatial
dynamics to the model, using the state-level data to understand geographic spread.
Additionally, we could impose additional constraints on the model parameters, for
example the requirement of a constant   across all states; again, this necessitates
greater time and computing power. Finally, it would be reasonable to incorporate
a dynamic estimate of µ: we expect that the death rate may vary over time as




In this collection of work, we presented three distinct projects, each developing meth-
ods for uncovering underlying features amid large amounts of noisy data. We de-
veloped a statistical measure for measuring cross-frequency coupling (Chapter 2), a
neural network capable of identifying the spectral features of spike ripples (Chapter
3), and a method for estimating a disease’s dynamic reproduction number, recovery
rate, and fatality rate (Chapter 4).
In all projects, the choice of statistical and mathematical inference is key: we lever-
age the flexibility of generalized linear models to measure cross-frequency coupling;
we use the power of millions of pretrained weights in a convolutional neural network
to isolate and identify spatial patterns; and we utilize the ensemble Markov chain
Monte Carlo to rapidly arrive at optimal parameter distributions in compartmental
models of COVID-19.
These methods provide results that surpass what is capable from traditional ap-
proaches, such as visual inspection and application of existing analysis methods, and
therefore provide powerful new insights. The measure of cross frequency coupling
allows us to analyze the change in phase-amplitude and amplitude-amplitude cou-
pling over the course of human seizure, potentially giving insight into the dynamics
and mechanisms that support this disease. Our network classification of spike ripples
enables us to categorize seizure risk quickly and non-invasively in patients, thereby
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supporting the development of high throughput screening of disease and treatment
e cacy. The parameter estimation procedure for COVID-19 provides insights into
seasonal trends and the e cacy of containment and prevention measures.
The potential future directions for these methods are numerous: One could utilize
the flexibility of generalized linear models to account for changes in cross frequency
coupling due to new covariates like class of drug administered to epilepsy patients.
Using methods like saliency mappings (Mundhenk et al., 2019) could help identify
the types of images that activate di↵erent layers of the convolutional neural network,
providing clarity on how the network classifies spike ripples, and new insights into
the rhythms of these disease biomarkers. More complicated compartmental models,
taking into account global birth and death rates or geographic factors, could better
model the basic reproductive number, recovery rates, and death rates over the course
of a pandemic.
In this work, we have explored multiple approaches for analyzing data that is
influenced by a latent dynamic structure. In all projects, this structure is not im-
mediately clear, and is often di cult to detect via visual inspection of the raw data,
but is critical for our larger understanding of signal coupling, disease severity, and
pandemic spread. The approaches have been various, leveraging techniques from sig-
nal processing, statistical modeling, machine learning, and dynamical systems, all
carefully chosen to reflect the types of data being analyzed. Ultimately, we have
developed rigorous, e cient methods for uncovering these dynamic structures amid
large, noisy data. These kinds of data are now common to all areas of science, in-
dustry, and global health, and as the capacity for data storage and computing power
increases, it is precisely these kinds of analyses that will be crucial to understanding
latent systems driving observed activity of interest amid the larger noise.
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