Research presented in this journal by McMillan, Clark, Moore, Devita, and Grossman (2005) is the first attempt to investigate the neural basis of natural language quantifiers (see also McMillan, Clark, Moore, and Grossman (2006) for evidence on quantifier comprehension in patients with focal neurodegenerative disease and Clark and Grossman (2006) for more general discussion). It was devoted to study brain activity during comprehension of sentences with generalized quantifiers. Using BOLD fMRI the authors examined the pattern of neuroanatomical recruitment while subjects were judging the truth-value of statements containing natural language quantifiers. According to the authors their results verify a particular computational model of natural language quantifier comprehension posited by several linguists and logicians (e.g. see van Benthem, 1986). I challenge this statement by invoking the computational difference between first-order quantifiers and divisibility quantifiers (e.g. see Mostowski, 1998). Moreover, I suggest other studies on quantifier comprehension, which can throw more light on the role of working memory in processing quantifiers.
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First-order and higher-order quantifiers
The authors were considering the following two standard types of quantifiers: first-order and higher-order quantifiers. First-order quantifiers are those definable in first-order predicate calculus, which is the logic containing only quantifiers ∃ and ∀ binding individual variables. In the research, the following first-order quantifiers were used: "all", "some", and "at least 3". Higher-order quantifiers are those not definable in first-order logic. The subjects taking part in the experiment were presented with the following higher-order quantifiers: "less than half of", "an even number of", "an odd number of".
The expressibility of higher-order quantifiers is much greater than the expressibility of first-order quantifiers. For instance, we cannot speak about infinite sets in first-order logic, but this is possible using higher-order quantifiers. This difference in expressive power corresponds to the difference in the computational resources required to check the truth-value of a sentence with those quantifiers.
In particular, to recognize first-order quantifiers we only need computability models which do not use any form of working memory. Intuitively, to check whether sentence (1) is true we do not have to remember anything.
(1) Every sentence in this paper is correct.
It suffices to read the sentences from this article one by one. If we find an incorrect one, then we know that statement (1) is false. Otherwise, if we read the entire paper without finding any incorrect sentence, then statement (1) is true. We can proceed in a similar way for other first-order quantifiers. Formally, it was proved by van Benthem (1986) that first-order quantifiers can be computed by such simple devices as finite automata.
However, for recognizing some higher-order quantifiers, like "less than half" or "most", we need computability models making use of working memory. Intuitively, to check whether sentence (2) is true we must identify the number of correct sentences and hold it in working memory to compare with the number of incorrect sentences.
(2) Most of the sentences in this paper are correct.
Mathematically speaking, such an algorithm can be realized by a push-down automaton.
