Given a graph G = (V, E) with a subset S ⊆ E of edges, the edge subset feedback edge set problem is to find a smallest set F of edges such that in G ′ = (V, E − F ) no cycle contains an edge in S. We also define a restricted version of this problem, in which no edges in S is allowed to be selected into F to form a solution. In this paper, we give a linear-time algorithm for the edge subset feedback edge set problem, and show the restricted version is NP-hard for fixed |S| ≥ 2 and fixed-parameter tractable with parameter being k = |F |.
Introduction
The feedback vertex (resp. edge) set problem (to find a smallest number of vertices (resp. edges) in a given graph whose removal makes the graph acyclic) is a basic and important problem in graph algorithms. The subset feedback vertex (resp. edge) set problem is a natural generalization of the feedback vertex (resp. edge) set problem by restricting the set of cycles that the feedback set should intersect. In the subset feedback vertex set problem, we are given a graph together with a subset of vertices, called terminals, and asked to find a smallest number of vertices (resp. edges) in the graph after removing which any terminal is not in a cycle. The feedback set and subset feedback set problems have great applications in compiler optimization, database deadlock recovery [7] , circuit testing [5] and so on, and have been extensively studied in many algorithmic approaches, especially in parameterized algorithms and approximation algorithms [1, 2, 3, 5, 6] . In this paper, we study the edge feedback edge set problem. In this problem, a graph G and a subset S of edges are given, and we are going to find a smallest number of edges in the graph after removing no cycle contains an edge in S. There are also a restricted version for edge feedback set set problem, which does not allow to select edges in S to construct a solution. Please refer to the next section for the precise definitions of the problems. We will show that the unrestricted version of this problem can be solved in linear time and the restricted version is NP-hard. Then we will study the restricted version in the view of Parameterized Complexity. In Parameterized Complexity, a problem I together with a parameter k (or some parameters) is given, we are interesting in finding algorithms with running time f (k)|I| O (1) to solve the problem, where f (k) is a computable function of parameter k. We say this problem with parameter k is fixed-parameter tractable (FPT) if such kinds of algorithms exist.
The rest of the paper is organized as follows. Section 2 gives the notation system and the precise definitions of our problems. Section 3 gives a linear-time algorithm for Subset-FES, based on which, a linear-time algorithm for Edge-Subset-FES is showed in Section 4. Section 5 shows that Restricted Edge-Subset-FES is FPT.
Preliminaries
Notation. Let G = (V, E) be a multigraph with a set V of n vertices and a set E of m edges. The set of vertices and the set of edges of a graph G are also denoted by V (G) and E(G), respectively. For two subsets X, Y ⊆ V (not required to be disjoint), let E G (X, Y ) denote the set of edges with one end-vertex in X and the other in Y , where E G (X, Y ) is denoted by E(X, Y ) if the underlying graph G is clear from the context, and E(X, V − X) is denoted by E(X). For a subset X ⊆ V in G, let G[X] denote the subgraph of G induced by the vertices in X, i.e., G[X] = (X, E(X, X)). A vertex (resp., edge) in G is called a cut-vertex (resp., a bridge) if removal of it increases the number of connected components. The degree deg(v) of a vertex v is defined to be the number of edges incident to v, i.e., deg(v) = |E({v})|. A cycle C is a graph wherein each vertex is of degree 2 but not a cut-vertex of C. Note that two multiple edges with the same end-vertices form a cycle of length 2. For a given subset S ⊆ V ∪ E, a cycle C with (V (C) ∪ E(C)) ∩ S ̸ = ∅ is called an S-cycle, and an edge not incident to any vertex in S or any end-vertex of an edge in S is called an outer edge of S. We say that a subset 2/3 , m 1/2 }m) the running time of finding a minimum (s, t)-cut in an unweighted graph with n vertices and m edges [4] .
Problem Definitions.
Subset Feedback Edge Set (Subset-FES) Input: An undirected graph G = (V, E) and a set S ⊆ V of terminals Output: A smallest set F ⊆ E of edges such that no cycle in (V, E − F ) contains a vertex in S.
Edge Subset Feedback Edge Set (Edge-Subset-FES) Input: An undirected graph G = (V, E) and a set S ⊆ E of terminal edges Output: A smallest set F ⊆ E of edges such that no cycle in (V, E − F ) contains an edge in S.
A restricted version of Edge-Subset-FES is defined as follows.
Restricted Edge-Subset-FES Input: An undirected graph G = (V, E), a set S ⊆ E of terminal edges, and a positive integer k Parameter: k Output: Does there exist a set F ⊆ E − S of edges such that |F | ≤ k and no edge from S − F is contained in a cycle in the graph (V, E − F )?
Main Contributions. The main contributions of this paper are listed as follows. Subset-FES and Edge-Subset-FES can be solved in linear time. Restricted Edge-Subset-FES is shown to be NP-hard, and it can be solved in O((min{
Subset-FES
In this section, we give some structural properties and a linear-time algorithm for Subset-FES. The results will be used to design a linear-time algorithm for Edge-Subset-FES.
Lemma 1 For an unweighted graph G = (V, E) and a set S ⊆ V of terminals, there is a minimum set F ⊆ E blocking all S-cycles such that every edge in F is incident to a terminal.
Proof. Let E ′ ⊆ E be a minimum set of edges block all S-cycles. Assume that E ′ contains an outer edge e ∈ E − E(S, V ) of S. It suffices to show that there is an edge e ′ ∈ E(S, V ) incident to a terminal such that E ′′ = (E ′ − {e}) ∪ {e ′ } still blocks all S-cycles, since a desired solution F can be obtained by repeating to replace outer edges with edges incident to terminals. By the minimality of E ′ , there must exist an S-cycle C e blocked only by the edge e, i.e., E(C e ) ∩ F = {e}. Choose a terminal s ∈ V (C e ), and let e ′ be an edge in C e which is incident to s. To prove E ′′ = (E ′ − {e}) ∪ {e ′ } blocks all S-cycles, it suffices to show that all S-cycles C only blocked by edge e among edges in E ′ share edge e ′ with C e . Take any such S-cycle C. If C contains a terminal s ′ not in C e , then a path P in C containing s ′ connects two distinct vertices in C e , and P and C e would create a cycle C ′′ passing through s ′ but no edge in E ′ , contradicting that E ′ blocks C. Hence all terminals in C are contained in C e . Symmetrically, all terminals in C e also must be contained in C. If e ′ is not contained in C, then C e has a path P ′ that starts from s through edge e ′ and encounters a vertex in C for the first time, and P ′ and C would create a cycle C ′′ passing through s but no edge in E ′ , a contradiction. Therefore, C and C e share the edge e ′ .
Lemma 2 For an instance
I = (G = (V, E), S) of Subset-FES, let I ′ = (G ′ = (V ′ , E ′ ), S) be
the instance obtained by contracting all outer edges of S in I and deleting any resulting self-loops. Then a subset F ⊆ E G (S, V ) blocks all S-cycles in G if and only if F blocks all
Proof. An S-cycle C gives an S-cycle C ′ in G ′ , which is obtained by contracting all outer edges in C.
Conversely an S-cycle in G ′ gives an S-cycle in G, which can be obtained by regaining some edges contracted into non-terminal vertices in
Lemma 3 For an instance I = (G = (V, E), S) of Subset-FES without outer edges of S, a minimum set F ⊆ E blocking all S-cycles in G is obtained by F = E − T for any spanning forest T ⊆ E in G, where |F | = |E| − |V | + p holds for the number p of components in G.
Proof. Since G has no outer edges, any cycle in G is an S-cycle. Hence F ⊆ E is a minimum set that blocks all cycles in G if and only if E − F is a maximum set of edges such that (V, E − F ) has no cycle, i.e., E − F is a spanning forest of G, where |E − F | = |V | − p holds. This proves the lemma.
Theorem 4 Subset-FES can be solved in linear time.
Proof. By Lemma 1, Lemma 2 and Lemma 3, given an instance I = (G, S), a subset F = E −T for a spanning forest T in the graph obtained from G by contracting all outer edges gives an optimal solution to I. The computation can be done in linear time.
Edge-Subset-FES
In this section, we show a linear-time algorithm for Edge-Subset-FES by presenting a lineartime reduction from it to Subset-FES. 
Lemma 5 For an instance
gives an optimal solution to I.
Proof.
For any subset F ⊆ E that blocks all cycles containing an edge in S, the subset
Conversely for any minimum subset F ′ ⊆ E ′ , which contains at most one incident edge for each terminal s e ∈ S ′ , the subset 
Restricted Edge-Subset-FES
Given a graph G = (V, E) with a set T of terminals, Edge Multiterminal Cut asks to find a minimum subset of edges to separate all terminal vertices in T into distinct components, and is shown to be NP-hard even if |T | = 3.
Edge Multiterminal Cut
Input: An undirected graph G = (V, E), a set T ⊆ V of terminals, and a positive integer k Parameter: k Output: Does there exist a set F ⊆ E of edges such that |F | ≤ k and no pair of terminals from the set T is contained in the same connected component of the graph (V, E − F )?
Any instance I = (G, S) of Restricted Edge-Subset-FES with |S| = 1 can be solved in polynomial time, since it is equivalent to find a minimum (s, t)-cut in G for the edge (s, t) ∈ S.
On the other hand, we observe that the problem is NP-hard even if |S| = 2. Given an instance I = (G = (V, E), T = {t 1 , t 2 , t 2 }) of Edge Multiterminal Cut, we construct an instance I ′ = (G ′ = (V, E ∪ S), S = {(t 1 , t 2 ), (t 2 , t 3 )}) of Restricted Edge-Subset-FES by adding new edges (t 1 , t 2 ) and (t 2 , t 3 ) as terminal edges. It is not difficult to see that a subset F ⊆ E is a solution to the Edge Multiterminal Cut instance I if and only if it is a solution to the Restricted Edge-Subset-FES instance I ′ .
We now give an exact algorithm for Restricted Edge-Subset-FES. For an instance
. . . , H p be the connected components in the graph (V, E − S − F ). The components
of end-vertices of edges in S. That is, two vertices u, v ∈ V (S) belong to the same set X j if and only if there is a component H i with u, v ∈ V (H i ). Note that F is a minimum subset of E − S to be removed under the condition that all vertices in each X j remain connected and any two vertices u ∈ X j and v ∈ X j ′ for j ̸ = j ′ are separated. Hence such F is an optimal solution to the Edge Multiterminal Cut instance I π = (G/π, T = {x 1 , x 2 , . . . , x r }) , where G/π is the graph obtained from (V, E − S) by contracting each X j ∈ π into a single vertex. Note that the partition π satisfies the Crucial Property: there is no cycle or self-loop in the graph (V, S)/π obtained from (V, S) by contracting each X j ∈ π into a single vertex x j . We say a partition a crucial partition, if it satisfies the Crucial Property. It is easy to see that for each crucial partition π, the solution to the Edge Multiterminal Cut instance I π is a feasible solution to Restricted Edge-Subset-FES. Then we can solve Restricted Edge-Subset-FES in this way: Generate all crucial partitions π of V (S), and solve the corresponding Edge Multiterminal Cut instance I π for each π.
Next we improve the running time by reducing the number crucial partitions to be considered in the algorithm. We say a crucial partition π is tight, if none of the partitions π ′ obtained by merging any two items in π into a new item is a crucial partition. Given a crucial partition π = {X 1 , X 2 , . . . , X r } that is not tight. Assume, w.l.o.g., π ′ = {X 1 ∪ X 2 , X 3 . . . , X r } is still a crucial partition. Then the optimal solution to the Edge Multiterminal Cut instance I π ′ is not greater than the optimal solution to the Edge Multiterminal Cut instance I π . This implies that any crucial partition will be covered by a tight crucial partition in finding an optimal solution. Then we only need to enumerate tight crucial partitions to solve Restricted Edge-Subset-FES. We can get the following lemma.
Proof. As claimed above, we can solve Restricted Edge-Subset-FES by generating all tight crucial partitions π of V (S) and solving the corresponding Edge Multiterminal Cut instance I π for each π. First of all we prove an upper bound of the number of tight crucial partitions. Note that for any two items X, X ′ ∈ π of a tight crucial partition π, there is an edge e ∈ S with one endpoint in X and the other in X ′ , otherwise X and X ′ can be merged together in π to get another crucial partition. There are only |S| edges in S, and then for any tight crucial partition π holds |π| ≤ T (n, m) )-time algorithm presented in [8] to solve it. Then we get the running time bound claimed in the lemma.
Next we give some rules to reduce the input size and then design the FPT algorithm for the reduced instances. Given an instance of Restricted Edge-Subset-FES, we apply the following three reductions. First we remove all bridges from a given graph. Clearly this does not change the set of optimal solutions. We next remove all connected components which contain no edge in S and all subsets X ⊆ V such that there is a vertex y ∈ V − X with E(X, V − X) = E(X, {y}) and G [X ∪ {y}] (ii) and (iii) are as follows:
We eliminate a chain {X, Y } as follows. Let , where we set α z,z ′ = ∞ if z = z ′ . Then we remove the vertices in X together with all incident edges, and join u and y with a new terminal edge (u, y). We repeat to eliminate any of the remaining chains. Proof. It suffices to show that I has an optimal solution containing no edges in G [X] . Assume that an optimal solution F contains an edge e in G [X] . By the minimality F blocks an S-cycle C containing e and such a cycle C must contains all edges in E(X) ∪ E(Y ) by the structure of chain {X, Y }. Since F blocks all other cycles passing the edges in E(X) ∪ E(Y ), which are all S-cycles, F intersects all paths in G[X] that connect x and x ′ . Again by the minimality, 
Lemma 8 For a chain {X, Y } in an instance
I = (G = (V, E), S) of Restricted Edge- Subset-FES, let I ′ = (G ′ = (V ′ , E ′ ), S ′ ) beM X = F ∩E(G[X]) is a minimum (x, x ′ )-cut in G[X]. Since α y,y ′ ≤ α x,x ′ , F ′ = (F −M X ))∪M Y for a minimum (y, y ′ )-cut M Y ⊆ E(G[Y ]) still
