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By how much must the communication complexity of a function increase if we demand that the
parties not only correctly compute the function but also return all registers (other than the one
containing the answer) to their initial states at the end of the communication protocol? Proto-
cols that achieve this are referred to as clean and the associated cost as the clean communication
complexity. Here we present clean protocols for calculating the Inner Product of two n-bit strings,
showing that (in the absence of pre-shared entanglement) at most n+ 3 qubits or n+O(
√
n) bits of
communication are required. The quantum protocol provides inspiration for obtaining the optimal
method to implement distributed CNOT gates in parallel whilst minimizing the amount of quantum
communication. For more general functions, we show that nearly all Boolean functions require close
to 2n bits of classical communication to compute and close to n qubits if the parties have access to
pre-shared entanglement. Both of these values are maximal for their respective paradigms.
Introduction. In a communication task two players,
traditionally named Alice and Bob, receive inputs x and
y and wish to calculate the value of some function f . To
achieve this, messages will have to be exchanged between
them and, depending on the resources available to them,
these may consist of classical or quantum communication
in the form of bits and qubits respectively. Typically in
such scenarios one is interested in minimizing the amount
of communication that has to take place to evaluate the
function and the number of bits/qubits that must be ex-
changed to do this is referred to as the classical/quantum
communication complexity [1, 2].
A protocol for calculating a function will act on three
distinct types of registers. Each player will receive an in-
put register, containing x or y, and an ancillary working
space, initialized in some standard state such as a string
of bits all set to 0, a number of qubits provided in the |0〉
state or possibly containing entangled states shared be-
tween the parties. The final type of register is the answer
register which will contain the value of f (x, y) at the end
of the protocol. On the completion of a generic protocol
for computing f , the input and ancillary registers will no
longer be in their starting states and will depend upon
both x and y.
However, leaving these registers in such states can be
problematic. Firstly, if Alice and Bob wish to keep pri-
vate the particular protocol that they ran, then discard-
ing these unclean states may leak information regarding
this to a third party. Secondly, in the quantum setting, if
the players wish to run the protocol over a superposition
of input states (perhaps as a subroutine of a larger com-
putation), then allowing the ancillary registers to end up
in some unclean, input dependent state and then discard-
ing them can lead to a loss of coherence in the superpo-
sition over answers. Finally, the players’ computational
space may be in short supply and without knowing the
registers’ final states they cannot easily use them for fu-
ture calculations.
To avoid such issues we can demand that a protocol
(in addition to computing f) returns the input and an-
cillary registers to their starting state. Following [3], we
call such a protocol clean and the minimum number of
bits/qubits that a clean protocol needs to exchange to
compute a given function is the clean communication
complexity. We shall denote these quantities by Cclean (f)
and Qclean (f). In the case where the players have access
to pre-shared entanglement (which they must restore at
the end of the protocol), the associated cost will be writ-
ten Q∗clean. We focus on the scenario where the players
must compute the function exactly.
In all three scenarios, an unclean communication pro-
tocol can be converted into a clean one at the cost of
doubling the communication. To do this, the players run
the unclean protocol, copy the output to another location
and then run the unclean protocol backwards. At first
glance it may appear that clean, classical protocols are
even easier to construct: the players keep a copy of their
input and then simply erase all ancillary bits once the
protocol is complete. However, Landauer’s principle [4–
6] implies that such irreversible manipulations will gen-
erate heat or else cost work. As such, if one is interested
in avoiding such costs, it makes sense to consider proto-
cols where all operations must be reversible. In light of
these constructions, it is natural to ask: do more efficient
clean protocols, without this doubling in communication,
exist?
In the first part of this paper we focus on the clean com-
munication complexity of computing the Inner Product
of two distributed bit strings of length n, showing that
(in the absence of pre-shared entanglement) this can be
done by exchanging n+ 3 qubits. As a clean protocol for
this function must exchange at least n + 1 qubits, this
is very close to tight. We also provide a clean, classical
protocol that computes Inner Product while exchanging
only n + O (
√
n) bits. This provides a saving over the
most obvious protocol which, as we shall show, are close
to optimal for the clean, classical computation of most
functions.
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2A variation on our quantum protocol can be used to
implement n copies of a CNOT gate in parallel by ex-
changing n + 1 qubits. In a quantum computing archi-
tecture consisting of distributed clusters of highly con-
trollable qubits linked by quantum communication (such
as that envisaged in [7]), it is prudent to minimize the
number of qubits exchanged. Our implementation is op-
timal.
Next we turn to the clean communication complexity
of random functions on inputs of length n. We show here
that in contrast to Inner Product, nearly all functions
are such that Cclean (f) is close to the maximal 2n: the
simple method of generating clean protocols discussed
above is near optimal. On the quantum side, we find
that Q∗clean (f) is close to n for most functions. As su-
perdense coding [8] allows all functions to be uncleanly
computed while exchanging n2 qubits when the players
pre-share entanglement, this is again close to maximal.
Whether similarly Qclean (f) is close to 2n remains an
open question.
Clean Protocols. Clean protocols have a long history
in proving bounds in the model of quantum communi-
cation complexity with free entanglement assistance [9].
For example, considering clean, quantum protocols for
the Inner Product function was used to imply that any
entanglement assisted quantum protocol for this func-
tion must use at least dn/2e qubits [3]. By making use of
superdense coding to transmit one player’s input to the
other, this bound can be achieved. Clean protocols have
also been used to show a lower bound on the entangle-
ment assisted, quantum communication complexity [10]
and that, in this model of communication, most functions
have complexity that scales linearly in n [11]. Cleanliness
has also been used to analyze privacy amongst honest
players [12], bound the amount of quantum communica-
tion required to implement distributed quantum compu-
tation [13] and for constructing resource inequalities that
carefully account for the way protocols can be combined
[14, 15].
More formally, a clean, quantum protocol for comput-
ing a function f : {0, 1}n × {0, 1}n → {0, 1} is defined
as follows [3]. The initial state at the beginning of the
protocol is of the form:
|x〉A|~0〉A0 |y〉B |~0〉B0 |Φ〉AEBE |z〉Bans , (1)
where |x〉A =
⊗n
i=1 |xi〉Ai and |y〉B =
⊗n
i=1 |yi〉Bi are
Alice and Bob’s respective inputs stored in n qubits,
|~0〉A0 and |~0〉B0 their qubit ancillas, |Φ〉AEBE their pre-
shared entanglement (if supplied) and |z〉Bans is the initial
state of the answer register with z ∈ {0, 1}. Throughout
this paper we will assume that at the beginning and end
of a protocol the answer register is held by Bob.
Players then take turns to act on their share of the
qubits. In each turn a player will apply a unitary trans-
formation to the qubits in their possession and then send
some subset of them to the other player. The protocol
computes f cleanly if the final state of the qubits is:
|x〉A|~0〉A0 |y〉B |~0〉B0 |Φ〉AEBE |z ⊕ f (x, y)〉Bans , (2)
where the addition in the answer register is modulo 2.
Clean classical protocols are defined similarly but with
registers and communication given in terms of bits rather
than qubits and no entanglement. All transformations
must be reversible.
Inner Product. The specific function that we shall fo-
cus on in this paper is the Inner Product function, IPn.
This is defined by:
IPn : {0, 1}n × {0, 1}n → {0, 1} ,
IPn (x, y) =
n∑
i=1
xi · yi mod 2. (3)
It is well known that for both players to know the answer,
at least n bits of classical communication are needed to
(uncleanly) compute IPn exactly [16, Example 1.29]. For
quantum strategies in which the players pre-share entan-
glement,
⌈
n
2
⌉
qubits must be sent [3] to achieve the same
goal. In [3], it is also shown that clean, quantum proto-
cols for computing IPn must exchange at least n qubits.
The quantum communication required to uncleanly com-
pute IPn without the help of prior entanglement is un-
known (though must lie between
⌈
n
2
⌉
and n). For quan-
tum protocols that are allowed to err with fixed proba-
bility less than 1/2, the complexity is still Ω (n) [17].
Here we shall examine the clean communication com-
plexity of IPn without entanglement assistance. To this
end, we first consider the quantum communication com-
plexity of implementing the transformation:
|x〉A|y〉B 7→ (−1)x·y |x〉A|y〉B , (4)
i.e. the distributed computation of the inner product of
x and y in the phase. Such a transformation corresponds
to performing controlled-Z gates across n pairs of qubits
and by a suitable local basis change this can be converted
into an implementation of n-fold CNOTs.
In [18] it was shown that 2 qubits of communication
together with sharing 4 ebits is exactly equivalent as a
resource to the ability to implement 2 CNOT gates and
sharing 4 ebits. As such, this provides a protocol for im-
plementing IPn in the phase using n + 8 qubits of com-
munication and 8 ancilla qubits (for even n). This can be
adapted to give a protocol requiring n+ 2 qubits of com-
munication for even n and n + 3 qubits when n is odd.
In the following lemma, we give an improved, optimal
protocol:
Lemma 1. The clean, quantum communication com-
plexity of exactly implementing IPn in the phase satisfies:
Qclean
(
IPphasen
)
= n+ 1. (5)
One ancilla qubit is required.
(Without using ancilla qubits, n + 1 qubits for odd n
and n+ 2 for even n suffice.)
Proof. The n+ 1 qubit protocol for even n is as follows.
Alice initially prepares an ancilla qubit in the state |x1〉
3Send: 𝑥1
Apply: (-1)𝑥1.𝑦1
Send: 𝑥1 ⊕𝑦2
Clean up: 𝑥1
Apply: (-1)𝑥2.𝑦2
Send: 𝑦2 ⊕𝑥3
Clean up: 𝑦2
Apply: (-1)𝑥3.𝑦3
Send: 𝑥3 ⊕𝑦4
ۧ|𝑥1
-1 𝑥1.𝑦1
ۧ|𝑥1 ⊕𝑦2
-1 𝑥1.𝑦1+𝑥2.𝑦2
ۧ|𝑦2 ⊕𝑥3
-1 𝑥1.𝑦1+𝑥2.𝑦2+𝑥3.𝑦3
ۧ|𝑥3 ⊕𝑦4
Alice
Bob
FIG. 1. Clean, quantum protocol for calculating IPn in the
phase. Here we illustrate the first 4 rounds of communica-
tion. In each round, a player cleans up the message they sent
previously, applies the relevant global phase and communi-
cates the next bit of their input string.
and sends it to Bob who applies a phase of (−1)x1·y1 . He
then adds y2 to the communication qubit and sends it
back to Alice in the state |x1 +y2〉. Now, Alice cleans up
her previous communication by subtracting x1 from the
communication and then uses the value of y2 to apply the
phase (−1)x2·y2 . She then adds x3 to the communication
qubit to leave it in the state |y2⊕x3〉 and sends it back to
Bob. A schematic of these first rounds is given in Figure
1.
The players then proceed similarly, with each round
of communication being used to convey a new bit to the
other party and send a received bit back in order to clean
the ancilla qubit. After n rounds, the global phase will
be (−1)x·y and Alice will hold the communication qubit
in the state |yn〉. She sends this back to Bob who cleans
it, completing the protocol using n + 1 qubits of com-
munication and the change in ownership of one ancilla
qubit. For odd n, Alice will perform the final cleaning
step. The full protocol to implement the transformation
without an ancilla qubit is given in Appendix B 1.
The proof of the lower bound is in Appendix C 3. It
is based upon the concept of information complexity [19]
and showing that in a clean protocol for implementing
Eq. (4) n bits of information must flow in each direction.
In the absence of pre-shared entanglement, we show that
n qubits of communication cannot achieve this.
The above lemma provides the optimal method for im-
plementing n CZ gates in parallel while exchanging n+1
qubits. Such a protocol would prove useful for quantum
computing architectures where quantum communication
is used to interface and implement gates between clusters
of highly controllable qubits. As an example, in quantum
error correction one could imagine using the Steane code
[20] to protect 2 logical qubits using 2 spatially separated
clusters of 7 physical qubits. To implement a CZ gate be-
tween the logical qubits requires 7 CZ s to be performed
in parallel between the physical qubits.
Our protocol achieves this while exchanging only 8
qubits whereas the naive protocol would send 14 qubits.
Protocols based solely on shared entanglement and clas-
sical communication [21–23] use 7 pairs of ebits, 14 bits
of communication and the implementation of 14 mea-
surements while their coherent counterpart [18] requires
1 shared ebit and 8 qubits of communication.
In Appendix B 2 we give a clean quantum protocol for
computing IPn:
Theorem 2. The clean, quantum communication com-
plexity of exactly computing IPn satisfies:
n+ 1 ≤ Qclean (IPn) ≤
{
n+ 3 for n odd,
n+ 2 for n even.
(6)
No ancilla qubits are required.
By adapting the protocol from Lemma 1 we can also
show that IPn can be computed cleanly using 2 qubits
and n + 1 bits of classical communication. We give this
protocol in Appendix B 3.
Our novel quantum communication protocols inspire a
classical protocol for Inner Product (given in Appendix
B 4) which is near optimal and for which only the naive
2n protocol was known before:
Theorem 3. The clean, classical communication com-
plexity of exactly computing IPn satisfies:
n+ 1 ≤ Cclean (IPn) ≤ n+ 4
√
n+
1√
n− 1 + 2. (7)
No ancilla bits are required.
Generic functions. In contrast to Theorem 3, we will
show that nearly all Boolean functions on n-bit inputs
require 2n−O (log n) bits of classical communication to
compute cleanly. The proof follows from the following
two lemmas. In what follows, X and Y are the random
variables for Alice and Bob’s inputs and A and B are
the random variables received by Alice and Bob respec-
tively through the communication that takes place over
the course of the protocol. By |a| we denote the num-
ber of bits received by Alice and |b| the number of bits
received by Bob.
Lemma 4. Consider picking uniformly at random a
Boolean function fn on n-bit inputs. Then with proba-
bility 1 − o(1), all protocols that compute fn exactly are
such that either:
1. Alice must receive:
|a| ≥ n− log (n+ 1)− 2, (8)
bits and there exists a uniform distribution over at
least half the pairs of inputs such that:
I (Y : AX) ≥ n− log (n+ 1)− 3. (9)
Or:
2. Bob must receive:
|b| ≥ n− log (n+ 1)− 2, (10)
bits and there exists a uniform distribution over at
least half the pairs of inputs such that:
I (X : BY ) ≥ n− log (n+ 1)− 3. (11)
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FIG. 2. Partitions of the communication matrix into rectan-
gles. Note that knowledge of y, together with knowledge of
which rectangle the players’ input pair belongs to, allows Bob
to correctly deduce the value of f (x, y). a) As there exists a
protocol for computing f that partitions Mf into large rect-
angles, the Kolmogorov complexity of Mf is low. b) For Mf
to have high Kolmogorov complexity, all protocols for com-
puting f must partition Mf into either very narrow or very
thin rectangles. To produce the bound in Eq. (9), we take a
distribution over the shaded rectangles.
Proof. The full proof is given in Appendix C 1. To prove
the first two bounds, begin by noting that the communi-
cation matrix Mf (defined by Mfxy = f (x, y)) of a ran-
dom Boolean function has large Kolmogorov complexity
with high probability. However, a classical protocol for
computing f partitions the matrix into rectangles (see
Appendix A 2), each of which has low Kolmogorov com-
plexity. If one of these rectangles is large enough (which
happens when the amount of communication that takes
place in one direction is small), then the Kolmogorov
complexity of Mf will also be low. Such an Mf is shown
in Figure 2a. Comparing these two statements leads to
the bounds on |a| and |b|.
These bounds imply that the rectangles induced by
any protocol for computing most fn must either be very
short or very thin as shown in Figure 2b. In fact, they
cannot be larger than 4 (n+ 1) × 2n nor 2n × 4 (n+ 1).
Either at least half the inputs will belong to very short
rectangles or at least half the inputs will belong to very
thin ones. By taking a distribution over the larger set, we
induce a direction into the communication that occurs in
the protocol to ensure that one of Eqs. (8) and (10) holds
and bound the related mutual information. For example,
consider the case where more than half the input pairs
lie in rectangles of size less than 2n×4 (n+ 1) (as shown
in the figure) and the distribution over x and y is formed
by picking Alice and Bob’s inputs uniformly at random
from such rectangles. Then, at the end of the protocol,
Alice will know that Bob received one of at most 4 (n+ 1)
inputs and Eq. (8) will hold. Hence:
I (Y : AX) = H (Y )−H (Y |AX) ≥ n− log (n+ 1)− 3,
as required.
The previous lemma indicates that to compute most
functions, either Alice or Bob must receive close to the
𝐴𝑖𝐵𝑖
𝑌𝐵𝑖−1
′
𝑋𝐴𝑖−1
′ 𝐵𝑖
𝑌𝐵𝑖−1
′ 𝐵𝑖 𝑌𝐵𝑖
′𝐴𝑖
𝑇𝑖
𝑋𝐴𝑖−1
′ 𝑋𝐴𝑖−1
′ 𝐴𝑖
𝑆𝑖
𝑌𝐵𝑖
′
𝑋𝐴𝑖
′𝐵𝑖+1
Random variables held by Alice
Random variables held by Bob
𝐵𝑖+1
C
o
m
m
u
n
ic
at
io
n
FIG. 3. Schematic of a classical communication protocol.
Here we show how the random variables held by each player
change during round i of a communication protocol. Primed
variables denote local memories while non-primed variables
are communication. Each player uses a deterministic, re-
versible function (Si and Ti) to determine their next message
and update their local memory.
entirety of the other player’s input. In the next lemma we
shall see that a similar amount of information (and hence
communication) must flow back in the other direction to
make the protocol clean.
Lemma 5. Let f be a Boolean function and its inputs be
chosen according to some distribution. Then, in a clean
protocol for exactly computing f :
|b| ≥ I (Y : XA)− I (X : Y ) , (12)
and:
|a| ≥ I (X : Y B)− I (X : Y )− 1. (13)
Proof. The full proof can be found in Appendix C 1. It re-
volves around considering a protocol as r rounds in which
each player speaks. A schematic of an individual round
is shown in Figure 3. The bounds are then constructed
by noting that in each round the players’ messages are
produced by a deterministic, reversible function of their
inputs, local memory (denoted by A′i and B
′
i) and the
last message received. To obtain (for example) Eq. (13),
the chain rule for the conditional mutual information can
then be used to write:
I (X : Y B) =I (X : Y ) + I (X : B′r|Y )
+
r∑
i=1
I (X : Ai|Y B′iBi+1 . . . Br)
≤I (X : Y ) + 1 + |a|,
where in the last line we have used the fact that that
the protocol is clean and that the conditional mutual
information can be upper bounded by the number of bits
contained in Ai.
Combining these two lemmas, together with the fact
that I (X : Y ) ≤ 1 for uniform distributions over at least
half the possible inputs, we obtain our result:
5Theorem 6. Consider exactly computing a Boolean
function fn on n-bit inputs that has been picked uniformly
at random. Then with probability 1− o(1):
Cclean (fn) ≥ 2n− 2 log (n+ 1)− 7. (14)
In the case of quantum protocols, a similar result holds
in the entanglement assisted case. Proving this result
(Appendix C 2) makes use of the fully quantum notion of
information complexity introduced recently in [19]. The
proof follows a similar structure to the classical result:
arguing that for most functions close to n bits of infor-
mation has to flow from Alice to Bob and for the protocol
to be clean an equivalent amount of information has to
be returned.
Theorem 7. Consider exactly computing a Boolean
function fn on n-bit inputs that has been picked uniformly
at random. Then with probability 1− o(1):
Q∗clean (fn) ≥ n− log n. (15)
Conclusion. In this paper we have initiated the study
of how big an overhead in communication cost cleanli-
ness requires. For the Inner Product function (and the
task of implementing n CZ gates in parallel) we have
exhibited quantum and classical protocols for which the
overhead is low. For most Boolean functions however,
we have shown that the additional cost incurred by de-
manding cleanliness is close to maximal for the classical
and entanglement assisted complexities. Many questions
remain.
For example, what are the clean, classical and quantum
complexity of other notable functions such as Equality
and Disjointness? More generally, note that any Boolean
function on inputs of length n can be written in the form:
f (x, y) =
k∑
i=1
Pi (x) ·Qi (y) , (16)
where {Pi}ki=1 and {Qi}ki=1 are sets of Boolean functions
and k is at most 2n [24]. It follows that for those functions
for which such a decomposition exists with small enough
k, the protocols used in Theorems 2 and 3 can be used
to give non-trivial upper bounds on the quantum and
classical clean communication complexities respectively.
In particular, this holds for k < 2n − 3 in the quantum
case and k < 2n− 4√2n+ 4 in the classical setting.
As Theorems 6 and 7 show that the clean, classical
and entanglement assisted communication complexity for
most functions on n bit inputs is close to maximal, one
can ask: does something similar hold for Qclean (f)? We
leave this as an open question but conjecture it to be
close to 2n as Inner Product appears somewhat special
in its ability to reuse a single ebit efficiently. However,
the concept of information cost is somewhat blind to the
sending of ebits so the technique used for the entangle-
ment assisted case does not immediately generalize to
proving a bound potentially larger than n.
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7Appendix A: Preliminaries
In this Appendix we provide background materials from information theory, communication complexity, the study
of Kolmogorov complexity and the concept of information complexity that have been used to prove our results.
1. Information theory
For a more thorough introduction to the quantities discussed here, see, for example, [25, 26].
a. Classical
To prove Lemmas 4 and 5, we need to define the classical mutual information and its conditional analogue. To do
this, we first define the following quantities:
Definition 8. Shannon Entropy.
• Given a random variable X, its Shannon entropy is defined by:
H (X) = −
∑
x
p (x) log p (x) . (A1)
If X has support on n elements, then H (X) ≤ log n.
• For two random variables X and Y , the entropy of X conditioned on knowing Y (the conditional entropy of X
given Y ) is given by:
H (X|Y ) =
∑
y
p (y)H (X|Y = y) . (A2)
With these in place, the mutual information is defined as follows:
Definition 9. Classical mutual information.
• The mutual information between two random variables X and Y is given by:
I (X : Y ) = H (X)−H (X|Y ) . (A3)
• The mutual information between two random variables X and Y conditioned on knowing a third random variable
Z (the conditional mutual information) is given by:
I (X : Y |Z) = H (X|Z)−H (X|Y Z) . (A4)
Note that:
I (X : Y ZW ) = H (X)−H (X|Y ZW )
= H (X)−H (X|Y Z) +H (X|Y Z)−H (X|Y ZW )
= I (X : Y Z) + I (X : W |Y Z) .
b. Quantum
To define the concept of information complexity and prove Theorem 7 we will also require their quantum analogues:
Definition 10. von Neumann entropy. Given a quantum state ρ belonging to a Hilbert space H, its von Neumann
entropy is defined by:
S (ρ) = −Tr [ρ log ρ] . (A5)
If ρ is the maximally mixed state on a Hilbert space of dimension n, then S (ρ) = log n.
8Definition 11. Quantum mutual information.
• Given a composite quantum state ρAB on a product Hilbert space HAB = HA ⊗ HB, the quantum mutual
information between the two components A and B is given by:
I (A : B) = S (ρA) + S (ρB)− S (ρAB) , (A6)
with the reduced density matrices ρA and ρB defined by ρA = TrB [ρAB ] and ρB = TrA [ρAB ].
• Given a composite quantum state ρABC on a product Hilbert space HABC = HA⊗HB⊗HC , the quantum mutual
information between two components A and B conditioned on the third component C is given by:
I (A : B|C) = S (ρAC) + S (ρBC)− S (ρC)− S (ρABC) , (A7)
with the reduced density matrices defined in a similar fashion to the above.
2. Communication complexity
For a comprehensive introduction to the field of communication complexity, see [16].
To prove Lemma 4 we will need the following basic concepts from the theory of communication complexity:
Definition 12. Communication matrix. Given a Boolean function f : {0, 1}n × {0, 1}n → {0, 1}, the associated
communication matrix Mf is a 2n × 2n matrix such that:
Mfx,y = f (x, y) . (A8)
Definition 13. Monochromatic rectangle Given two sets X and Y, a rectangle is a set R = S × T where S ⊆ X
and T ⊆ Y. Given a function f with domain X × Y, a rectangle R is said to be f -monochromatic (shortened to
monochromatic) if there exists a constant z such that f (x, y) = z for all (x, y) ∈ R.
Part of the relevance of rectangles to communication tasks is captured in the following lemma:
Lemma 14. Any classical protocol for computing a function f (such that both players learn the answer), partitions
the communication matrix Mf into monochromatic rectangles.
Proof. See, for example, [16, Lemma 1.16].
3. Kolmogorov complexity
The proof of Lemma 4 will also make use of the concept of Kolmogorov complexity. A concise introduction to the
topic can be found in [27]. For more detail see [28] or [29, Chapter 14].
Definition 15. Kolmogorov complexity (informal). Given a universal computer U , the Kolmogorov complexity
of an n-bit string s with respect to U , KU (s), is defined to be the length of the shortest program that when implemented
on U prints s and then halts.
The conditional Kolmogorov complexity of s given knowledge of n, KU (s|n) is the shortest program length when U
has the value of n made freely available to it.
The choice of universal computer impacts upon the Kolmogorov complexity by at most an additive constant and
hence we shall drop the subscript U and take the Kolmogorov complexity to be defined with respect to some fixed
universal computer. More formal definitions and additional details can be found in the references.
In what follows, we shall make use of the following lemma:
Lemma 16. For every n and every c, the probability that a n-bit string s, chosen uniformly at random, is such that:
K (s|n) ≥ n− c, (A9)
is greater than 1− 2−c.
Proof. See, for example, [27, Fact 2] or [29, Theorem 14.5.1].
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FIG. 4. Schematic diagram of the systems involved in a quantum communication protocol. In each round of the protocol a
player applies a unitary to the qubits in their possession. This determines the state of the message system they send to the
other player and updates their local state-space. The number of qubits exchanged during the protocol is
∑
i dlog dim (Ci)e.
The system R holds the purification of the players’ input state.
4. Quantum information cost
While the communication complexity measures the number of physical bits or qubits that Alice and Bob exchange
during the course of a protocol, the information cost seeks to capture the amount of information the players reveal
regarding their inputs. As such, it will depend on the distribution that the players’ inputs are drawn according to (to
see this note that if Alice sends her entire input to Bob, then if their inputs are perfectly correlated, Alice’s message
reveals nothing to Bob. Alternatively, if the inputs are not perfectly correlated then Alice will send some information).
The information cost of an entanglement assisted, quantum protocol was defined recently in [19] to be:
Definition 17. Quantum information cost. Let Π be a quantum protocol applied to an input state ρAINBIN . Let
|Ψ〉AINBINR be the purification of ρAINBIN . The quantum information cost of Π applied to ρAINBIN is given by:
QIC (Π, |Ψ〉AINBINR) =
1
2
∑
i odd
I (Ci : R|Bi−1) + 1
2
∑
i even
I (Ci : R|Ai−1) , (A10)
where the systems Ai, Bi, Ci and R are defined in Figure 4.
The information that leaks from Alice to Bob during the protocol shall be denoted QLA (Π, |Ψ〉AINBINR) and is given
by:
QLA (Π, |Ψ〉AINBINR) =
∑
i odd
I (Ci : R|Bi−1) . (A11)
The information that leaks from Bob to Alice during the protocol can be defined in a similar way.
Note that as log dim (Ci) ≥ 12I (Ci : R|Bi−1) for odd i and log dim (Ci) ≥ 12I (Ci : R|Ai−1) for even i, the information
cost of a protocol on any input state provides a lower bound on the number of qubits exchanged during the protocol
[19].
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Appendix B: Clean protocols for Inner Product
In this Appendix we give the full, explicit protocols for cleanly computing: IPn in the phase using n + 2 qubits
and without ancilla qubits, IPn using n + 3 qubits (Theorem 2), IPn using n + 1 bits and 2 qubits and IPn using
n+O (
√
n) bits (Theorem 3).
1. Quantum protocols for computing Inner Product in the phase.
Here we show how to compute IPn in the phase, cleanly and without prior entanglement, and without the need for
any ancilla qubits.
Lemma 18. The clean, quantum communication complexity of exactly implementing IPn in the phase without ancilla
qubits satisfies:
Qclean
(
IPphasen
)
≤
{
n+ 1 for n odd,
n+ 2 for n even.
(B1)
Proof. Suppose Alice starts with the state |x〉 = |x1〉|x2〉 . . . |xn〉 in qubits labeled A1, . . . , An and Bob starts with
|y〉 = |y1〉|y2〉 . . . |yn〉 in qubits labeled B1, . . . , Bn. For simplicity of exposition, we shall assume n is even.
1. For each even i, Alice applies a CZ gate between A1 and Ai. This applies a global phase of (−1)x1·
∑
i:even xi .
Alice sends qubit A1 to Bob.
2. For each odd i, Bob applies a CZ between A1 and Bi. This applies a global phase of (−1)x1·
∑
i:odd yi .
3. Bob performs a CNOT gate on A1 using B2 as the control qubit. This leaves A1 in the state |x1 ⊕ y2〉. Bob
sends A1 to Alice.
4. In round j of the protocol (2 ≤ j ≤ n2 ):
(a) Alice performs a CZ between A1 and A(2j−2). This applies a global phase of (−1)x1·x(2j−2)⊕y(2j−2)·x(2j−2) .
(b) Alice performs a CNOT on A1 using A(2j−1) as the control qubit. This leaves A1 in the state |x1⊕y(2j−2)⊕
x(2j−1)〉. She sends A1 to Bob.
(c) Bob performs a CNOT on A1 using B(2j−2) as the control qubit. This leaves A1 in the state |x1⊕x(2j−1)〉.
(d) Bob performs a CZ between A1 and B(2j−1). This applies a global phase of (−1)x1·y(2j−1)⊕x(2j−1)·y(2j−1) .
(e) Bob performs a CNOT on A1 using B2j as the control qubit. This leaves A1 in the state |x1⊕x(2j−1)⊕y2j〉.
Bob sends A1 to Alice.
(f) Alice performs a CNOT on A1 using A(2j−1) as the control qubit. This leaves A1 in the state |x1 ⊕ y2j〉.
5. After round n/2, Alice performs a CZ between A1 and An. This applies a global phase of (−1)x1·xn⊕yn·xn . The
overall global phase after this step is now (−1)x·y. Alice then sends A1 back to Bob.
6. Bob applies a CNOT on A1 using Bn as the control qubit. This leaves A1 in the state |x1〉 which he sends back
to Alice, completing the protocol.
In total, this protocol sends n + 2 qubits. For odd n only n + 1 qubits of communication are required. Here Bob
applies the final operation to the global phase and sends A1 in the state |x1 ⊕ xn〉 to Alice who converts this back
into |x1〉.
The above protocol and its counterpart from Lemma 1, have a surprising twist to them. If it is applied to a uniform
superposition of inputs on Alice’s side, it results in Bob’s input being sent to Alice:
1√
2n
∑
x∈{0,1}n
|x〉|y〉 protocol7−→ |y〉|y〉, (B2)
while if Bob inputs a uniform superposition, he obtains Alice’s input. At first glance, this seems counter-intuitive: the
protocol is capable of sending n bits from either Alice to Bob or Bob to Alice with only n+1 qubits of communication
in total and without the aid of pre-shared entanglement.
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Closer examination reveals that this effect is due to superdense coding – to which the protocol reduces in this case.
If Alice runs the protocol in superposition, then in the first step she sends half of an ebit to Bob. Bob’s first operations
then correspond to encoding the value of y1 and y2 in this ebit as per superdense coding. Once he sends this back to
Alice, her next steps correspond to the decoding operation and, if she applies Hadamards to her first two registers,
she obtains the value of y1 and y2. The protocol then repeats these steps, resulting in y being transferred to Alice. A
similar reduction to superdense coding occurs if Bob runs the protocol in superposition instead.
2. Clean, quantum protocol for Inner Product
Here we give the full proof of Theorem 2.
(Restatement of Theorem 2). The clean, quantum communication complexity of exactly computing IPn satisfies:
n+ 1 ≤ Qclean (IPn) ≤
{
n+ 3 for n odd,
n+ 2 for n even.
(B3)
No ancillary registers are required.
Proof. The clean, quantum protocol for achieving the upper bound runs as follows. For simplicity, we assume that n
is even:
1. Initially Alice takes the input registers A1 and A2 containing |x1〉 and |x2〉 respectively. She sends A1 and A2
to Bob.
2. Bob uses A1 and A2 to cleanly compute the value of x1 ·
∑
i odd yi + x2 ·
∑
i even yi and stores the result in the
answer register. This can be done without using any ancillas.
3. Bob applies a Hadamard gate to A1 followed by a CNOT to A1A2 using A1 as the control qubit. This results
in the state 1√
2
(|0〉A1 |x2〉A2 + (−1)x1 |1〉A1 |x¯2〉A2). Bob sends A1 to Alice.
4. In round j of the protocol (2 ≤ j ≤ n2 ):
(a) Alice performs a CZ gate between A1 and A2j−1 followed by a CNOT gate to A1 and A2j using A2j as the
control qubit. This results in the state 1√
2
(
|x2j〉A1 |x2〉A2 + (−1)x2j−1+x1 |x¯2j〉A1 |x¯2〉A2
)
. She sends A1 to
Bob.
(b) Bob performs a CNOT on A1 using A2 as the control qubit. He then applies a Hadamard gate to A2. This
results in the state |x2j ⊕ x2〉A1 |x2j−1 ⊕ x1〉A2 .
(c) Bob cleanly computes the inner product between A1 and B2j , and A2 and B2j−1, storing the result by
XORing onto the answer register.
(d) Bob applies a Hadamard to A2 before using it as a control qubit to perform a CNOT on A1 to recreate
the state 1√
2
(
|x2j〉A1 |x2〉A2 + (−1)x2j−1+x1 |x¯2j〉A1 |x¯2〉A2
)
. He sends A1 back to Alice.
(e) Alice performs a CNOT gate to A1 and A2j using A2j as the control qubit followed by a CZ gate between
A1 and A2j−1. This recreates the state 1√2 (|0〉A1 |x2〉A2 + (−1)
x1 |1〉A1 |x¯2〉A2).
5. After round n/2, the answer register holds the value of x · y. To complete the protocol, Bob sends A2 back to
Alice who performs a CNOT gate on A1A2 using A1 as the control qubit followed by a Hadamard to A1. This
restores A1 and A2 to the state |x1〉A1 |x2〉A2 .
In total this protocol sends n + 2 qubits and requires no ancillas. For odd n, IPn can be calculated by running the
above protocol on the first n−1 input registers before Alice sends xn to Bob who computes xn · yn and sends xn back
to Alice to complete the protocol. Thus n+ 3 qubits of communication and no ancillas are required for odd n.
The lower bound follows either from the lower bound in Lemma 1 or more simply from a result in [10]. There it
was shown that:
Qclean (f) ≥ log rank
(
Mf
)
+ 1. (B4)
As rank
(
M IPn
) ≥ 2n − 1 [16, Example 1.29], the result follows.
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3. Clean, 2 qubit, n + 1 bit protocol for Inner Product
Here we give a protocol for cleanly computing the Inner Product function based upon the quantum protocol for
computing IPn in the phase. It requires only 2 qubits and n+ 1 bits of communication.
Proposition 19. IPn can be computed cleanly using:
2 qubits and n+ 1 bits.
One ancillary qubit and one ancillary bit is required.
Proof. The protocol in Lemma 1 can be adapted to compute IPn as follows:
1. Initially Bob holds the answer register |z〉 and an additional ancilla in |0〉. He performs a Hadamard gate
on the answer register followed by a CNOT on the additional ancilla using the answer register as the control
qubit. This results in the entangled state 1√
2
(|00〉+ (−1)z |11〉). He sends half of this state to Alice (1 qubit of
communication).
2. Alice and Bob implement the protocol from Lemma 1 on |x〉 and |y〉 with one change: when they apply the
global phases, they condition on their half of the entangled state.
This transforms their entangled pair to the state 1√
2
(
|00〉+ (−1)z⊕x·y |11〉
)
. Alice then sends her half of the
entangled state back to Bob (1 qubit of communication).
3. Bob applies a CNOT on the ancilla using the answer register as the control. He then applies a Hadamard to
the answer register to leave it in the state |z ⊕ x · y〉.
The protocol in Lemma 1 can be implemented using classical communication and 1 ancillary bit and requires n + 1
bits to be exchanged, so we obtain the result. Only one ancilla qubit need be used to generate the entanglement at
the beginning of the protocol.
4. Clean, classical protocol for Inner Product
Here we give the full proof of Theorem 3.
(Restatement of Theorem 3). The clean, classical communication complexity of exactly computing IPn satisfies:
n+ 1 ≤ Cclean (IPn) ≤ n+ 4
√
n+
1√
n− 1 + 2. (B5)
Proof. We shall construct a clean protocol Π that achieves this bound. For fixed block size k, define r = n mod k and
define l by writing n = kl+ r. For i = 1, . . . , l we define x(i) = x(i−1)k+1 . . . xik to be the ith block of k bits of x (and
define y(i) similarly for y). By x(l+1) = xkl+1 . . . xn0 . . . 0 we denote the final r bits of x padded with k − r zeros to
give it total length k (and again define y(l+1) similarly for y).
In the following we shall assume l + 1 is even. The clean, classical protocol Π for IPn then runs as follows:
1. Bob cleanly computes
∑
i:even y
(1) · y(i) mod 2 and stores it in the answer register C. He sends this together
with the register (call this B(1)) containing y(1) to Alice.
2. Alice cleanly computes
∑
i:odd y
(1) · x(i) mod 2, storing the answer by XORing it onto C.
3. Alice XORs x(2) onto the bits in B(1). This leaves B(1) in the state y(1) ⊕ x(2) where the addition is bit-wise
and modulo 2. She sends this together with C back to Bob.
4. In round j of the protocol (2 ≤ j ≤ l+12 ):
(a) Bob cleanly computes the inner product (mod 2) of the bits contained in B(1) and those labeled by y(2j−2),
storing the answer by XORing it onto C.
(b) Bob XORs y(2j−1) onto the bits in B(1). This leaves B(1) in the state y(1) ⊕ x(2j−2) ⊕ y(2j−1). He sends
B(1) and C to Alice.
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(c) Alice XORs x(2j−2) onto the bits in B(1). This leaves B(1) in the state y(1) ⊕ y(2j−1).
(d) Alice cleanly computes the inner product (mod 2) of the bits contained in B(1) and those labeled by x(2j−1),
storing the answer by XORing it onto C.
(e) Alice XORs x(2j) onto the bits in B(1). This leaves B(1) in the state y(1)⊕ y(2j−1)⊕x(2j). Alice sends B(1)
and C to Bob.
(f) Bob XORs y(2j−1) onto the bits in B(1). This leaves B(1) in the state y(1) ⊕ x(2j).
5. After round l+12 , Bob holds B
(1) in the state y(1) ⊕ x(l+1). He cleanly computes the inner product (mod 2) of
the bits contained in B(1) and those labeled by y(l+1), storing the answer by XORing it onto C. He then sends
B(1) back to Alice and keeps C as it now contains the correct answer.
6. Alice XORs x(l+1) onto the bits in B(1). This leaves B(1) in the state y(1). She sends B(1) to Bob, completing
the clean protocol.
This protocol exchanges:
C (Π) = kl + 3k + l + 1, (B6)
bits of communication. To obtain the bound, it remains to set k = b√nc. Then:
C (Π) ≤ n+ 3 ⌊√n⌋+ nb√nc + 1
≤ n+ 3√n+ n√
n− 1 + 1
= n+
4n− 3√n√
n− 1 + 1
= n+ 4
√
n+
1√
n− 1 + 2.
For odd l+ 1, less than kl+ 3k+ l+ 1 bits of communication is required. Here, Alice applies the final operation to
C and sends this, together with B(1) in the state y(1)⊕ y(l+1), back to Bob who converts this back to y(1) by XORing
B(1) with y(l+1). Hence the clean, classical communication complexity of IPn satisfies the claimed bound.
As the local inner products can be computed cleanly using Toffoli gates without ancilla bits, this protocol does not
require an ancilla.
The lower bound of n+ 1 follows from the lower bound on the clean, quantum communication complexity given in
Theorem 2.
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Appendix C: Clean complexity for random functions
1. Clean classical complexity
In this Appendix we give the full proofs of Lemmas 4 and 5.
a. Proof of Lemma 4
(Restatement of Lemma 4). Consider picking uniformly at random a Boolean function fn on n-bit inputs. Then
with probability 1− o(1), all protocols that compute fn exactly are such that either:
1. Alice must receive:
|a| ≥ n− log (n+ 1)− 2, (C1)
bits and there exists a uniform distribution over at least half the pairs of inputs such that:
I (Y : AX) ≥ n− log (n+ 1)− 3. (C2)
Or:
2. Bob must receive:
|b| ≥ n− log (n+ 1)− 2, (C3)
bits and there exists a uniform distribution over at least half the pairs of inputs such that:
I (X : BY ) ≥ n− log (n+ 1)− 3. (C4)
Proof. Consider the communication that takes place in a protocol that results in Bob being able to calculate fn (x, y)
correctly. Let b denote the string of bits sent as messages to Bob during this protocol and a the string of bits sent to
Alice. Let |b| and |a| denote the number of bits each player receives over the course of the protocol.
The communication partitions the communication matrix of fn (x, y) into rectangles, R (a, b) = X (a, b)× Y (a, b).
Here X (a, b) and Y (a, b) denote the sets of Alice and Bob’s respective inputs that are compatible with the com-
munication that took place. As Bob knows the value of fn (x, y) at the end of the protocol, each rectangle will be
monochromatically striped. An illustrative example of this is given in Figure 5.
Note that in a protocol each bit of communication sent between the players partitions the communication matrix.
In particular, each bit partitions the rectangles induced by the previous rounds of communication into at most two
rectangles. A bit sent from Alice to Bob can split each rectangle horizontally while a bit sent in the other direction
divides them vertically. As such, the largest R (a, b) has size at least 2n−|b| × 2n−|a|.
f(x,y) 00 01 10 11
00 0 1 0 0
01 0 1 0 0
10 1 1 0 1
11 0 1 1 1
Bob's input, y
A
lic
e'
s 
in
p
u
t,
 x
FIG. 5. Monochromatically striped rectangles. Here we show the rectangles generated on Mf by a communication protocol.
Knowledge of y, together with knowledge of which rectangle the players’ input pair belongs to, allows Bob to correctly deduce
the value of f (x, y).
.
We shall now consider the Kolmogorov complexity of the communication matrix of fn. Let K (s|k) denote the
conditional Kolmogorov complexity of a k-bit string s given knowledge of k. The communication matrix of a bipartite
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Boolean function fn on inputs of size n is of size 2
n × 2n. Then, setting c = log n in Lemma 16, the fraction of fn
such that:
K
(
Mfn |22n) ≥ 22n − log n, (C5)
tends to 1 as n increases.
Now consider the Kolmogorov complexity of a communication matrix which has a monochromatically striped
rectangle R′ = X ′ × Y ′ of size 2n−|b| × 2n−|a|. We can obtain an upper bound on the Kolmogorov complexity as
follows. To specify the value of the bits inside R′ we specify the strings inside X ′ and Y ′. This requires n2n−|b| and
n2n−|a| bits respectively together with 2 log n bits to specify the value of |a| and |b|. To specify the value of each
stripe in R′ then requires 2n−|a| bits. Finally, we specify the value of the function on each pair of inputs outside of
R′. From this we see that for a function with a rectangle of size at least 2n−|b| × 2n−|a|, the Kolmogorov complexity
of the associated communication matrix satisfies:
K
(
Mfn |22n) ≤ 22n − 22n−|a|−|b| + n(2n−|b| + 2n−|a|)+ 2n−|a| + 2 log n. (C6)
Comparing Eq. (C6) with Eq. (C5), we see that for a fraction of fn that tends to 1 with increasing n, we have:
22n − log n ≤ 22n − 22n−|a|−|b| + n
(
2n−|b| + 2n−|a|
)
+ 2n−|a| + 2 log n,
⇒ 22n−|a|−|b| ≤ n2n−|b| + (n+ 1) 2n−|a| + 3 log n
≤ 2 (n+ 1) 2n−|b| + 2 (n+ 1) 2n−|a|,
⇒ 2n ≤ 4 (n+ 1) 2max(|a|,|b|).
Hence:
max (|a|, |b|) ≥ n− log (n+ 1)− 2, (C7)
and for most functions either Alice or Bob must send at least n− log (n+ 1)− 2 bits of communication to the other
player.
We now turn to proving the second half of the lemma. From the first part we know that most fn have neither
monochromatically striped rectangles of size larger than 4 (n+ 1)× 2n nor 2n× 4 (n+ 1). Any correct protocol for fn
induces a partition of the communication matrix of fn into monochromatically striped rectangles and either at least
half of all pairs of inputs will lie in rectangles of size smaller than 4 (n+ 1)× 2n or in rectangles of size smaller than
2n × 4 (n+ 1) (some rectangles will belong to both sets).
Consider the case where at least half of the input pairs lie in rectangles of size no larger than 4 (n+ 1)×2n. Consider
the distribution over x and y formed by picking Alice and Bob’s inputs uniformly at random from pairs belonging to
such rectangles. This leads to associated random variables X,Y,A and B for the players’ inputs and communication.
Now, at the end of the protocol once the players know their inputs belong to a particular rectangle, Bob will know
that Alice received one of 4 (n+ 1) inputs and |b| ≥ n− log (n+ 1)− 2 holds. Hence:
H (X|BY ) ≤ log [4 (n+ 1)] = log (n+ 1) + 2. (C8)
Now, using the fact that H (X) ≥ n− 1 as the distribution is uniform over at least half the inputs, we obtain:
I (X : BY ) = H (X)−H (X|BY )
≥ n− log (n+ 1)− 3,
as required.
The second inequality follows similarly when over half of the input pairs lie in rectangles of size no larger than
2n × 4 (n+ 1).
b. Proof of Lemma 5
(Restatement of Lemma 5). Let f be a Boolean function and its inputs be chosen uniformly at random from over
at least half of the possible pairs. Then, in a clean protocol for exactly computing f :
|b| ≥ I (Y : XA)− I (X : Y ) , (C9)
and:
|a| ≥ I (X : Y B)− I (X : Y )− 1. (C10)
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Proof. Here we shall show Eq. (C10). The bound in Eq. (C9) follows similarly (the difference of 1 bit occurs as only
Bob knows the answer at the end of a clean protocol). Let there be r rounds of communication in which both players
speak. We shall assume without loss of generality that Alice speaks first. Let Bi denote the bits received by Bob in
round i and B′i his local memory at the end of the round (B
′
0 is of trivial size). In order to compute his message to
Alice, Ai, in round i, Bob makes a reversible, deterministic transformation:
Ti : Y B′i−1Bi 7→ Y B′iAi. (C11)
Note that in a clean protocol, Bob’s final register B′r will contain at most one bit of information regarding X, the
value of f (x, y).
Using the chain rule for the conditional mutual information and the fact that reversible, deterministic transforma-
tions do not change the entropy, we have:
I (X : Y B) = I (X : Y B′0B)
= I (X : Y B′0B1 . . . Br)
= I (X : Y B′1A1B2 . . . Br)
= I (X : Y B′1B2 . . . Br) + I (X : A1|Y B′1B2 . . . Br)
= I (X : Y B′r) +
r∑
i=1
I (X : Ai|Y B′iBi+1 . . . Br)
= I (X : Y ) + I (X : B′r|Y ) +
r∑
i=1
I (X : Ai|Y B′iBi+1 . . . Br)
≤ I (X : Y ) + 1 + |a|,
where in the last line we have bounded the terms using the fact that the protocol is clean and that the conditional
mutual information can be upper bounded by the number of bits contained in Ai. Rearranging this gives:
|a| ≥ I (X : Y B)− 2, (C12)
as claimed.
2. Clean, entanglement assisted quantum complexity
In this Appendix we prove Theorem 7:
(Restatement of Theorem 7). Consider exactly computing a Boolean function fn on n-bit inputs that has been
picked uniformly at random. Then with probability 1− o(1):
Q∗clean (fn) ≥ n− log n. (C13)
To do so we make use of the concept of information complexity defined in Appendix A 4. The following two states
will be useful:
1. When Alice and Bob are both given classical inputs according to some product distribution µA × µB and the
answer register (held by Bob) begins in the state |−〉, the initial state of the protocol is:
|Ψc-c〉AINBINR =
∑
x,y
√
µA (x)µB (y)|x〉A|~0〉A0 |y〉B |~0〉B0 |−〉Bans |Φ〉AEBE |xy〉R, (C14)
where A0 and B0 hold Alice and Bob’s local ancilla states and AEBE any entanglement initially shared between
them.
2. Alice is given a classical input according to µA while Bob is given a quantum superposition over classical inputs
according to a distribution µB (together with the answer register again initialized to |−〉) and entangles it with
n blank ancilla qubits using n-fold CNOT gates. The initial state of the protocol is then:
|Ψc-s〉AINBINR =
∑
x,y
√
µA (x)µB (y)|x〉A|~0〉A0 |y〉B |y〉B′ |~0〉B0 |−〉Bans |Φ〉AEBE |x〉R. (C15)
The protocol then runs on the A, B, A0, B0, AE , BE and Bans registers.
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With these defined, a sketch of the proof of the theorem is as follows:
1. We begin by showing (Corollary 21) that for clean protocols on states of the form in Eq. (C14) the amount of
information that flows from Alice to Bob must equal the amount of information that flows from Bob to Alice.
2. Next we show (Lemma 22) that for any protocol more information leaks from Alice to Bob if the protocol is
applied to the state in Eq. (C14) then if it is applied to the state in Eq. (C15).
3. In Theorem 23 we use the above two results to argue that for most functions any clean protocol must leak close
to n bits of information from Alice to Bob when applied to the state in Eq. (C15) and hence that for most
functions any clean protocol has information cost close to n.
4. The fact that the information cost of a protocol lower bounds its communication complexity completes the
proof.
We start with the following lemma which relates the amount of information that flows in either direction during
the protocol to the information shared between the parties at the beginning and end:
Lemma 20. For any protocol Π on any input state |Ψ〉AINBINR:
I (BOUT : R) = I (BIN : R)−QLB (Π, |Ψ〉AINBINR) + QLA (Π, |Ψ〉AINBINR) . (C16)
Proof. Consulting Figure 4 may aid in following the proof. In particular, it provides an overview of which systems
are in existence at any one time. By definition and using the fact that the global state is pure:
I (BIN : R) = I (C2 : R|A1)− I (C2 : R|A1) + I (BIN : R)
= I (C2 : R|A1)
+ S (A1) + S (C2RA1)− S (C2A1)− S (RA1)
+ S (B0) + S (R)− S (B0R)
= I (C2 : R|A1)
+ S (C1B0R) + S (B2)− S (B2R)− S (C1B0)
+ S (B0) + S (R)− S (B0R)
= I (C2 : R|A1) + I (B2 : R)− I (C1 : R|B0) .
Iterating this expansion for the (non-conditional) mutual information on the RHS gives:
I (BOUT : R) = I (BIN : R)−
∑
i even
I (Ci : R|Ai−1) +
∑
i odd
I (Ci : R|Bi−1) ,
as required.
From this, the following corollary follows completing Step 1 of the proof sketch:
Corollary 21. For any clean protocol Π for computing f that is applied to a state |Ψc-c〉AINBINR of the form given in
Eq. (C14):
QLB (Π, |Ψc-c〉AINBINR) = QLA (Π, |Ψc-c〉AINBINR) . (C17)
Proof. As the protocol is clean, the output state is:
|Ψc-c〉AOUTBOUTR =
∑
x,y
√
µA (x)µB (y) (−1)f(x,y) |x〉A|~0〉A0 |y〉B |~0〉B0 |−〉Bans |Φ〉AEBE |xy〉R,
and note that S (AOUT) = S (AIN) and S (BOUT) = S (BIN). Now, as the total state is pure:
I (BOUT : R)− I (BIN : R) = S (BOUT ) + S (R)− S (BOUTR)− S (BIN )− S (R) + S (BINR)
= S (BOUT )− S (AOUT )− S (BIN) + S (AIN)
= 0,
so QLB (Π, |Ψc-c〉AINBINR) = QLA (Π, |Ψc-c〉AINBINR) as required.
18
Hence for clean protocols on such states, the amount of information leaked from Alice to Bob is equal to the amount
of information leaked from Bob to Alice.
For Step 2 of the proof sketch, the amount of information leaked when the players’ inputs are classical-classical or
classical-superposition is related as follows. This is a special case of [30, Theorem 1].
Lemma 22. Given two probability distributions µA (x) and µB (y), for any protocol Π applied to the appropriate
registers:
QLA (Π, |Ψc-c〉AINBINR) ≥ QLA (Π, |Ψc-s〉AINBINR) . (C18)
Proof. Considering each term in QLA (Π, |Ψc-s〉AINBINR) individually:
I (Ci : R|Bi−1B′) = I (Ci : RB′|Bi−1)− I (Ci : B′|Bi−1)
≤ I (Ci : R′|Bi−1) ,
where in the last line we have relabeled RB′ as R′ and used the non-negativity of the conditional mutual information.
The system R′ is precisely the purifying system in the state |Ψc-c〉AINBINR′ and hence summing over odd i gives the
result.
We now combine the previous two results to achieve Step 3, showing:
Theorem 23. Consider exactly computing a Boolean function fn on n-bit inputs that has been picked uniformly at
random. Let µA (x) and µB (y) be independent, uniform distributions. Then with probability 1− o (1), any protocol Π
for computing fn cleanly is such that for these distributions:
QIC (Π, |Ψc-c〉AINBINR) ≥ n− log n. (C19)
Proof. Consider running any clean protocol Π for fn on the state |Ψc-s〉AINBINR with independent, uniform input
distributions. At the end of the protocol, the state will be:
|Ψc-s〉AOUTBOUTR =
∑
x
1√
2n
|x〉A|~0〉A0
(∑
y
1√
2n
(−1)fn(x,y) |y〉B |y〉B′
)
|~0〉B0 |−〉Bans |Φ〉AEBE |x〉R
≡
∑
x
1√
2n
|x〉A|~0〉A0 |ψx〉BB′ |~0〉B0 |−〉Bans |Φ〉AEBE |x〉R
where:
|ψx〉BB′ =
∑
y
1√
2n
(−1)fn(x,y) |y〉B |y〉B′ .
The reduced state on systems BOUT and R after the protocol is:
ρBOUTR =
∑
x
1
2n
|ψx〉〈ψx|BB′ ⊗ |0〉〈0|B0 ⊗ |−〉〈−|Bans ⊗ TrAE [|Φ〉〈Φ|AEBE ]⊗ |x〉〈x|R.
Note that I (BIN : R) = 0 while:
I (BOUT : R) = S (BOUT) + S (R)− S (BOUTR)
= S (BOUT) + S (R)− S (AOUT) (as |Ψc-s〉AOUTBOUTR is pure)
= S (BB′) + S (BE) + S (R)− S (A)− S (AE) (as |Φ〉AEBE is product with the other systems)
= S (BB′) (as |Ψc-s〉AOUTBOUTR is symmetric in A and R).
Now, using Lemma 20 and the fact that the quantum conditional mutual information (and hence QLB) is non-
negative, we have:
QLA (Π, |Ψc-s〉AINBINR) ≥ S (ρBB′) ,
where ρBB′ =
1
2n
∑
x |ψx〉〈ψx|BB′ . [11, Theorem IV.1.] tells us that for a function fn chosen uniformly at random:
Pr [S (ρBB′) < (1− δ)n] ≤ e−(2
δn−1)2/2.
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Setting δ = lognn in the above expression gives us that for nearly all fn:
QLA (Π, |Ψc-s〉AINBINR) ≥ n− log n.
Using Lemma 22 we can use this last expression to lower bound QLA (Π, |Ψc-c〉AINBINR):
QLA (Π, |Ψc-c〉AINBINR) ≥ n− log n.
Finally, using Corollary 21 gives a lower bound on QLB (Π, |Ψc-c〉AINBINR):
QLB (Π, |Ψc-c〉AINBINR) ≥ n− log n,
and summing these two expressions gives that for most functions, any clean protocol is such that:
QIC (Π, |Ψc-c〉AINBINR) =
1
2
[
QLA (Π, |Ψc-c〉AINBINR) + QLB (Π, |Ψc-c〉AINBINR)
]
≥ n− log n.
Finally, as a corollary of this result, by using the fact that the information cost of a quantum protocol on any input
state lower bounds the number of qubits exchanged, we obtain Theorem 7.
3. Proof of lower bound in Lemma 1
In this Appendix, we adapt the techniques used in proving Theorem 7 to prove the lower bound in Lemma 1. As we
are considering clean computation and we initialized the answer register in Eqs. (C14) and (C15) in the |−〉 state (so
the result in the computation was stored in the phase), Lemmas 20 and 22 and Corollary 21 also apply to protocols
for cleanly computing IPphasen where there is no answer register.
We now modify the proof of Theorem 23 to show that:
Lemma 24. Any protocol Π that exactly computes IPphasen cleanly (with or without pre-shared entanglement) is such
that:
QLA (Π, |Ψc-c〉AINBINR) ≥ n,
QLB (Π, |Ψc-c〉AINBINR) ≥ n,
(C20)
where here:
|Ψc-c〉AINBINR =
1
2n
∑
x,y
|x〉A|~0〉A0 |y〉B |~0〉B0 |Φ〉AEBE |xy〉R. (C21)
Proof. Consider running Π on registers A, B, A0, B0 and AEBE of the input state:
|Ψc-s〉AINBINR =
1
2n
∑
x,y
|x〉A|~0〉A0 |y〉B |y〉B′ |~0〉B0 |Φ〉AEBE |x〉R.
At the end of the protocol, the state will be:
|Ψc-s〉AOUTBOUTR =
∑
x
1√
2n
|x〉A|~0〉A0
(∑
y
1√
2n
(−1)x·y |y〉B |y〉B′
)
|~0〉B0 |Φ〉AEBE |x〉R
≡
∑
x
1√
2n
|x〉A|~0〉A0 |ψx〉BB′ |~0〉B0 |Φ〉AEBE |x〉R,
where:
|ψx〉BB′ =
∑
y
1√
2n
(−1)x·y |y〉B |y〉B′ .
20
The reduced state on systems BOUT and R after the protocol is:
ρBOUTR =
∑
x
1
2n
|ψx〉〈ψx|BB′ ⊗ |0〉〈0|B0 ⊗ TrAE [|Φ〉〈Φ|AEBE ]⊗ |x〉〈x|R.
Note that I (BIN : R) = 0 while, as per the proof of Theorem 23:
I (BOUT : R) = S (BOUT) + S (R)− S (BOUTR)
= S (BOUT) + S (R)− S (AOUT)
= S (BB′) .
Now, using Lemma 20 and the fact that the quantum conditional mutual information is non-negative, we have:
QLA (Π, |Ψc-s〉AINBINR) ≥ S (ρBB′) ,
where ρBB′ =
1
2n
∑
x |ψx〉〈ψx|BB′ . Now, as {|ψx〉} is an orthonormal set of vectors, we have:
QLA (Π, |Ψc-s〉AINBINR) ≥ n.
Using Lemma 22 we now use this last expression to lower bound QLA (Π, |Ψc-c〉AINBINR) by n. Corollary 21 then
gives that QLB (Π, |Ψc-c〉AINBINR) ≥ n.
To prove the lower bound on Qclean
(
IPphasen
)
, we now show that without any pre-shared entanglement n qubits of
communication are not sufficient to leak both n bits from Alice to Bob and n bits from Bob to Alice when the players
are given independent uniformly distributed inputs.
Lemma 25. We have:
Qclean
(
IPphasen
)
≥ n+ 1. (C22)
Proof. As 0 ≤ 12I (C : R|B) ≤ log dim (C), each qubit of communication can leak at most 2 bits of information between
the players. Hence if we have a clean n-qubit protocol for IPn, by Lemma 24 each qubit must leak at least 2 bits. We
will argue that if the players do not initially share any entanglement then this cannot happen.
Let Π be said n-qubit clean protocol. Consider the protocol Π′ constructed as follows:
1. Both players create a copy of their classical input.
2. The players run Π on their original input, keeping the copies to one side.
3. The players cleanly erase their input copies.
Obviously Π′ is also a clean n-qubit protocol for computing inner product in the phase and each qubit must still leak
at least 2 bits of information.
If the players’ inputs are uniformly distributed, after Step 1 the total, purified state of the protocol can be taken
to be:
1
2n
∑
x,y
|x〉A|~0〉A0 |0〉C |x〉A′ |y〉B |y〉B′ |xy〉R,
where A and B denotes the input registers, R their purification, A′ and B′ the copies, C the first qubit that Alice
(w.l.o.g.) will send to Bob and A0 Alice’s additional ancilla qubits. To determine her message, Alice now applies a
unitary to her share of the qubits (excluding the copy) resulting in:
1
2n
∑
x,y
U
(
|x〉A|~0〉A0 |0〉C
)
|x〉A′ |y〉B |y〉B′ |xy〉R.
Now consider:
I (C : R|BB′) = I (C : R) = S (C)− S (C|R) .
Obviously S (C) ≤ 1 while ρRC is a separable state so S (C|R) is non-negative. Hence the first qubit of communication
leaks strictly less than 2 bits of information and Π′ cannot have been a clean protocol that computed IPphasen .
