The objective of this research is detection of outliers in multivariate data employing various distance measure, particularly using robust regression diagnosis technique. Several classical outlier identification methods are based on the sample mean and covariance matrix in general. But they do not always yield better result, as they themselves are affected by the outliers. Sometimes one outlier point has hide the other outliers. To identify them, methods which have masking effect with outlier points are being used. An appropriate method is adopted to identify the unmasking outliers and also to compare the various distance measures.
Introduction
Multivariate outlier detection is the important task of statistical analysis of multivariate data. The methods are applied to a set of data to illustrate the multiple outlier detection procedure in multivariate linear regression models. Outliers can mislead the regression results. When an outlier is involved in the study, it pulls the regression line towards itself. This can result in a solution that is more precise for the outlier, but less precise for all of the other cases in the data set. The usual methods of linear model defined as y i = β 0 + β 1 x i1 + ... + β p x ip + e i f or i = 1, ..., n
where n is the sample size, y i is the response variable and x i1 , ..., x ip are called explanatory variables. e i is the error term is to assumed as normally distributed by mean zero and standard deviation σ. Rousseeuw [8] has described several identification of outliers in regression analysis deals with unmasking outliers and leverage points in multivariate data. David et al. [1] have discussed the difficulties occur in the multivariate outliers problem increase with dimension of data and also described significant difference of improvements in the methods for outlier detection with simulation technique with examples. Penny [5] has proposed a clinical trial based new treatment for identifying multivariate outliers. Gao et al., [9] proposed a procedure for identifying multivariate outliers using Hawkins [2] data set. Max-Eigen Difference(MED) method was briefly discussed about theoretical aspect of procedures to compare with Mahalanobis Distance(MD) and Robust Distance(RD) with examples. Southworth [4] has discussed identifying outliers in clinical trial data, dealing with unmasking multivariate outliers. Dang et al., [10] has introduced nonparametric multivariate outliers detection based on multivariate depth functions, also masking robustness against misidentification of outliers and non-outliers. In statistically analyzing data sets, whether check there are any outliers in the dataset. Definition 1.1 An outlier is an observation, which so much deviates from other observations as to arouse suspicions that it was generated by a different mechanism by Hawkins [3] .
For univariate case we have easy way to finding outliers and visualizing suitable plot. Normality assumption of the dataset should be checked before finding outliers. It is useful to simply weather outliers found or not in the data set.
Masking Effect
An observation is detected as inliers in the presence of the extreme observation and by deleting this extreme observation, the observations nearer to it are also found to be outliers. This phenomenon is considered as the masking effect. When masking is occurs the mean and covariance estimates are skewed towards a group of outliers, and the resulting gap of the outlier form the mean is small. The use of Grubbs test of outlier detection, will just detect one outlier that is 38. But after deleting this outlier and again applying Grubbs test, 22 will be detected as outlier. So it can be said that 22 is masked by 38. As the mask (38) is removed 22 appears to be the outlier.
Univariate Outlier Detection
Univariate data have an unusual value for a single variable. The results will be concerned with univariate outliers for the dependent variable in the data analysis. Manoj and Kannan [6] has identifying outliers in univariate data using 
Multivariate outlier detection methods
Several methods are used to identify outliers in multivariate dataset. Among them, four of the outlier diagnostics methods of distance measures described in the following.
Mahalanobis Distance (M D i )
A classical Approach for detecting outliers is to compute the Mahalanobis Distance (M D i ) for each observation x i :
where x and V are the sample mean and sample covariance matrix of the data set X, respectively. The distance tells us how far is from the center of the cloud, taking into account the shape of the cloud as well. It is well known that this approach suffers from the masking effect by which multiple outliers do not necessarily have a large M D i .
Cook's Distance (Di)
Dennis Cook (1977) introduced distance measure for commonly used estimates of the influence of a data point when performing least squares regression analysis.
In practically the ordinary least squares analysis, Cook's distance Points with a large are considered to merit closer examination in the analysis.
The following equation equally expressed as,
where,β is the least squares (LS) estimate of β , andβ −i is the LS estimate of β on the data set without case i.Ŷ j is the prediction from the full regression model for observation j;Ŷ j(i) is the prediction for observation j from a refitted regression model in which observation i has been omitted. h ii is the i th diagonal elements of the hat matrix X(X T X) −1 X T . MSE -is the mean square error, p is number of fitted parameters.
Leverage Point(h i )
An observation with extreme value on a predictor variable is called a point with high leverage. In linear regression identification of leverage points may be quite to detect. In linear regression model, the leverage score for i th data unit is defined as,
The i th diagonal of the hat matrix H = X(X X) −1 X . Leverage values fall between 0 and 1. Investigate observations with leverage values greater than 3p/n, where p is the number of model terms (with constant) and n is the number of observations.
DFFITS
DFFITS is the diagnostics tool for statistical regression model shows that influence point. This quantity measures how much the regression function changes at the i th observation when the i th variable is deleted.
DF F IT S
For small samples datasets the values of 1 or greater values is considered as suspicious. In large samples of data sets values of 2 p/n.
Computational Procedure
For the multivariate data set n observations with m variables, the basic idea of the methods can be described in the following steps. Table 1 values are plotted as a scatter plot for identifying outlier points. The outlier points are identified by Mahalanobis Distance(M D i ) appeared to be same as it was observed in the leverage values(h i ). Though there are different methods for detecting outlier points, but it has been found that the maximum outlier can be detected by Cook's distance, While DFFITS can be used to detect the minimum outliers points. The tabulated data Table 2 represents the outlier points which are identified by the various distance measures.
Conclusion
This research deals with the procedure for computing the presence of outliers using various distance measures such as Mahalanobis Distance (M D i ), Cooks Distance(D i ), Leverage point(h i ) and DFFITS. From the diabetes dataset, the outlier identification level of Mahalanobis Distance (M D i ) and Leverage Point (h i ) are approximately the same, but DFFITS outlier detection sensitivity is very low and the outlier detection sensitivity using Cooks Distance (D i ) is of Rajiv Gandhi National Fellowship (RGNF). This work is partly financial supported by UGC (RGNF).
