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В статті розглядається загальне формулювання задачі розподілення неод-
норідних засобів оперуючої сторони  в умовах, коли відомі ймовірності 
знаходження об‘єкта в районах пошуку. 
 
 Задачі оптимального розподілення неоднорідних засобів по об‘єктах, як 
правило, мають різноманітний характер, що значно ускладнює розробку  уні-
версального алгоритму їх розв‘язання 1, 2]. Але є клас задач нелінійного 
програмування, до якого відносяться досить загальні задачі пошуку і для ви-
рішення яких може бути використано ефективний алгоритм.   
Розглянемо досить загальну постановку задачі оптимального розпо-
ділення неоднорідних засобів у районах пошуку. 
Оперуюча сторона A має деяку кількість різнорідних засобів пошу-
ку, яку треба розповсюдити по районах з метою виявлення об’єкта сто-
рони B. У оперуючої сторони A є дані про ймовірності виявлення 
об’єкта сторони B у будь - якому з районів кожної одиниці засобів по-
шуку та про ймовірності перебування об’єкта у будь - якому з районів 
пошуку. 
Потрібно розподілити існуючі засоби по районах пошуку, щоб мак-
симізувати повну ймовірність виявлення об’єкта. 
Для розв‘язання цієї задачі побудуємо математичну модель оптима-
льного розподілення. Введемо у розгляд такі позначення  2, 3]: 
m - кількість типів засобів пошуку; 
n - кількість районів пошуку; 
i - номер типу засобу пошуку ( m,1i  ); 
j - номер району пошуку ( n,1j  ) 
Ai - кількість засобів пошуку і - го типу;  
pij - умовна ймовірність виявлення об’єкта і - м засобом пошуку  
в j - му  районі; 
pj  - імовірність перебування об’єкта в j - му районі; 
n,m
ijxX  - шуканий план розподілення неоднорідних засобів пошуку. 
     . к.т.н. В.Б. Кононов, к.в.н. В.В. Ткачов, 2000 
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Обгрунтуємо критерій ефективності математичної моделі оптимального 
розподілення так:  
1 - pij -  умовна  ймовірність невиявлення об’єкта в i - му районі од-
нією одиницею j - го типу; 
  ijxijp1   - умовна ймовірність невиявлення об’єкта в j - му районі 
х
ij
 - кількістю засобів пошуку і -го типу; 
   p1
ijxm
1i
ij

  - умовна ймовірність невиявлення об’єкта в  j - му ра-
йоні згідно з кількостями засобів пошуку 
mjj2j1 x..., xx ,, ; 
 
ijxm
1i
ijp11 

 - умовна ймовірність виявлення об’єкта в    j - му 
районі  за  попереднім розподіленням; 
])p1(1[P)X(P
n
1j
m
1i
ijx
ijj 
 
  - повна ймовірність виявлення об’єкта 
згідно з планом розподілення Х. 
Обмеження на шукані змінні складаються з обмеження на кількості 
засобів пошуку кожного з типів 



n
1j
iij m,1i  Ax ,   
та обмежень щодо невід’ємності і цілочисельності засобів пошуку 
 
  n,1j m,1i  0xx ijij  ,, . 
 
Для подібних задач у якості критерію слід вибирати критерій мак-
симального результату. 
Таким чином, остаточно математична модель розглядаємої задачі 
виглядає так: 
 
 

n
1j
m
1i
ijx
ijj max])p1(1[P)X(P  ; 
 m,1i    Ax i
n
1j
ij 

,   ;                                    (1) 
  n,1j      m,1i0xx ijij  ,      , . 
49 
Проведемо аналіз співвідношень задачі (1). Для цього перетворимо  
цільову функцію математичної моделі (1):  
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p1pp)X(P                    
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де .    ,,  n,1jm,1i       0)p1ln(a ijij   
 Очевидно, що обмеження на кількість існуючих засобів пошуку у 
моделі (1) є рівностями  
 m,1i    ,Ax i
n
1j
ij 

. 
 
 Тому задача (1) спростовується до вигляду: 
 
 
 
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



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
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
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n
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n
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      ,  ;                                                (2) 
 n,1j;m,1i0x ij                ;  ,  
   
де )X(Q - повна ймовірність невиявлення об’єкта згідно плану розподі-
лення X. 
 Розглянемо задачу (2) без урахування умов на цілочисельність 
змінних: 
   
 










n
1j
m
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m,1iAx i
n
1j
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
        , ;                                               (3) 
n,1jm,1i0]x[x ijij        ;       ;  
 
і доведемо, що це задача опуклого програмування. 
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Твердження 1. Задача (3) є задачею опуклого програмування. 
Доведення. Опуклість допустимої множини очевидна 4, оскільки 
допустима множина – це перетин кінцевого числа гіперплощин і півпро-
сторів. 
Доведемо спочатку строгу опуклість функцій  
 

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Нехай плани розподілення Х(1) та Х(2) задовольняють умовам задачі 
(3), тоді їх опукла комбінація  1,0X)1(X 21      ,  також задоволь-
няє умовам задачі (3).  Отже 
     
    ,2z)1(1z
m
1i
)2(
ijij
m
1i
)1(
ijij
n
1j
1
jj
m
1i
)2(
ij
)1(
ijij
21
j
exa)1(xaexp
XLpx)1(xaexpX)1(XL

























 
 
де    . xaz            xaz
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Тому що функція еz – строго опукла, то 
 
   2j1j2z1z2z)1(1z XL)1(XLe)1(ee  . 
 
Таким чином, функції Lj(X) - строго опуклі. Тоді функція 
 
   


n
1j
jj XLpXQ  
є строго опуклою, тому що це лінійна комбінація з невід’ємними коефі-
цієнтами строго опуклих функцій  
 
    
  .





n
1j
212
jj
n
1j
21
jj
21
)X(Q)1()X(QXLp)1(
X1XLpX)1(XQ
 
51 
Твердження 2. Задача (3) завжди має рішення, до того ж єдине. 
Доведення. Існування рішення задачі (3) прямує з теореми Вейер-
штрасса 5, бо функція Q(X) неперервна на замкненій та обмеженій 
множині. Єдиність рішення витікає з строгої опуклості функції Q(X). 
Таким чином, якщо буде розроблений ефективний алгоритм пошуку 
точки мінімуму функції Q(X) на допустимій множині задачі (3), то з тве-
рдження 2 витікає, що вона є єдиним оптимальним планом задачі (3), а 
також оптимальним нецілочисельним планом вихідної задачі (1):  
 
)X(Pmaxarg)X(QminargX
DD
*  , 
 
де D - допустима множина задачі (3), або задач (1) та (2) без врахуван-
ням умов на цілочисельність. Максимум повної ймовірності буде дорів-
нювати P(X*). 
Побудована загальна математична модель оптимального розподі-
лення неоднорідних засобів у районах пошуку дозволяє описувати у фо-
рмалізованому вигляді широкий клас різних задач розподілення.  
Розглянута задача є задачею цілочисельного програмування і може 
бути вирішена за методом динамічного програмування, якщо кількість 
типів засобів пошуку невелика. Якщо кількість типів засобів пошуку ве-
лика, цю задачу можна перетворити у задачу опуклого програмування 
без урахування умов на  цілочисельність змінних. Такий підхід дає змогу 
побудувати алгоритм розв’язання цієї задачі практично без обмеження 
на кількість типів засобів пошуку на основі методу можливих напрямків 
із подальшим дослідження щодо округлення змінних.  
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