Abstract. Let M be a 3 × 3 integer matrix each of whose eigenvalues is greater than 1 in modulus and let D ⊂ Z 3 be a set with |D| = | det M |, called digit set. The set equation M T = T + D uniquely defines a nonempty compact set T ⊂ R 3 . If T has positive Lebesgue measure it is called a 3-dimensional self-affine tile. In the present paper we study topological properties of 3-dimensional self-affine tiles with collinear digit set, i.e., with a digit set of the form D = {0, v, 2v, . . . , (| det M | − 1)v} for some v ∈ Z 3 \ {0}. We prove that the boundary of such a tile T is homeomorphic to a 2-sphere whenever its set of neighbors in a lattice tiling which is induced by T in a natural way contains 14 elements. The combinatorics of this lattice tiling is then the same as the one of the bitruncated cubic honeycomb, a body-centered cubic lattice tiling by truncated octahedra. We give a characterization of 3-dimensional self-affine tiles with collinear digit set having 14 neighbors in terms of the coefficients of the characteristic polynomial of M . In our proofs we use results of R. H. Bing on the topological characterization of spheres.
Introduction
Let m ∈ N and suppose that M is an m × m integer matrix which is expanding, i.e., each of its eigenvalues is greater than 1 in modulus. Let D ⊂ Z m be a set of cardinality | det M | which is called digit set. By a result of Hutchinson [20] , there exists a unique nonempty compact subset T = T (M, D) of R m such that
If T has positive Lebesgue measure (which by Bandt [4] is always the case if D is a complete set of coset representatives of Z m /M Z m ) we call it a self-affine tile. Images of two 3-dimensional Figure 1 . Two examples of 3-dimensional self-affine tiles.
self-affine tiles with typical "fractal" boundary are shown in Figure 1 (they were created using IFStile [34] ). Initiated by the work of Kenyon [22] self-affine tiles have been studied extensively in the literature. A systematic theory of self-affine tiles including the lattice tilings they often induce has been established in the 1990ies by Gröchenig and Haas [18] as well as Lagarias and Wang [28, 29, 30] . Since then, self-affine tiles have been investigated in many contexts. One field of interest, the one to which the present paper is devoted, is the topology of self-affine tiles. Based on the pioneering work of Hata [19] on topological properties of attractors of iterated function systems many authors explored the topology of self-affine tiles. For instance, Kirat and Lau [23] and Akiyama and Gjini [1, 2] dealt with connectivity of tiles. Later, finer topological properties of 2-dimensional self-affine tiles came into the focus of research. Bandt and Wang [6] gave criteria for a self-affine tile to be homeomorphic to a disk (see also Lau and Leung [31] ), Ngai and Tang [35] dealt with planar connected self-affine tiles with disconnected interior, and Akiyama and Loridant [3] provided parametrizations of the boundary of planar tiles. Only a few years ago first results on topological properties of 3-dimensional self-affine tiles came to the fore. Bandt [5] studied the combinatorial topology of 3-dimensional twin dragons. Very recently, Conner and Thuswaldner [11] gave criteria for a 3-dimensional self-affine tile to be homeomorphic to a 3-ball by using upper semi-continuous decompositions and a criterion of Cannon [10] on tame embeddings of 2-spheres. Deng et al. [14] showed that a certain class of 3-dimensional self-affine tiles is homeomorphic to a 3-ball.
Let M be an expanding m × m integer matrix. We say that D is a collinear digit set for M if there is a vector v ∈ Z m \ {0} such that If D has this form we call a self-affine tile T = T (M, D) a self-affine tile with collinear digit set (such tiles have been studied by many authors in recent years, see e.g. Lau and Leung [31] ). In the present paper we establish a general characterization of 3-dimensional self-affine tiles with collinear digit set whose boundary is homeomorphic to a 2-sphere. In its proof we use a result of Bing [9] that provides a topological characterization of m-spheres for m ≤ 3 (although Bing does not mention self-affine sets, his characterization is very well suited for self-affine structures). Before we state our main results we introduce some notation. Let T = T (M, D) be a self-affine tile in R m with collinear digit set and define the set of neighbors of T by [30] and note that one can always achieve that Z[M, D] = Z m by applying an affine transformation; see [28, Lemma 2.1] ). The translated tiles T + α with α ∈ S are then those tiles of this tiling which touch the "central tile" T . It is clear that S is a finite set since T is compact by definition. Set (1) The boundary ∂T is homeomorphic to a 2-sphere.
(2) If α ∈ Z[M, D] \ {0}, the 2-fold intersection B α is homeomorphic to a closed disk for each α ∈ S and empty otherwise. Remark 1.2. Theorem 1.1 (1) and (2) imply that for α ∈ S the boundary ∂ ∂T B α is a simple closed curve. We denote by ∂ X the boundary taken w.r.t. the subspace topology on X ⊂ R 3 .
Remark 1.3. Since the characteristic polynomial χ of M in Theorem 1.1 satisfies 1 ≤ A ≤ B < C, the matrix M is expanding (see Lemma 2.2 below). The fact that χ(−1) > 0 implies that M has a real eigenvalue which is less than −1. The remaining eigenvalues of M may be real or nonreal.
There is an interesting relation to polyhedral geometry and crystallography (see also Remark 3.19) . The arrangement of the tiles in the tiling T + Z 3 in Theorem 1.1 with 14 neighbors, 36 3-fold intersections, and 24 4-fold intersections coincides with the arrangement of the bitruncated cubic honeycomb (also known as truncoctahedrille), a body-centered cubic lattice tiling induced by a truncated octahedron O (see e.g. Conway et al. [12, p. 295 [12, p. 333ff ] mention the related muoctahedron discovered by Petrie and Coxeter). Denote this body-centered lattice by Λ. Then by Theorem 1.1 there exists a homeomorphism h : O → T that maps -fold intersections to -fold intersections in the respective tiling homeomorphically. Extending h equivariantly we obtain the following result. A patch from O + Λ is depicted in Figure 2 . Corollary 1.4 says that the polyhedral structure of all tiles satisfying the conditions of Theorem 1.1 is the same. However, the way how the intersections B α , α ∈ S, are subdivided when T is subdivided according to the set equation (1.1) heavily depends on the coefficients of the characteristic polynomial χ. This is why it is difficult to treat the whole class of self-affine tiles at once in Theorem 1.1. Theorem 1.1 raises the question when 3-dimensional self-affine tiles with collinear digit set have 14 neighbors. This question is answered as follows. Theorem 1.5. Let T = T (M, D) be a 3-dimensional self-affine tile with collinear digit set and assume that the characteristic polynomial χ(x) = x 3 +Ax 2 +Bx+C of M satisfies 1 ≤ A ≤ B < C. Then T has 14 neighbors if and only if A, B, C satisfy one of the following conditions.
(1) 1 ≤ A < B < C, B ≥ 2A − 1, and C ≥ 2(B − A) + 2; (2) 1 ≤ A < B < C, B < 2A − 1, and C ≥ A + B − 2.
The paper is organized as follows. In Section 2 we prove Theorem 1.5. The main ingredient of this proof are certain graphs that contain information on the neighbors of T . These graphs also can be used to define so-called graph-directed iterated function systems in the sense of Mauldin and Williams [33] whose attractor is the collection {B α ; α ∈ S}. We will also establish graphs that describe the nonempty -fold intersections B α . All these results will be needed in Section 3, the core part of the present paper, where we will combine them with Bing's results from [9] and other topological results including dimension theory to establish Theorem 1.1. In Section 4 we discuss perspectives for further research.
Intersections and neighbors
After providing basic definitions in Section 2.1, we deal with graphs that describe the intersections of a self-affine tile with its neighbors. In Section 2.2 we define these graphs and in Sections 2.3 and 2.4 we compute them for the class of self-affine tiles relevant for us. This will lead to the proof of Theorem 1.5. Finally, Section 2.5 deals with -fold intersections of tiles.
Basic definitions.
To establish our theory we need to impose some conditions on a self-affine tile. For this reason we recall the following definition that goes back to Bandt and Wang [6] . 
We will deal with general Z m -tiles only in Section 2.2 (and in parts of Section 2.5). After that we will restrict ourselves to the class of self-affine tiles to which our main results are dedicated (which, as we will see, are Z 3 -tiles). We first show that the matrices M occurring there are indeed expanding. This result is a special case of results from Kirat et al. [24] but for the sake of completeness we include its short proof. Lemma 2.2 (cf. [24, Proposition 2.6 (iii)]). Let M be a 3 × 3 integer matrix whose characteristic polynomial χ(x) = x 3 + Ax 2 + Bx + C satisfies 1 ≤ A ≤ B < C. Then M is expanding.
Proof. We have to show that the roots x 1 , x 2 , x 3 of χ satisfy |x i | > 1 for i ∈ {1, 2, 3}. Since χ(−C) < 0 and χ(−1) > 0 there is a root of χ, say x 1 , with x 1 ∈ (−C, −1) and a fortiori |x 1 | > 1. Moreover, for x ∈ [0, 1] we obviously have χ(x) > 0 and for x ∈ [−1, 0) we get the same from χ(x) ≥ x 3 + x 2 + (C − 1)x + C > 0. Thus χ has no root in [−1, 1] and, hence, if x 2 , x 3 ∈ R then |x 2 |, |x 3 | > 1 and we are done. If x 2 , x 3 ∈ R then |x 2 | = |x 3 |. Because |x 1 | < C and |x 1 x 2 x 3 | = C we gain |x 2 | = |x 3 | > 1 and the lemma is proved.
For the tiles of our main results we now define a simple normal form. Let M be a 3 × 3 integer matrix with characteristic polynomial
is a self-affine tile with collinear digit set. This entails that {v, M v, M 2 v} is a basis of R 3 because T has positive Lebesgue measure (and, hence, nonempty interior by [29, Theorem 1.1]). Denote by E the matrix of the change of basis from the standard basis of R 3 to {v, M v, M 2 v} and set
As M is expanding, the same is true for M . Define T by M T = T + D. Then we have T = E −1 T and, because E is invertible, this implies that T is a self-affine tile. The linear mapping induced by
Thus it is sufficient to prove Theorem 1.1 and Theorem 1.5 for self-affine tiles of the form T = T (M, D) and in all what follows we may restrict our attention to the following class of self-affinetiles.
Definition 2.3.
A self-affine tile T given by M T = T + D with M and D as in (2.2), where A, B, C ∈ Z satisfy 1 ≤ A ≤ B < C, is called ABC-tile.
The tiles in Figure 1 are approximations of ABC-tiles for the choice (A, B, C) = (1, 1, 2) (left hand side) and (A, B, C) = (1, 2, 4) (right hand side).
We need the following lemma which is an easy consequence of Barat et al. [7, Theorem 3.3] .
It is straightforward to check that D is a complete set of coset representatives of
We have to prove the reverse inclusion. Since 1 ≤ A ≤ B < C, Barat et al. [7, Theorem 3.3] implies that x 3 + Ax 2 + Bx + C is the basis of a so-called canonical number system. In view of Barat et al. In view of the transformation in (2.2) this lemma proves the tiling assertion in Theorem 1.1. Here S and B α , α ∈ S, are defined as in (1.3) and (1.4), respectively; note that Z[M, D] = Z m in these definitions because T is a Z m -tile. By the definition of B α and the set equation (1.1) we get
2.2.
This subdivision of B α has been noted for instance by Strichartz and Wang [39] and Wang [41] .
For a directed labeled graph G with set of vertices V , set of edges E, and set of edge-labels L we denote an edge leading from v ∈ V to v ∈ V labeled by ∈ L by v − → v . In this case v is called a predecessor of v and v is called a successor of v. 
By Red(Γ) we denote the largest subset of Γ for which G(Γ) has no sink (a sink is a vertex that has no successor). Thus G(Red(Γ)) emerges from G(Γ) by successively removing all sinks. The graph G(S), where S is the set of neighbors of T defined in (1.3), is called neighbor graph. From (2.4) we see that {B α ; α ∈ S} is the attractor of a graph-directed iterated function system (in the sense of Mauldin and Williams [33] ) directed by the graph G(S), that is, the nonempty compact sets B α , α ∈ S, are uniquely determined by the set equations
The union in (2.7) is extended over all d, α with α
Thus by (2.3) the boundary ∂T is determined by the graph G(S). This fact was used implicitly in Wang [41] in order to establish a formula for the Hausdorff dimension of the boundary of a Z m -tile T . Fix a basis {e 1 , e 2 , . . . , e m } of the lattice Z m , set R 0 = {0, ±e 1 , . . . , ±e m }, and define the nested sequence (R n ) n≥0 of subsets of Z m inductively by (2.8)
We know from Gröchenig and Haas [18, Section 4] (see also Duvall et al. [16] ) that R n stabilizes after finitely many steps, that is, R n−1 = R n holds for n large enough. Therefore, R = Red n≥0 R n is a finite set. We call R the contact set of the Z m -tile T and G(R) its contact graph. Also the set R can be used to define ∂T . Indeed, we have
(see e.g. [37] ). In [18, Section 4] as well as in [37] it is explained why R is called "contact set". The elements of R turn out to be neighbors in a tiling of certain approximations T n of the self-affine tile T , which also form tilings w.r.t. the lattice Z m for each n ≥ 0. However, we will not need this interpretation in the sequel.
In the graph G(S) there cannot occur any sink. Indeed, if α ∈ S would be a sink, for this α the right hand side of the set equation (2.7) would be empty. However, this yields B α = T ∩(T +α) = ∅, a contradiction to α ∈ S. The contact graph G(R) contains no sink by definition. Scheicher and Thuswaldner [37] proved that S can be determined by the following algorithm. Algorithm 2.6 (cf. [37, Algorithm 3.6] ). For p ≥ 0 define the nested sequence (S p ) p≥0 of subsets of Z m recursively by S 0 := R and S p := Red(S p−1 + S 0 ) for p ≥ 1, where the occurring sum is the Minkowski sum. Then there exists a smallest q ≥ 0 such that S q = S q+1 . For this q we have S = S q \ {0}.
2.3.
The contact set. Let T be an ABC-tile. Since T is a Z 3 -tile by Lemma 2.4 we may apply the theory of Section 2.2 to calculate its contact set R. In order to define R 0 we use the basis
Lemma 2.7. Let T be an ABC-tile and let
e., the contact set R is equal to R 2 . In particular,
(1) for 1 ≤ A < B the set R has the 15 elements
(2) for 1 ≤ A = B the set R has the 13 elements
Proof. If 1 ≤ A < B then let R be the set in (2.9), and if 1 ≤ A = B then let R be the set in (2.10). Each edge α d|d −−→ α of Table 1 as well as its "negative version" −α
by the definition of this graph. Thus, by inspection of Table 1 we see that for each α ∈ R there is a path of length at most two in G(Z 3 ) that starts in α and ends in an element of R 0 . This implies by (2.8) that R ⊂ R 2 . Also from Table 1 we see that R = Red(R ). Moreover, by direct calculation we gain that each predecessor (in G(Z 3 )) of each element of R is contained in R . Because of (2.8) and the fact that R 0 ⊂ R , this implies that R ⊂ R . Summing up we get Red(R ) = R ⊂ R 2 ⊂ R 3 ⊂ R ⊂ R which proves the result. Figure 3 shows the graph G(R \ {0}) under the condition 1 ≤ A < B < C. The fact that 0 ∈ R is a natural consequence of the way this set is defined. However, it will often be more convenient for us to work with R \ {0} instead of R (like for instance in Figure 3 ).
Edge
Labels Exists under condition 
2.4. The neighbor set. We now turn to the proof of Theorem 1.5, i.e., we characterize all triples A, B, C with 1 ≤ A ≤ B < C for which S has 14 elements. According to Lemma 2.7 we know the set R explicitly. To establish Theorem 1.5 we will have to apply one step of Algorithm 2.6. If A = B it will turn out that already after one step we produce a reduced set that has at least 17 elements which entails that S has at least 16 elements (since 0 is to be removed and since the sequence of graphs produced by the algorithm is nested). If A = B, according to Figure 3 the contact set has 15 elements. Thus there will occur the following two cases. In the first case the first step of the algorithm will produce a reduced set with more than 15 elements. This entails Figure 3 . The reduced contact graph G(R \ {0}) under the condition 1 < A < B < C. Here we set P = (1, 0, 0)
To obtain G(R \ {0}) under the condition 1 = A < B < C from the graph in the figure we just remove the edge from N − P to Q − P and the edge from N − P to Q − P . If, in addition, the conditions of Theorem 1.5 are satisfied then this graph coincides with the neighbor graph G(S). In this case each vertex α of the depicted graph corresponds to the nonempty 2-fold intersection B α = T ∩ (T + α).
that S has more than 14 elements. In the second case the first step of the algorithm will produce a reduced set with exactly 15 elements which has to be R again (since it has to contain R). In this case the algorithm stops after one step and we conclude that R \ {0} = S has 14 elements.
We recall that S ⊃ Red(R + R) \ {0}. We first deal with the cases A, B, C that satisfy none of the conditions of Theorem 1.5. By taking the complement of the union of conditions (1) and (2) we conclude that we have to deal with the following three cases.
1 ≤ A < B < C, B < 2A − 1, and C < A + B − 2. Indeed, for each of these cases we have to show that |S| > 14. For (i) this is done in Lemma 2.8, for (ii) it follows from Lemma 2.9, and (iii) is covered by Lemma 2.10. Thus the following three lemmas imply that |S| > 14 if none of the two conditions of Theorem 1.5 is satisfied. The elements ±s 1 , ±s 2 are elements of (R + R) \ R by Lemma 2.7. Moreover, the edges claimed in (2.11) exist because each label occurring in (2.11) is an element of D, and
From Lemma 2.7 we know that R has 13 elements and ±s 1 , ±s 2 ∈ R. Since R ⊂ Red(R + R) this implies that Red(R + R) has at least 17 elements. From Lemma 2.7 we easily see that ±s ∈ (R + R) \ R. All the labels occurring in the cycle (2.12) are elements of D by the conditions in the statement of the lemma. The existence of the cycle now follows from verifying (2.5) for each edge occurring in (2.12). This implies the result as in the previous lemma because R has 15 elements by Lemma 2.7 and we exhibited 2 more elements that belong to Red(R + R).
Lemma 2.10. If 1 ≤ A < B < C, B < 2A − 1, and C < A + B − 2, then Red(R + R) has at least 18 elements.
The proof is finished in the same way as the proof of Lemma 2.9.
Before we can turn to the case where condition (1) or (2) of Theorem 1.5 is satisfied we need an easy preparation.
Lemma 2.11. For 1 ≤ A < B < C let R be the contact set of the ABC-tile T = T (M, D). The Minkowski sum R + R has 65 elements. We partition R + R into 2 × 10 subsets according to their second and third coordinates. Indeed, let
y y Figure 4 . The possible edges leading away from the sets of vertices ±G1, ±G2, ±G3, ±G4, ±G5, ±G6.1, ±G6.2, and ±G6.3.
The case ±G1: The elements in G1 are sinks in
According to its second and third coordinates, in the cases x = 2B − 1 and x = 2B the element s ∈ R + R can only belong to −G9 and G7, respectively. However, as the first coordinate of s varies between −3C + 1 and −C − 1, this is impossible for both cases. Hence, for these choices of x the element s is a sink of G(R + R). For the case x = 2B − 2 the element s ∈ R + R can only be an element of −G5. However, since C > B ≥ 2A − 1, we have −C − 1 < −2A this is impossible also in this case. Thus this case is done since by symmetry of R + R also the elements in −G1 are sinks in G(R + R) under condition (1).
The case ±G2: The elements in G2 can only have successors in G(R + R) that are contained in ±G6.1 under condition (1). To prove this let s = (x, A + 1, 1) t , then a possible successor of s is of the form (1) . Thus in this case we have no successor. Finally, for x = A + B, the possible successor s can only be contained in G8 by its second and third coordinate. But by its first coordinate also this possibility is excluded. Again, this case is done by symmetry.
So far we proved the claim for the edges leading away from ±G1 and ±G2 in Figure 4 . The remaining cases are routine calculations of the same kind and we omit them.
Condition (2) of Theorem 1.5 can be treated in the same way. In this case we have to subdivide the relevant vertices into nine sets. The corresponding graph, which is acyclic again, is depicted in Figure 5 .
We are now able to finish the proof of Theorem 1.5.
Proof of Theorem 1.5. To prove the "only if" part, we have to show that |S| > 14 if none of the two conditions of the theorem are in force. Because S ⊃ Red(R+R)\{0}, this follows immediately from Lemmas 2.8, 2.9, and 2.10.
To prove the "if" part, we apply Algorithm 2.6, and the first step is to calculate Red(R + R). From Lemma 2.11, we already know that R + R has 65 elements. Since R \ {0} has 14 elements by Lemma 2.7 we have to show that Red(R + R) = R. For this it suffices to prove that no element of (R + R) \ R is contained in Red(R + R).
By Lemma 2.12, none of the elements contained in ±G1∪· · ·∪±G6 is an element of Red(R+R). Thus it remains to show that each element contained in ±(G7 ∪ G8 ∪ G9 ∪ G10) \ R is not contained in Red(R + R). By symmetry we can confine ourselves to proving the claim that (G7 ∪ G8 ∪ G9 ∪ G10) \ R does not contain an element of Red(R + R).
Assume that condition (1) of the theorem is in force. For condition (2), we can prove the result in the same way. Figure 5 . The graph corresponding to condition (2). Here we use the additional
We start with
By the second and third coordinate of M s + D − D, we know that s has to belong to G5. So it cannot be in Red(R + R) by Lemma 2.12.
For the elements s ∈ {(B − 2, A, 1) t , (B + 1, A, 1) t } = G8 \ R the successor has to be of the form
t ∈ Red(R + R) by Lemma 2.12. For x = B + 1, the successor of s can only be contained in G9. However, the first coordinate of the elements of G9 varies between A − 2 and A + 1, thus s is a sink if A ≥ 2 which always holds under condition (1) of the theorem.
For the elements s ∈ {(A − 2, 1, 0) t , (A + 1, 1, 0) t } = G9 \ R, the successor has to be of the
t ; d ∈ D − D} with x ∈ {A − 2, A + 1}. This implies that s ∈ G2 ∪ G6 and, hence, s ∈ Red(R + R) by Lemma 2.12.
For the elements s ∈ {(B −A−1, A−1, 1) t , (B −A+2, A−1, 1) t } = G10\R the successor has to be of the form s ∈ M s+D −D = {(d−C, x−B, −1) t ; d ∈ D −D} with x ∈ {B −A−1, B −A+2}. This implies that s ∈ (−G6) ∪ (−G2) and, hence, s ∈ Red(R + R) by Lemma 2.12. Summing up, we proved the claim.
2.5. The directed graphs of multiple intersections. Let T be a Z m -tile and let S be the set of neighbors of T . For ≥ 1, the union of all ( + 1)-fold intersections with T is then given by (2.14)
where the union is extended over all subsets of S containing (pairwise distinct) elements. We can subdivide B α1,...,α by
and by Definition 2.5 we can rewrite this as
Of course, B α1,...,α can be nonempty only if {α 1 , . . . , α } ⊂ S. The sets I can be determined by using the following graphs.
is defined by recursively removing all sinks from the following graph G (Γ):
• The vertices of G (Γ) are the sets {α 1 , . . . , α } consisting of (pairwise distinct) elements α i of G(Γ).
• There exists an edge
in G (Γ) if and only if there exist the edges
Using this definition we can write (2.16) as
which can be regarded as the defining equation for the collection of nonempty compact sets {B α ; α ∈ × j=1 G(S)} as attractor of a graph-directed iterated function system (in the sense of Mauldin and Williams [33] ) directed by the graph × j=1 G(S). We will often need the k-fold iteration of this set equation. To write this iteration in a convenient way we define the functions
which are contractions w.r.t. some suitable norm because M is an expanding matrix. Since we will often deal with compositions of these functions, we will use the abbreviation
With this notation we get 18) where the latter union is extended over all walks of length k in × j=1 G(S) starting at {α 1 , . . . , α }.
We can now characterize I as follows (see [39, Appendix] or [37, Proposition 6.2]).
Proposition 2.14. Let ≥ 1 and choose α 01 , . . . , α 0 ∈ Z m \ {0} pairwise distinct. Then the following three assertions are equivalent.
(
(2) There exists an infinite walk
There exist infinite walks
The set equation (2.18) yields a sequence of collections of sets that cover B α1,...,α . Namely, for
and set
We will call C k (α) the collection of (k − 1)-th subdivisions of B α . If k = 2 we will just call it the collection of subdivisions of B α . The elements of these collections will be called subtiles of B α . The collection of subdivisions of B α ∪ B α is the union of the collections of subdivisions of B α and B α . It should now be clear what we mean by the collections of ((k − 1)-th) subdivisions of a set X = M −r (B α + a) with a ∈ Z m and r ∈ N. We will need the following lemma.
Lemma 2.15.
(1) For α ∈ × j=1 G(S) and k ≥ 1 the collection C k (α) forms a covering of B α .
(2) Let k ≥ 1 be given and let X 1 , X 2 ∈ C ( ) k be distinct. Then the intersection X 1 ∩X 2 is either empty or there exist > , c ∈ Z m , and α ∈ × j=1 G(S) with
Proof. Assertion (1) follows immediately from (2.18) and the definition of C k (α). To prove assertion (2) we conclude from (2.18) that
m for i ∈ {1, 2} and j ∈ {0, . . . , }. Here β ij are pairwise distinct for fixed i and j ∈ {0, . . . , }. Since X 1 and X 2 are distinct elements of C ( ) k there exists > and + 1 distinct elements γ 0 , . . . , γ ∈ {β 10 , . . .
and, hence, X 1 ∩ X 2 is either empty or an element of C k (α) for some α ∈ × j=1 G(S) as claimed.
The following lemma is derived by direct calculation.
Lemma 2.16. Let T be an ABC-tile with neighbor graph G(S). If T has 14 neighbors the following assertions hold.
• The graph G 2 (S) = × 2 j=1 G(S) has 36 vertices and is given by 3 Table 2 .
• The graph G 3 (S) = × 3 j=1 G(S) has 24 vertices and is given by Figure 6 .
• The graph G (S) = × j=1 G(S) is empty for ≥ 4.
By construction, all these graphs are symmetric in the sense that there exists an edge α Proof. By Theorem 1.5, we know that if G(S) has 14 vertices then it is given by Table 1 (where the vertex 0 has to be removed, see also Figure 3) . So the graphs G 2 (S) and G 3 (S) can be constructed from G(S) by direct calculation using Definition 2.13. The fact that G 4 (S) (and, hence, G (S) for ≥ 5) is empty can be seen easily from G 3 (S). The symmetry assertion is immediate from the construction of these graphs.
Topological results
In this section we establish Theorem 1.1. By Section 2.1 it suffices to prove this theorem for ABC-tiles. Since the tiling assertion has already been established in Lemma 2.4, it remains to prove assertions (1) to (5) . In Section 3.1 we will dispose of the easy cases (4) and (5) and Section 3.2 contains preparations for the proof of (3). The subsequent subsections contain the crucial parts of the proof. We will prove (3) in Proposition 3.10, (1) Throughout this section we assume that T = T (M, D) is an ABC-tile with 14 neighbors.
3.1. Proof of the easy cases: Theorem 1.1 (4) and (5). Theorem 1.1 (5) follows immediately from Lemma 2.16 because the fact that G (S) is empty for ≥ 4 implies in view of Proposition 2.14 that there are no points in which five or more tiles of the tiling T + Z 3 intersect. To prove Theorem 1.1 (4) assume that α ⊂ Z 3 \ {0} contains three elements. If α ∈ G 3 (S), then B α = ∅ by Proposition 2.14. If α ∈ G 3 (S), then by Lemma 2.16 (see also Figure 6 ) there exists exactly one infinite walk in G 3 (S) starting from the vertex α. Thus by Proposition 2.14 the set B α is a singleton.
Later we will need the following result on 4-fold intersections.
Lemma 3.1. If α ∈ G 2 (S) then the 3-fold intersection B α contains exactly two different points that are 4-fold intersections. If α has more than one outgoing edge in G 2 (S) then these two points are located in two different subtiles of the first subdivision of B α .
Proof. First note that for each α ∈ G 2 (S) there are exactly two elements β ∈ G 3 (S) with α ⊂ β. Because B β is a single point for each β ∈ G 3 (S) by Theorem 1.1 (4), this proves the first assertion. Let β 1 , β 2 ∈ G 3 (S) be given with α ⊂ β i for i ∈ {1, 2}. Then the edge leading away from β 1 in G 3 (S) has a different labeling than the edge leading away from β 2 in G 3 (S). Since there are no 5-fold intersections this means that the points B β 1 and B β 2 are located in two different subtiles of B α and the second assertion is proved as well.
Preparatory results on 3-fold intersections.
In this subsection we show that each nonempty 3-fold intersection as well as each set
is a Peano continuum. (We note already here that we will prove in Lemma 3.13 that L α = ∂ ∂T B α .) Moreover, we provide some combinatorial results on the subdivision structure of L α . All this will be needed in order to prove Theorem 1.1 (3) . We start with a definition. • The collection K forms a regular chain if |X i ∩ X i+1 | = 1 for each i ∈ {1, . . . , ν − 1} and
• The Hata graph of K is an undirected graph. Its vertices are the elements of K and there is an edge between X i and X j if and only if i = j and X i ∩ X j = ∅.
We need the following result on connectedness of the attractor of a graph-directed iterated function system in the sense of Mauldin and Williams [33] .
Lemma 3.3 (cf. [32, Theorem 4.1]).
Let {S 1 , . . . , S q } be the attractor of a graph-directed iterated function system with (directed) graph G with set of vertices {1, . . . , q}, set of edges E, and contractions F e (e ∈ E) as edge labels, i.e., the nonempty compact sets S 1 , . . . , S q are uniquely defined by
where the union is taken over all edges in G starting from i. Then S i is a Peano continuum or a single point for each i ∈ {1, . . . , q} if and only if for each i ∈ {1, . . . , q} the successor collection F e (S j ); i e − → j is an edge in G starting from i of i has a connected Hata graph.
Let ≥ 1 and assume that each edge label d ∈ D of G (S) is interpreted as the contraction f d . Then by the set equation (2.18) the graph G (S) defines a graph-directed iterated function system with attractor {B α ; α ∈ G (S)}. The following lemma gives first topological information on the set of 3-fold intersections. (1) For each vertex α ∈ G 2 (S), the set B α is a Peano continuum.
(2) For each α ∈ S, the set L α is a Peano continuum.
Proof. To prove assertion (1), we want to apply Lemma 3.3 to {B α ; α ∈ G 2 (S)}. Thus we have to show that the Hata graph H(α) of the successor collection of each vertex α ∈ G 2 (S) is connected. (Note that B α cannot be a singleton because each vertex of G 2 (S) is the starting point of infinitely many infinite walks.) For convenience, we multiply each element of these successor collections by M . This has no effect on H(α).
From Table 2 we see that G 2 (S) has 36 vertices. If A ≥ 2, then 18 of them have only one outgoing edge, if A = 1 this is the case for 24 vertices. For these "trivial" vertices the graph H(α) is a single vertex and, hence, it is connected. Thus we have to deal with the remaining "nontrivial" vertices of G 2 (S) (18 for A ≥ 2 and 12 for A = 1).
Let X 1 , X 2 be two elements of a (multiplied by M ) successor collection of a "nontrivial" vertex α ∈ G 2 (S). Then there are a 1 , a 2 ∈ D and β 1 , β 2 ∈ G 2 (S) such that X i = B β i + a i for i ∈ {1, 2}.
To check if there is an edge in H(α) connecting X 1 and X 2 , we note that by the definition of G 3 (S) and the fact that G (S) = ∅ for ≥ 4 we have
Thus the graph H(α) can be set up by checking the graphs G 2 (S) and G 3 (S).
It turns out that the Hata graphs H(α) for the nontrivial vertices of α ∈ G 2 (S) all have the same structure. Indeed, let (recalling that P = (1, 0, 0) t , Q = (A, 1, 0) t , N = (B, A, 1) t ) (3.3)
be vertices of G 2 (S) and set (3.4)
Then using (3.2) and inspecting the graph G 3 (S) we gain that
and all the other intersections of the form B γ ∩B γ with γ, γ ∈ V i are empty. Thus we conclude that V i is a regular chain whose Hata graph is the path graph depicted in Figure 7 . Figure 7 . The Hata graph of the regular chain
We can read off from the graph G 2 (S) in Table 2 that each nontrivial vertex α has a Hata graph H(α) which is a path graph that is a subgraph of the Hata graph of V i for some i ∈ {1, 2, 3}. Thus H(α) is a connected graph and the proof of (1) is finished.
To prove assertion (2) , it suffices to show that it holds for α ∈ {P, Q, N, Q − P, N − Q, N − P, N − Q + P } by the symmetry mentioned in Lemma 2.16. From the definition of L α we get
Each union on the right hand side is ordered in a way that consecutive sets have nonempty intersection (indeed, by using (3.2) and the graph G 3 (S) we see that the collection of the elements of each union even forms a circular chain). Thus each of the sets L α in (3.5) is a connected union of finitely many Peano continua and, hence, a Peano continuum.
Next we prove a combinatorial result. The collection L α,k defined in the following lemma is the set of pieces of the (k − 1)-th subdivision of the set L α . Thus this result already hints at the fact that L α is a simple closed curve. Recall that for α ∈ × j=1 G(S) the collection C k (α) is defined in (2.19).
Lemma 3.5. For each α ∈ S the collection
forms a circular chain for each k ≥ 1 (if the sets in this collection are ordered properly).
Proof. Let α ∈ S be arbitrary but fixed throughout this proof. Let H(L α,k ) be the Hata graph of L α,k . Using induction on k we will prove first that H(L α,k ) consists of a single cycle. In the proof of Lemma 3.4 (2) we showed that this is true for k = 1. To perform the induction step we assume H(L α,k ) consists of a single cycle for some k ∈ N. To prove that the same holds for H(L α,k+1 ), we examine each edge of H(L α,k ) carefully. Let
be an arbitrary edge in H(L α,k ). This edge represents two sets X i = M −k+1 (B β i + a i ) with a 1 , a 2 ∈ D and β 1 , β 2 ∈ G 2 (S) that have nonempty intersection. When we pass from H(L α,k ) to H(L α,k+1 ) each vertex X i is replaced by a path •-· · · -• (possibly degenerated to a single vertex) whose vertices are the elements of the subdivision of X i . Indeed, from the proof of Lemma 3.4 (1) we know that X i is subdivided according to the graph G 2 (S) into a finite collection of sets that forms a regular chain. Thus passing from H(L α,k ) to H(L α,k+1 ) the edge (3.7) is transformed to a subgraph consisting of two disjoint finite path graphs that are connected by at least one edge.
We claim that this subgraph is itself a path graph. If we multiply each vertex of H(L α,k ) by M k−1 and shift it by an appropriate vector in Z 3 then the structure of the Hata graph as well as the way a given vertex subdivides into its subtiles is not changed. Thus we may assume w.l.o.g. that the edge (3.7) has the form
with {α 1 , α 2 , α 3 } ∈ G 3 (S). To prove the claim, for each α ∈ G 3 (S) and each distinct β 1 , β 2 ⊂ α, we have to show that the subdivision of B β 1 ∪ B β 2 has a Hata graph which is a path graph. We will denote this Hata graph by H(β 1 , β 2 ). (Note that β 1 , β 2 are always vertices of G 2 (S).) Inspecting the graphs G 2 (S) and G 3 (S) we see that we have the following three cases to distinguish.
(i) Both, β 1 and β 2 have only one outgoing edge in G 2 (S).
(ii) Exactly one of the two vertices, β 1 and β 2 have only one outgoing edge in G 2 (S).
(iii) Both, β 1 and β 2 have more than one outgoing edge in G 2 (S). We show that H(β 1 , β 2 ) is a path graph for each of these cases separately. Case (i) is trivial because the subdivision of both, B β 1 and B β 2 , consists of only one element. Thus H(β 1 , β 2 ) is of the form •-• and we are done.
Case (ii): Assume w.l.o.g. that β 1 has more than one outgoing edge in G 2 (S) (we call it the nontrivial vertex). Then β 2 has only one outgoing edge in G 2 (S) (we call it the trivial vertex). We know from the proof of Lemma 3.4 (1) that the subdivision of B β 1 has a Hata graph H(β 1 ) which is a path graph Y 1 -· · · -Y r for some r ≥ 2. The Hata graph H(β 2 ) is a single vertex Z by assumption. We have to show that the Hata graph H(β 1 , β 2 ) of the subdivision of B β 1 ∪ B β 2 is a path graph. We know that H(β 1 , β 2 ) consists of the path H(β 1 ) and the vertex H(β 2 ) together with some edges connecting these two subgraphs. Thus we have to prove that the only connection between these two subgraphs is a single edge of the form Y i0 -Z for i 0 ∈ {1, r}. To do this, we have to show that Y j ∩ Z = ∅ for j = i 0 and Y i0 ∩ Z = ∅. Since all occurring vertices are triple intersections these intersections are nonempty if and only if they correspond to vertices of G 3 (S).
We illustrate this for an example. Assume that A ≥ 2 and let β 1 = {Q − P, N − P } and β 2 = {Q − P, N }. Then H(β 1 ) (multiplied by M ) is the subpath of the graph in Figure 7 for the choice i = 1 given by
, we see that Y 1 ∩ Z = ∅ in this case. All the other intersections are easily seen to be not in G 3 (S); most of them would even correspond to 5-fold intersections which do not exist.
The calculation we have done corresponds to the first line of Table 3 . Each line in this table corresponds to a possible constellation. In the fifth column of this table we indicate if the single vertex H(β 2 ) has nonempty intersection with the first 4 vertex Y 1 or the last vertex Y r of H(β 1 ). All this can easily be verified by checking the intersections occurring in G 3 (S) as we did above.
Case (iii): By inspecting the graph G 2 (S) we see that in this case both vertices, β 1 and β 2 , have the same three vertices as successors. These three vertices are of the form given in (3.3) for some i ∈ {1, 2, 3}. Moreover, by inspecting the labels of the edges going out of β 1 and β 2 we see that the collection of successors of B β 1 ∪ B β 2 is a (consecutive) subcollection of M −1 V i with V i as in (3.4) . Hence, the Hata graph H(β 1 , β 2 ) is a path graph which is a subgraph of the graph depicted in Figure 7 .
Summing up this finishes the proof of the claim. We now show that H(L α,k+1 ) is a cycle. To this end, let
If l i is a single vertex, then the above claim (see Case (i) and Case (ii)) implies that this vertex is connected with a terminating vertex of l i−1 and with a terminating vertex of l i+1 . If l i is a (nondegenerate) path Z 1 -· · · -Z 2 , then a terminating vertex of l i−1 is connected to Z r for some r ∈ {1, 2} and a terminating vertex of l i+1 is connected to Z s for some s ∈ {1, 2} (see Case (ii) and Case (iii)). We have to show that r = s. Indeed, suppose on the contrary that both paths are connected to the same vertex, say Z 1 . Then the element Z 1 of the subdivision of Y i contains two disjoint 5 4-fold intersections (one with an element of Y i−1 and one with an element of Y i+1 ) which would contradict Lemma 3.1. Thus the paths l i (1 ≤ i ≤ p) are arranged in a circular order and, hence, H(L α,k+1 ) is a cycle.
Since the edges in H(L α,k+1 ) correspond to nonempty 4-fold intersections they represent single points by Theorem 1.1 (4) . This implies that L α,k+1 is a circular chain and the induction proof is finished.
3.3. Topological characterization of 3-fold intersections. This subsection is devoted to the proof of Theorem 1.1 (3) . In all what follows a theory developed by Bing [9] in order to characterize 1-and 2-spheres will be of importance. To apply this theory we introduce some terminology. Let X be a Peano continuum. A partitioning of X is a collection of mutually disjoint open sets whose union is dense in X . A partitioning is called regular if each of its elements is the interior its closure. A sequence P 1 , P 2 , . . . of partitionings is called a decreasing sequence of partitionings if P k+1 is a refinement of P k and the maximum of the diameters of the elements of P k tends to 0 as k tends to infinity. The basis of our proof of Theorem 1.1 (3) is given by the following characterization of a simple closed curve due to Bing [9] . Proposition 3.6 (cf. [9, Theorem 8] ). Let X be a Peano continuum. A necessary and sufficient condition that X be a simple closed curve is that one of its decreasing sequences of regular partitionings P 1 , P 2 , . . . have the following properties (for k ≥ 1):
(1) The boundary of each element of P k is a pair of distinct points.
(2) No three elements of P k have a boundary point in common.
We emphasize that throughout the remaining part of the proof of Theorem 1.1 the ambient space will change and we always have to keep in mind with respect to which ambient space we will take boundaries or interiors. For this reason we will always make clear in which space we are working. As mentioned before, the boundary w.r.t. a given space X will be denoted by ∂ X (for the Table 3 . The constellations of Case (ii) in the proof of Lemma 3.5 where we deal with the subdivision of a pair {β 1 , β 2 } of vertices exactly one of which, say β 1 , is nontrivial. This table contains all possible constellations of this type modulo symmetry (recall that α
The first column contains the possibilities for β 1 that can occur in such a constellation. The second column contains the first and the last element of the subdivision of β 1 . The third column contains β 2 , whose (trivial) subdivision is contained in the fourth column. The fifth column describes if the first or the last element of the subdivision of β 1 intersects β 2 . Finally, the sixth column gives the condition under which a given constellation exists. For abbreviation we set x 1 = (A − 1)P, x 2 = (C − B + A − 1)P, x 3 = (C − B)P, x 4 = (C − A)P, x 5 = (B − A)P, x 6 = (B − 1)P, x 7 = (C − 1)P .
closure and the interior we do not use any notation to emphasize on the space; this space should always be clear from the context or will be mentioned explicitly).
Our first aim is to prove that the set L α defined in (3.1) is a simple closed curve for each α ∈ S by using this proposition. To this end fix α ∈ S. In order to construct the partitionings for L α , for each
Here the interior K
• of a set K is taken w.r.t. the subspace topology on L α ; this is why P α,k (β (0) ) depends on α. Now the sequence (P α,k ) k≥1 is defined by (3.10)
We want to prove that (P α,k ) k≥1 is a decreasing sequence of regular partitionings of L α for each α ∈ S. To this end we need a result on the boundary and the interior of a 3-fold intersection. Recall the notation L α,k introduced in (3.6).
Lemma 3.7. Let α ∈ S be given. For each vertex β ∈ G 2 (S) with α ∈ β we have B
• β = B β , w.r.t. the subspace topology on L α . More generally, we have X • = X for each X ∈ L α,k and each k ≥ 1.
Proof. Fix α ∈ S. The ambient space in this proof is L α . First observe that (3.1) implies that the collection {B γ ; γ ∈ G 2 (S) with α ∈ γ} is a finite collection of compact sets which covers L α . Thus for each β = {α, α } ∈ G 2 (S) we have
which implies that (since B α,α is closed in R 3 and, hence, also closed in L α )
Thus, since the sets B α,α ,α contain at most one point by Theorem 1.1 (4), ∂ Lα B β is a finite set. Now choose ε > 0 and x ∈ B β arbitrary. Subdivide B β according to the set equation (2.18) for r ∈ N large enough to obtain a subtile Z = M −r+1 (B γ + c) ∈ C r (β) (with γ ∈ G 2 (S) and c ∈ Z
3 ) of B β with diameter less than ε with x ∈ Z. Since Z is a Peano continuum by Lemma 3.4 it contains infinitely many points and, hence, there is a point y ∈ Z with y ∈ B • γ . Since ε was arbitrary, y can be chosen arbitrarily close to x. This proves the result for B β .
The assertion for the elements of the subdivisions L α,k , k ≥ 1, is proved in an analogous way. Indeed, the finite collection L α,k covers L α which entails that for each X ∈ L α,k we have
By Lemma 3.5 the sets X ∩ Y contain at most one element, hence, ∂ Lα X is a finite set. Since X = M −k+1 (B β + c) for some β ∈ G 2 (S) and some c ∈ Z 3 we may now subdivide B β according to the set equation (2.18) and argue as in the paragraph before.
We are now in a position to prove that (P α,k ) k≥1 has the desired properties.
Lemma 3.8. The sequence (P α,k ) k≥1 in (3.10) is a decreasing sequence of regular partitionings of L α for each α ∈ S.
Proof. The ambient space in this proof is L α . We first claim that P α,k is a partitioning of L α for each k ≥ 1. To prove this we have to show that two distinct elements of P α,k are disjoint and
For given distinct X 1 , X 2 ∈ P α,k we have
k by Lemma 3.7. Lemma 2.15 thus implies that X 1 ∩ X 2 is either empty or an affine copy of B β for some β ∈ G 3 (S) and, hence, by Theorem 1.1 (4) the intersection X 1 ∩ X 2 contains at most one point p. Since X 1 and X 1 are Peano continua by Lemma 3.4 they do not contain isolated points which implies that the point p cannot be contained in the open set X 1 ∩ X 2 . Thus we conclude that X 1 ∩ X 2 = ∅. Since (3.13) follows from the definition of P α,k together with Lemma 3.7 and the set equation (2.18) we proved the claim. The fact that P α,k is regular for each k ≥ 1 follows from Lemma 3.7. Now we will show that (P α,k ) k≥1 is a decreasing sequence of partitionings. First we prove that P α,k+1 is a refinement of P α,k for each k ≥ 1. Indeed, by the set equation (2.17) the closure k+1 is contained in the closure f d1...d k−1 (B β (k−1) ) of some element of P α,k . Taking interiors we get the refinement assertion. The maximum of the diameters of the elements of P α,k approaches zero because f d is a contraction for each d ∈ D.
We now show that (P α,k ) k≥1 satisfy (1) and (2) of Proposition 3.6. We start with the following lemma.
Lemma 3.9. For α, β ∈ S with {α, β} ∈ G 2 (S) we have
More generally, for each k ≥ 1 and each X ∈ L α,k we have
Proof. The ambient space in this proof is L α . Let B(x, δ) = {y ∈ L α ; |x − y| < δ}. The fact that the left hand side of (3.14) is contained in the right hand side follows from (3.11). To prove the reverse inclusion, suppose that for some γ ∈ S with {α, β, γ} ∈ G 3 (S) there exists
• α,β and, hence, there exists δ > 0 with B(x, δ) ⊂ B α,β . Since B α,β,γ ⊂ B α,γ , we also have x ∈ B α,γ and by Lemma 3.7 there exists y ∈ B The second assertion is proved along the same lines. Indeed, by (3.12) the left hand side of (3.15) is contained in the right hand side. For the reverse inclusion assume that for some Y ∈ L α,k \ {X} there exists x ∈ (X ∩ Y ) \ ∂ Lα X. Thus x ∈ X
• and, hence, there exists δ > 0 with B(x, δ) ⊂ X. Since we also have x ∈ Y , by Lemma 3.7 there exists y ∈ Y
• ∩ B(x, δ). Thus there exists δ > 0 such that B(y, δ ) ⊂ Y ∩ B(x, δ) ⊂ X ∩ Y . By Lemma 3.5, this set is a singleton which cannot contain a ball in the Peano continuum L α , a contradiction.
Assertion (2) of the next proposition implies Theorem 1.1 (3). Proposition 3.10.
contains 2 elements then the 3-fold intersection B β is homeomorphic to an arc if β ∈ G 2 (S) and B β = ∅ otherwise.
Proof. To show (1) we work in the ambient space L α . Our goal is to apply Proposition 3.6. Let (P α,k ) k≥1 be the sequence given in (3.10) . This sequence is a decreasing sequence of regular partitionings of L α by Lemma 3.8. We now have to prove that (3.10) satisfies the two conditions of Proposition 3.6. First we claim that the boundary of each X ∈ P α,k is a pair of distinct points for each k ∈ N. By Lemmas 3.7 and 3.5, we know that X intersects the elements in the union
in exactly two points. Thus (3.15) implies the claim and, hence, Proposition 3.6 (1). The fact that there are no three elements of P α,k having a common boundary point is an immediate consequence of Lemma 3.5 yielding Proposition 3.6 (2). Now we can apply Proposition 3.6 which yields that L α is a simple closed curve.
To prove (2) let β ∈ G 2 (S) and choose α ∈ β. Since B β is a Peano continuum which is a proper subset of the simple closed curve L α , it is an arc. If β ∈ G 2 (S) then B β = ∅ by Proposition 2.14.
The content of the following lemma on dimension theory can be found in Kuratowski [25, § §25 and 27] .
Lemma 3.11. For a set X ⊂ R 3 , denote its topological dimension by dim(X).
( Proof. The ambient space in this proof is ∂T . Recall first that by (2.3) the collection {B γ ; γ ∈ S} is a finite collection of compact sets which covers ∂T . Thus for each α ∈ S the boundary ∂ ∂T B α is covered by γ =α B γ which implies that
By Proposition 3.10, L α is a finite union of arcs (having topological dimension 1). Thus Lemma 3.11 implies that dim(∂ ∂T B α ) ≤ 1. On the other hand, since ∂T forms a cut of R 3 , we have dim(∂T ) ≥ 2 by [26, §59, II, Theorem 1]. Therefore, by Lemma 3.11 (2) there exists β ∈ S such that dim(B β ) ≥ 2. Since G(S) is strongly connected, the same is true for each β ∈ S by Lemma 3.11 (1) . Now choose ε > 0 and x ∈ B α arbitrary. Subdivide B α according to the set equation (2.18) for k large enough to yield the existence of X = M −k+1 (B β + c) ∈ C k (α) with β ∈ S and c ∈ Z 3 such that X is a subtile of B α with diameter less than ε and x ∈ X. As X ⊂ B α with dim(X) ≥ 2 and dim(∂ ∂T B α ) ≤ 1 there is a point y ∈ X with y ∈ B
• α . Since ε was arbitrary, such a point y can be chosen arbitrarily close to x. This proves the result for B α .
To prove the general case fix k ≥ 1. Since C
(1) k is a finite collection of compact sets covering ∂T , for each X ∈ C
(1)
By Lemma 2.15 (2) each set X ∩ Y in the union on the right hand side is an affine image of a set B β with |β| ≥ 2 and, hence, homeomorphic to an arc or to a point by Proposition 3.10 (2) and Theorem 1.1 (4). Thus dim(∂ ∂T X) ≤ 1 and we may continue in the same way as in the special case.
Proof. The ambient space in this proof is ∂T . Let B(x, δ) = {y ∈ ∂T ; |x − y| < δ}. The fact that ∂ ∂T B α ⊂ L α follows from (3.16) . To prove the reverse inclusion, suppose that for some β ∈ S with {α, β} ∈ G 2 (S) there exists x ∈ B α,β \ ∂ ∂T B α . Since B α,β ⊂ B α this implies that x ∈ B
• α and, hence, there exists δ > 0 with B(x, δ) ⊂ B α . Since B α,β ⊂ B β , we also have x ∈ B β and by Lemma 3.12 there exists y ∈ B
• β ∩ B(x, δ). Thus there exists δ > 0 such that B(y, δ ) ⊂ B β ∩ B(x, δ). This implies B(y, δ ) ⊂ B α ∩ B β = B α,β . By Proposition 3.10 (2), B α,β is an arc for each vertex {α, β} in G 2 (S) which cannot contain a ball in ∂T by a dimension theoretical argument analogous to the one in the proof of Lemma 3.12. This contradiction finishes the proof.
Together with Proposition 3.10 (1), Lemma 3.13 immediately yields the following result.
Proposition 3.14. For each α ∈ S the boundary ∂ ∂T B α is a simple closed curve.
3.4.
Topological characterization of 2-fold intersections and of the boundary of T . We now prove Theorem 1.1 (1) and (2) . An important ingredient of this proof is the following characterization of a 2-sphere which is also due to Bing [9] . Theorem 3.15 (see [9, Theorem 9] ). A necessary and sufficient condition that a Peano continuum X be a 2-sphere is that one of its decreasing sequences of regular partitionings Q 1 , Q 2 , . . . have the following properties (for k ≥ 1):
(1) The boundary of each element of Q k is a simple closed curve.
(2) The intersection of the boundaries of 3 elements of Q k contains no arc.
. . , U n so that the boundary of U j intersects ∂U ∪ ∂U 1 ∪ · · · ∪ ∂U j−1 in a nondegenerate connected set (for 1 ≤ j ≤ n).
Since we want to apply this theorem to ∂T , we start with a sequence of partitionings for ∂T . To construct this sequence, for α (0) ∈ S, let
where the interior is taken w.r.t. the subspace topology on ∂T . Using (3.18) we define the sequence of collections (Q k ) k≥1 by
is a decreasing sequence of regular partitionings of ∂T .
Proof. Throughout this proof ∂T is our ambient space. We claim that Q k is a partitioning of ∂T for every k ≥ 1. To prove this claim fix k ≥ 1. Firstly, the closure of the union of all elements in Q k is ∂T by Lemma 3.12, equation ( ) whose intersection X has nonempty interior. By arguing as in the proof of Lemma 3.12 this implies that dim(X) ≥ 2. However, by Lemma 2.15 (2), X is a shrinked copy of an -fold intersection for some ≥ 2. More precisely, multiplying X by M k−1 and shifting it appropriately we see that X is homeomorphic to B β for some β ∈ G (S) with ≥ 2. Thus X is an arc or a point by Proposition 3.10 (2) and Theorem 1.1 (4) and, hence, dim(X) ≤ 1. This contradiction proves mutual disjointness of the elements of Q k , and the claim is established. Since the elements of Q k are open sets, Q k is regular for each k ≥ 1 by Lemma 3.12.
Next we will check that (Q k ) k≥1 is a decreasing sequence. First, we show that Q k+1 is a refinement of Q k for each k ≥ 1. Indeed, by the set equation (2.17) the closure f d1..
Taking interiors we get the refinement assertion. The maximum of the diameters of the elements of Q k approaches zero because f d is a contraction for each d ∈ D.
The following result shows that the boundary operator ∂ ∂T commutes with certain affine maps.
Lemma 3.17. Let ∂T be the ambient space and let f d1..
Proof. The second identity in (3.20) is a consequence of Lemma 3.12. To prove the first identity, is γ ∈ Z 3 \ {β, β } such that x ∈ W := M −k+1 (T + γ) (see Figure 8 for an illustration). Summing up, we have
. Assume that W ⊂ T (the contrary case is treated in the same way), then
Each element of any subdivision of V ∩ W has topological dimension at least 2 (see the proof of Lemma 3.12), while U ∩ V ∩ W is an arc by Proposition 3.10 (2) and, hence, has topological dimension 1. Thus we can find an element
Suppose now that x ∈ ∂ ∂T Y . Then each R 3 -neighborhood of x there is a point x with x ∈ Y ⊂ ∂U . On the other hand, by (3.17) 
⊂ ∂U and each element of any subdivision of U ∩W has topological dimension at least 2, while U ∩V ∩W has topological dimension 1, as before we can find an element
Summing up we proved (3.21) and the result is established.
We can now verify the first two conditions of Theorem 3.15 for (Q k ) k≥1 .
Lemma 3.18.
(1) The boundary ∂ ∂T X is a simple closed curve for each X ∈ Q k and each k ≥ 1.
(2) The intersection of the boundary of three elements of Q k contains no arc for each k ≥ 1.
Proof. To prove assertion (1) let X ∈ Q k . Then ∂ ∂T X is an affine copy of ∂ ∂T B α for some α ∈ S by Lemma 3.17. The assertion follows because ∂ ∂T B α is a simple closed curve by Proposition 3.14.
To prove assertion (2) we note that
, so the intersection of the boundary of three elements of Q 1 contains at most one point because B α,β,γ contains at most one point. The same is true for Q k because triple intersections of boundaries of elements in Q k are just affine images of triple intersections of boundaries of elements in Q 1 .
It remains to verify the third condition of Theorem 3.15. For a fixed B α , α ∈ S, it is easy to determine the neighbors of B α in ∂T , i.e., the elements B β with B α,β = ∅. Indeed, in view of Lemma 3.13 we know the neighbors of B α in ∂T immediately from the right side of the identities in (3.5) . This information allows to construct the Hata graph of {B α ; α ∈ S} which we denote by H(S). This graph is depicted in Figure 9 .
Remark 3.19. The graph in Figure 9 shows again a relation to polyhedral geometry. The dual polyhedron of the truncated octahedron is the so-called tetrakis hexahedron (a Catalan polyhedron, see Conway et al. [12, p. 284 ]; Tappert and Tappert [40, p. 26] mention its relevance in the crystallography of rough diamonds). The graph in the figure is the tetrakis hexahedral graph, the graph of vertices and edges of this polyhedron.
We give an order to the 2-fold intersections B α by setting O i := B αi (1 ≤ i ≤ 14) according to the right side of Figure 9 . We have the following lemma.
Vertex
"O-notation"
Figure 9. The Hata graph H(S) which is known as the tetrakis hexahedral graph and the table which determines the order of the vertices {B α ; α ∈ S}.
Lemma 3.20. Let ∂T be our ambient space. Then
is a nondegenerate connected set for each i ∈ {2, . . . , 14}.
. First, by Lemma 3.13 we have
From the Hata graph H(S), we can read off which of the sets O j,k is nonempty. Together with the table in Figure 9 this information leads to the following identities. We can now read off the graph G 3 (S) that A i is connected for each 2 ≤ i ≤ 14. The fact that it is nondegenerate follows because each 3-fold intersection is an arc by Proposition 3.10 (2).
Note that ∂ ∂T O
• j = ∂ ∂T O j for j ∈ {1, . . . , 14} by Lemma 3.17 and ∂ ∂T ∂T = ∅. Thus Lemma 3.20 implies that (Q k ) k≥1 satisfies condition (3) of Theorem 3.15 for the case k = 1 (here we set Q 0 = {∂T }).
To show that Theorem 3.15 (3) is true for k ≥ 2, we need the following results on intersections.
Lemma 3.21. Let α ∈ S, 1 ≤ j ≤ C − 1, and j ≤ i ≤ C − 1, then (1) B α + (i − j)P ) ∩ B α + iP = ∅ and (2) B α + (i − j)P ) ∩ B α+P + iP = ∅.
Proof. Shifting by −(i − j)P , we see that B α + (i − j)P ∩ B α + iP is homeomorphic to B α,jP,jP +α . Looking at Figure 6 , we see that {α, jP, jP + α} is not a vertex of G 3 (S). Thus Theorem 1.1 (4) yields (1) . The second assertion follows in a similar way.
Lemma 3.22. If α ∈ {Q, N, N − Q + P, N − Q, Q − P , N − P }, then (1) B α ∩ B α−P + P = ∅ and (2) B α ∩ B α−P = ∅.
Proof. Since B α ∩ B α−P + P = B α,P and {α, P } is a vertex of G 2 (S) for each α ∈ {Q, N, N − Q+P, N − Q, Q − P , N − P } (see Table 2 ), assertion (1) follows from Proposition 3.10. Assertion (2) is proved in the same way.
With help of these lemmas we can prove that the subdivisions of B α have a linear order.
Corollary 3.23. Each 2-fold intersection B α , α ∈ S, can be generated by the following ordered set equations (we only need to give the equations for the following 7 elements of S by symmetry). Here we use " " to emphasize that the union on the right hand side is given by the order indicated in Figure 10 and that only the sets being adjacent in this order have nonempty intersection. Each of these intersections is an arc.
Proof. By Lemma 3.21 and Lemma 3.22, we conclude that the sets belonging to the union on the right hand side intersect if and only if they are adjacent in the order illustrated in Figure 10 . Their intersection is an arc by Proposition 3.10. Proof. Throughout this proof, ∂T is our ambient space. Conditions (1) and (2) of Theorem 3.15 are satisfied by Lemma 3.18. Lemma 3.20 and the remark after it shows that condition (3) of Theorem 3.15 is true for k = 1. We now prove that condition (3) of Theorem 3.15 holds for k = 2. Indeed, Q 1 = {B • α ; α ∈ S} and for each α ∈ S the elements of the refinement Q 2 contained in B , where the sets M U 1 , . . . , M U α are the sets in the union on the right hand side of (3.22) . By the linear ordering of these sets proved in Corollary 3.23
Since ∂U j is a simple closed curve by Lemma 3.18 (1), and U j ∩ U j+1 is a subarc of this curve by Corollary 3.23, we conclude that ∂U j ∩ (∂B Proposition 3.25. Assume that α ∈ Z 3 \ {0}. Then B α is homeomorphic to a closed disk if α ∈ S and empty otherwise.
Proof. For α ∈ S, the intersection B α is a subset of the 2-sphere ∂T (by Proposition 3.24) whose boundary ∂ ∂T B α is a simple closed curve (by Proposition 3.14). Thus B α is homeomorphic to a closed disk by the Schönflies Theorem. If α ∈ S, then B α = ∅ by the definition of S in (1.3).
Perspectives
We conclude this paper by mentioning some topics for further research. A first natural question is whether each self-affine tile satisfying the conditions of Theorem 1.1 is homeomorphic to a 3-ball. For a single example this can be checked by an algorithm given by Conner and Thuswaldner [11, Section 7] . However, we currently do not know how to do this for a whole class of tiles. Although Conner and Thuswaldner [11, Section 8.2] exhibited a self-affine tile whose boundary is a 2-sphere but which is itself not a 3-ball (a self-affine Alexander horned sphere), we conjecture the following to be true. Besides that we think that using the results of Bing [9] and Kwun [27] one could prove more topological results for self-affine tiles (and attractors of iterated function systems in the sense of Hutchinson [20] in general). In particular, getting information on the topology of 3-dimensional Rauzy fractals (see e.g. [17, 21, 38] ) would be interesting. Even topological results for higher dimensional self-affine tiles should be tractable by using modifications of our theory. However, particularly for manifolds of dimension 4 and higher, according to Kwun's result, one has to deal with more complicated conditions which lead to new challenges.
Let T be a 2-dimensional self-affine tile. Recently, Akiyama and Loridant [3] provided Hölder continuous surjective mappings h : S 1 → ∂T whose Hölder exponent, which is defined in terms of the Hausdorff dimension of ∂T , is optimal. This has been considered in a more general framework in Rao and Zhang [36] . We formulate the following problem for mappings from the 2-sphere to the boundary of a 3-dimensional self-affine tile.
Problem 4.2. For a 3-dimensional self-affine tile whose boundary is a 2-sphere find a homeomorphism h : S 2 → ∂T which is Hölder continuous. What is the optimal Hölder exponent for such a homeomorphism?
