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Abstract
Haze and fog had a great influence on the quality of images, and to eliminate this, dehazing and defogging are applied. For this 
purpose, an effective and automatic dehazing method is proposed. To dehaze a hazy image, we need to estimate two important 
parameters such as atmospheric light and transmission map. For atmospheric light estimation, the superpixels segmentation 
method is used to segment the input image. Then each superpixel intensities are summed and further compared with each 
superpixel individually to extract the maximum intense superpixel. Extracting the maximum intense superpixel from the 
outdoor hazy image automatically selects the hazy region (atmospheric light). Thus, we considered the individual channel 
intensities of the extracted maximum intense superpixel as an atmospheric light for our proposed algorithm. Secondly, on 
the basis of measured atmospheric light, an initial transmission map is estimated. The transmission map is further refined 
through a rolling guidance filter that preserves much of the image information such as textures, structures and edges in the 
final dehazed output. Finally, the haze-free image is produced by integrating the atmospheric light and refined transmission 
with the haze imaging model. Through detailed experimentation on several publicly available datasets, we showed that the 
proposed model achieved higher accuracy and can restore high-quality dehazed images as compared to the state-of-the-art 
models. The proposed model could be deployed as a real-time application for real-time image processing, real-time remote 
sensing images, real-time underwater images enhancement, video-guided transportation, outdoor surveillance, and auto-
driver backed systems.
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enhancement · Statistical method of dark channel prior · Superpixels segmentation
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1 Introduction
Acquiring high-quality images has rapidly increased to 
meet practical applications such as vision systems, global 
positioning system (GPS), and remote sensing. However, 
such images have bad quality due to haze, fog, dust par-
ticles and water droplets, which cannot be used for real-
time applications due to the attenuation of the flux radiant 
energy received by a sensor along the line of sight. Moreo-
ver, the light received by a sensor is a mixture of different 
things or qualities (dust, smoke, and dry particles) [1]. 
Likewise, haze also causes color distortion of the image. 
The aforesaid discussion reveals that defogging and dehaz-
ing play an important role and provide a faster aid for 
real-time applications such as video-guided transportation 
[2–4], outdoor surveillances [5–7], for analyzing real-time 
remote sensing images [8–11], and the auto-driver backed 
systems [12–14]. Moreover, the dehazing algorithms can 
be extended for real-time underwater images enhancement. 
After removing haze, the restored image appears better and 
the appearance of the objects looks clear, which provide 
easy understanding for vision systems, satellites imagery, 
and surveillance systems. Haze elimination is an ill-posed 
process and much-needed research for photography, com-
puter vision, and real-time image processing applications.
Haze removal methods can be classified into three 
main categories. The first one is enhancement [15–18], 
the second one is image restoration [19–24] which are 
based on a physical model [25] and the third one is fusion-
based methods [26–28]. The enhancement-based methods 
improve the visual quality and contrast of the image but 
do not remove the full haze [7]. On the other hand, in 
the image restoration-based methods, a physical model is 
involved for degradation of the hazy image, where the lost 
information is compensated with the inversion algorithm, 
which has a natural effect of dehazing. Our method falls at 
the restoration side so we will mainly focus on restoration-
based methods. The image restoration-based techniques 
provide the analysis of image degradation and imaging 
mechanism where the scene can be recovered by inverse 
transformation. The restoration-based methods divided 
into three subcategories: (1) multiple images-based dehaz-
ing, (2) additional information-based dehazing, and (3) 
prior knowledge-based dehazing. Multiple images-based 
dehazing techniques further contain weather conditions 
and polarization-based dehazing.
In polarization-based methods [23, 29] the haze 
removed from multiple images captured at different 
degrees of polarization. For instance scheme [23] pre-
sented an approach based on air-light scattering. Images 
were taken on dissimilar orientations through the polarizer. 
In this method, a depth map of the scene and information 
of the atmospheric particles were yielded, which improved 
the contrast of the scene and the correction of color. The 
method proposed in [29] blindly separated the air-light 
radiance from the object signal. Since the air-light causes 
contrast degradation. It worked even without the existence 
of the sky region in the field of view (FOV) and auto-
matically determined the parameters for separation. This 
automatic separation process reduced the user interaction 
for dehazing.
Likewise, the works [21, 22, 30, 31] have more constraints 
obtained from the same scene under different weather con-
ditions. In [21] maximum and minimum depths of field are 
specified artificially to obtain approximate depth information 
and recovered a clear image based on the physical model. 
The method proposed in [22] is based on atmospheric optics 
identify some important aspects of bad weather. These 
effects considered as advantageous for dehazing. This work 
also demonstrated the atmosphere modalities as information 
from scene point to the observer and further developed mod-
els to recover relevant scene properties. P. Tavallai et al [30] 
used the statistical local luminance features to build a fast 
and robust skin detector based on Cascaded AdaBoost for 
face detection and recognition issues. Another physics-based 
model is proposed in [31] which defined scene appearances 
in bad weather conditions. In bad weather, the dynamic 
intensities of scene points provide constraints to detect depth 
discontinuities in the scene. Additionally, it computed the 
scene structure and a scene contrast was restored without 
any prior scene structure.
Nowadays, single image dehazing gained much atten-
tion due to its stronger prior and assumption [32]. Single 
image dehazing has auxiliary branches like direct air-light 
estimation [32, 33], anisotropic diffusion [34], and contrast 
maximization-based [35, 36] techniques. A statistical-based 
scheme proposed in [32] referred to as dark channel prior 
(DCP) method. The suggested algorithm initially applied 
the minimum operator and obtained the lowest pixel inten-
sities called a dark channel, where the air-light is estimated 
directly from the highest pixels. After atmospheric light esti-
mation, the initial transmission was obtained and further 
refined by the soft matting interpolation method. Finally, the 
radiance produced from the estimated atmospheric light and 
transmission map. The work proposed in [33] targeted the 
restored image and maximized its contrast which is based on 
the assumption that the haze-free image has higher contrast 
than the haze image. However, the method has still halo 
artifacts in the final output map. In the anisotropic diffu-
sion method [34] the post- and pre-processing steps require, 
where histogram equalization and histogram stretching are 
used. The aforesaid scheme worked well for both color and 
gray-scale foggy images.
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The work [35] is based on scattered light elimination to 
increase the scene visibility and recovered a haze-free FOV. 
In which, a refined image formation model adopted for sur-
face shading. According to the image formation model, the 
image was broken into different regions of constant albedo 
where an additional constraint is used to resolve the air-light 
ambiguity. The constraint imposes local statistical un-corre-
lation for surface shading and medium transmission. Finally, 
the graphical model is used to propagate the derived pixels. 
The results were convincing; however, the sky region in the 
haze image limits the performance. The work [36] presented 
a visibility restoration-based model for single image dehaz-
ing based on filtering approach. The median filter is used to 
estimate the atmospheric transmission, and further, a tone 
map is applied to get the dehaze image with the limitation 
to halo effects.
To overcome such limitations, a color attenuation prior 
method was proposed in [37], in which the depth information 
is recovered through a linear model. From the depth infor-
mation, the transmission is estimated and the scene radiance 
is restored through the atmospheric scattering model which 
produced better dehaze results. Meanwhile, the works [38, 
39] demonstrate a color lines and regularization schemes 
to dehaze the haze image. Another way around, the works 
[40, 41] used a cost function which relied on contrast and 
the amount of lost information and adaptive wiener filtering 
for dehazing. A fusion-based method was proposed in [26] 
in which an image is composed of separate layers such as 
scene albedo and scene depth. The depth information was 
computed using factorial Markov random field; however, the 
contrast in the resultant image was too saturated. Similarly, 
a fusion-based work proposed in [27] modeled the image 
with FMRF where an image is factorized into scene albedo 
and depth. In this technique the key insight is that both scene 
albedo and depth have important structural information 
which are influential to the resulting hazy image. Finally a 
single foggy image is factorized by a canonical expectation 
maximization algorithm. A technique proposed in [28] fused 
two coarse transmission maps using the dark channel prior 
(DCP). This method worked well in terms of computational 
speed and applicable to the real-time applications.
This work focused on the problems persist in given 
methods [32, 35–37, 39, 42]. The work [32] provided a 
new direction of dark channel prior; however, it has also 
some limitations such as over-saturation and halo effects 
in the final output map. Moreover, this method uses soft 
matting to refine the transmission map which is computa-
tionally an expensive task. Later on, a work proposed in 
[42] is integrated with the DCP method [32]. The guided 
filtering solved the computational complexity and pre-
served much of the edges information too. However, the 
over-saturation and halo effects still persist. Furthermore, 
the work [35] may get failed when the pre-assumptions 
void, hence unable to completely remove haze. Similarly, 
the work [36] tries to simplify the dehazing process; how-
ever, it is not vibrant approach due to the segregation of 
small edge regions. In addition to the above, the work [37] 
presents a robust haze removal method, both in terms of 
results and computations; however, its training procedure 
is complex due to the parameters which largely depend on 
the training data. Therefore, this work proposed a novel 
procedure consisting of superpixels masking and rolling 
guidance filter-based haze removal method which is in fact 
related with both statistical-based DCP [32] and guided 
filtering [42] methods. The proposed method comprises 
the following steps: 
1. Air-light is estimated through superpixels segmentation.
2. The rolling guidance filter is adopted instead of soft-
matting and guided filter to refine the transmission map 
which preserves the edges, structure, and textures char-
acteristics.
The rest of the paper is structured as follows: Sect. 2 pre-
sents the background and haze imaging model. Section 3 
illustrates the proposed methodology. Section 4 describes 
the results and their discussion, and finally Sect. 5 concludes 
the paper with possible future research directions.
2  Background
2.1  Haze imaging model
The haze imaging model used in [31, 43, 44] is illustrated in 
Fig. 1. The mathematical representation of the hazy image 
formation model is given as:
where I is the haze image, J is the scene radiance (haze-free 
image) and xg is the pixel location, whereas A denotes the 
air-light and t is the medium transmission which describes 
the portion of the light, which is not scattered and reaches 
the sensor. The term J(xg) t(xg) denotes the direct attenua-
tion [33] and the second part A(1 − t(xg)) refers to air-light 
or atmospheric light [29, 33]. The both terms also provide 
theoretical basis for blurred hazy images [45–48]. The 
transmission t(xg) in a homogeneous atmosphere and can 
be expressed as:
(1)I
(
xg
)
= J
(
xg
)
t
(
xg
)
+ A
(
1 − t
(
xg
))
(2)t(xg) = e−d(xg)
Author's personal copy
 Journal of Real-Time Image Processing
1 3
where  is scattering coefficient and d is the scene depth. 
The  = 0 in a clear weather means that I ≈ J , however, 
when  has some value it results in a hazy image. Besides, 
the transmission t can be defined as the ratio of two line seg-
ments from Equation 1 and given as:
where C belongs to r, g, b and is the color channel index. 
The discussed, degraded imaging model reveals that dehaz-
ing is all about the estimation of the air-light A, and trans-
mission t(xg) through which the final haze-free image J(xg) 
can be restored from I(xg).
2.2  Dark channel prior (DCP) theory
The dark channel prior (DCP) method proposed in [32] is a 
statistical and simple yet effective method which explores the 
dark pixels phenomena to compute the thickness of the haze 
to recover a haze-free image. In DCP method [32] extensive 
experimentation is performed on thousands of outdoor hazy 
images which explored that at least one color channel has the 
lowest pixel intensities ignoring the sky region which tends to 
zeros and yielding a dark channel. These dark pixels appear 
due to the shadows, trees, plants, and some dark surfaces like 
stones and rocks. This statistical observation revealed that in 
the presence of haze, the air-light can alter the dark pixel val-
ues and provides a direct contribution to the values of dark 
pixels. Therefore, these dark pixels are vibrant clue to estimate 
haze transmission. Mathematically, the dark channel for an 
image is defined as:
(3)t(xg) =
‖‖‖A − I(xg)
‖‖‖
‖‖‖A − J(xg)
‖‖‖
=
Ac − Ic(xg)
Ac − Jc(xg)
where Jc is a color channel of J and (xg) is a patch center-
ing at xg , and minc∈{r,g,b} is the minimum operator which is 
applied to all color channels and selects the lowest pixels 
intensities. According to DCP [32], in haze-free image the 
intensity of Jdark is low and has a tendency toward zero while 
ignoring the sky region. Therefore, Jdark is demonstrated as 
a dark channel of J.
Apart from the success of DCP method [32], it has also 
some limitations such as the use of soft-matting which 
results in slow processing. Secondly, the production of over-
saturation, distortion and halo effect in the final output map.
3  Proposed method of superpixels masking 
and rolling guidance filter
The proposed haze removal method overcomes the afore-
mentioned limitations by first segmenting the outdoor input 
hazy image into superpixels by using the simple linear 
iterative clustering (SLIC) algorithm [49]. After superpix-
els computation, we extracted the most intense superpixel 
among the all computed superpixels which automatically 
selects the hazy region of the input hazy image. Therefore, 
we considered the extraction of the maximum intense super-
pixel as an air-light parameter for our proposed algorithm.
On the second stage, the transmission map is estimated 
from the air-light and dark channel. For the refinement of 
the transmission map further, a rolling guidance filter [50] 
is applied instead of guided filtering [42] to preserve more 
strong edges, better structure, and texture. Our two proposed 
(4)Jdark
(
xg
)
= min
c∈{r,g,b}
(
min
y∈  (xg)
(Jc(y))
)
→ 0
Fig. 1  On left the atmospheric scattering model suggests that the 
hazy imaging model scene consists of two main parts. One is the 
attenuation process which is reflected light from the scene surface to 
the sensor and the second one air-light scattering reaches to the sen-
sor. At the right side, the haze imaging model when applied to a pas-
sive satellite sensor for defogging the satellite imagery
Author's personal copy
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novel settings of air-light estimation and transmission refine-
ment help to obtain a better scene Radiance, i.e., the haze-
free image. Figure 2 shows the important steps of our pro-
posed method which are further explained in the following 
sections.
3.1  Air‑light estimation by superpixels 
segmentation
Recently superpixels have drawn more attention due to its 
usefulness in computer vision applications. Many algorithms 
proposed which outputs compact superpixels according to user 
desire at low computational cost. However, Achanta et al. [49] 
proposed an effective simple linear iterative clustering (SLIC) 
algorithm for superpixels computation. In their method, a 
three-channel image is taken into account where the image pix-
els are considered as N numbers. The amount of superpixels is 
defined by K . The average area of a superpixel is derived by 
this simple formula of N/K. A single superpixel is defined as:
where Ck is the single superpixel, composed of Rk, Gk,Bk 
channels and xk, yk coordinates. The distance of each super-
pixel is defined by:
where m is the compactness of a superpixel. The dxy is the 
distance in x − y space which considers the coordinates of 
(5)Ck = [Rk,Gk,Bk, xk, yk]T
(6)Ds = dRGB +
m
S
dxy
every pixel. The mathematical representation of dxy is given 
as:
In equation (6) S is the distance between superpixels centers 
and given as
Similarly the dRGB in equation (6) is the distance in RGB 
color space and basically a Euclidian distance between the 
coordinates of two pixels which is given as:
From these components, we can measure every pixel’s color 
and location weather they are similar or not. The overall con-
cept of selecting the most intense superpixel is demonstrated 
in Fig. 3. Initially, the superpixel boundaries are covered on 
the original image. Then Equation 5 initializes cluster cent-
ers and repeat until stability for each Ck and finds similar 
pixels in the neighborhood to compute new centers. After, 
computing the new centers of the superpixels, the mean RGB 
color of the superpixel region has been assigned to each 
pixel in the output image. Further, we have computed each 
superpixel RGB channels intensities which later compared 
with every superpixel intensity and selected the most intense 
superpixel by the designed constraint. Thus, we considered 
RGB intensities of the highest intense superpixel as the 
atmospheric light parameter A which automatically selects 
the hazy region from the input hazy image. Mathematically 
formulation of A is given as:
where max _int denotes the maximum intensity of the 
extracted intense superpixel for the RGB channels.
3.2  Estimating the transmission map
When the atmospheric light A is given, the transmission t 
can be estimated. For this purpose DCP [32] suggested that 
transmission in a local patch (xg) is constant. Therefore, 
the patch transmission is denoted by t(xg) . A minimum (min) 
operation is applied in the local patch on the haze imaging 
Equation 1, and we get the following equation:
where C is a color channel. Equation 11 can be further 
expressed as follows:
(7)dxy =
√
(xk − xi)
2 + (yk − yi)
2
(8)S =
√
N
Z
(9)dRGB =
√
(Rk − Ri)
2 + (Gk − Gi)
2 + (Bk − Bi)
2
(10)A = max _int (Ck{Rk,Gk,Bk})
(11)miny∈(xg)
(Ic(y)) = t(xg) min
y∈(xg)
(Jc(y)) + (1 − t(xg))A
c
Fig. 2  The proposed algorithm. Where I is an input haze image, 
initially the superpixel boundaries are overlaid. Next the pixels are 
re-clustered and new centers are defined. The maximum intense 
superpixel extracted from the image and  we considered it as an 
atmospheric light parameter. Getting the air-light value, the transmis-
sion t is estimated and rolling guidance filter is applied to refine the 
estimated transmission t. Finally, the scene radiance J is recovered
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Note that, the min operation applied to all channels which 
give us the following equation:
(12)min
y∈(xg)
(
Ic(y)
Ac
)
= t(xg) min
y∈(xg)
(
Jc(y)
Ac
)
+ (1 − t(xg))
DCP method suggests that the dark channel Jdark of the 
haze-free radiance J has tendency toward zero, which can 
be expressed as:
(13)
min
c
(
min
y∈(xg)
(
Ic(y)
Ac
))
= t(xg)min
c
(
min
c∈(xg)
(
Jc(y)
Ac
))
+ (1 − t(xg))
Fig. 3  Proposed air-light estimation model which automatically selects the hazy region by extracting the most intense superpixel from the input 
image
Author's personal copy
Journal of Real-Time Image Processing 
1 3
Equation 14 leads to the following expression:
Finally, the transmission is estimated by substituting Eq. 15 
in Eq. 13 which is given as:
where  is the parameter to keep the naturalness of the 
image and to perceive the depth for the human eye.
3.3  Transmission map refinement
Images contain many pieces of information such as textures, 
structures, and edges. Many real-world applications require 
to remove several uninformative contents from the images; 
however, performing such operations on images can cause the 
deterioration of the image textures, structures, and edges. For 
instance, obtaining the transmission map for dehazing using 
the techniques discussed in previous sections, the parameter 
 such as in Eq. 16 is supplied to keep naturalness of the 
dehaze output image. However, this addition may weaken the 
structures and edges after dehazing. Similarly, guided filtering 
method [42] still lacks in efficiency near to edges. For this pur-
pose, we proposed rolling guidance filter [50]. It completely 
controls the details of the filtered image under a scale measure, 
which works iteratively and converges quickly. As an outcome, 
it produced artifact-free results by separating unwanted details 
while preserving important details of the image. The adopted 
rolling guidance filter [50] is a scale-aware and can refine the 
obtained transmission map effectively as compared to the 
guided filter [42].
3.4  Problem analysis and formulation 
for transmission refinement
The rolling guidance filter [50] has two main stages; the first 
one to remove the small structures and the second stage is 
about edges recovery. Initially, the structure scale is defined 
as the smallest Gaussian standard deviation d such that when 
d is applied to the transmission, the corresponding structure 
vanishes. This is denoted by the convolution process of the 
obtained transmission t(xg) and the Gaussian gv(x, y) of vari-
ance v = 2
d
 given as:
(14)Jdark(xg) = min
c
(
min
y ∈  (xg)
(Jc(y))
)
= 0
(15)min
c
(
min
y ∈  (xg)
(
Jc(z)
Ac
))
= 0
(16)t(xg) = 1 − min
c
(
min
y ∈  (xg)
(
Ic(y)
Ac
))
(17)Rv = gv ∗ t(xg)
where gv(x, y) =
1√
2v
exp
�
−
x2+ y2
2v
�
 and ∗ is a convolution 
operator. The Rv is the result at scale v. The v is referred to 
as scale parameter in scale space theory [51]. When the 
structure scale in image is smaller than d , it will be removed 
in the result such as Rv . This analysis provides us a solid 
intuition to assume the  parameter of DCP [32] and the 
other extra details such as a Gaussian, i.e., gv(x, y) = gv , 
which generated in the process of obtaining the transmission 
map. In [50] for small structure removal, the filter is defined 
as:
where Kp =
∑
q∈Nig(p) exp
�
−
‖p−q‖2
22
d
�
 denotes the normaliza-
tion, Nig(p) represents the neighboring pixels of p, where 
the p and q are the index pixel coordinates. Therefore, ini-
tially the small structures are removed where scale is smaller 
than d as claimed in space scale theory [51]. In edge recov-
ery phase the t
(
xg
)
small_scale_removed
(P) in Equation  18 is 
defined as U. U is iteratively updated and denoted as Ut+1 as 
a result in the tth iteration. Note that, the Ut+1 can be obtained 
in the form of Joint Bilateral Filter; mathematical representa-
tion is given as:
where Kp =
∑
q∈Nig(p) exp
�
−
‖p−q‖
2d
2
2
−
‖Ut(p)−Ut(q)‖2
2range
2
�
 is to be 
considered for normalization. d controls the spatial and r 
controls the range weights. The described phases can be 
combined into a single equation by the following equation:
where Ut+1(p) is a refined transmission and can be written as:
When the parameters such as transmission t and air-light A 
are known, the scene radiance J can be recovered by con-
sidering Eq. 1; we can derive the global equation for scene 
radiance J as follows:
(18)
t(xg)
small_scale_removed
(P) =
1
Kp

q∈Nig(p)
exp
�
−
‖p − q‖2
2d
2
�
t(xg)(q)
(19)
Ut+1(p) =
1
Kp
�
q∈Nig(p)
exp
�
−
‖p − q‖
2d
2
2
−
‖Ut(p) − Ut(q)‖2
2range
2
�
t(xg)(q)
(20)Ut+1(p) =
1
Kp
�
q∈Nig(p)
exp
�
−
‖p − q‖
2d
2
2�
t(xg)(q)
(21)t(xg)
refined
=
1
Kp
�
q∈Nig(p)
exp
�
−
‖p − q‖
2d
2
2�
t(xg)(q)
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Finally, by integrating all the obtained entities into Eq. 22 
can restore a haze-free image.
(22)J(xg) =
I(xg) − A
t(xg)
+ A
4  Experimental results
This section presents the image quality assessment based 
on image fidelity, i.e., subjective assessment and image 
readability, i.e., objective assessment. To give a clear 
Fig. 4  Visual comparison of our proposed method with DCP [32] and Guided Filter [42]
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Fig. 5  Visual comparison of the proposed method with [35–37, 39, 53, 54] on benchmark images
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Fig. 6  Visual comparison of the proposed method with [32, 36, 37, 39, 42, 53, 54] on O-Haze Dataset [52]
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intuition, we sub-categorize the experimental section as 
Sect.   4.1 presents the subjective assessment, Sect. 4.2 
demonstrates the structures, textures, and edge-preserv-
ing characteristics, Sects. 4.3 and 4.4 show the objective 
assessment and computational time analysis, respectively, 
of our proposed method which has been tested on several 
datasets such as benchmark hazy images [27, 32–36, 38, 
42], O-Haze [52], remotely sensed, and satellite images. 
All the reported results for comparison are directly gen-
erated from their online available codes. The proposed 
method results are promising as compared to the state-of-
the-art methods. To overcome the computational complex-
ity and for the fair evaluation and comparisons, we have 
reduced the size of O-Haze images.
4.1  Subjective assessment
4.1.1  Evaluation on benchmark images
The benchmark images are equated for visual comparison 
with given approaches [32, 35–37, 39, 42, 53, 54]. Fig-
ure 4 shows the comparison of the proposed method with 
the state-of-the-art DCP method [32] and the guided filter 
[42]. In Fig. 4 we can clearly note the better scene radi-
ances as outputs are recovered through our technique. For 
example, in image buildings, the distorted and halo arti-
facts are removed. In image Manhattan-1 proposed method 
impressively cleared the distortion in sky region while in 
DCP [32] and Guided Filter failed [42] to do so.
Fig. 7  Evaluation of the proposed method with [37, 42, 54] for visual comparison on satellite imagery
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Furthermore the proposed method is compared with 
other techniques, and their visual results are depicted in 
Fig. 5, where the visual superiority of the proposed method 
has been noted. In Fig. 5a, proposed method is compared 
with the method of Zhu [37] for images Dolls, Train and 
Rocks. The proposed method removed the haze success-
fully where better contrast and texture have been recov-
ered in dehazed outputs. In Fig. 5b the Fattal [35] method 
dehazed the hazy images, but our method has more pleas-
ant results in terms of its contrast and dehazing effects. 
For example, for the images Redbricks and Aerial, the 
Fattal method [35] failed to completely remove haze as 
compared to the proposed technique. Figure 5c depicts the 
dehaze images comparison of Cai [54] with the proposed 
algorithm. We can see there is still a haze in the output of 
Cai [54], while our method completely dehazed the hazy 
inputs. Figure 5d shows the comparison with Berman [53], 
where a lower contrast of the dehazed images has been 
observed as compared to our proposed method. The com-
parison for Tarel [36] with the proposed method is given in 
Fig. 5e, which has very worst performance among all of the 
cited methods for comparison. Although, their outputs have 
better contrast of some portions of the dehazed images. 
Yet, their generated outputs have still a very heavy hazy 
layers. Figure 5f shows the comparison with Meng [39]. 
In images Forest, Manhattan-1, and Aerial, there is still a 
haze in the outputs of Meng [39] method. Additionally, the 
Fig. 8  Proposed method with [32, 37, 39, 42, 53, 54] for texture and structure analysis
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over-saturation and color distortion can be seen in Manhat-
tan-1 image dehazed by Meng [39] technique.
4.1.2  Evaluation on O‑Haze data set
O-Haze dataset [52] is the first outdoor scenes database 
composed of real hazy and corresponding ground truth 
images. O-Haze [52] contains different outdoor images of 
the different scenes depicting the haze-free (ground truth) 
and hazy conditions. These scenes captured under the same 
illumination parameters. This dataset involves investigat-
ing the existing haze in the captured scenes for scene vis-
ibility and objects radiance. To illustrate the usefulness of 
the proposed algorithm, O-Haze [52] is used for evaluation. 
We compared our proposed method with the state-of-the-
arts dehazing techniques such as DCP [32], Guided [42], 
Tarel [36], Zhu [37], Meng [39], Berman [53], and Cai [54]. 
Evaluating the proposed method on O-Haze data set [52], 
revealed quite effective results. Figure 6 depicts the compari-
son of our proposed algorithm with other methods.
4.1.3  Evaluation on satellite imagery
Nowadays, environmental pollution and fog are serious 
threads today’s world is facing. These factors not only thread 
at the ground surface but also limit the performance of the 
satellites in the upper atmosphere. To restore a degraded 
image, image recoloring (image-manipulation) techniques 
are also important which can be used for dehazing purposes. 
Manipulation of digital images is rapidly growing phenom-
enon and a challenging task [55]. The presence of haze tends 
to mixed pixels in remote sensing (RS) images due to the 
spatial resolution of the sensor and variability of ground 
surface [56]. Moreover, the haze causes the degradation of 
visual information such as color, structures, textures, and 
edges [57]. Analysis of these polluted images is a challeng-
ing task for analysts and real-time applications [58]. To cope 
with these factors, dehazing is considered to be an impor-
tant task to preprocess satellite images [59]. We observed 
that when there is fog, dust, aerosols, and water droplets in 
the atmosphere, the haze imaging model is also applica-
ble to a passive satellite sensor (depicted in Fig. 1). In the 
same way, we considered hazy and foggy satellites imagery 
for dehazing. For this purpose, we collected some images 
from Geoeye-1, Landset 8, and WorldView-2 satellites 
http://www.satimagingcorp.com. These satellites images 
are evaluated on proposed method, Guided Filtering [42], 
Zhu method [37], and Cai method [54]. Figure 7 provides 
the visual evaluation comparison of the proposed method 
with other state-of-the-art techniques for satellite imagery. 
Fig. 9  Structures, textures and edges analysis on satellite imagery
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Table 1  Objective evaluation of benchmark hazy images
Benchmark Images Proposed DCP [32] Tarel [36] Zhu [37] Meng [39] Guided [42] Berman [53] Cai [54]
Mean squared error (MSE)
Building 1 1565 1639 5823 1625 1963 2371 2256 8621
WheatCones 1471 2767 4251 1364 2037 2438 1933 2151
Manhattan-1 1445 2251 1635 4212 2516 2924 3165 2209
Pumpkins 1689 2909 4913 1744 1779 3182 2708 1951
Stadium 1310 1914 3742 1672 1478 2643 1791 3042
Dolls 1583 3620 6697 2851 3645 6819 1744 3746
Trees 2023 3671 2083 3718 2063 3111 3090 1644
Train 1758 5792 1988 7222 3853 7953 4581 4095
Aerial 1676 2197 3680 3600 1799 4493 1090 3763
Forest 1878 4792 3498 5047 2080 5429 2733 2922
Mountain 3632 7660 4613 5693 2876 8216 3463 3770
Red Bricks 1403 1529 2638 1900 1576 1010 1776 1429
People 1354 2305 2360 4237 2206 2137 1328 1424
Average 1752.84 3311.23 3686.23 3452.69 2297.77 4055.85 2435.23 3135.92
Peak signal-to-noise ratio (PSNR)
Building 1 21.758 19.9841 10.4791 16.0218 15.2008 17.1045 14.597 19.3077
WheatCones 24.647 21.7094 11.845 16.78 15.9895 14.8099 15.2663 17.5188
Manhattan-1 26.2405 18.6065 15.9938 11.8853 14.1231 16.1651 13.1261 18.2206
Pumpkins 29.4003 27.4928 11.2166 15.714 15.627 14.694 13.8042 18.3464
Stadium 17.9098 15.3104 12.3994 15.8963 16.4328 16.5872 15.5997 13.2982
Dolls 19.379 18.5431 9.8714 13.5801 13.9059 12.1512 15.7131 15.7087
Trees 24.3013 21.4819 14.9431 12.4273 14.9846 15.9086 13.2302 16.244
Train 28.4736 26.4094 18.183 18.5299 20.2439 22.1002 11.5204 16.4992
Aerial 37.1356 35.8421 12.4719 32.4707 15.579 13.3035 17.755 13.7159
Forest 15.7757 14.0025 12.6925 11.1004 14.9494 12.5374 13.764 13.4726
Mountain 25.9876 25.3254 11.4908 10.5771 13.5427 9.8732 12.7353 12.3667
Red Bricks 26.1545 19.2884 13.9176 15.3426 16.1545 21.3954 18.5725 18.0041
People 19.7307 17.8751 14.4012 11.8595 14.6928 17.0635 16.8982 16.5952
Average 24.3764 21.6823 13.0696 15.5526 15.4943 15.6687 14.8140 16.0998
Structural similarity index metric (SSIM)
Building 1 0.8189 0.7498 0.647 0.7112 0.753 0.6748 0.8631 0.7797
WheatCones 0.7995 0.7011 0.682 0.8321 0.7796 0.7176 0.7741 0.7686
Manhattan-1 0.8495 0.8454 0.8694 0.6367 0.829 0.8017 0.8075 0.8161
Pumpkins 0.77 0.687 0.6926 0.7498 0.7236 0.767 0.7347 0.7618
Stadium 0.8061 0.6582 0.7364 0.7372 0.6542 0.6611 0.7977 0.805
Dolls 0.8177 0.5294 0.7001 0.7257 0.6176 0.6144 0.8014 0.7274
Trees 0.8017 0.7686 0.8109 0.7391 0.8405 0.7367 0.825 0.8009
Train 0.842 0.8111 0.7195 0.4241 0.6092 0.5085 0.79 0.7535
Aerial 0.7352 0.566 0.7673 0.6624 0.7017 0.6213 0.6017 0.8084
Forest 0.7719 0.6886 0.7514 0.5843 0.7406 0.658 0.6734 0.7159
Mountain 0.7448 0.5134 0.6498 0.4771 0.3353 0.4533 0.605 0.5708
Red Bricks 0.8688 0.8199 0.8064 0.811 0.8401 0.8264 0.821 0.7725
People 0.7946 0.7018 0.7177 0.6125 0.7284 0.7554 0.7799 0.6896
Average 0.8015 0.6954 0.7346 0.6694 0.7040 0.6766 0.7595 0.7515
Perception-based image quality evaluator (PIQE) no-reference image quality score
Building 1 50.9921 43.717 36.321 47.0342 39.01 44.8065 46.9845 44.793
WheatCones 57.57 18.6026 25.5848 13.6222 28.7292 18.1037 32.9421 51.892
Manhattan-1 30.5713 29.3206 26.3178 29.2138 31.1695 29.5296 41.5572 23.3677
Pumpkins 39.4539 25.1015 24.4791 22.7639 35.4232 24.7328 30.2217 28.5148
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The images recovered though proposed method have better 
textures, structures, and edges. Besides this, our proposed 
method successfully remove the thin fog from the satellite 
images while the other techniques are failed to do so. The 
proposed method recovered radiances have better contrast 
and color. The second good performance we have observed 
of Cai method [54] on these satellite images. Guided Filter-
ing [42] and Zhu [37] method produced radiances were not 
enough good as compared to our proposed method. Moreo-
ver, the radiances recovered by Guided Filtering [42] and 
Zhu method [37] were too much smoothen which of course 
not a good choice for real-time applications such as com-
puter vision and remote sensing systems.
4.2  Visual texture and structure analysis
To keep important information such as textures, structures, 
and edges in the output dehazed images, the performance of 
rolling guidance filter is investigated. It observed that the use 
of the rolling guidance filter is very successful instead of the 
guided filter in terms of recovery of edges, structures, and 
textures. This is already explained in Sect. 3.4. The visual 
texture and structure analysis are shown in Fig. 8, where 
Fig. 9 shows the textures, structures and edges analysis on 
satellite imagery. The DCP [32], Guided Filtering [42], and 
Berman [53] method generated results have not such a solid 
textures and edges as compared to our proposed method. For 
O-Haze Image 01, all the state-of-the-art methods generated 
competitive outputs. However, we can see the edges and 
textures of the objects are not fully recovered. Similarly, 
we can see more amount of haze in their recovered outputs. 
The same observations can be made for O-Haze 12, such 
as the proposed method’s generated output is comparative 
cleared and have more contrast and more visible in terms 
of textures and edges recovery. For images O-Haze 07 and 
O-Haze 03, the proposed method outputs contain visible 
scenes and objects clarity. For instance, one can notice the 
chairs and table are more visible as compared to the outputs 
of other methods. Our proposed technique is superior due 
to the following facts. The proposed method uses rolling 
guidance filter as compared to the guided imaging filtering. 
The guided image filtering dependent on the joint bilateral 
filter uses more amount of Gaussian and can cause weaken-
ing of the textures, structures, and edges. Another important 
factor is the omega factor used for keeping naturalness of 
the dehazed output. The performance of Guided Filter [42] 
was worst, as its sheds color distortion and smoothen image 
more than required. Thus, it vanishes important structures 
and edges. Similarly, Zhu [37] performance was also aver-
age on this remotely sensed imagery. While Cai method [54] 
performed better on this remote sensing imagery as com-
pared to Guided Filtering [42] and Zhu method [37]. The Cai 
method [54] dehazed outputs have also some drawbacks of 
smoothing image and not efficient to remove the thin haze 
contrary to our method performed well by restoring better 
contrast, edges, structures, and textures. 
4.3  Objective assessment
Objective assessment performs a key role in the evolution 
of dehazing methods. There are many parameters described 
in the literature such as mean squared error (MSE), peak 
signal-to-noise ratio (PSNR), structural similarity (SSIM) 
and perception-based Image quality evaluator (PIQE) no-
reference image quality score. Table 1 shows these metrics 
scores for benchmark images, where Table 2 provides the 
metrics scores for O-Haze dataset [52] and satellite images. 
This quantitative analysis shows that our proposed algorithm 
performed well on all three datasets. In Table 1, in terms 
of MSE score the second-best algorithm is Meng [39], and 
the third one is Berman [53]. Similarly, in terms of PSNR, 
the DCP [32] performed well. For the SSIM score, again 
the Berman [53] performed well and got a higher average 
SSIM value. Further, we evaluated our proposed method and 
other methods on perception-based image quality evaluator 
(PIQE). Where we can see that apart from our method, the 
Table 1  (continued)
Benchmark Images Proposed DCP [32] Tarel [36] Zhu [37] Meng [39] Guided [42] Berman [53] Cai [54]
Stadium 39.0644 39.9332 33.2566 32.3864 40.4754 38.4992 37.548 23.0031
Dolls 31.5962 38.8974 34.0157 45.519 34.8812 34.1787 44.3576 33.721
Trees 43.234 43.6199 39.6557 19.5195 38.4818 43.1747 28.2405 36.5889
Train 33.3798 33.0375 34.272 32.6669 32.5934 83.8418 35.1318 44.6617
Aerial 36.2686 28.1259 25.6897 32.0187 25.5014 31.1838 24.6308 31.6728
Forest 19.0384 13.0085 13.1984 14.2105 17.846 12.7286 21.6638 16.1871
Mountain 15.8295 11.4277 26.4467 12.3746 14.7853 12.4105 25.0138 14.2749
Red Bricks 31.242 28.7902 32.229 22.23 31.242 28.7902 33.1653 28.2786
People 47.324 49.1253 40.2258 49.6883 40.0199 49.1253 50.5331 47.6318
Average 36.5818 30.9774 30.1301 28.7113 31.5506 34.7004 34.7684 32.6605
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Table 2  Objective evaluation of O-Haze dataset [52] and satellite imagery
O-Haze [52] Proposed DCP [32] Tarel [36] Zhu [37] Meng [39] Guided [42] Berman [53] Cai [54]
Mean squared error (MSE)
Image#1 2649.9797 3618.3543 2948.9352 5285.7755 2744.8863 4688.3609 5285.7755 4158.987
Image#3 1748.8062 3190.3107 1499.8183 1979.302 2966.9628 4673.7761 1979.302 1839.4082
Image#7 1489.0485 1984.9063 4926.6406 591.3968 4381.7134 2380.9107 949.3968 2562.4431
Image#10 2012.3204 3058.7392 1717.4271 3468.6823 4185.1399 5222.1735 3468.6823 3612.5807
Image#12 1860.5571 3874.9812 4183.0022 2698.5728 3652.398 4457.924 2698.5728 3183.0022
Image#22 1448.782 3229.0557 3903.3843 4103.9785 1735.1656 4254.3936 4103.9785 2967.169
Image#27 1816.5503 3255.4049 2172.9438 4187.9027 4085.9958 8034.0564 4187.9027 3979.0133
Average 1860.8634 3173.1074 3050.3073 3187.9443 3393.1802 4815.9421 3239.0872 3186.0862
Peak signal-to-noise ratio (PSNR)
Image#1 21.0006 20.5457 18.3584 10.8997 13.7456 11.4206 12.5816 17.49
Image#3 26.7394 19.0925 16.3704 15.1657 14.3889 11.4341 14.1803 16.6879
Image#7 28.3809 15.1534 18.4617 21.2342 11.7144 14.3634 15.9249 20.63
Image#10 20.0938 16.2754 15.782 12.7292 11.9137 10.9523 13.8803 20.2592
Image#12 25.6175 22.2481 17.4009 13.8195 12.505 11.6395 16.3186 19.1074
Image#22 19.6113 13.04 18.8705 11.9988 15.7374 11.8424 15.5119 15.1924
Image#27 21.0569 16.0048 14.7603 11.9108 12.0178 9.0815 11.8442 15.1663
Average 23.2143 17.4799 17.1434 13.9654 13.1461 11.5334 14.3202 17.7904
Structural similarity index metric (SSIM)
Image#1 0.6724 0.3023 0.9468 0.5676 0.1044 0.5387 0.3155 0.793
Image#3 0.8902 0.4098 0.9272 0.8632 0.6056 0.6289 0.6156 0.8284
Image#7 0.6805 0.6194 0.9272 0.9257 0.2931 0.5938 0.495 0.6075
Image#10 0.8155 0.5877 0.9367 0.7386 0.7259 0.6483 0.6702 0.7452
Image#12 0.7475. 0.2974 0.9448 0.8339 0.3836 0.5277 0.6725 0.7125
Image#22 0.7308 0.596 0.9327 0.6 0.7867 0.5414 0.6356 0.7043
Image#27 0.7558 0.4522 0.9097 0.7298 0.5295 0.4585 0.4773 0.7226
Average 0.7433 0.4664 0.9321 0.7512 0.4898 0.5624 0.5545 0.7305
Perception-based image quality evaluator (PIQE) no-reference image quality score
Image#1 34.9921 21.3283 18.73 21.5726 14.4581 11.811 27.7534 14.8556
Image#3 30.5713 21.288 17.1948 24.5466 20.3637 19.0957 29.3902 21.1508
Image#7 31.5962 17.824 15.9657 13.0883 15.8543 10.0953 14.2414 14.8871
Image#10 26.2686 28.2742 18.8169 18.2987 27.157 23.7636 14.1081 18.0492
Image#12 24.0384 25.1002 15.3707 13.5775 19.2519 23.2059 13.6475 19.7756
Image#22 23.6356 23.7959 12.7742 22.2106 21.2159 28.7264 22.0496 12.8867
Image#27 39.4618 29.883 27.6015 21.6892 22.2663 29.4618 36.8612 18.0822
Average 30.0805 23.9276 18.0648 19.2833 20.0810 20.8799 22.5787 17.0981
Satellite imagery Proposed Zhu [37] Guided [42] Cai [54]
Mean squared error (MSE)
Image#1 1272.7155 1850.8835 2797.8024 1508.1568
Image#2 1526.6623 3629.682 6258.2137 627.6459
Image#3 1502.8359 3490.917 4531.8852 631.0249
Image#4 1033.5931 1004.1959 5197.383 2473.9491
Image#5 2437.4816 2784.8154 13280.0194 3533.9832
Image#6 1649.8378 2976.9558 4753.7639 1972.3256
Average 1570.5210 2622.9082 6136.5112 1791.1809
Peak signal-to-noise ratio (PSNR)
Image#1 25.7575 15.457 13.6626 21.2364
Image#2 20.9155 12.5321 10.1663 20.1537
Image#3 19.0845 12.7014 11.568 20.1303
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second-best performer is Berman [53] and got the maxi-
mum average PIQE score. Additionally, we extended our 
evaluation metrics to the O-Haze dataset [52] and remotely 
sensed imagery. In Table 2 we can note that the Tarel [36] 
method has second-best performance in terms of MSE Score 
for O-Haze dataset [52] while Cai [54] and DCP [32] pro-
duced better PSNR and PIQE values, respectively. In terms 
of SSIM, again the Tarel [36] method out-performed all the 
compared methods including our proposed method. For sat-
ellite imagery our evaluation is based on 4 algorithms. The 
second-best method which is observed in terms of MSE, 
PSNR, SSIM, and PIQE is the method of Cai [54]. Here, we 
refer the readers to respective tables which are depicting the 
evaluation metrics score. 
Table 2  (continued)
Satellite imagery Proposed Zhu [37] Guided [42] Cai [54]
Image#4 18.9213 18.1126 10.973 14.1969
Image#5 16.2614 13.6828 6.8988 12.6482
Image#6 18.9564 13.3931 11.3604 16.8882
Average 19.9827 14.3131 10.7715 17.5422
Structural similarity index metric (SSIM)
Image#1 0.9634 0.6155 0.5493 0.9021
Image#2 0.8762 0.6658 0.4063 0.7636
Image#3 0.9059 0.5159 0.5032 0.8878
Image#4 0.8086 0.8774 0.4564 0.7766
Image#5 0.7619 0.7736 0.3775 0.8259
Image#6 0.8508 0.5883 0.4522 0.7527
Average 0.8611 0.6727 0.4574 0.8181
Perception-based image quality evaluator (PIQE) no-reference image quality score
Image#1 33.9247 29.6709 24.4308 34.7706
Image#2 26.0271 21.4251 18.5775 19.3406
Image#3 40.5434 24.3906 14.4421 34.5113
Image#4 21.5068 19.9712 22.928 19.9863
Image#5 30.1163 22.5668 26.7142 22.6335
Image#6 20.2408 17.6096 13.9249 17.3809
Average 28.7265 22.6057 20.1695 24.7705
Fig. 10  Computational analysis 
of benchmark images
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4.4  Computational analysis
For real-time image processing, the computational time of 
an algorithm is to be considered as an important aspect. So 
image and video applications need lower computational cost 
while extracting features from the images [60–62]. Keep-
ing this important fact in view, we evaluated the proposed 
method and all others compared techniques [32, 36, 37, 
39, 42, 53, 54] on the benchmark images, O-Haze dataset 
[52], and remote sensed imagery. For our experimentation, 
the system specification is ASUS machine with Intel Core 
i7-6700HQ 2.60 GHz CPU running with installed memory 
(RAM) of 8.00GB, with MATLAB 2016b under windows 
10. On benchmark images the performance of the proposed 
method is better than the methods of DCP [32], Tarel [36], 
Meng [39], and Berman [53], while Zhu [53], Guided [42] 
and Cai [54] methods are faster with respect to some frac-
tions of a second. However, the performance of Zhu [37], 
Guided [42], and Cai [54] becomes slower when the image 
dimensions get higher. For instance, evaluating the high-
dimensional O-Haze datasets [52] images the proposed 
method processing time is fast as compared with Zhu [37], 
Guided [42], and Cai [54]. The computational evaluation is 
provided in the respective Figs. 10, 11 and 12.  
4.5  Validation of the air‑light estimation model
To validate our proposed method for air-light estimation 
model, we performed statistical analysis on approximately 
500 hazy images, downloaded from different online sources 
including the dataset images, to see whether the proposed 
algorithm is selecting the right hazy area from the input haze 
image or not. Because the atmospheric light is an important 
parameter for recovering the haze-free image, in Table 3 we 
noted that when there are bigger regions of brighter objects 
in the hazy input image, the proposed model may lead us 
to inaccurate atmospheric light value. To solve this, we 
Fig. 11  Computational analysis of O-Haze dataset [52]
Fig. 12  Computational analysis of remote sensed imagery
Table 3  A statistical analysis that shows the divergence of the proposed atmospheric light model using the superpixels segmentation method
Creating smaller superpixels (by increasing number of superpixels) with respect to increased brighter objects/regions of an input hazy image 
may extract false hazy area/region from the input hazy image
No. of images Bright objects/regions in 
input hazy image
No of super-
pixels
Haze amount Accurate hazy region extrac-
tion (air-light value)
False hazy region 
extraction (air-light 
value)
100 Normal 100 As in input image Yes No
100 Slightly increased 100 As in input image Yes No
100 Further increased 100 As in input image Yes/no Yes/no
100 Further increased 100 As in input image No Yes
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reduced the number of superpixels when there are increase 
in brighter objects/regions in the input hazy image. Thus, it 
will estimate the optimal atmospheric light value which is 
shown in Table 4. Therefore, we have come across this trade 
off by creating bigger superpixels to extract right atmos-
pheric light value.
5  Conclusions
This work proposed a novel two-stage image dehazing 
and defogging method. In the first stage, this work adopts 
a superpixels segmentation technique to segment the hazy 
image into superpixels to account the atmospheric light val-
ues. At the second stage, we proposed the use of a rolling 
guidance filter to refine the initial transmission instead of 
the guided filter. Rolling guidance filter preserves better tex-
tures, structures, and edges in the dehazed image irrespective 
of previous works and produces remarkable results. The pro-
posed method is evaluated both subjectively and objectively 
on benchmark hazy images, O-Haze challenging dataset and 
satellite images. The experimental evaluation reveals that the 
proposed method outperforms the state-of-the-art methods. 
The proposed method can be useful for real-time applica-
tions such as video-guided transportation, outdoor surveil-
lance’s, the auto-driver backed systems and remote sensing 
due to its fast processing of higher-dimensional images. The 
proposed work can further be extended to underwater image 
enhancement and images captured in snow, rain, and fog. 
Our future research direction entails validating the proposed 
method on hazy videos and the development of hierarchal 
deep models.
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