Purpose: Analytical algorithms have a limited accuracy when modeling very heterogeneous tumor sites. This work addresses the performance of a hybrid dose optimizer that combines both Monte Carlo (MC) and pencil beam (PB) dose engines to get the best trade-off between speed and accuracy for proton therapy plans. Methods: The hybrid algorithm calculates the optimal spot weights (w) by means of an iterative optimization process where the dose at each iteration is computed by using a precomputed dose influence matrix based on the conventional PB plus a correction term c obtained from a MC simulation. Updates of c can be triggered as often as necessary by calling the MC dose engine with the last corrected values of w as input. In order to analyze the performance of the hybrid algorithm against dose calculation errors, it was applied to a simplistic water phantom for which several test cases with different errors were simulated, including proton range uncertainties. Afterwards, the algorithm was used in three clinical cases (prostate, lung, and brain) and benchmarked against full MC-based optimization. The influence of different stopping criteria in the final results was also investigated. Results: The hybrid algorithm achieved excellent results provided that the estimated range in a homogeneous material is the same for the two dose engines involved, i.e., PB and MC. For the three patient cases, the hybrid plans were clinically equivalent to those obtained with full MC-based optimization. Only a single update of c was needed in the hybrid algorithm to fulfill the clinical dose constraints, which represents an extra computation time to obtain c that ranged from 1 (brain) to 4 min (lung) with respect to the conventional PB-based optimization, and an estimated average gain factor of 14 with respect to full MC-based optimization. Conclusion: The hybrid algorithm provides an improved trade-off between accuracy and speed. This algorithm can be immediately considered as an option for improving dose calculation accuracy of commercial analytical treatment planning systems, without a significant increase in the computation time ((5 min) with respect to current PB-based optimization.
INTRODUCTION
Proton therapy is becoming very popular due to its capability to focus the high dose region (i.e., Bragg peak) in the tumor volume, with a reduced dose to the surrounding healthy tissue in comparison with conventional radiotherapy. Among the different ways to deliver a proton treatment, Pencil Beam Scanning (PBS) is the most promising technique, since it enables intensity modulated proton therapy (IMPT). PBS uses narrow mono-energetic proton pencil beams, also called «beamlets» or «spots», which scan the tumor volume across the beam's transverse plane. The energy of the spots is then changed successively until the entire tumor is covered in depth. The intensity or weight of each spot can be individually adjusted to conform to the prescribed dose. This allows for high conformity of the dose distribution to the target volume and good sparing of organs at risk (OARs).
The optimal spots weight map results from solving an optimization problem that takes into account the dose objectives set by the user on the target and OARs. This process is known as inverse planning 1 and it has been widely used in radiation and particle therapy. For PBS inverse planning, the conventional approach consists in repeatedly calling the dose engine to compute the dose distribution of each spot at unit fluence before optimization, and store them in a dictionary usually called «dose influence matrix» used next in optimization. [1] [2] [3] In current treatment planning systems (TPS), analytical dose engines are typically used to compute the dose influence matrix because of their high speed. However, the use of analytical algorithms in treatment planning, such as pencil beam (PB), entails dose calculation errors that result from incorrect modeling of tissue inhomogeneities and scattering along density interfaces parallel to the beam. 4, 5 This can impact the dose distribution dramatically, especially in very heterogeneous tumor sites, like lungs. 6 In contrast, Monte Carlo (MC) dose engines provide us with an accurate simulation of these phenomena. 4 Therefore, MC-based treatment planning is considered to be the gold standard to achieve accurate proton therapy plans.
In the last years, the need for accurate treatment planning has boosted the development of fast MC engines dedicated to PBS, [7] [8] [9] [10] [11] [12] which reach competitive times (less than 1 min) for final dose calculation corresponding to a given spot weight map, hereinafter referred to as forward dose calculation. Running a forward dose calculation is an economic process in terms of number of particles simulated because the total number, typically around 10 7 , is distributed among all the spots according to their previously optimized weights. However, MC engines are not efficient to compute the dose influence matrix that usually contains several thousands of spots, each of them requiring a sufficient high number of particles (around 10 4 -10 5 ) to ensure adequate statistical precision. 13 This results in a large total number of particles simulated, including particles coming from spots with small or zero weights, which represents a waste of resources in computing the dose contribution from spots that contribute very little or nothing to the total dose distribution.
To cope with this issue, Y.Li et al. 14, 15 have recently developed an adaptive particle sampling (APS) scheme that iteratively performs MC dose computation and plan optimization. However, this approach needs a substantial change in the optimization workflow and perfect integration of the dose engine during the optimization process. This requires dedicated libraries to be directly applicable to current inverse planning systems. 15 Moreover, the average number of simulated particles per spot needed in the APS remains high (6 9 10 4 protons) in order to properly initialize the algorithm and maintain a good statistical accuracy that ensures convergence during the optimization.
In this work, we present an alternative strategy where the dose influence matrix is computed analytically before optimization and the MC dose engine is triggered within the optimization process to perform forward dose calculation. Hence, this method combines the speed and efficiency of analytical algorithms with the advantages of MC planning, and can be easily applied without changing the existing optimization workflow used in current TPSs.
The concept of using two different dose engines during planning is known as hybrid optimization, which has demonstrated an excellent performance in conventional radiation therapy, [16] [17] [18] provided that the differences between the dose distributions computed by the two dose engines remain small. 18 So far, there has been no attempt to apply PB-MC hybrid optimization to proton therapy, but it looks as an appealing alternative to full MC planning. However, due to range uncertainties, 4 the differences between PB and MC doses in proton therapy can be much higher than those expected for photons. Therefore, proper performance evaluation of PB-MC hybrid optimization in proton therapy treatments is needed. This work addresses this issue by applying the method to different test cases in a water phantom, as well as to realistic clinical patient cases. The gain in computation time when using the hybrid method with respect to conventional MC optimization is also quantified.
MATERIALS AND METHODS

2.A. Dose engines
2.A.1. Monte Carlo
MCsquare
12,19 is a fast MC code developed in-house, designed and optimized to simulate proton PBS treatments in voxelized geometries, such as a CT image. The code is entirely written in C and it exploits multithreading and vectorization of modern processors. Both features are different forms of parallelism: multithreading or task parallelism is used to distribute multiple tasks across different processors, while vectorization or data parallelism distributes the data among the processors but performs the same task in all of them. MCsquare is able to simulate 10 7 protons in less than minute on a calculation server, or less than 5 min on a single desktop. This is usually enough to reduce the statistical noise to less than 2% for a 2 9 2 9 2 mm 3 dose grid. MCsquare simulates the proton interactions with a class-II condensed history algorithm. Mass stopping powers were extracted from Geant4 20 for each material defined by Schneider et al., 21 and multiplied by the density of each voxel in the CT image. Nuclear cross-sections are taken from ICRU 63 report. 22 Other heavy charged particles, like deuterons or alphas, are transported by scaling proton stopping powers with their charge and mass. Electrons are locally absorbed and neutral particles are neglected.
2.A.2. Pencil Beam
FoCa
23,24 is in-house developed modular software written in MATLAB that includes, among others, planning tools for proton therapy, such as a forward dose calculation based on a convolution/superposition algorithm. It is a beam-centered approach, where a specific calculation grid is created for each beam angle (matching the beam natural divergence) and the results are translated to the patient geometry in a final interpolation step. The lateral distance between rays in this calculation grid is a fraction of the distance between spots, so that each spot of the plan is effectively subdivided in a number of rays, each of which has its radiological depth calculated independently. In its original form, FoCa computes the spots dose kernels analytically, but this module was modified to use lateral energy diffusion kernels in water precomputed by MCsquare, in order to perfectly align the proton ranges with the MC results.
2.B. Optimization scheme
2.B.1. Treatment planning system
The plans were created with MIROpt, 25 our treatment planning system developed in-house. MIROpt is coupled with the two dose engines presented in the previous section: the analytical pencil beam algorithm embedded in FoCa 23, 24 and MCsquare. 12, 19 Optimization of the spot weights is performed with the large-scale nonlinear solver IPOPT, 26 through its MATLAB interface.
The optimization problem follows the classical approach where the objective function is a weighted sum of quadratic functions that penalize the voxels with a dose that differs from the prescription. 1 The problem is then stated as follows:
where w 2 R m is the vector containing the m spot weights, and r denotes a region of interest (ROI) that is either a target (2 T) or an organ to spare (2 OAR). For each ROI, the penalty function is multiplied by weighting factor a r and divided by number of voxels N r . The penalty function depends on the difference between prescription n r and the dose vector d 2 R n , which contains the dose in all the n voxels of the dose grid. The dose in a certain voxel with index i is computed as d i w ð Þ ¼ P j P ij Á w j , where P 2 R nÂm represents the dose influence matrix and j the spot index.
All the simulations were run on a machine with 2 Intel â Xeon â CPU E5-2670 of 8 cores each at 2.60 GHz, with 32 GB of RAM.
2.B.2. Hybrid optimization
The hybrid optimization method used in this study relies on the algorithm previously developed by Siebers et al. 17 and it is presented as a pseudo-code in Table I . This method aims to combine two dose engines, one being accurate but slow and the other being fast but approximate, in the most efficient way. Let ___ d denote the accurate dose vector andd the approximate dose vector.
In our approach, the approximate algorithm is used to compute the dose influence matrix (P) and the accurate algorithm is only used for forward dose calculation ( ___ d). The forward ___ d is then used to compute a voxel-by-voxel correction vector c t (1) that will be added to the dose during the optimization process, d
c (2) . Updates of c t can be triggered as often as necessary by running the accurate dose engine, using as input the optimal values for the spot weights obtained from the last optimization loop (w t ). The index t denotes the number of updates performed so far (t = 0, 1, 2, 3. . .). The whole process can then be seen as two nested loops: (a) iterate until reaching the optimal w values for a given vector c with index t (inner loop), and (b) update the c vector until the desired ___ d is achieved (outer loop). Note that c ¼ 0 in the first iteration of the outer loop (t ¼ 0).
Before each update t, the optimized corrected dose d c;o and the accurate dose ___ d are properly evaluated according to the established stopping criteria. If they are satisfied, w t is saved as the final optimal solution for the spot weights map. Otherwise, a new optimization process is run with w t as initial weights and using the fresh-updated c t vector.
2.B.3. Stopping criteria
Using a good termination criterion is crucial in any optimization algorithm since it will determine the quality of the final result as well as the number of iterations needed to reach it. In our particular case, the stopping criteria would determine how often the MC dose engine is called, which critically influences the total computation time to achieve the final dose distribution. Therefore, different stopping criteria (SC) were investigated for the inner and outer loops, combined with a maximum number of iterations.
The first inner loop (t = 0) must achieve an optimal approximate dose in order to have a good starting point for the subsequent corrections (t > 0). Therefore, a convergence criterion (3) based on the relative dose difference between two consecutive iterations k and k À 1 14, 15 was always used for this initial run:
where N represents the total number of voxels summed over all ROIs involved in the objective function and n PTV is the dose prescription for the target volume (PTV). Optimization was stopped when had not exceeded 0.005% for the last five iterations. For t > 0, two different approaches were studied: (a) the same < 0.005 criterion as for t = 0 (inner stopping criteria 1, iSC1); and (b) a set of early stopping criteria on the optimized corrected dose d c;o (2) to the target volume based on the usual clinical constraints D 95 ! 0:95 D prescription , D 5 1:05 D prescription and a user-defined threshold for D 5À95 (inner stopping criteria 2, iSC2). Moreover, a maximum of 500 iterations was set for the inner loop, which is typically enough for our treatment planning system to get a dose distribution that satisfies the dose objectives.
The outer loop computes which correction term c should be added tod in order to get an optimal ___ d. Ideally, the convergence of the outer loop would be reached when d c;o % ___ d (outer stopping criteria 1, oSC1). This was quantified in Siebers et al. 17 via dose prediction errors (DPE) defined as
. However, one could already stop the algorithm if d is within the clinical constraints (outer stopping criteria 2, oSC2), since the MC dose is considered as the ground truth and the aim is to get a good clinical ___ d. This can be seen as an early stopping of the algorithm and could be directly evaluated by looking at the DVH metrics for ___ d. Both oSC1 and oSC2 were combined with a maximum of 5 outer iterations (updates of c), which is considered as a good tradeoff between accurate final dose distribution and computation time.
2.C. Feasibility study
Previously published studies about the performance of hybrid optimization in conventional radiotherapy have reported excellent results when having small differences between the doses computed by the two considered algorithms. [16] [17] [18] In proton therapy, small errors in range estimation from the two dose algorithms may cause dose differences up to 100%, which might degrade performance of the hybrid algorithm. Indeed, the theory underlying treatment optimization using two dose calculation engines, one approximated and the other one accurate, strongly relies on the hypothesis of small deviations between both algorithms. This has been theorized in the appendix of Lu et al. 18 Therefore, the effect of different dose calculation errors in proton dose distributions must be carefully analyzed one by one. For this purpose, we first designed several test cases in a simplistic phantom and second, we applied the method to three realistic clinical cases.
2.C.1. Test cases
This section aims to analyze the effect of different types of dose calculation errors on the performance of the hybrid method. The real situation in a patient is complicated, with various phenomena that combine their effects in the final dose distribution. In order to analyze the performance of the hybrid method in a controlled manner within a simplistic environment, a single dose engine was used and the accurate dose was defined as a function of the approximate dose, i.e., ___ d ¼ fd À Á . Thus, the accurate dose ___ d integrated the simulation of several phenomena (Table II) that were not simulated at all in the approximate dosed, and therefore, the hybrid method was applied to compensate them. Four different cases with a simple mathematical formulation were selected and analyzed independently: dose scaling, dose blurring, proton range errors, and lateral dose displacement. The choice of the four test cases was done mainly for academic purposes. Nevertheless, two of the cases can be identified with similar realistic situations. First, the range error case (q) can be identify with an undershoot or overshoot of all the spots, as usually modeled in robust treatment planning system. Second, the convolution case could be seen as a simplistic modeling of the effect of random errors in the dose distribution. The scaling and lateral shift do not have direct clinical equivalent situation but help us to understand the influence of different errors on the performance of the hybrid method. MCsquare was chosen as dose engine since computation time was not an issue for this experiment. The approximate dosed was then given by the inner product of the MC dose influence matrix (P) and the spot weights. The number of particles per spot used to computeP was equal to 10 5 , which is supposedly enough to achieve good statistical precision; 13 while 10 7 particles were used for forward dose calculation.
The four different dose calculation errors detailed below were simulated in ___ d:
• Constant dose scaling was simulated by multiplying the dose in each voxel by a factor a. Two plans were created with a = 0.95 and 0.90.
• Dose blurring was simulated by applying a convolution with a three-dimensional normalized Gaussian kernel K ð Þ of standard deviation r. The standard deviation for each dimension was proportional to the corresponding voxel size l, i.e., r x / l x , and the same for y and z coordinates. Two plans were created with r equal to 0.3 and 0.5 l. • Errors in range estimation were simulated by scaling the mass density uniformly for all voxels of the CT image by a factor q. Range under-and over-estimation were simulated with positive and negative values of q respectively. Four hybrid plans were created with density scaling of q = +3, À3, +1.5 and À1.5%.
• Lateral dose displacements are simulated by simply shifting the dose distribution by x mm in the plane perpendicular to the beam direction. Two plans were generated for a shift x equal to 2.5 and 5 mm.
Only one stopping criterion was investigated for all inner loops (t ≥ 0) in the hybrid optimization, namely, < 0.005 during the last five iterations together with a maximum of 500 iterations (iSC1). The designed phantom contained a cube with edges of 30 cm and Hounsfield units (HU) equal to 0 inside the cube (water-like) and À1000 outside the cube (air-like). The tumor was modeled as a sphere of 3 cm diameter located in the middle of the cube. The CT voxel size d was 2.5 9 2.5 9 2 mm. A single beam with gantry angle at 0 o was used to create all plans, and a dose of 60 Gy was supposed as target prescription. A uniform dose objective of 60 Gy was set for the target volume, and no specific maximum dose objective was set outside the target since there was no OAR present.
2.C.2. Patient cases
The hybrid method was applied to three different clinical cases: prostate, brain, and lung. The dose influence matrix used to compute the approximated dosed was calculated by the pencil beam algorithm in FoCa (P ¼ P PB Þ and the accurate forward dose was given by MCsquare (
The number of particles used to compute ___ d was estimated so that the mean relative uncertainty in the target volume was less than 1%, given a dose grid resolution of 2.5 9 2.5 9 2 mm in the three cases. By using a batch method, 7 this resulted in 5 9 10 7 particles for prostate (0.73%) and lung (0.7%), and 10 7 particles for the brain case (0.79%). All hybrid plans were compared with the conventional full MC approach 13 -our reference case. This full MC-based approach uses a dose influence matrix entirely computed by MC (P MC ) with 10 5 particles per spot, as in the previous section.
The stopping criteria used for the full MC-based plans equaled iSC1, i.e., < 0.005 during the last five iterations, with a maximum of 500 iterations. For the hybrid method, two sets of plans were created, one for each of the two inner stopping criteria iSC1 and iSC2, presented in section 2.1.2. The target dose objectives for iSC2 (D 95 ! 0:95 D prescription , D 5 1:05 D prescription ) were computed according to the dose prescription for each case: 74 Gy for prostate, 59.4 Gy for brain, and 60 Gy for lung. The D 5À95 threshold was based on the results obtained from the full MC plans, since our aim was to prove that the hybrid method can reproduce the reference case as close as possible. For both sets of plans, the two stopping criteria for the outer loop presented in section 2.B.3., oSC1 and oSC2, were investigated. The DPE threshold for oSC1 was set to 0.25 Gy (absolute value) as in the previous section, while the target dose objectives for oSC2 (D 95 , D 5 ) were again computed according to the dose prescription for each patient. The doses for OARs were not taken into account when evaluating oSC2.
For simplicity, PTV-based optimization was used for all the cases. For the prostate case, the PTV was created by isotropically expanding the CTV by 5 mm. For the brain case, an expansion of 2 mm was used. For the lung case, the ITV was expanded by 5 mm to create the PTV and the average CT was used for planning. Range shifters of 4 and 5 cm water equivalent length (WED) were used for the brain and the lung case respectively. The range shifters were simulated by delineating a rectangular structure of HU = 0 in the planning CT. Figure 1 illustrates the CT scans and the beam settings for each patient.
The HU outside the body contour were rewritten to be À1000 (air) for all CTs, in order to minimize the differences between the MC and the PB algorithm due to possible artifacts outside the patient, as for instance the CT couch. The same CT calibration curve was used for both dose engines, in order to avoid discrepancies coming from converting HU into stopping powers. For both methods, hybrid PB-MC and full MC, a final forward dose calculation d MC was performed, which ensures a fair comparison with good statistical accuracy. The final doses were normalized to have D PTV 50 equaling the dose prescription in order to facilitate plan comparison. Table III. For dose scaling errors (Table III, 5 ) ranged from 0.05 to 0.18 Gy, which fully satisfies oSC1 (|DPE| < 0.25 Gy). The oSC1 and oSC2 conditions were attained for the same number of outer iterations, which increased from 1 to 2 when decreasing the dose scaling factor (a) from 0.95 to 0.90.
RESULTS
3.A. Test cases
For dose blurring errors (Table III, 
For range errors (Table III , third row), the dose distribution ___ d did not improve after applying the corrections in most of the cases. Indeed, the D 5-95 after correction was larger than The number of iterations (#iter) for the outer loop needed to satisfy the stopping criteria (SC) is presented in the 4 th column. In cases where the maximum number of iterations (#iter = 5) is reached without satisfying the SC, an asterisk is presented next to the value (#iter = 5*). oSC1 stands for the first outer stopping criteria, which requires DPE(D 95 ) and DPE(D 5 ) to be less than 0. before correction (c = 0) in all cases except one (q ¼ þ1:5% for oSC1). For the smallest shift (q ¼ AE1:5%), D 95 was slightly improved or maintained at the cost of increased overdose. However, increasing the density perturbation to 3% had a dramatic impact on the final dose, degrading both coverage and overdose. For instance, in the case with q ¼ þ3%, the optimization reached the maximum number of iterations without satisfying any of the stopping criteria (#iter = 5*), presenting a dose distribution ___ d with D 95 = 35.13 Gy and D 5 = 79.65 Gy. Simulation of lateral dose displacements (Table III , fourth row) led to similar results to the cases with range errors. For the smallest shift (x ¼ 2:5mm), the target coverage was improved at the cost of increasing overdose: D 95 increased by 0.7 Gy for oSC1, and by 2.44 Gy for oSC2, with respect to the value before correction (c = 0). Again, increasing the magnitude of the shift (x ¼ 5mm) resulted in a totally degraded target dose, with a D 5-95 that increased from 8.11 to 24.29 Gy.
Dose profiles along the beam direction and perpendicular to it were also analyzed for all test cases. For dose scaling (Fig. 2) and dose blurring cases (Fig. 3) , the hybrid method managed to add the required dose at the right place, recovering excellent target coverage. For cases involving shifts, range (Fig. 4) and lateral displacements (Fig. 5) , the algorithm did not succeed to compensate the lack of dose in the shifted region. In this case, the first correction tried to compensate the lack of dose by adding a peak of high dose before the dose gap. The dose peak grew when increasing the magnitude of the shift, reaching doses up to 80 Gy for the cases with q ¼ þ3% [ Fig. 4(c) ] and x ¼ 5mm (Fig. 5, right) , which represents a 30% overdose with respect to the dose prescription (60Gy). The following corrections tried to decrease this overdose but this led to dose distributions that diverged from the optimal solution.
3.B. Patient cases
According to the results obtained from the full MC-based optimization (Table IV) , and considering our reference case, the target D 5À95 threshold for the early stopping criteria of the inner loop in the hybrid method (iSC2) was set to 3. (Table V) . The hybrid method was able to correct for the differences between PB-MC, thereby providing plans with target coverage within the clinical constraints in all cases (Table V) . Plan quality varied according to the stopping criteria used in optimization. For all patients, the best target coverage was obtained by using DPE <0.25 Gy as stopping criterion for the outer loop (oSC1), with a minimum D 95 of 97.5%, 97.6%, and 97.8% of the dose prescription for prostate, brain, and lung respectively. Figure 6 shows the similarity between the dose distributions obtained from the full MC and the hybrid PB-MC optimization, for the three patient cases using the stopping criteria [iSC1, oSC1]. However, this combination [iSC1, oSC1] reached the maximum number of iterations for the outer loop without satisfying condition DPE <0.25 Gy (#iter = 5*) for prostate and brain cases. In contrast, using the combination [iSC2, oSC1] led to plans with DPE <0.25 Gy after two iterations for prostate, and three iterations for brain and lung cases (Table V) . Using the clinical constraints for D 95 and D 5 as stopping criteria (oSC2) terminated the optimization after only 1 iteration of the outer loop for all patients. This led to slightly lower target coverage, compared to the results for oSC1, with minimum D 95 equal to 96.8%, 96.6%, and 96.8% of the dose prescription for prostate, brain, and lung respectively. The values of D 5 were always below 103.5% of the dose prescription, regardless of the used stopping criteria.
The dose to OARs in the hybrid plans was also influenced by the stopping criteria used for the inner and outer loops. This is illustrated with the DVHs presented in Figs. 7 (prostate), 8 (brain), and 9 (lung). In general, the lowest doses were obtained when applying the convergence condition ( < 0.005) to the inner loop (iSC1). This resulted in DVHs that were equivalent to the reference full MC case (Figs. 7-9, plots a-b) . In the prostate case, the femoral heads volume that received a dose equal or bigger than 50 Gy was less than 3% (V 50 <3%), for combinations [iSC1, oSC1] and [iSC1, oSC2], which is very close to the reference case where V 50 <2%. In the bladder, V 60 equaled 10% for [iSC1, oSC1] and 12% for [iSC1, oSC2], which is equivalent to the reference value (V 60 = 12%). The dose to the rectum was also the same as in the reference case (V 60 = 7%), with a V 60 = 6% and 7% for combinations [iSC1, oSC1] and [iSC1, oSC2], respectively. For the brain case, the condition [iSC1, oSC1] led to a dose in the brainstem with D 2 equal to 59.6 Gy, which was identical to reference case value (D 2 = 59.8 Gy); and D 2 for the spinal cord differed in no more than 1 Gy. The lung case presented a D mean for the spinal cord that was slightly reduced (<1 Gy) with respect to the reference when using the criteria [iSC1, oSC1] [ Fig. 9(a) ]. The rest of the OARs not mentioned here presented a DVH that totally overlapped those in the reference case, implying an identical dose distribution.
If the early stopping criteria for the inner loop (iSC2) were used instead, the doses to certain OARs for prostate and lung cases were slightly higher than the reference full MC plans. the V 60 for rectum and bladder were 1% and 2% higher than the reference case respectively. For the brain case, using iSC2 as termination criteria led to dose distributions that were similar to those given by iSC1 [ Figs. 8(c)-8(d) ].
3.C. Computation time
The time (t _ __ d ) required to compute the accurate forward dose distribution employed to calculate the correction c was approximately 192 s for the prostate (5 9 10 7 particles), 46 s for the brain (10 7 particles), and 256 s for the lung (5 9 10 7 particles). The time employed to compute the accurate dose influence matrix ( ___ P ¼ P MC ) with 10 5 particles per spot (t _ __ P ) was equal to 2346 s in the prostate case, 660 s in the brain case, and 4160 s in the lung case. This represents a reduction in a factor 14 on average (t ___ p =t ___ d )of the time spent in MC computation. This factor could be interpreted as the gain in computation time for the hybrid method with respect to the full MC optimization when only one correction (#iter = 1) is needed, provided that the time (tP) required to compute the approximate dose influence matrix and the optimization time after correction are small enough. Arguments supporting these assumptions, together with some data summarizing the time employed in optimization and dose calculation for commercial TPS are presented in the Discussion section.
The computation time increases with the number of protons used in the MC simulation, as well as with the number of voxels traversed by the simulated protons. This explains the longer times obtained for prostate and lung cases; since the target was deeper than in the brain case, and more particles were simulated.
DISCUSSION
The present study was divided in two parts. The first part consisted in analyzing the performance of the hybrid method when including different dose calculation errors. Each error was simulated individually in a controlled environment, using a single dose engine to avoid the dose discrepancies inherent to the use of two different algorithms, such as PB and MC, which could make the interpretation of results more difficult. The second part aimed to quantify the potential of using the hybrid method in clinical practice for IMPT treatments. Therefore, the hybrid method was applied to three clinical cases, simulating a realistic situation where two different dose engines were used: the MC code MCsquare and the PB algorithm in FoCa. The gain in computation time of the hybrid method with respect to the full MC-based optimization approach was also quantified.
The analysis of the four test cases revealed poor performance of the hybrid method for the cases involving shifts in the dose distributions, namely, range errors and lateral dose displacements. In these cases, the dose after correction were usually worse than those before correction (c = 0), even for small errors (q ¼ AE1:5%, x ¼ 2:5mm), which indicates a divergence of the algorithm. Dose degradation was especially strong when large shifts were introduced (q ¼ AE3%, x ¼ 2:5mm). For instance, D 95 decreased to 80% of the prescribed dose in the case with a lateral displacement of 5 mm (x ¼ 2:5mm), and to 59% of the prescribed dose in the case with a range undershoot of 3% (q ¼ þ3%). In both cases, the target overdose led to D 5 that were larger than 120% of the dose prescription. This behavior can be explained by 
ping criteria iSC1 and iSC2. In both cases, the results after correction when applying the two different stopping criteria for the outer loop (oSC1 and oSC2) are presented. The number of iterations (#iter) needed to reach oSC1 and oSC2 is presented in the 4th column. In cases where the maximum number of iterations (#iter = 5) is reached without satisfying the SC, an asterisk is presented next to the value (#iter = 5* looking at the dose profiles in Figs. 2-5. The algorithm was unable to compensate for the lack of dose in the region of the shift. After the first correction (t = 1), a peak of high dose appeared just before the under-dosage region. In the following corrections (t = 2-5), the algorithm tried to get rid of this hot spot without success, which caused degradation of both target coverage and overdose. This is also illustrated in Previous studies about hybrid methods in conventional radiotherapy [16] [17] [18] concluded that good performance of the algorithm is ensured, provided that the differences between the two dose engines are small. However, our results demonstrated that on top of the magnitude, the type of error plays also an important role, since the algorithm fails in cases involving a shift of the dose distribution, even if the shift is small. This is an important issue for proton therapy plans, where the proton range estimation can easily differ from one dose engine to another. Therefore, proton range estimations must agree perfectly between the two dose engines used in the hybrid workflow, in order to ensure good performance. This means that the range of a proton beam passing through a homogeneous material of a given stopping power must be the same for both algorithms. Applying the hybrid method to realistic patients gave us an insight about its potential use in clinical practice. The method exhibited very good performance for all patients, with final accurate dose distributions that always fulfilled the clinical constraints for the target volume and were very similar to the full MC plans used as reference. Note that in our workflow, the proton ranges from FoCa and MCsquare were in perfect agreement for a given stopping power, satisfying the requirement stated above. Moreover, the dose kernels used by the PB algorithm to compute the approximate dose influence matrix (P) were computed with the same MC code (MCsquare) used for forward accurate dose calculation ( ___ d). This ensures a good performance of the algorithm, avoiding situations such as those presented in the test cases involving sharp range shifts.
The dose to OARs, as well as the number of corrections needed by the hybrid algorithm, depended strongly on the stopping criteria used. Since the goal is to use the hybrid method in clinical practice, a good trade-off between computation time (number of corrections) and quality of the plan must be found. According to our results, combining a convergence condition ( < 0.005) for the inner loop (iSC1) with an early stopping criteria (D 95 prescription with respect to the values for the full MC plan, and dose to OARs that were equivalent to the full MC plan. If the early stopping criteria based on the target volume metrics (D 95 , D 5 and D ) were used for the inner loop (iSC2) instead of the convergence condition, the algorithm stopped also after one iteration but a higher dose to OARs was often obtained. This could be explained by the fact that our early stopping criteria concerned only the target dose. Therefore, it could be avoided by adding some extra dose constraints regarding the OARs in the stopping criteria.
If only one correction is needed to achieve a good plan with the hybrid method, as suggested by our results, the computation factor would decrease by a factor 14 on average with respect to the full MC approach. This is significantly bigger than the factor 5 achieved by Li et al.
14,15 with their adaptive particle sampling scheme. Note that in our case, this factor was computed by dividing the time employed to compute the accurate dose influence matrix in the full MC approach (t___ p ) by the time needed to compute the accurate forward dose used in the correction matrix (t___ d ). Ideally, the time to compute the analytical dose influence matrix (tP) and the time for subsequent optimization (t opt ) after correction (#iter > 0) should be added to t___ d to properly compute the gain factor. However, commercial TPSs usually achieve tP (1 min, 27, 28 and total plan optimization can be also carried out in only a few seconds (t opt (1 min), 29 which can be neglected in
Brain comparison with the reported t___ p . Both contributions would depend on the total number of spots and the voxel size, but estimating as maximum tP + t opt % 1 min, the gain factor would be then 9, 6 and 13 for prostate, brain, and lung cases, respectively, which is still bigger than 5.
In this study, the number of particles that were simulated for accurate forward dose distribution ( ___ d) was chosen so that the target doses are computed with a mean relative statistical precision r mean of <0.8% and with a maximum r max below 1.5%, but additional time could be saved by relaxing the latter to <2% 17 in combination with denoizing techniques. 30, 31 Simulating fewer particles (r max >2%) is not recommended since it would reduce optimization precision, due to statistical noise caused by limited particle sampling. 17, [32] [33] [34] Lower precision would also compromise deterministic reproducibility of the results across different runs of the same plan.
For the sake of simplicity, optimization in this study relied on a PTV; although it is well-known that robust optimization is recommended in proton therapy in order to ensure robustness against treatment delivery errors such as patient setup or range errors, among others. 3, [35] [36] [37] One of the most popular strategies for robust optimization follows a worst-case approach, 36, 37 where the objective function is evaluated for different error scenarios and each optimization steps considers only the currently highest objective value, corresponding to the worst-case scenario. The hybrid method could be adapted to such scheme of robust optimization, by simply computing a correction matrix for each scenario. The total computation time would be multiplied by the number of scenarios, but the relative gain factor with respect to full MC robust optimization would remain the same as reported in this study.
CONCLUSION
In this work, we analyzed the performance of PB-MC hybrid optimization for IMPT treatments, a simple strategy that combines the speed of analytical algorithms with the advantages of MC planning. Our results showed excellent performance of the hybrid method for the clinical cases under study, provided that the proton range estimations in homogeneous media from the two dose engines involved are perfectly aligned.
The hybrid method can be easily implemented within most TPSs, with only minor changes to the existing optimization workflow, which makes it an appealing tool to be used together with commercial TPSs to get accurate plans without the integration of a MC dose engine within the TPS.
In the following, we present three theoretical cases (scaling, convolution and shift) where the approximate dose influence matrix (P) is modeled in matrix form as a perturbation of the accurate dose influence matrix ( ___ P). ___ P is simulated as the identity matrix I for the sake of simplicity.
• Scaling Let assume a scaling factor a that will multiply the accurate dose influence matrix ___ P, P ¼ a ___ P ¼ a Then we have ___ PP T ¼ ___ P a ___ PÞ T ¼ a ___ P ___ P T , which is trivially positive since for any real invertible matrix M, the product M T M is a positive definite matrix. The eigenvalues of aI are evidently positive too.
• Convolution Let C denote the convolution matrix that will multiply the accurate dose influence matrix ___ P, P ¼ C ___ P ¼ The eigenvalues of ___ PP T are always positive, regardless of the value of , provided that [ 0:
• Shift Let S x be the permutation operator that will introduce a shift in the accurate dose influence matrix ___ P, The eigenvalues of ___ PP T comprise negative and complex numbers, which tell us that ___ PP T is not positive definite.
The three cases presented above demonstrated that the convergence of the hybrid method to a result close to the full MC optimization is ensured for cases that do not involve any shift of the dose distribution (scaling, convolution). However, when a shift is present the convergence of the algorithm is not guaranteed.
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