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THE COMMUTATIVE NONASSOCIATIVE ALGEBRA OF METRIC
CURVATURE TENSORS
DANIEL J. F. FOX
Abstract. It is implicit in the work of Hamilton and Huisken on the Ricci flow that the tensors of
metric curvature type form a commutative nonassociative algebra for which the Killing type trace-
form is nondegenerate and invariant. Such an algebra is determined up to isometric isomorphism
by the orthogonal group orbit of the homogeneous cubic polynomial determined by its structure
tensor and the metric. The Weyl (Ricci-flat) tensors form a subalgebra, and the cubic polynomial
associated to this subalgebra is harmonic, and the norm of its Hessian is a multiple of the quadratic
form determined by the invariant pairing. The subalgebra of Kähler curvature tensors is also
discussed and the analogous claim is proved for the subalgebra of Ricci-flat Kähler curvature
tensors on a Kähler vector space. In dimension four, the self-dual Weyl tensors form a five-
dimensional subalgebra equivariantly isometrically isomorphic to the deunitalization of the Jordan
product on 3 × 3 symmetric matrices, and the associated cubic polynomial is the five variable
cubic isoparametric polynomial of Cartan.
The proofs involve the construction of explicit nontrivial idempotents in these subalgebras,
and the bulk of the paper is devoted to the construction and description of idempotents.
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1. Introduction
Let V be an n-dimensional real vector space equipped with a metric hij . Let MC(V
∗) be the
n2(n2−1)/12-dimensional vector space of tensors Yijkl having metric curvature tensor type, meaning
MC(V∗) = {Yijkl ∈ ⊗4V∗ : Y[ij]kl = Yijkl = Yij[kl] ,Y[ijk]l = 0}.(1.1)
Any Yijkl ∈MC(V∗) satisfies Yklij = Yijkl and Yi(jk)l is symmetric in i and l.
The metric curvature tensors of Weyl type MCW(V
∗) comprise the kernel ker ρ of the Ricci trace
ρ defined by ρ : MC(V∗) → S2(V∗) by ρ(Y)ij = Ypij p. Note that ρ(Y)ij is symmetric because
2 ρ(Y)[ij] = −Yijklhkl = 0. The trace s(Y) is the scalar curvature of Y.
The polarization of the quadratic form appearing in the calculation of the Laplacian of the curva-
ture tensor of a Riemannian metric or the description of the evolution of the curvature tensor under
the Ricci flow obtained by Hamilton [27, 28, 29] can be viewed as a commutative nonassociative
multiplication ⊛ on MC(V∗).
Example 1.1. Let ∇ be the Levi-Civita connection of a Riemannian metric gij with curvature
tensor Rijkl = Rijk
pgpl defined by 2∇[i∇j]αk = −Rijk pαp and Ricci tensor Rij = Rpij p. The
Laplacian ∆ = DpDp satisfies
∆Rijkl = 2(R⊛ R)ijkl − 2Rp[iRj] p kl − 2∇i∇[kRl]j + 2∇j∇[kRl]i.(1.2)
(For the proof see Lemma 7.2 of [27], though note that in [27] the curvature tensor has the sign
opposite to that used here.) Let ∇(t) be the Levi-Civita connection of a solution g(t)ij of the Ricci
flow ddtg(t)ij = −2R(t)ij . The curvature tensor Rijkl evolves according to
d
dtRijkl = ∆Rijkl − 2(R⊛ R)ijkl + 2Rp[iRj] p kl + 2Rp[kRl] p ij .(1.3)
(For the proof see Theorem 7.1 of [27].) ⊠
In this paper (MC(V∗),⊛) and its subalgebras are studied as commutative nonassociative alge-
bras, with no immediate aim of applications to Ricci flow. Here these algebras are regarded as
interesting examples from the point of view of the general theory of commutative nonassociative
algebras. In particular they have some features in common with simple real Euclidean Jordan al-
gebras. Nonetheless, it is expected that the results will be of use in studying curvature conditions
on manifolds. Some of the features of the algebra (MC(V∗),⊛) are used implicitly in the study
of the Ricci flow, e.g. in the work of R. Hamilton [27, 28, 29], G. Huisken [33], C. Böhm and B.
Wilking [3], B. Wilking [58], S. Brendle [8, 7, 6], S. Brendle and R. Schoen [9], and T. Richard and
H. Seshadri [42, 43, 44], and are, at least implicitly, well known to experts on the Ricci flow. The
algebraic perspective makes some of the manipulations used in such studies appear more natural,
and focuses attention on certain structural features, namely the invariance and nondegeneracy of
the Killing type trace form and the identification of idempotent elements and the spectra of their
left multiplication operators, that are perhaps not so self-evidently fundamental from the geometric
perspective. (The relation with the Lie algebraic approach of [3, 58] is discussed in the main text.)
The definition of ⊛ and its basic properties are described in in Section 3. Lemma 3.1 summarizes
the basic properties of ⊛ implicit in the work of Hamilton and Huisken, and gives the following
apparently new construction of ⊛. Lemma 2.6 shows that X ∈ MC(V∗) determines a self-adjoint
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endomorphism X̂ of ⊗kV∗ that preserves the type (by symmetries) of tensors, so induces an endo-
morphism X̂W of any O(n)-submodule W ⊂ ⊗kV∗. In particular X determines an endomorphism
X̂MC(V∗) of MC(V
∗). Lemma 3.1 shows that X̂(Y) = X⊛ Y = Ŷ(X) for X,Y ∈MC(V∗).
Lemma 4.4 shows that the metric curvature tensors of Weyl type MCW(V
∗) constitute a subal-
gebra of (MC(V∗),⊛).
If (V, h, J, ω) is a Kähler vector space, meaning ω is a constant symplectic form and J is a complex
structure such that Ji
phpj = ωij , the subspace MCK(V
∗) of Kähler curvature tensors comprises
those X ∈ MC(V∗) satisfying Ji pJj qXpqkl = Xijkl. Lemmas 7.9 and 7.10 show that MCK(V∗) and
its subspace, MCK,W(V
∗) = MCK(V∗) ∩MCW(V∗) comprising Kähler curvature tensors of Weyl
type, are subalgebras of (MC(V∗),⊛).
Most of the text is aimed at describing algebraic aspects of the subalgebras (MCW(V
∗),⊛) and
(MCK,W(V
∗),⊛) with the aim of facilitating their characterization. This aim is achieved for the
anti-self-dual Weyl tensors MC−W(V
∗) on a 4-dimensional Riemannian vector space (by Lemma
7.44. By Lemma 6.27, MC−W(V
∗) is a subalgebra of (MC(V∗),⊛), and by Theorem 1.4 show that
this subalgebra is isomorphic to the algebra of trace-free 3×3 symmetric real matrices equipped with
the product given by the trace-free part of the usual Jordan product (the subalgebra (MC−W(V
∗),⊛)
coincides with (MCK,W(V
∗),⊛) if V∗ is endowed with a Kähler structure). This is discussed further
below.
Commutative nonassociative algebras of the sort of which (MCW(V
∗),⊛) and its subalgebras
are typical abound. They have been studied principally in two related contexts. In the theory of
finite groups they appear as objects on which finite groups act by automorphisms. For example
Griess originally constructed the monster finite simple group as the group of automorphisms of
a commutative nonassociative algebra. See [24] and also A. A. Ivanov’s [34] for discussion and
references. Many other finite simple groups can be constructed in this way; see for example [21],
[30], [46], and [50]. In the theory of vertex operator algebras such algebras appear as the degree 2
parts of the OZ vertex operator algebras (see [25] for the definitions and [38] for proofs). Related
ideas have been pursued in the context of axial algebras, for which [26] is a good starting point.
On the other hand, the class of commutative not necessarily associative algebras with no ad-
ditional structure is too general to admit a good theory. In both the mentioned contexts the
commutative algebra (A, ◦) satisfies the further condition that it is metrized meaning it is equipped
with a nondegenerate bilinear form h that is invariant in the sense that the cubic form h(x ◦ y, z)
is completely symmetric in x, y, z ∈ A. Such a metrized commutative algebra (A, ◦, h) is deter-
mined up to isometric isomorphism by the orthogonal group orbit of the associated homogeneous
cubic polynomial, P (x), defined by 6P (x) = h(x ◦ x, x), for P and the metric h determine the
multiplication ◦ via the polarization identity
h(x, y ◦ z) = P (x+ y + z)− P (x+ y)− P (y + z)− P (x+ z) + P (x) + P (y) + P (z).(1.4)
In this language, the observation due to G. Huisken that a certain trilinear form on MC(V∗) is
completely symmetric is the statement that the metric induced on MC(V∗) is invariant (see Lemma
3.1), so (MC(V∗),⊛, h) and its subalgebras fit into this framework. For general background on
commutative algebras carrying an invariant metric see for example [4], [39], and [54].
In one particularly interesting class of examples considered previously by the author in [18] in
a context related to affine spheres, some special cases of which are considered in [39] (see further
remarks below), the algebra is nonunital (this can always be arranged by considering the retraction
along a unit); exact, meaning that its (left) multiplication representation L◦ : A → End(A) defined
by L◦(x) = x ◦ y satisfies trL◦(x) = 0 for all x ∈ A (this condition is called harmonic in [39]);
and Killing Einstein, meaning that the bilinear form h is a nonzero multiple of the bilinear form
τ(x, y) = trL◦(x)L◦(y). The last two conditions, exact and Killing Einstein, are equivalent to the
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requirements that the associated cubic polynomial P be h-harmonic and satisfy
|HessP |2h = κ|x|2h(1.5)
where the Hessian and the norms are defined by the metric h and κ is a nonzero constant. These
conditions and the terminology for them are motivated in [20], where they are studied systematically.
Theorem 1.2 shows the nondegeneracy and invariance of the trace form τ of (MCW(V
∗),⊛).
Theorem 1.2. Let (V, h) be a Riemannian vector space of dimension at least 4. Let h be the in-
variant metric on MCW(V
∗) given by h(X,Y) = XijklYijkl. Define L : MCW(V∗)→ End(MCW(V∗))
by L(X)Y = X⊛ Y.
(1) The restriction to MCW(V
∗) of the cubic polynomial P (X) = 〈X ⊛ X,X〉 is h-harmonic.
Equivalently trL(X) = 0 for all X ∈MCW(V∗).
(2) The trace-form τ(X,Y) = trL(X)L(Y) is a nonzero constant multiple of the metric h.
(3) If dimV > 4, then (MCW(V
∗),⊛) is simple.
The analogous theorem is proved for (MCK,W(V
∗),⊛).
Theorem 1.3. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n ≥ 4. Let h be the
metric on MCK,W(V
∗) given by h(X,Y) = XijklYijkl. Define L : MCK,W(V∗) → End(MCK,W(V∗))
by L(X)Y = X⊛ Y.
(1) The restriction to MCK,W(V
∗) of the cubic polynomial P (X) = 〈X ⊛ X,X〉 is h-harmonic.
Equivalently trL(X) = 0 for all X ∈MCK,W(V∗)).
(2) The trace-form τ(X,Y) = trL(X)L(Y) is a nonzero constant multiple of the metric h.
(3) If dimV > 4, then (MCK,W(V
∗),⊛) is simple.
Theorems 1.2 and 1.3 are deduced from the general Theorems 3.7 and 3.8. The key point
for applying Theorems 3.7 and 3.8 is that the multiplication ⊛ is nontrivial on the subalgebras
(MCW(V
∗),⊛) or (MCK,W(V∗),⊛). Although by Remark 3.9 this implies the existence of a non-
trivial idempotent in these subalgebras, the nontriviality itself is most easily deduced by exhibiting
a nontrivial idempotent. Because the calculation of idempotents offers information that will be
useful for further study of these algebras, it is of interest in and of itself, and this is the route taken
here, even though the analysis of idempotents made here is more detailed than is necessary for the
proofs of Theorems 1.2 and 1.3.
Much of the paper is devoted to various constructions of idempotents. These are likely to be
of use in other contexts. For example, the formalism yields a conceptually simple proof of the
Böhm-Wilking theorem (see section 4.4) used in the construction of curvature cones, and a Kähler
version of this theorem is also proved (see Theorem 7.49).
By Lemma 3.6, (MC(V∗),⊛, h) and its cubic polynomial P (X) are O(h)-invariant, and likewise
(MCK(V
∗),⊛, h) and its cubic polynomial are U(n) invariant. Among metrized commutative alge-
bras those that have large automorphism groups are somewhat exceptional. That a Lie group G
acts on a metrized commutative algbera by automorphisms has the consequence that the orbit of
an idempotent is a G homogeneous space, and it would be interesting to obtain the complete de-
scription of these orbits for subalgebras of (MC(V∗),⊛). Lemma 4.14 gives explicit constructions of
idempotents in (MCW(V
∗),⊛) for dimV ≥ 4. A specialization of Lemma 4.14 yields Corollary 7.32,
which gives explicit idempotents in (MCK,W(V
∗),⊛). Lemma 6.4 shows that when dimV∗ = 2n ≥ 4,
certain of the idempotents in MCW(V
∗) produced by Lemma 4.14 constitute an orbit of O(2n) act-
ing in MCW(V
∗) identified with the the space SO(2n)/U(n) of orthogonal complex structures on
V inducing a given orientation on V. Lemmas 7.35 and 7.38 give further explicit constructions of
idempotent elements of MCK,W(V
∗) for dimV ≥ 4. Lemma 7.3 shows that the idempotents in
MCK,W(V
∗) produced by Lemma 7.38 constitute an orbit of U(n) acting in MCK,W(V∗) identified
with the special Lagrangian Grassmannian SU(n)/SO(n) (where 2n = dimV).
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For dimV even, Lemma 4.14 also describes the spectrum of the endomorphisms of
∧
2V∗ induced
by the idempotents constructed in Lemma 4.14 and some relations among them. Similar information
is obtained for the idempotents constructed in Lemma 7.38.
The two conditions shown in Theorems 1.2 and 1.3, the nondegeneracy and invariance of the
particular trace form τ(x, y) = trL◦(x)L◦(y), are stronger than might at first be apparent, and
the algebras satisfying these conditions form an interesting class, sufficiently large to admit diverse
interesting examples, yet sufficiently restricted in behavior to appear amenable to classification.
V. L. Popov’s [41] contains a very general discussion of invariants of algebras constructed from
traces of products of powers of their multiplication operators addressing questions such as when
does a module for a group G admit a nontrivial G-invariant multiplication that is simple or has
automorphism group equal to G. Specific instances of this last question are addressed in [14], for
G = SL(2), and [16], for certain exceptional Lie groups.
The invariance of the particular Killing type form τ seems to be a structurally important condi-
tion. Its importance has been explicitly indicated in work of A. Ryba, for example [46], constructing
commutative nonassociative algebras on which certain finite simple groups act by automorphisms
(see in particular Lemma 9.1 of [46]), and in the work of V. G. Tkachev and collaborators dedicated
to a general program, detailed in [39], of constructing homogeneous solutions to certain geometri-
cally motivated linear and fully nonlinear elliptic partial differential equations, for example those
describing minimal cones, by studying the algebras associated with completely symmetric cubic
forms, which they call algebras of cubic forms or Freudenthal-Springer algerbas.
An interesting class of examples of commutative nonassociative algebras satisfying these prop-
erties, relevant here for the statement of Theorem 1.4 below, are the deunitalizations of the finite-
dimensional simple real Euclidean Jordan algebras. In this case the corresponding cubic polynomials
P are the cubic isoparametric polynomials of Cartan. (Some version of this claim appears in the
discussion surrounding Theorem 3.3 in S. Okubo’s [40], and it appears explicitly in chapter 6 of
[39] and section 10.3 of [51].) Tkachev has shown that these particular examples satisfy further
constraints in addition to (1.5). In chapter 6 of [39], a commutative nonassociative algebra (A, ◦)
with an invariant inner product h is said to be an REC algebra (called by the alternative name
Hsiang algebra in [51, 55]) if there is θ ∈ R such that
h(x ◦ x, x ◦ x) trL(x)− h(x ◦ x, x ◦ (x ◦ x)) = 23θh(x, x)h(x ◦ x, x).(1.6)
Equation (1.6) is an algebraic reformulation of equation (1) of W.-y. Hsiang’s [32] that characterizes
the homogeneous irreducible polynomials whose 0-level sets are minimal cones. In Tkachev’s related
unpublished work [55] and in section 10 of [51], REC algebras are renamed Hsiang algebras in light
of their connection with [32]. In [39, 52] it is shown that the cubic isoparametric polynomials satisfy
(1.6). That the cubic isoparametric polynomials solve (1.5) was observed in section 7 of [18] and
[19], and is also shown in Equation (6.4.15) (see also Proposition 6.11.1 and Corollary 6.11.2) of
[39]. In [55] there are identified two classes of Hsiang algebras, called exceptional and mutant, and
it is shown that a Hsiang algebra satisfies (1.5) if and only if it is exceptional or mutant. The
exceptional Hsiang algebras include those associated with the cubic isoparametric polynomials of
Cartan; see chapter 6 of [39] for details. By Theorem 6.11.2 of [39] there are only finitely many
isomorphism classes of exceptional and mutant Hsiang algebras, so the subsets of solutions of either
of (1.5) and (1.6) solving the other is in a sense small.
A basic problem is to describe (MC(V∗),⊛), or its subalgebras more explicitly, in terms of known
objects. For example, when dimV = 2, the one-dimensional algebra (MC(V∗),⊛) is isometrically
isomorphic to the field of real numbers. Section 5 treats the case dimV = 3. In this case the
6-dimensional algebra (MC(V∗),⊛) is linearly isomorphic to S2V∗ and, transported to S2V∗, the
product ⊛ can be expressed in terms of familiar operations on symmetric endomorphisms. Theorem
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5.1 describes the the product on S2V∗ corresponding to ⊛ as
A ⋄B = 12 (A ◦B +B ◦A)− 14 (tr(A)B + tr(B)A+ tr(AB)I) + 14 (trA)(trB)I.(1.7)
In particular, this product is nonunital and it is not the Jordan product 12 (A ◦B +B ◦A).
In higher dimensions the characterization of (MC(V∗),⊛) remains a problem, but when dimV = 4
the 5-dimensional subalgebra of anti-self-dual Weyl curvature tensors can be described explicitly.
When dimV = 4 the algebra MCW(V
∗) splits as a direct sum of the two commuting subalgebras
MC
±
W(V
∗) comprising self-dual and anti-self-dual Weyl tensors. The next result is that these sub-
algebras are SO(3)-equivariantly isomorphic to the deunitalization of the six-dimensional rank 3
simple real Euclidean Jordan algebra of symmetric endomorphisms of a 3-dimensional vector space.
The vector space Herm(n,R) = Herm(W, g) of symmetric endomorphisms of an n-dimensional
Riemannian vector space (W, g) equipped with the multiplication ⊚ that is the symmetric part
of the ordinary composition of endomorphisms is a n(n + 1)/2-dimensional simple real Euclidean
Jordan algebra with unit. Its deunitalization is the (n + 2)(n − 1)/2-dimensional commutative,
nonassociative, nonunital algebra obtained by retraction along the unit. Precisely, this is the
algebra Herm0(n,R) = Herm0(W, g) = {A ∈ Herm(W, g) : trA = 0} of trace-free symmetric
endomorphisms of (W, g) equipped with the multiplication
A ⋄B = 12
(
A ◦B +B ◦A− 1n tr(A ◦B +B ◦A) IdW
)
,(1.8)
and the invariant inner product G(A,B) = 12n tr(A◦B+B ◦A) = 1n tr(A◦B). That G be invariant
means G(A ⋄B,C) = G(A,B ⋄C) for A,B,C ∈ Herm0(W, g). It can be checked directly that when
dimW = 3,
G(A ⋄A,A) = 13 tr(A3) = detA.(1.9)
(These claims follow from standard formulas that can be found in [17], and are demonstrated more
or less explicitly in [20] and section 10 of [51].) The five-variable cubic polynomial detA is one of
the cubic isoparametric polynomials of Cartan; see Remark 6.10 and [20]. It solves both (1.5) and
(1.6).
There are linear maps assigning to X ∈MCW(V∗) endomorphisms X̂ ∈ End(
∧
2
±V
∗) of the spaces∧
2
±V
∗ of self-dual and anti-self-dual 2-forms (for the definition see Lemma 2.6 and Example 2.10).
These maps induce SU(2)-module isomorphisms MC±W(V
∗) ≃ Herm0(
∧
2
±V
∗, h) (e.g. see 1.127 in
[2]). The content of Theorem 1.4 is that a suitable multiple of these maps is an algebra isomorphism.
Theorem 1.4. Let (V, h, ǫ) be a 4-dimensional oriented Riemannian vector space. Consider the de-
unitalization (Herm0(
∧
2
±V
∗, h), ⋄) of the 6-dimensional rank 3 simple real Euclidean Jordan algebra
Herm(3,R) of symmetric endomorphisms of a 3-dimensional Riemannian vector space, in its real-
ization as the trace-free symmetric endomorphisms of the 3-dimensional space
∧
2
±V
∗, equipped with
the product ⋄ equal to the traceless part of the symmetric part of the composition of endomorphisms
and the metric G(A,B) = 13 trA ◦B.
(1) The map Ψ : (MC±W(V
∗),⊛, 〈 · , · 〉)→ (Herm0(
∧
2
±V
∗, h), ⋄, 43G) defined by Ψ(X) = −3X̂ is
an SO(4)-equivariant isometric isomorphism.
(2) The trace-form τ⊛(X,Y) = trL⊛(X)L⊛(Y) on (MC
±
W(V
∗),⊛) satisfies τ⊛ = 2116h, where h is
the metric on MCW(V
∗) given by complete contraction with hij .
(3) The algebras (MC±W(V
∗),⊛, 〈 · , · 〉) are simple and contain no nontrivial square-zero ele-
ments.
Theorem 1.4 is proved at the end of Section 6.3. The isomorphism is described both conceptually
and explicitly.
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The conceptual proof is based on a calculation relating the endomorphisms of
∧
2V∗ given by
X̂⊛ Y and X̂ ◦ Ŷ, where ◦ denotes composition of endomorphisms, that shows
− 13 X̂⊛ Y = 12
(
X̂ ◦ Ŷ+ Ŷ ◦ X̂
)
− 16 tr(⋆̂X ◦ Ŷ) ⋆− 16 tr(X̂ ◦ Ŷ) Id∧2V∗ ,(1.10)
in which ◦ is composition of endomorphisms and ⋆ is the Hodge star operator on ∧2V∗ and the
involution it induces on MCW(V
∗); see Lemma 6.27 for details. Two proofs of this relation are
given. One uses the complete symmetry of the Riemannian version of the Bel-Robinson tensor
that is proved in Lemma 6.24 (following [13]). That the Bel-Robinson tensor is related to the
multiplication ⊛ seems not to have been noted previously.
The explicit isomorphism is based on the construction of a convenient basis of MC+W(V
∗) and
the calculation of the multiplication table for its elements. See Lemma 6.9.
It would be interesting to know whether the relation with cubic minimal cones of the cubic
isoparametric polynomial associated with (Herm0(
∧
2
±V
∗, h), ⋄) has a useful interpretation in terms
of curvature tensors. Similarly, it would be interesting to characterize the cubic polynomials of
(MC(V∗),⊛, h) and its subalgebras. Such a characterization might describe these polynomials as
the unique solutions of some system of partial differential equations similar to (1.5) and (1.6). For
example, Theorem 1.4 shows that, when dimV = 4, the cubic polynomial of (MC±W(V
∗),⊛, h) is the
cubic isoparametric polynomial of Cartan, which admits various characterizations, both geometric
(in terms of the geometry of its level sets) and analytic (in terms of solving some particular partial
differential equations). However, it is not clear to the author how to generalize the description in
terms of exceptional Hsiang algebras (that is (1.6)) given by Tkachev to the cubic polynomial of
(MC(V∗),⊛, h) when dimV > 4.
The simplicity of the algebras (MC±W(V
∗),⊛), (MCW(V∗),⊛), and (MCK(V∗),⊛) could perhaps
appear unremarkable in light of a result of Popov showing that, over an algebraically closed field k
of characteristic zero, a generic algebra is simple. Precisely, Theorem 4 of [41] shows that the set of
structure tensors of simple algebras over k is open and dense. However, the first Theorem 3 (due
to a typographical error in [41], its Theorem 2 is mislabeled as Theorem 3) of [41] shows that a
generic (in the same sense) algebra has trivial automorphism group, whereas (MC±W(V
∗),⊛, 〈 · , · 〉),
(MCW(V
∗),⊛), and (MCK(V∗),⊛) have large automorphism groups that contain respectively the
Lie groups SO(4), SO(n), and SU(n), and so are atypical from this point of view.
Nonetheless, Theorem 5 of [41] shows that if the automorphism group of a finite-dimensional
algebra with nontrivial multiplication over k contains a connected algebraic subgroup that acts
irreducibly on the algebra, then the algebra is simple. Although the algebras considered here are
defined over R, Popov’s argument can be used essentially as written to show that (MCW(V
∗),⊛)
and (MCK,W(V
∗),⊛) are simple when dimV∗ > 4. A precise statement of a more general result is
given here as Theorem 3.7 and Corollaries 4.19 and 7.45 record its application to (MCW(V
∗),⊛)
and (MCK,W(V
∗),⊛) (in the case of (MC±W(V
∗),⊛, 〈 · , · 〉) a more illuminating direct argument is
given in the proof of Theorem 1.4).
For an indefinite signature metric, h, it should be interesting to obtain for the curvature algebra
(MCW(V
∗),⊛) results analogous to those obtained here. Section 8 discusses some other questions
raised by the results obtained here.
Since all claims in the paper are pure linear algebra, they extend straightforwardly to sections
of tensor bundles over smooth manifolds.
2. Preliminaries
2.1. Notational conventions. The abstract index conventions are employed wherever convenient.
Given a vector space V, αj1...jki1...il indicates an element of ⊗kV⊗⊗lV∗. Enclosure of indices in square
brackets or parentheses indicates complete antisymmetrization or complete symmetrization over the
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enclosed indices; indices delimited by vertical bars are omitted from such (anti)symmetrizations.
For example 2aijk = a[i|j|k + a(i|j|k) is the decomposition of aijk into its parts antisymmetric and
symmetric in the first and last index.
Indices are raised and lowered, respecting horizontal position, using a fixed symmetric bilinear
form hij (called a metric) and the inverse symmetric bivector h
ij satisfying hiphpj = δj
i. The
pair (V, h) is called a metric vector space. The metric hij is said to be Riemannian if it is positive
definite and in this case the pair (V, h) is called a Riemannian vector space. Most of the claims
of the paper work for metrics of arbitrary signature, if appropriate sign changes are made where
necessary, but to keep the exposition simple they are described only in the Riemannian case.
The metric hij determines an inner product on any submodule M ⊂ ⊗kV∗ ⊗ ⊗lV defined via
complete contraction with hij and h
ij by 〈α, β〉 = αj1...jli1...ikβb1...bla1...akhi1a1 . . . hikakhj1b1 . . . hjlbl .
The symmetric product α ⊙ β ∈ Sk+lV∗ of symmetric tensors α ∈ SkV∗ and β ∈ SlV∗ is
defined by complete symmetrization, (α⊙β)i1...ik+l = α(i1...ikβik+1...ik+l), whereas the wedge product
α ∧ β of antisymmetric tensors α ∈ ∧kV∗ and β ∈ ∧lV∗ is defined as a multiple of the complete
antisymmetrization of their tensor product, by (α ∧ β)i1...ik+l =
(
k+l
k
)
α[i1...ikβik+1...ik+l].
Remark 2.1. The reader should take care with respect to the conventions here regarding the
position of the lowered index of the curvature tensor of a metric, the sign on induced curvature
operators, and scaling of tensor norms are perhaps not the most common. In particular, the
curvature tensor of the Levi-Civita connection D, of gij is defined by 2D[iDj]X
k = Rijp
k and
the index is lowered according to Rijkl = Rijk
pgpl, which leads to defining the Ricci trace as
ρ(R)ij = Rpij
p by contraction on oppositely paired indices (rather than on paired indices, as is
more commonly done). The curvature operator on 2-forms is defined by R̂(α)ij = − 12αpqRpqij ,
the sign being needed so that positivity of R̂ implies positivity of the sectional curvature (whose
definition, with the preceding definition of Rijkl, requires an unaesthetic sign). Finally, the norms
used on tensor modules are those given by complete contraction with the metric rather than those
induced by the standard O(n)-representation. This would be bothersome in contexts related to
Hodge theory of harmonic forms, where it obliges the presence of irritating constant factors, but is
convenient for the sorts of computations made here. ⊠
2.2. Tensor modules. Let (V, h) be an n-dimensional metric vector space. By definition, an
element gi
j ∈ GL(V∗) is in the orthogonal group O(h) if and only if gi pgjp = hij , or, what
is the same (g−1)i j = gj i. The action of gi j ∈ GL(V∗) on Ai1...ikj1...jl ⊗k V ⊗ ⊗lV∗ is defined by
(g ·A)i1...ikj1...jl = gp1 i1 . . . gpk ik(g−1)j1 q1 . . . (g−1)jl qlAp1...pkq1...ql . If gi j ∈ O(h) this becomes
(g ·A)i1...ikj1...jl = gp1 i1 . . . gpk ikgq1 j1 . . . gql jlAp1...pkq1...ql .(2.1)
For X ∈ MC(V∗) and g ∈ O(h) there holds ρ(g · X) = g · ρ(X), so MCW(V∗) is an O(h)-submodule
of MC(V∗).
Via metric duality, the element α ∈ ⊗2(V∗) is identified with the endomorphism xj → xiαi j
of V, and the composition of the endomorphisms of V determined by raising the second indices of
αij , βij ∈ ⊗2V∗ is given by
(α ◦ β)i j = αp jβi p,(2.2)
The conventions are such that for x, y, z, w ∈ V∗,
(x⊗ y) ◦ (z ⊗ w) = 〈w, x〉z ⊗ y.(2.3)
The commutator of the pullback to ⊗2V∗ of the Lie bracket of endomorphisms (2.2) yields the
bracket [ · , · ] : ⊗2(V∗)×⊗2(V∗)→ ⊗2(V∗) given by
[α, β]ij = (α ◦ β − β ◦ α)ij = −2α[i pβ|p|j] = (−αi pδj q + δi pαq j)βpq,(2.4)
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for α, β ∈ ⊗2V∗. The composition ◦ decomposes by symmetries as α ◦ β = 12 [α, β] + α⊚ β where
(α⊚ β)ij =
1
2 (α ◦ β + β ◦ α)ij .(2.5)
There is written ad(α) for the endomorphism of ⊗2V∗ given by ad(α)β = [α, β]. When α ∈ ∧2V∗,
ad(α) is anti-self-adjoint, while when α ∈ S2V∗, ad(α) is self-adjoint.
The restriction to
∧
2V∗ of the bracket (2.4) has the form
[α, β]ij = (α ◦ β − β ◦ α)ij = −2αp[iβj] p = −2α[i [kδj] l]βkl,(2.6)
for α, β ∈ ∧2V∗, and with this bracket ∧2V∗ is isomorphic to the Lie algebra so(V, h). The
expression (2.6) shows that the tensor associated with ad(α) is −2α[i [kδj] l].
The action of αij ∈
∧
2V∗ ≃ so(n) on a tensor A induced by differentiating the action of O(n)
defined in (2.1) is written α ·A and has the explicit form
(α ·A)j1...jli1...ik =
l∑
r=1
αp
jrA
j1...jr−1pjr+1...jl
i1...ik
−
k∑
s=1
αis
pAj1...jli1...is−1pis+1...ik .(2.7)
Each filling of a Young diagram with k boxes by k distinct indices i1, . . . , ik determines the
submodule of ⊗kV∗ comprising tensors antisymmetric in the indices in any column of the filled
Young diagram, and such that there vanishes the antisymmetrization over a subset of indices
comprising the indices in any given column plus any index from any column to the right of the
given column. The tensors in such a submodule are said to have the type given by the filled Young
diagram.
Lemma 2.2 ([57], Theorem 5.7.A). An O(n)-module of covariant trace-free tensors on an n-
dimensional vector space having symmetries corresponding to a Young diagram for which the sum
of the lengths of the first two columns is greater than n is trivial.
For example, elements of MCW(V
∗) correspond to the Young diagram with four boxes in a 2× 2
square. Lemma 2.2 implies that MCW(V
∗) is trivial if dimV < 4. If n = dimV ≥ 4, the subspace
MCW(V
∗) = ker ρ ⊂MC(V∗) of metric Weyl curvature tensors has dimension
n2(n2−1)
12 − n(n+1)2 = (n+2)(n+1)n(n−3)12 = n−32
(
n+2
3
)
,(2.8)
and is a nontrivial irreducible O(V, h)-module. When dimV = 4 it decomposes as an SO(V, h)
-module into two five-dimensional submodules (see section 6.3).
2.3. The curvature tensor valued product of symmetric tensors. When k ≥ 2, it follows
from its definition that the symmetric bilinear map ? : Sk(V∗)× Sk(V∗)→ ⊗4V∗ defined by
(α ? β)ijkl = αk[i
p1...pk−2βj]lp1...pk−2 − αl[i p1...pk−2βj]kp1...pk−2 .(2.9)
satisfies (α ? β)[ijk]l = 0, so that (α ? β)ijkl ∈ MC(V∗). When k = 2 the map ? is half what is
usually called the Kulkarni-Nomizu product. There hold
ρ(α? β)ij = α(i
p1...pk−1βj)p1...pk−1 − 12αij p1...pk−2 tr(β)p1...pk−2 − 12βij p1...pk−2 tr(α)p1...pk−2 ,
s(α? β) = 〈α, β〉 − 〈trα, tr β〉,
(2.10)
where, tr(α)i1...ik−2 = αi1...ik−2p
p ∈ Sk−2V∗ for α ∈ Sk(V∗). In particular, for α ∈ S2(V∗),
ρ(α? h) = 2−n2 α− 12 tr(α)h, s(α? h) = (1− n) trα.(2.11)
Taking αij = hij in (2.11), yields that (h ? h)ijkl = 2hk[ihj]l satisfies
ρ(h? h) = (1− n)h, s(h ? h) = −n(n− 1).(2.12)
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Let S20(V
∗) = {α ∈ S2(V∗) : trα = 0}, let MCR(V∗) = {h ? α : α ∈ S20(V∗)} ⊂ MC(V∗),
and let MCS(V
∗) = Span {h ? h} ⊂ MC(V∗). By (2.11), if n > 2, the map α → h ? α is a
linear isomorphism from S20(V
∗) onto its image in MC(V∗), which is MCR(V∗). When n > 2,
MC(V∗) = MCW(V∗)⊕MCR(V∗)⊕MCS(V∗) is an orthogonal decomposition into irreducible O(n)-
modules (although MCW(V
∗) is trivial if dimV = 3). From (2.11) and (2.12) it follows that the
orthogonal projections PR : MC(V
∗)→MCR(V∗) and PS : MC(V∗)→MCS(V∗) are given by
PR(X) = − 2n−2 ρ◦(X) ? h, PS(X) = − 1n(n−1) s(X)h? h,(2.13)
where
ρ◦(X) = ρ(X)− 1n s(X)h, s(X) = tr ρ(X).(2.14)
Consequently, the trace-free part tf(X) of X ∈MC(V∗) is given by
tf(X) = X− PR(X)− PS(X) = X+ 2n−2 (ρ◦(X) ? h) + 1n(n−1) s(X)(h ? h)
= X+ 2n−2 (ρ(X) ? h)− 1(n−2)(n−1) s(X)(h ? h).
(2.15)
For α, β ∈ S2V∗, taking X = α? β in (2.15) and simplifying the result using (2.10) yields
tf(α ? β) = α? β
+ 1n−2
(
2(α⊚ β) ? h− tr(α)β ? h− tr(β)α ? h+ 1n−1 (tr(α) tr(β) − 〈α, β〉) h? h
)
.
(2.16)
For α, β, γ, σ ∈ S2V∗,
〈α ? β, γ ? σ〉 = 〈α, γ〉〈β, σ〉 + 〈α, σ〉〈β, γ〉 − tr(α ◦ γ ◦ β ◦ σ + α ◦ σ ◦ β ◦ γ).(2.17)
2.4. The curvature tensor valued product of two-forms.
Lemma 2.3. Let (V, h) be a Riemannian vector space. The orthogonal projection M : S2(
∧
2V∗)→
MC(V∗) is given by
M(Ψ)ijkl = Ψijkl −Ψ[ijk]l = 23Ψijkl − 13Ψjkil − 13Ψkijl = 23Ψijkl − 23Ψk[ij]l(2.18)
where Ψijkl ∈ S2(
∧
2V∗) means Ψklij = Ψijkl = Ψ[ij]kl = Ψij[kl].
Proof. That M(Ψ)ijkl ∈MC(V∗) and that M(Ψ) = Ψ if Ψ ∈MC(V∗) are verified straightforwardly.
This shows that M is a projection. To show that it is an orthogonal projection, it suffices to show
that it is self-adjoint. If Ψ,Θ ∈ S2(∧2V∗), then
〈M(Ψ),Θ〉 = 13Θijkl(2Ψijkl −Ψjkil −Ψkijl)
= 13Ψijkl(2Θ
ijkl −Θkijl −Θjkil) = 〈Ψ,M(Θ)〉.(2.19)
In particular, if Ψ ∈ S2(∧2V∗) satisfies 〈Ψ,X〉 = 0 for all X ∈ MC(V∗), then 0 = 〈Ψ,X〉 =
〈Ψ,M(X)〉 = 〈M(Ψ),X〉 for all X ∈ MC(V∗), so M(Ψ) = 0. This shows that the kernel of M
comprises the orthogonal complement of MC(V∗). 
Lemma 2.3 implies that, for α, β ∈ ∧2V∗,
(α · β)ijkl = M
(
3
2 (α ⊗ β + β ⊗ α)
)
= αijβkl + αklβij − αk[iβj]l + αl[iβj]k
= 32 (αijβkl + αklβij)− 12 (α ∧ β)ijkl ,
(2.20)
defines an O(h,V)-equivariant symmetric bilinear map ·∧2V∗×∧2V∗ →MC(V∗). For α, β ∈∈ ∧2V∗,
ρ(α · β)ij = 3αp(iβj) p = 3(α ◦ β)(ij) = 3(α⊚ β)ij , s(α · β) = −3〈α, β〉,(2.21)
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where ◦ is the composition defined in (2.2) and ⊚ is its symmetric part defined in (2.5). By (2.15)
and (2.21), for α, β ∈ ∧2(V∗) the projection of α · β ∈MC(V∗) onto MCW(V∗) is
tf(α · β) = α · β + 2n−2 ρ(α · β) ? h− 1(n−1)(n−2) s(α · β)h ? h
= α · β + 6n−2 (α⊚ β) ? h+ 3(n−1)(n−2) 〈α, β〉h ? h.
(2.22)
Since, by (2.21), 〈X, h? h〉 = −2 s(X) for any X ∈MC(V∗), by (2.21) there holds
〈α · β, h ? h〉 = 6〈α, β〉.(2.23)
If α, β, γ, σ ∈ ⊗2(V∗) are all symmetric or all antisymmetric, then
tr(α ◦ β ◦ γ ◦ σ) = tr(γ ◦ σ ◦ α ◦ β) + tr ([α ◦ β, γ ◦ σ]) = tr(β ◦ α ◦ σ ◦ γ).(2.24)
Using (2.24), a straightforward computation shows that for α, β, γ, σ ∈ ∧2(V∗),
〈α · β, γ · σ〉 = 3〈α, γ〉〈β, σ〉+ 3〈α, σ〉〈β, γ〉 + 3 tr(α ◦ γ ◦ β ◦ σ) + 3 tr(α ◦ σ ◦ β ◦ γ)
= 3〈α, γ〉〈β, σ〉+ 3〈α, σ〉〈β, γ〉 + 6 tr(α ◦ γ ◦ β ◦ σ),(2.25)
Similarly, for α, β ∈ ∧2V∗ and γ, σ ∈ S2V∗,
〈α · β, γ ? σ〉 = −6 tr(α ◦ γ ◦ β ◦ σ),(2.26)
Note that (2.23) is a special case of (2.26).
Lemma 2.4. Let (V, h) be a Riemannian vector space of dimension n ≥ 4. Let
W1 = Span {(x⊙ y) ? (z ⊙ w) : x, y, z, w ∈ V∗ are pairwise orthogonal} ,(2.27)
W2 = Span
{
α? β : α, β ∈ S20V∗, α ◦ β + β ◦ α = 0
}
,(2.28)
W3 = Span {(x ∧ y) · (z ∧w) : x, y, z, w ∈ V∗ are pairwise orthogonal} ,(2.29)
W4 = Span
{
α · β : α, β ∈ ∧2V∗, α ◦ β + β ◦ α = 0} .(2.30)
Then MCW(V
∗) = W1 = W2 = W3 = W4.
Proof. By (2.10), W2 ⊂MCW(V∗), and by (2.21), W4 ⊂MCW(V∗). For any x, y, z, w ∈ V∗,
8(x⊙ y) ? (z ⊙ w)
= (x ∧ z)⊗ (y ∧ w) + (y ∧ w)⊗ (x ∧ z) + (x ∧ w) ⊗ (y ∧ z) + (y ∧ z)⊗ (x ∧ w).(2.31)
2(x ∧ y) · (z ∧ w) = 2(x ∧ y)⊗ (z ∧w) + 2(z ∧ w)⊗ (x ∧ y)
+ (x ∧ z)⊗ (y ∧ w) + (y ∧ w)⊗ (x ∧ z)− (x ∧ w)⊗ (y ∧ z)− (y ∧ z)⊗ (x ∧ w).(2.32)
By (2.31) and (2.32),
4 ρ((x ⊙ y) ? (z ⊙ w)) = 〈x, z〉y ⊙ w + 〈x,w〉y ⊙ z + 〈y, z〉x⊙ w + 〈y, w〉x ⊙ z
− 2〈x, y〉z ⊙ w − 2〈z, w〉x⊙ y,(2.33)
ρ((x ∧ y) · (z ∧ w)) = 3 (〈y, z〉x⊙ w − 〈y, w〉x ⊙ z − 〈x, z〉y ⊙ w + 〈x,w〉y ⊙ z) ,(2.34)
so that if x, y, z, w are pairwise orthogonal (x ⊙ y) ? (z ⊙ w) ∈ MCW(V∗) and (x ∧ y) · (z ∧ w) ∈
MCW(V
∗). Consequently W1 and W3 are nontrivial. If x, y, z, w are pairwise orthogonal, then
x ⊙ y, z ⊙ w ∈ S20V∗ satisfy (x ⊙ y) ◦ (z ⊙ w) = 0, so W1 ⊂ W2, and x ∧ y, z ∧ w ∈
∧
2V∗ satisfy
(x ∧ y) ◦ (z ∧ w) = 0, so W3 ⊂ W4. Since W1 and W3 are nontrivial O(n)-submodules of the
O(n)-irreducible module MCW(V
∗), they must equal MCW(V∗). 
Remark 2.5. For x, y, z, w ∈ V∗, by (2.31) and (2.32),
(y ∧ z) · (x ∧ w) + (x ∧ z) · (y ∧ w) = 12(x⊙ y) ? (z ⊙ w),
4(x⊙ z) ? (y ⊙ w)− 4(y ⊙ z) ? (x⊙ w) = (x ∧ y) · (z ∧ w).(2.35)
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In particular,
6(x⊙ x) ? (y ⊙ z) = (x ∧ y) · (x ∧ z) = −12(x⊙ y) ? (x ⊙ z),
6(x⊙ x) ? (y ⊙ y) = (x ∧ y) · (x ∧ y) = −12(x⊙ y) ? (x⊙ y).(2.36)
By (2.33), (2.34), (2.35), and (2.36), for pairwise orthogonal unit norm x, y, z, w ∈ V∗, the tensors
(x ∧ y) · (z ∧ w), (x⊙ y) ? (z ⊙ w),
(x ∧ z) · (x ∧w) − (y ∧ z) · (y ∧ w) = 6 ((x⊙ x) − (y ⊙ y)) ∧ (z ⊙ w)
= −12 ((x⊙ z) ? (x ⊙ w)− (y ⊙ z) ? (y ⊙ w)) ,
(x ∧ y) · (x ∧ y) + (z ∧ w) · (z ∧ w)− (x ∧ z) · (x ∧ w)− (y ∧w) · (y ∧ w),
= −12 ((x⊙ y) ? (x⊙ y) + (z ⊙ w) ? (z ⊙ w)
−(x⊙ z) ? (x ⊙ z)− (y ⊙ w) ? (y ⊙ w)) ,
= 6 ((x⊙ x)− (w ⊙ w)) ? ((y ⊙ y)− (z ⊙ z)) .
(2.37)
are contained in MCW(V
∗). The proofs of the claims that follow are omitted. Let {x(1), . . . , x(n)}
be an h-orthonormal basis of V∗. Then MCW(V∗) is the direct sum of the subspaces
Span
i,j,k,l distinct
{(x(i)⊙ (j)) ? (x(k) ⊙ x(l))} = Span
i,j,k,l distinct
{(x(i) ∧ (j)) · (x(k) ∧ x(l))},
Span
i,j,k,l distinct
{(x(i) ⊙ x(i)− x(j)⊙ x(j))) ? (x(k) ⊙ x(l))}
= Span
i,j,k,l distinct
{
(x(i)⊙ x(k)) ? (x(i)⊙ x(l))
−(x(j)⊙ x(k)) ? (x(j) ⊙ x(l))
}
= Span
i,j,k,l distinct
{
(x(i) ∧ x(k)) · (x(i) ∧ x(l))
−(x(j) ∧ x(k)) · (x(j) ∧ x(l))
}
,
Span
i,j,k,l distinct
{
(x(i)⊙ x(j)) ? (x(i)⊙ x(j)) + (x(k) ⊙ x(l)) ? (x(k) ⊙ x(l))
−(x(i)⊙ x(k)) ? (x(i)⊙ x(l)) − (x(j)⊙ x(k)) ? (x(j) ⊙ x(k))
}
= Span
i,j,k,l distinct
{((x(i) ⊙ x(i))− (x(l)⊙ x(l))) ? ((x(j) ⊙ x(j))− (x(k) ⊙ x(k)))}
= Span
i,j,k,l distinct
{
(x(i) ∧ x(j)) · (x(i) ∧ x(j)) + (x(k) ∧ x(l)) · (x(k) ∧ x(l))
−(x(i) ∧ x(k)) · (x(i) ∧ x(l))− (x(j) ∧ x(k)) · (x(j) ∧ x(k))
}
.
(2.38)
The equalities in (2.38) follow from (2.35) and (2.36). The dimensions of these subspaces are 2
(
n
4
)
,
(n − 3)(n2), and n(n−3)2 , as can be seen by observing that they are respectively generated by the
linearly independent sets
{(x(i)⊙ (j)) ? (x(k)⊙ x(l)), (x(i) ⊙ (k)) ? (x(j) ⊙ x(l)) : 1 ≤ i < j < k < l ≤ n} ,{
(x(k) ⊙ x(k)− x(n)⊙ x(n))) ? (x(i) ⊙ x(j)) :
1 ≤ i < j ≤ n− 1, 1 ≤ k ≤ n− 1, k 6= i, k 6= j
}
,{
((x(i) ⊙ x(i))− (x(l)⊙ x(l))) ? ((x(j) ⊙ x(j)) − (x(k)⊙ x(k))) :
(il) and (jk) label the sides of an n-gon adjacent to the ends of a diagonal
}
.
(2.39)
The condition about the sides of an n-gon means the following. Label the sides of an n-gon cyclically.
There are n(n−3)2 choices of diagonal, each connecting two vertices. Each such vertex is an endpoint
of two edges, so each diagonal determines two pairs of indices. ⊠
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2.5. The endomorphism a of tensor module associated with a curvature tensor. A lin-
ear endomorphism is said to preserve the type of tensors if it maps tensors with the symmetries
determined by a given filled Young diagram into tensors with the same symmetries.
Lemma 2.6. Let (V, h) be an n-dimensional metric vector space. The linear map MC(V∗) →
End(⊗kV∗) associating with X ∈MC(V∗) the operator X̂ ∈ End(⊗kV∗) defined by
X̂(α)i1...ik =
1
k
∑
r 6=s
Xp iris
qαi1...ir−1pir+1...is−1qis+1...ik ,(2.40)
has the following properties.
(1) X̂ preserves the type of tensors.
(2) ĝ · X(α) = g · X̂(g−1 · α) for all α ∈ ⊗kV∗ and gi j ∈ O(h).
(3) X̂ is a self-adjoint operator in the sense that 〈X̂(α), β〉 = 〈α, X̂(β)〉 for all α, β ∈ ⊗kV∗.
Proof. That X̂ preserves the type of tensors follows from the observation that it commutes with the
action of the symmetric group on k elements, Sk, on ⊗kV∗ defined by (σ ·α)i1...ik = αiσ−1(1)...iσ−1(k)
for σ ∈ Sk, in the sense that X̂(σ · α) = σ · X̂(α) for σ ∈ Sk and α ∈ ⊗kV∗. This is immediate from
the definition (2.40) and the symmetries of Xijkl. The relation ĝ · X(α) = g · X̂(g−1 · α) likewise
follows from a straightforward computation (for this relation to hold it is necessary that gi
j be
orthogonal because the metric is used in (2.40) where indices are contracted).
That X̂ is self-adjoint is proved as follows. For α, β ∈ ⊗kV∗, the definition (2.40) implies
〈X̂(α), β〉 = 〈X, Q(α, β)〉,(2.41)
where the symmetric bilinear map Q : ⊗kV∗ → ⊗kV∗ →MC(V∗) is given by Q(α, β) = M(Ψ) for
Ψabcd =
1
k
∑
r 6=s
αi1...ir−1bir+1...is−1cis+1...ikβ
i1...ir−1
a
ir+1...is−1
d
is+1...ik .(2.42)
The self-adjointness of X̂ is equivalent to the symmetry of Q(α, β) in α and β. 
Remark 2.7. An irreducible O(n)-submodule of ⊗kV∗ comprises the completely trace-free tensors
of a given type and every irreducible O(n)-submodule of ⊗kV∗ arises in this way (this statement
is false if O(n) is replaced by SO(n)), and so Lemma 2.6 implies X̂ maps an O(n)-irreducible
submodule W ⊂ ⊗kV∗ to another such submodule X̂(W). Although this does not imply that
X̂ preserves an irreducible O(n)-submodule W of a submodule U ⊂ ⊗kV∗ preserved by X̂, in some
cases, for example if W contains the highest weight vector of U, it is true that X̂(W) = W (in general,
X̂(W) can be an isomorphic copy of W; Lemma 4.22 shows that this occurs for the submodule of
MC(V∗) comprising curvature tensors of trace-free Ricci type). More generally, if G ⊂ O(n) is a Lie
subgroup, it makes sense to consider whether X̂ preserves G-submodules of ⊗kV∗. For a specific
semisimple G a general result could be formulated in terms of weights, and while this would be
interesting, here such results are needed only for specific tensor modules and the cases G = SO(n)
and G = U(n/2), and it is simpler to prove them directly. When it is known that X̂ preserves a
subspace W ⊂ ⊗kV∗, there will be written X̂W instead of X̂ when necessary for clarity. For example,
X̂∧2V∗ ∈ End(
∧
2V∗) is the restriction of X̂ to
∧
2V∗ ⊂ ⊗2V∗. ⊠
Remark 2.8. Lemma 2.6 does not assert that the linear map X→ X̂W is injective. From (2.41) it
is apparent that this is true if and only if {Q(α, β) : α, β ∈ W} spans MC(V∗). ⊠
Let W be a tensor module. Writing α̂W(A) = α · A for A ∈ W and differentiating the relation
ĝ · X
W
= g · X̂W(g−1 · · ) along a one-parameter subgroup g(t) ∈ O(V, h) at t = 0 shows that
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α̂ · XW = [α̂W, X̂W]. While it might be more natural to write adW(α) than α̂W, it seems to produce
less confusion to reserve the notation ad(α) for the operator α̂⊗2V∗ and its restriction α̂∧2V∗ . In
this particular case
α̂ · X∧2V∗ = [ad(α), X̂∧2V∗ ](2.43)
for X ∈MC(V∗) and α ∈ ∧2V∗. Direct computation shows that
(α · X)ijkl = −2αp [iXj]pkl − 2αp [kXl]pij(2.44)
so that (2.43) means explicitly
[ad(α), X̂∧2V∗ ](β)ij = βkl(αp [iXj]pkl + αp [kXl]pij) = − 12βkl(α · X)ijkl = α̂ · X∧2V∗(β)ij .(2.45)
Example 2.9. By Lemma 2.6, X ∈MC(V∗) determines a self-adjoint X̂ ∈ End(Sk(V∗)) expressible
as X̂(α)i1...ik = (k − 1)Xp (i1i2 qαi3...ik)pq for α ∈ SkV∗. In particular, when k = 2,
X̂(α)ij =
1
2X
p
ij
qαpq +
1
2X
p
ji
qαqp = α
pqXipqj .(2.46)
By definition,
X̂(h)ij = ρ(X)ij , tr X̂(α) = 〈ρ(X), α〉.(2.47)
For α, β, γ ∈ S2(V∗),
α̂? β(γ) = − 12 〈α, γ〉β − 12 〈β, γ〉α + 12 (α ◦ γ ◦ β + β ◦ γ ◦ α).(2.48)
In particular,
̂(α? h)(β) = α⊚ β − 12 tr(β)α − 12 〈α, β〉h, ĥ? h(β) = β − tr(β)h.(2.49)
By definition, for X ∈MC(V∗) and α, β ∈ S2V∗,
〈α? β,X〉 = 2Xijklαkiβjl = −2〈X̂(α), β〉 = −2〈α, X̂(β)〉.(2.50)
⊠
Example 2.10. By Lemma 2.6, X ∈ MC(V∗) determines the self-adjoint X̂∧2V∗ ∈ End(
∧
2(V∗))
defined by
X̂∧2V∗(α)ij = 12Xp ij qαpq + 12Xp ji qαqp = αpqXipqj = − 12αpqXijpq .(2.51)
For α, β, γ ∈ ∧2(V∗), specializing (2.51) yields
(̂α · β)∧2V∗(γ)ij = − 12γpq(α · β)ijpq = − 12γpq(αijβpq + αpqβij − αp[iβj]q + αq[iβj]p)
= − 12 〈β, γ〉αij − 12 〈α, γ〉βij − α[i pβj] qγpq
= − 12 〈β, γ〉αij − 12 〈α, γ〉βij + 12 (β ◦ γ ◦ α+ α ◦ γ ◦ β)ij .
(2.52)
The identity (2.52) is used several times later.
For another example, it follows from (2.51) that, for γ, σ ∈ S2V∗ and α ∈ ∧2V∗,
γ̂ ? σ∧2V∗(α) = − 12 (γ ◦ α ◦ σ + σ ◦ α ◦ γ).(2.53)
In particular, taking γ = h in (2.53) yields
σ̂ ? h∧2V∗(α) = −(σ ⊚ α),(2.54)
and taking σ = h in (2.54) shows ĥ ? h∧2V∗ = − Id∧2V∗ .
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For X ∈MC(V∗) and α, β ∈ ∧2V∗, using the symmetries of Xijkl yields
〈X, α · β〉 = Xijkl (αijβkl + αklβij − αk[iβj]l + αl[iβj]k) = 2Xijklαijβkl − 2Xijklαkiβjl
= 2Xijklαijβkl + 2X
j[ik]lαkiβjl = −3Xijklαijβkl = −6〈X̂(α), β〉 = −6〈α, X̂(β)〉.
(2.55)
The identity 2.55 yields an alternative proof of the identity (2.23). ⊠
Let (V, h) be a Riemannian vector space. Using metric duality and the canonical isomorphism
End(
∧
2V∗) ≃ ∧2V∗ ⊗ (∧2V∗)∗ yields a linear isomorphism ⊗2(∧2V∗) = {Ψijkl ∈ ⊗4V∗ : Ψijkl =
Π[ij]kl = Πij[kl]} → End(
∧
2V∗) defined by sening Ψ to Ψ˜(α)ij = αpqΨpqij . Moreover, the subspace
of End(
∧
2V∗) comprising self-adjoint endomorphisms is identified with S2
∧
2V∗ ⊂ ⊗2∧2V∗.
Lemma 2.11. Let (V, h) be a Riemannian vector space. For Ψ ∈ ⊗2(∧2V∗), tr Ψ˜ = Ψpq pq.
Proof. Let E(1)i, . . . , E(n)i be an h-orthonormal basis of V
∗. Then
{ 1√
2
(E(a) ∧ E(b))ij =
√
2E(a)[iE(b)j] : 1 ≤ a < b ≤ n}(2.56)
is an orthonormal basis of
∧
2V∗ (the norm is that given by complete contraction). Hence
tr Ψ˜ = 12
∑
1≤a<b≤n
〈Ψ˜(E(a) ∧ E(b)), E(a) ∧ E(b)〉 = 2
∑
1≤a<b≤n
ΨijklE(a)
iE(b)jE(a)kE(b)l
=
n∑
a=1
n∑
b=1
ΨijklE(a)
iE(b)jE(a)kE(b)l = Ψpq
pq. 
Note that, for X ∈ MC(V∗), the tensor identified in this way with X̂∧2V∗ is − 12Xijkl, not Xijkl.
Said otherwise, X˜ijkl = −2X̂∧2V∗ . For example, Lemma 2.11 implies that tr X̂∧2V∗ = 12 s(X).
Corollary 2.12 is needed in the discussion following the proof of Theorem 1.4.
Corollary 2.12. Let (V, h) be a Riemannian vector space. For X,Y ∈MC(V∗),
tr(X̂∧2V∗ ◦ Ŷ∧2V∗) = 14 〈X,Y〉.(2.57)
Proof. Since X̂(Ŷ(α))kl =
1
4Xkl
pqYijpqα
ij for α ∈ ∧2V∗, the endomorphism X̂∧2V∗ ◦ Ŷ∧2V∗ is iden-
tified with the tensor 14Xkl
pqYijpq , so the claim follows from Lemma 2.11. 
Corollary 2.13. Let (V, h) be a Riemannian vector space. The linear map MC(V∗)→ End(∧2V∗)
given by X→ X̂∧2V∗ is injective.
Proof. This follows from (2.57) and the nondegeneracy of the pairing 〈 · , · 〉. 
3. The algebra of tensors of metric curvature type
This section defines the multiplication ⊛ and derives its basic properties. Although many of the
results can be found in some equivalent form in the already mentioned literature on the Ricci flow,
the point of view is somewhat different than that usually taken.
3.1. The definition of the multiplication ⊛ of curvature tensors. Since, by Lemma 2.6, the
operator X̂ preserves type, if X,Y ∈MC(V∗) then X̂(Y), Ŷ(X) ∈MC(V∗). Remarkably, X̂(Y) = Ŷ(X),
so that a commutative multiplication of curvature tensors can be defined by X⊛ Y = X̂(Y).
A commutative multiplication on a vector space W can be seen as the polarization of a W-valued
quadratic form on W. That the polarization of the quadratic term of the expression for the evolution
of the curvature tensor under the Ricci flow has the form (3.1) was shown by R. Hamilton in [28].
The principal novel content of Lemma 3.1 is that the multiplication ⊛ defined by X ⊛ Y = X̂(Y)
is equal to that discovered by Hamilton. The invariance of the metric pairing with respect to this
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multiplication is attributed to G. Huisken in [3]. It seems the relation between X̂ and ⊛ has not
been observed previously (at least not explicitly) and it yields a proof of the invariance of the metric
pairing with respect to ⊛ that is conceptually different than the usual proofs by direct computation
or as in section 1 of [3]). However, note that a still different point of view on the structure of the
multiplication ⊛ has been used profitably in [3] and [58]. For background on the definition of ⊛ as
in (3.1), its properties, and its role in the study of the Ricci flow, see also chapter 11 of [31] where
this material is developed in detail.
Lemma 3.1. Let (V, h) be a finite-dimensional metric vector space. Define a symmetric bilinear
map ⊛ : MC(V∗)×MC(V∗)→MC(V∗) as follows. Given Xijkl,Yijkl ∈MC(V∗) define
Bijkl = B(X,Y)ijkl =
1
2 (XipjqYk
p
l
q + YipjqXk
p
l
q) ,
(X⊛ Y)ijkl = Bijkl −Bijlk +Bikjl −Biljk .
(3.1)
(1) The multiplication ⊛ is a symmetric bilinear map ⊛ : MC(V∗) ×MC(V∗) → MC(V∗) so
determines a commutative algebra structure on MC(V∗). (Due to [28].)
(2) For X,Y ∈ MC(V∗), X̂MC(V∗)(Y) = X ⊛ Y, so that the operator L(X) of left multiplication
in the algebra (MC(V∗),⊛) is L⊛(X) = X̂MC(V∗).
(3) The multiplication ⊛ is invariant with respect to the pairing 〈 · , · 〉 on MC(V∗) given by
complete contraction with the metric in the sense that
〈X⊛ Y,Z〉 = 〈X,Y⊛ Z〉,(3.2)
for all X,Y,Z ∈ MC(V∗), so that the trilinear form 〈X ⊛ Y,Z〉 on MC(V∗) is completely
symmetric. (Due to [33].)
Proof. First there are deduced some symmetries of Bijkl. By definition Bklij = Bijkl . There holds
2Bjilk = XjpiqYl
p
k
q + YjpiqXl
p
k
q = XiqjpYk
q
l
p + YiqjpXk
q
l
p = 2Bijkl.(3.3)
Hence
2B[ij]kl = Bijkl −Bjikl = Bijkl −Bijlk = 2Bij[kl].(3.4)
It follows that
2B[ij][kl] = Bij[kl] −Bji[kl] = B[ij]kl −B[ji]kl = 2B[ij]kl.(3.5)
From (3.1) and the symmetries of Bijkl there follow
(X ⊛ Y)[ij]kl = 2B[ij][kl] +
1
2 (Bikjl −Bjkil −Biljk +Bjlik)
= 2Bij[kl] +Bikjl −Biljk = (X⊛ Y)ijkl ,
(X ⊛ Y)[ijk]l = B[ijk]l −B[jik]l +B[ikj]l −B[jki]l = 0,
(3.6)
showing that (X⊛ Y)ijkl ∈MC(V∗). From the symmetries of Bijkl it follows that
Xij
pqYpqkl + Xkl
pqYpqij
= (Xjpiq + Xpijq) (Y
q
k
p
l + Yk
pq
l) + (Xlpkq + Xpklq) (Y
q
i
p
j + Yi
pq
j)
= 2Bijkl + 2Bjilk − 2Bijlk − 2Bjikl = 8B[ij][kl] = 8Bij[kl] = 8B[ij]kl.
(3.7)
Direct evaluation of X̂(Y)ijkl using (2.40) yields
4X̂(Y)ijkl = −4Biljk + 4Bikjl + Xij pqYpqkl + Xkl pqYpqij ,(3.8)
and with (3.7) and (3.1), this shows (2). By Lemma 2.6, Ŷ is self-adjoint, so, for X,Y,Z ∈MC(V∗),
〈X ⊛ Y,Z〉 = 〈Ŷ(X),Z〉 = 〈X, Ŷ(Z)〉 = 〈X,Y⊛ Z〉.(3.9)
This shows the complete symmetry of 〈X ⊛ Y,Z〉. 
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Remark 3.2. Note that, although MC(V∗) does not depend on the choice, h, of metric, the multi-
plication ⊛ does depend on h. ⊠
Lemma 3.3 gives another expression for X ⊛ Y that is used in analyzing the 4-dimensional case,
in the proof of Lemma 6.21 in section 6.3
Lemma 3.3. Let (V, h) be a metric vector space. For X,Y ∈MC(V∗),
(X⊛ Y)ijkl = 4B(X,Y)[ij]kl + 2B(X,Y)k[ij]l − 6B(X,Y)[ijkl]
= 12 (Xij
pqYpqkl + Yij
pqXpqkl)− 32X[ij pqYkl]pq + 2B(X,Y)k[ij]l.
(3.10)
Proof. Because X ⊛ Y and B(X,Y) are bilinear and symmetric in X and Y, it suffices to prove
(3.10) for the case Y = X and polarize the result in X and Y. Writing Bijkl = B(X,Y)ijkl and
antisymmetrizing (3.7) in ijk yields
4B[ijk]l = X[ij
pqXk]lpq = X[ij
pqYkl]pq = 4B[ijkl].(3.11)
Using the symmetries of Bijkl , (3.7), and (3.11) yields
(X⊛ X)ijkl = 2Bij[kl] +Bikjl −Biljk = 2B[ij]kl + 2B[ik]jl +Bkijl − 2Bil[jk] −Bilkj
= 2B[ij]kl − 2B[ki]jl + 2B[kj]il + 2Bk[ij]l = 4B[ij]kl − 6B[ijkl] + 2Bk[ij]l
= Xij
pqXpqkl − 32X[ij pqXkl]pq + 2Bk[ij]l.
(3.12)
Polarizing (3.12) in X yields (3.10). 
Lemma 3.4 (B. Wilking [58]). Let (V, h) be a metric vector space. For α, β ∈ ∧2V∗, X,Y ∈
MC(V∗), and Bijkl = B(X,Y)ijkl,
αijβkl (Bikjl −Biljk) = − tr
(
ad(α) ◦ X̂ ◦ ad(β) ◦ Ŷ− ad(α) ◦ Ŷ ◦ ad(β) ◦ X̂
)
,(3.13)
2〈α, X̂⊛ Y(β)〉
= −〈α, (X̂ ◦ Ŷ+ Ŷ ◦ X̂)(β)〉 + tr
(
ad(α) ◦ X̂ ◦ ad(β) ◦ Ŷ+ ad(α) ◦ Ŷ ◦ ad(β) ◦ X̂
)
.
(3.14)
Proof. The identity (3.13) is obtained by polarization from its special case when Y = X. Since ad(α)
is represented by the tensor −2α[i kδj] l, the composition ad(α) ◦ X̂ is represented by the tensor
α[i
pδj]
qXpq
kl = αp [iXj]p
kl. Consequently, the composition ad(α) ◦ X̂ ◦ ad(β) ◦ X̂ is represented by
the tensor αa [iXj]a
pqαb [pXq]b
kl. By Lemma 2.11,
tr
(
ad(α) ◦ X̂ ◦ ad(β) ◦ X̂
)
= αa [iXj]a
pqαb [pXq]b
ij = αa iXja
pqαb pXqb
ij
= αaiβbpXpqajXb
q
i
j = αijβklBiljk = − 12αijβkl(Bikjl −Biljk).
(3.15)
By definition, (3.7), and (3.13)
2〈α, X̂⊛ Y(β)〉 = −βijαkl(2B[ij]kl +Bikjl −Biljk) = − 14αijβkl(Xij pqYpqkl + Yij pqXpqkl)
+ tr
(
ad(α) ◦ X̂ ◦ ad(β) ◦ Ŷ+ ad(α) ◦ Ŷ ◦ ad(β) ◦ X̂
)
= −〈α, X̂ ◦ Ŷ(β) + Ŷ ◦ X̂(β)〉+ tr
(
ad(α) ◦ X̂ ◦ ad(β) ◦ Ŷ+ ad(α) ◦ Ŷ ◦ ad(β) ◦ X̂
)
.
(3.16)

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Remark 3.5. Let W ⊂ ⊗kV∗ be an O(n)-submodule preserved by X̂⊗kV∗ for all X ∈ MC(V∗), so
that X̂W ∈ End(W) is defined. For each t ∈ R, the O(n)-equivariant bilinear map Dt : MC(V∗) ×
MC(V∗)→ End(W) defined by
D
t
W
(X,Y) = tX̂⊛ YW − 12 t2
(
X̂W ◦ ŶW + ŶW ◦ X̂W
)
(3.17)
measures the difference between ⊛ and the pullback of the Jordan product on End(W) via the
linear map X→ tX̂. It is an interesting problem to find an explicit expression for Dt
W
for particular
W. The identity (1.10), proved in Lemma 6.27 and used in Theorem 1.4, amounts to an explicit
computation of D−3
MC
−
W
(V∗)
.
In the case that End(W) admits interesting O(n)-invariant multiplications besides the usual
Jordan product, it makes sense to consider the variant of Dt
W
defined with such a multiplication in
place of the Jordan product. ⊠
3.2. General results about subalgebras of (MC(V∗),⊛).
Lemma 3.6. Let (V, h) be a finite-dimensional metric vector space and let α ∈ ∧2V∗.
(1) The action of the orthogonal group O(n) = O(h) on MC(V∗) is by algebra automorphisms
of ⊛.
(2) If B ⊂ (MC(V∗),⊛) is a subalgebra, then B⊛B⊥ ⊂ B⊥, where B⊥ = {X ∈MC(V∗) : 〈X,Y〉 =
0 for all Y ∈ B}.
(3) The subspace
MCα(V
∗) = {X ∈MC(V∗) : [ad(α), X̂∧2V∗ ] = 0} = {X ∈MC(V∗) : α · X = 0},(3.18)
comprising X such that X̂ centralizes ad(α), is a subalgebra of (MC(V∗),⊛).
Proof. That O(n) acts by algebra automorphisms is apparent because the construction of ⊛ depends
only on the metric. Formally, if g ∈ O(n), by (2) of Lemma 3.1 and Lemma 2.6,
(g · X)⊛ (g · Y) = ĝ · X(g · Y) = g · X̂(Y) = g · (X⊛ Y).(3.19)
This proves (1). Let B ⊂ MC(V∗) be a subalgebra. Let Y ∈ B and Z ∈ B⊥. By (3.2), 〈X,Y⊛ Z〉 =
〈X ⊛ Y,Z〉 = 0 for all X ∈ B, so, by the nondegeneracy of the metric, Y⊛ Z ∈ B⊥. This proves (2).
By (1), any α ∈ ∧2V∗ acts as a derivation of ⊛ via the action (2.44), so that
α · (X⊛ Y) = (α · X)⊛ Y+ X⊛ (α · Y) = 0,(3.20)
and the claim (3) follows. 
As explained in the introduction, the argument proving Theorem 5 of [41] adapts almost without
change to the present setting to prove Theorem 3.7.
Theorem 3.7. Let (V, h) be a Riemannian vector space. If a connected simple real Lie group G
acts on a nontrivial subalgebra (A,⊛) of (MC(V∗),⊛) irreducibly by automorphisms, then (A,⊛) is
simple.
Proof. For the reader’s convenience, Popov’s argument is reproduced here with modifications ap-
propriate to the current setting. Since the action is irreducible, a nontrivial G-invariant ideal
equals A. Assume (A,⊛) is not simple and let I ⊂ A be a minimal proper ideal. Then g · I is again
a minimal proper ideal for all g ∈ G. Since the sum as g ranges over G of the ideals g · I is a
nontrivial G-invariant ideal, it equals A. For g, g¯ ∈ G, the ideals g · I and g¯ · I either are equal or
have intersection {0}, and it follows that there are g1, . . . , gr ∈ G such that A = ⊕ri=1gi · I is a
direct sum of vector spaces. Since the product of distinct minimal ideals is the zero ideal, this sum
is in fact a direct sum of algebras. If J ⊂ A is a minimal proper ideal not equal to gi · I for any
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1 ≤ i ≤ r, then its product with each gi · I is the zero ideal, so its product with A is the zero ideal.
Applying the preceding argument with J in place of I shows that the multiplication on A is trivial,
contrary to hypothesis. The preceding shows that any minimal proper ideal of (A,⊛) has the form
gi · I for some 1 ≤ i ≤ r, and so G permutes the set {g1 · I, . . . , gr · I}. Since G is connected with
simple Lie algebra, any proper normal subgroup of G must be discrete, so this permutation action
must be trivial. Consequently, each gi · I is a G-invariant linear subspace of A, contradicting the
G-irreducibility of A. 
In order to apply Theorem 3.7 to a subalgebra of (MC(V∗),⊛), it has to be shown that the
multiplication on the subalgebra is nontrivial. This generally requires some explicit computation
(although it could be deduced from a weight computation also).
Theorem 3.8. Let (V, h) be a Riemannian vector space of dimension at least 4. Let h be the
metric on MCW(V
∗) given by h(X,Y) = XijklYijkl. Let (A,⊛) ⊂ (MC(V∗),⊛) be a nontrivial
subalgebra on which a simple real Lie group G acts irreducibly by isometric automorphisms. Define
L : A → End(A) by L(X)Y = X⊛ Y.
(1) The restriction to A of the cubic polynomial P (X) = 〈X⊛X,X〉 is h-harmonic. Equivalently
trL(X) = 0 for all X ∈ A.
(2) The trace-form τ(X,Y) = trL(X)L(Y) is a nonzero multiple of the metric h.
Proof. Decorate elements of A with uppercase Latin indices and let PIJK = DIDJDKP be the
components of the tensor obtained from P by polarization, where D is the Levi-Civita connection
of the metric hIJ . Indices are raised using hIJ and the inverse symmetric bivector h
IJ . Then
L(X)I
J = XKPKI
J so τIJ = PIA
BPJB
A. The h-trace hIJτIJ = PIJKP
IJK of τ is the h-squared
norm of PIJK , so vanishes if and only if P is identically zero.
The groupG acts on (A,⊛, h) by isometric automorphisms, meaning it preserves the metric h and
the product ⊛, so the polynomial P is invariant with respect to the action of G. The h-Laplacian
PIA
A of P is a G-invariant linear form on A. The metric dual of an invariant linear form on A is
an invariant element of the dual vector space A∗, which is isomorphic via metric duality to A. As
A is an irreducible G-module of dimension greater than one, an invariant element must be zero, so
P is h-harmonic.
Let AI
J be the unique element of End(A) such that τIJ = AI
PhPJ . Since both the metric
hIJ and the trace-form τIJ are G-invariant, the endomorphism AI
J is G-invariant. Since A is
G-irreducible, by the Schur lemma AI
J must be a multiple of the identity (equivalently the space
of G-invariant quadratic forms on A is one-dimensional), so τIJ is a constant multiple of hIJ . Were
the constant zero, then, because hIJτIJ = PIJKP
IJK , PIJK would be identically zero. Because
(A, ◦) is assumed nontrivial there exist X,Y ∈ A such that X ⊛ Y 6= 0, so, by the nondegeneracy of
hIJ there is Z ∈ A such that PIJKXIYJZK = h(X⊛ sY,Z) 6= 0.
The following alternative argument yields the same conclusion. By the invariance h(X⊛ Y,Z) =
h(X,Y⊛Z) of hIJ , if E ∈ (A,⊛) is a nontrivial idempotent, then L⊛(E) is an hIJ -self-adjoint endo-
morphism of MCW(V
∗) that preserves the hIJ -orthogonal complement of the span of E. Hence it is
diagonalizable with (possibly repeated) real eigenvalues 1, λ1, . . . , λn−1, and τ(E,E) = trL⊛(E)2 =
1 +
∑n−1
i=1 λ
2
i ≥ 1. Since h(E,E) 6= 0, it follows that τIJ is a nonzero multiple of hIJ . 
Remark 3.9. From Theorem 1 of [36] or a special case of a more general statement for unital real
algebras proved as Proposition 1.6 in [45] (the claim for a nonunital real algebra follows from the
claim applied to the algebra’s unitalization) there follows Lemma 3.10.
Lemma 3.10 ([36], [45]). A finite-dimensional commutative real algebra (A, ◦) contains either a
nonzero idempotent e or a nonzero element x such that x◦x = 0 (the possibilities are not exclusive).
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Lemma 2.1 of [53] shows that if a nontrivial algebra (A, ◦) admits an invariant Riemannian
signature metric, then it must contain a nontrivial idempotent.
Corollary 3.11 (Lemma 2.1 of [53]). If a nontrivial finite-dimensional commutative real algebra
(A, ◦) admits an invariant inner product h, then it contains a nontrivial idempotent.
Proof. An extremum, y, of the restriction to the h-unit sphere of the cubic polynomial 6P (x) =
h(x◦x, x) satisfies y ◦y = λy for some λ ∈ R. Because the multiplication ◦ is nontrivial, P (x) is not
identically zero (were it, its polarization would be too), so an extremal value on the h-unit sphere
is nonzero. Hence λh(y, y) = 6P (y ◦ y, y) 6= 0 and λ−1y is a nontrivial idempotent. ⊠
Consequently the hypothesis in Theorem 1.2 that the multiplication ⊛ is nontrivial on the
subalgebra A is equivalent to the existence of a nontrivial idempotent in (A,⊛). ⊠
4. The subalgebra of Weyl curvature tensors
The bulk of this section is dedicated to studying the properties of the subspaces of MCW(V
∗)
comprising Weyl curvature tensors, trace-free Ricci tensors, and scalar curvature tensors, and their
relations with respect to ⊛. Lemma 4.4 shows that the Weyl curvature tensors constitute a sub-
algebra of (MC(V∗),⊛). More generally, section 4.1 deduces explicit formulas for products in
(MC(V∗),⊛). These are used to construct idempotents in (MCW(V∗),⊛) and to deduce fusion rules
for (MC(V∗),⊛) with respect to the aforementioned subspaces. As an application there is a given
a proof of a theorem of Böhm-Wilking.
4.1. Calculation of products in (MC(V∗),⊛).
Lemma 4.1. Let (V, h) be an n-dimensional Riemannian vector space. For X ∈ MC(V∗) and
α ∈ S2(V∗),
X⊛ (α? h) = − 12
(
X̂(α) ? h+ α? ρ(X)
)
.(4.1)
Proof. By definition, for Xijkl ∈MC(V∗) and αij ∈ S2(V∗),
B(X, α? h)ijkl =
1
2 (α? h)ipjqXk
p
l
q + 12 (α? h)kplqXi
p
j
q
= 14 (αjihpq − αjphiq − αqihpj + αqphij)Xk p l q
− 14 (αlkhpq − αlphkq − αqkhpl + αqphkl)Xi p j q
= 14
(
αij ρ(X)kl + αkl ρ(X)ij + hijX̂(α)kl + hklX̂(α)ij
+αjpXlik
p + αipXkjl
p + αlpXjki
p + αkpXilj
p) ,
(4.2)
so that
(X⊛ (α? h))ijkl = 2B(X, α? h)ij[kl] + 2B(X, α? h)i[k|j|l]
= − 12αk[i ρ(X)j]l + 12αl[i ρ(X)j]k − 12hk[iX̂(α)j]l + 12hl[iX̂(α)j]k
= − 12 (α? ρ(X))ijkl − 12 (X̂(α) ? h)ijkl.
(4.3)
This proves (4.1). 
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Corollary 4.2. Let (V, h) be an n-dimensional Riemannian vector space. For X ∈ MC(V∗) and
α, β ∈ S2(V∗),
(h ? α)⊛ (h ? β) = n−24 α? β − 12h? (α⊚ β) + 14 〈α, β〉h ? h
+ 14 tr(α)h ? β +
1
4 tr(β)h ? α,
(4.4)
X⊛ (h? h) = − ρ(X) ? h,(4.5)
(α? h)⊛ (h? h) = n−22 h? α+
1
2 tr(α)h ? h,(4.6)
(h? h)⊛ (h? h) = (n− 1)h? h.(4.7)
Proof. Taking X = β?h in (4.1) and simplifying using (2.11) and (2.49) yields (4.4). (Alternatively,
taking β = σ = h in (4.13) and relabeling the result yields (4.4).) Because X̂(h) = ρ(X), taking
α = h in (4.1) yields (4.5). Identities (4.4) and (4.7) are special cases of (4.6). 
Example 4.3. If dimV = 2, then the 1-dimensional algebra (MC(V∗),⊛) is generated by h ? h
and, by (4.7), it is isomorphic to the field R of real numbers by the map sending h?h to 1 ∈ R. ⊠
Lemma 4.4. Let (V, h) be an n-dimensional Riemannian vector space. For X,Y ∈MC(V∗),
ρ(X⊛ Y) = − 12
(
X̂S2V∗(ρ(Y)) + ŶS2V∗(ρ(X))
)
,(4.8)
s(X⊛ Y) = −〈ρ(X), ρ(Y)〉.(4.9)
In particular:
(1) The subspace MCW(V
∗) = ker ρ ⊂MC(V∗) is a subalgebra of (MC(V∗),⊛).
(2) If X ∈MC(V∗) satisfies X⊛ X = 0, then X ∈MCW(V∗).
Proof. The proof of (4.8) is based on (4.1) and the invariance of the metric on MC(V∗). Namely,
for all αij ∈ S2V∗ and Xijkl,Yijkl ∈MC(V∗),
4〈α, ρ(X ⊛ Y)〉 = 4〈α, X̂⊛ Y(h)〉 = −2〈α? h,X⊛ Y〉 = −2〈(α? h)⊛ X,Y〉
= 〈X̂(α) ? h,Y〉+ 〈α? ρ(X),Y〉 = −2〈X̂(α), Ŷ(h)〉 − 2〈α, Ŷ(ρ(X))〉
= −2〈α, X̂(ρ(Y)) + Ŷ(ρ(X))〉,
(4.10)
the first equality by (2.47), the second equality by (2.50), the third equality by the invariance
(3.2), the fourth equality by (4.1), the fifth equality again by (2.50), and the last equality again by
(2.47). By the nondegeneracy of the metric, this implies (4.8). Tracing (4.12) and using Example
2.9 yields (4.9). By (4.8), if X,Y ∈MCW(V∗) then X⊛ Y ∈MCW(V∗). By (4.9), if X⊛X = 0, then
| ρ(X)|2 = 0, so X ∈MCW(V∗). 
Remark 4.5. The identity (4.8) can also be proved as follows. Let Bijkl = B(X,Y)ijkl for X,Y ∈
MC(V∗). Straightforward computations (see Lemma 7.4 in [27]) show
Bpij
p = 12
(
XapiqYj
[pa]q + Xj[pa]qY
ap
j
q
)
= − 14 (XiqapYj qpa + XjqpaYj qap) = 12X(i abcYj)abc
Bpi
p
j = Bipj
p = 12 (XipaqYj
paq + XjpaqYi
paq) = 2Bpij
p
Bp
p
ij =
1
2 (ρ(X)
pqYipqj + ρ(Y)
pqXipqj) =
1
2 X̂(ρ(Y))ij +
1
2 Ŷ(ρ(X))ij .
(4.11)
Substituted into (3.1) and (2.15) these yield
ρ(X⊛ Y)ij = Bpij
p −Bipj p +Bpji p −Bp p ji = −Bp p ij = − 12
(
X̂(ρ(Y))ij + Ŷ(ρ(X))ij
)
.(4.12)
⊠
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Remark 4.6. Lemma 4.4 shows that a square-zero element X ∈ MC(V∗), that is an X ∈ MC(V∗)
such that X ⊛ X = 0, is necessarily contained in MCW(V
∗). This is an example of a claim that
depends on the assumption of Riemannian signature. In other signatures the same proof only shows
that ρ(X) is null.
It would be interesting to know if (MCW(V
∗),⊛) contains a nonzero square-element. ⊠
Lemma 4.7 shows that (MC(V∗),⊛) contains no zero divisors.
Lemma 4.7. Let (V, h) be a Riemannian vector space of dimension n ≥ 4. If X ∈MC(V∗) satisfies
X⊛ Y = 0 for all Y ∈MC(V∗), then X = 0.
Proof. Because X ⊛ Y = X̂MC(V∗)(Y), an equivalent claim is that the map X ∈ MC(V∗) → X̂ ∈
End(MC(V∗)) is injective. If X ⊛ Y = 0 for all Y ∈ MC(V∗), then 0 = 〈X ⊛ Y,Z〉 = 〈X,Y ⊛ Z〉 for
all Y,Z ∈ MC(V∗). Taking Y = Z = h ? h this yields 0 = 〈X, h ? h〉 = −2 s(X). Taking Y = h ? h
and Z = α? h for α ∈ S20V∗, by (4.6) this yields 0 = 〈X, (h? h)⊛ (α? h)〉 = n−22 〈X, α? h〉 = (2−
n)〈X̂(h), α〉 = (2−n)〈ρ◦(X), α〉. Since α ∈ S20V∗ is arbitrary, this shows ρ(X) = 0, so X ∈MCW(V∗).
Finally, if α, β ∈ S20V∗, then, by (4.4) and the preceding, 0 = 〈X, (α?h)⊛ (β?h)〉 = n−24 〈X, α?β〉.
Since by Lemma 2.4 the set of α ? β such that α, β ∈ S20 and α ◦ β + β ◦ α = 0 spans MCW(V∗),
this shows that X is orthogonal to MCW(V
∗), so X = 0. 
Lemmas 4.9, 4.11, and 4.13 calculate the ⊛ products of tensors of the forms α · β and γ ? σ for
α, β ∈ ∧2V∗ and γ, σ ∈ S2V∗. Although the proofs are simply somewhat tedious calculations, the
results suggest ways of constructing idempotent elements that are realized in Sections 4.2 and 7.4.
The following simple observation is used in the proofs of Lemmas 4.9 and 4.11.
Lemma 4.8. If τ, χ ∈ S2V∗ and Cijkl = τijχkl+ τklχij, then 2C[ij]kl+Cikjl−Ciljk = 2(τ ?χ)ijkl.
Lemma 4.9. Let (V, h) be an n-dimensional Riemannian vector space. For α, β, γ, σ ∈ S2(V∗),
(α? β)⊛ (γ ? σ) = 14 (〈α, γ〉β ? σ + 〈α, σ〉β ? γ + 〈β, γ〉α? σ + 〈β, σ〉α ? γ)
− 14 (α? (γ ◦ β ◦ σ + σ ◦ β ◦ γ) + β ? (γ ◦ α ◦ σ + σ ◦ α ◦ γ))
− 14 (γ ? (α ◦ σ ◦ β + β ◦ σ ◦ α) + σ ? (α ◦ γ ◦ β + β ◦ γ ◦ α))
+ 18 ([α, γ] · [β, σ] + [α, σ] · [β, γ]) + 12 ((α⊚ γ) ? (β ⊚ σ) + (α⊚ σ) ? (β ⊚ γ)) .
(4.13)
Proof. The proof is a series of calculations. First,
8B(α ? β, γ ? σ)ijkl = 〈α, γ〉 (βijσkl + βklσij) + 〈α, σ〉 (βijγkl + βklγij)
+ 〈β, γ〉 (αijσkl + αklσij) + 〈β, σ〉 (αijγkl + αklγij)
− αij (γ ◦ β ◦ σ + σ ◦ β ◦ γ)kl − αkl (γ ◦ β ◦ σ + σ ◦ β ◦ γ)ij
− βij (γ ◦ α ◦ σ + σ ◦ α ◦ γ)kl − βkl (γ ◦ α ◦ σ + σ ◦ α ◦ γ)ij
− γij (α ◦ σ ◦ β + α ◦ σ ◦ β)kl − γkl (α ◦ σ ◦ β + α ◦ σ ◦ β)ij
− σij (α ◦ γ ◦ β + α ◦ γ ◦ β)kl − σkl (α ◦ γ ◦ β + α ◦ γ ◦ β)ij
+ (γ ◦ α)jl(σ ◦ β)ik + (γ ◦ α)lj(σ ◦ β)ki + (γ ◦ α)ik(σ ◦ β)jl + (γ ◦ α)ki(σ ◦ β)lj
+ (σ ◦ α)jl(γ ◦ β)ik + (σ ◦ α)lj(γ ◦ β)ki + (σ ◦ α)ik(γ ◦ β)jl + (σ ◦ α)ki(γ ◦ β)lj .
(4.14)
ALGEBRA OF CURVATURE TENSORS 23
Substituting (4.14) into (3.1) and using Lemma 4.8 yields directly
8 ((α? β) ⊛ (γ ? σ))ijkl
= 2 (〈α, γ〉(β ? σ) + 〈α, σ〉(β ? γ) + 〈β, γ〉(α ? σ) + 〈β, σ〉(α ? γ))ijkl
− 2 (α? (γ ◦ β ◦ σ + σ ◦ β ◦ γ) + β ? (γ ◦ α ◦ σ + σ ◦ α ◦ γ))ijkl
− 2 (γ ? (α ◦ σ ◦ β + α ◦ σ ◦ β) + σ ? (α ◦ γ ◦ β + α ◦ γ ◦ β))ijkl
+ [γ, α]ij [σ, β]kl + [γ, α]kl[σ, β]ij + [σ, α]ij [γ, β]kl + [σ, α]kl[γ, β]ij
+ (γ ◦ α)jl(σ ◦ β)ik + (γ ◦ α)lj(σ ◦ β)ki + (γ ◦ α)ik(σ ◦ β)jl + (γ ◦ α)ki(σ ◦ β)lj
− (γ ◦ α)il(σ ◦ β)jk − (γ ◦ α)li(σ ◦ β)kj − (γ ◦ α)jk(σ ◦ β)il − (γ ◦ α)kj(σ ◦ β)li
+ (σ ◦ α)jl(γ ◦ β)ik + (σ ◦ α)lj(γ ◦ β)ki + (σ ◦ α)ik(γ ◦ β)jl + (σ ◦ α)ki(γ ◦ β)lj
− (σ ◦ α)il(γ ◦ β)jk − (σ ◦ α)li(γ ◦ β)kj − (σ ◦ α)jk(γ ◦ β)il − (σ ◦ α)kj(γ ◦ β)li.
(4.15)
There holds
[γ, α]ij [σ, β]kl + [γ, α]kl[σ, β]ij
+ (γ ◦ α)jl(σ ◦ β)ik + (γ ◦ α)lj(σ ◦ β)ki + (γ ◦ α)ik(σ ◦ β)jl + (γ ◦ α)ki(σ ◦ β)lj
− (γ ◦ α)il(σ ◦ β)jk − (γ ◦ α)li(σ ◦ β)kj − (γ ◦ α)jk(σ ◦ β)il − (γ ◦ α)kj(σ ◦ β)li
= ([γ, α] · [σ, β])ijkl + 12 ([γ, α]ki[σ, β]jl − [γ, α]kj [σ, β]il − [γ, α]li[γ, β]jk + [γ, α]lj [γ, β]ik)
+ (γ ◦ α)ki(σ ◦ β)lj − (γ ◦ α)kj(σ ◦ β)li − (γ ◦ α)li(σ ◦ β)kj + (γ ◦ α)lj(σ ◦ β)ki
+ (γ ◦ α)ik(σ ◦ β)jl − (γ ◦ α)il(σ ◦ β)jk − (γ ◦ α)jk(σ ◦ β)il + (γ ◦ α)jl(σ ◦ β)ik.
(4.16)
Simplifying (4.16) using
1
2 [γ, α]ki[σ, β]jl + (γ ◦ α)ki(σ ◦ β)lj + (γ ◦ α)ik(σ ◦ β)jl
= 12 ((γ ◦ α)ki(σ ◦ β)jl + (γ ◦ α)ik(σ ◦ β)jl + (γ ◦ α)ki(σ ◦ β)lj + (γ ◦ α)ik(σ ◦ β)lj)
= 2(γ ⊚ α)ki(σ ⊚ β)jl
(4.17)
and the identities obtained from it by permuting indices yields
[γ, α]ij [σ, β]kl + [γ, α]kl[σ, β]ij
+ (γ ◦ α)jl(σ ◦ β)ik + (γ ◦ α)lj(σ ◦ β)ki + (γ ◦ α)ik(σ ◦ β)jl + (γ ◦ α)ki(σ ◦ β)lj
− (γ ◦ α)il(σ ◦ β)jk − (γ ◦ α)li(σ ◦ β)kj − (γ ◦ α)jk(σ ◦ β)il − (γ ◦ α)kj(σ ◦ β)li
= ([γ, α] · [σ, β])ijkl + 4(γ ⊚ α)k[i(σ ⊚ β)j]l − 4(γ ⊚ α)l[i(σ ⊚ β)j]k
= ([γ, α] · [σ, β])ijkl + 4 ((γ ⊚ α) ? (σ ⊚ β))ijkl .
(4.18)
Interchanging α with β and γ with σ in (4.18) and substituting the result in (4.15) yields (4.13). 
Taking γ = α andσ = β in (4.13) yields the identity
(α? β)⊛ (α? β) = 14 |α|2β ? β + 14 |β|2α? α+ 12 〈α, β〉α ? β
− α? (α⊚ (β ◦ β))− β ? (β ⊚ (α ◦ α)) − 18 [α, β] · [α, β]
+ 12 ((α ◦ α) ? (β ⊚ β) + (α⊚ β) ? (α⊚ β)) .
(4.19)
Taking β = α andσ = γ in (4.13) and relabeling the result yields the identity
(α? α)⊛ (β ? β) = 〈α, β〉α ? β − α? (β ◦ α ◦ β)− β ? (α ◦ β ◦ α)
+ 14 [α, β] · [α, β] + (α ⊚ β) ? (α⊚ β).
(4.20)
Taking α = β = γ = σ in (4.13) yields the identity
(α? α)⊛ (α ? α) = |α|2α? α− 2α? (α ◦ α ◦ α) + (α ◦ α) ? (α ◦ α).(4.21)
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Lemma 4.10. Let (V, h) be an n-dimensional Riemannian vector space. If β ∈ S2V∗ satisfies
β ◦ β = β then
(β ? β)⊛ (β ? β) = (tr β − 1)β ? β,
((h− β) ? (h− β))⊛ ((h− β) ? (h− β)) = (n− tr β − 1)(h− β) ? (h− β),
((h− β) ? (h− β))⊛ (β ∧ β) = 0.
(4.22)
Moreover:
(1) |β ? β|2 = 2(tr β − 1) tr β, so β ? β 6= 0 if and only if tr β 6= 1.
(2) 〈β, h− β〉 = 0.
(3) If tr β /∈ {1, n− 1}, 1
tr β−1β ? β and
1
n−tr β−1 (h− β) ? (h− β) are orthogonal idempotents
in (MC(V∗),⊛).
(4) ρ(β ? β) = (1 − tr β)β.
Proof. Claims (1) and (2) follow from (2.17). (Note that tr β = 1 if and only if βij = uiuj for a unit
norm u ∈ V∗, in which case β ? β = 0 by (2.31).) Since β ◦ (h− β) = 0 = (h− β) ◦ β, specializing
(4.21) and (4.20) gives (4.22) and claim (3). Claim (4) is a special case of (2.10). 
Lemma 4.11. Let (V, h) be an n-dimensional Riemannian vector space. For α, β ∈ ∧2V∗ and
γ, σ ∈ S2(V∗),
(α · β)⊛ (γ ? σ) = 14 (α · (γ ◦ β ◦ σ + σ ◦ β ◦ γ) + β · (γ ◦ α ◦ σ + σ ◦ α ◦ γ))
− 34 (γ ? (α ◦ σ ◦ β + β ◦ σ ◦ α) + σ ? (α ◦ γ ◦ β + β ◦ γ ◦ α))
− 12 ((α⊚ γ) · (β ⊚ σ) + (α⊚ σ) · (β ⊚ γ)) + 38 ([γ, α] ? [σ, β] + [σ, α] ? [γ, β]) .
(4.23)
Proof. The proof is a series of calculations. First,
2(α · β)ipjq(γ ? σ)k p l q
=
(
αipβjq + αjqβip +
1
2αijβpq +
1
2αjpβiq +
1
2αqiβjp +
1
2αpqβij
)
× (γklσpq + γpqσkl − γl pσk q − σl pγk q)
= − 32γkl (α ◦ σ ◦ β + β ◦ σ ◦ α)ij − 32σkl (α ◦ γ ◦ β + β ◦ γ ◦ α)ij
+ 12αij (γ ◦ β ◦ σ + σ ◦ β ◦ γ)kl + 12βij (γ ◦ α ◦ σ + σ ◦ α ◦ γ)kl
− (α ◦ γ)li(β ◦ σ)kj − (α ◦ γ)kj(β ◦ σ)li − 12 (α ◦ γ)lj(β ◦ σ)ki − 12 (α ◦ γ)ki(β ◦ σ)lj
− (β ◦ γ)li(α ◦ σ)kj − (β ◦ γ)kj(α ◦ σ)li − 12 (β ◦ γ)lj(α ◦ σ)ki − 12 (β ◦ γ)ki(α ◦ σ)lj .
(4.24)
Exchanging i with k and j with l in (4.24) and summing the result to (4.24) yields
4B(α · β, γ ? σ)ijkl = − 32γij (α ◦ σ ◦ β + β ◦ σ ◦ α)kl − 32γkl (α ◦ σ ◦ β + β ◦ σ ◦ α)ij
− 32σij (α ◦ γ ◦ β + β ◦ γ ◦ α)kl − 32σkl (α ◦ γ ◦ β + β ◦ γ ◦ α)ij
+ 12αij (γ ◦ β ◦ σ + σ ◦ β ◦ γ)kl + 12αkl (γ ◦ β ◦ σ + σ ◦ β ◦ γ)ij
+ 12βij (γ ◦ α ◦ σ + σ ◦ α ◦ γ)kl + 12βkl (γ ◦ α ◦ σ + σ ◦ α ◦ γ)ij
− (α ◦ γ)li(β ◦ σ)kj − (α ◦ γ)kj(β ◦ σ)li − 12 (α ◦ γ)lj(β ◦ σ)ki − 12 (α ◦ γ)ki(β ◦ σ)lj
− (α ◦ γ)jk(β ◦ σ)il − (α ◦ γ)il(β ◦ σ)jk − 12 (α ◦ γ)jl(β ◦ σ)ik − 12 (α ◦ γ)ik(β ◦ σ)jl
− (β ◦ γ)li(α ◦ σ)kj − (β ◦ γ)kj(α ◦ σ)li − 12 (β ◦ γ)lj(α ◦ σ)ki − 12 (β ◦ γ)ki(α ◦ σ)lj
− (β ◦ γ)jk(α ◦ σ)il − (β ◦ γ)il(α ◦ σ)jk − 12 (β ◦ γ)jl(α ◦ σ)ik − 12 (β ◦ γ)ik(α ◦ σ)jl.
(4.25)
Substituting (4.25) into (3.1) and simplifying the result as described in what follows yields (4.23).
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If µ, ν ∈ ∧2V∗ and Cijkl = µijνkl + µklνij , then 2C[ij]kl + Cikjl − Ciljk = 2(µ · ν)ijkl . This is
applied with µ equal to 18α or
1
8β and ν equal to γ ◦ β ◦ σ + σ ◦ β ◦ γ or γ ◦ α ◦ σ + σ ◦ α ◦ γ to
obtain the terms 14 (α · (γ ◦ β ◦ σ + σ ◦ β ◦ γ) + β · (γ ◦ α ◦ σ + σ ◦ α ◦ γ)) in (4.23).
Applying Lemma 4.8 with τ equal to − 38γ or − 38σ and χ equal to α ◦ σ ◦ β + β ◦ σ ◦ α or
α◦γ ◦β+β ◦γ ◦α to obtain the terms − 34 (γ ? (α ◦ σ ◦ β + β ◦ σ ◦ α) + σ ? (α ◦ γ ◦ β + β ◦ γ ◦ α))
in (4.23).
The expression
Cijkl = (α ◦ γ)li(β ◦ σ)kj + (α ◦ γ)kj(β ◦ σ)li + 12 (α ◦ γ)lj(β ◦ σ)ki + 12 (α ◦ γ)ki(β ◦ σ)lj
+ (α ◦ γ)jk(β ◦ σ)il + (α ◦ γ)il(β ◦ σ)jk + 12 (α ◦ γ)jl(β ◦ σ)ik + 12 (α ◦ γ)ik(β ◦ σ)jl,
(4.26)
comprises the terms in (4.25) containing (α ◦ γ) and satisfies
2C[ij]kl + Cikjl − Cilkj =
(α ◦ γ)li(β ◦ σ)kj + (α ◦ γ)kj(β ◦ σ)li + 12 (α ◦ γ)lj(β ◦ σ)ki + 12 (α ◦ γ)ki(β ◦ σ)lj
+ (α ◦ γ)jk(β ◦ σ)il + (α ◦ γ)il(β ◦ σ)jk + 12 (α ◦ γ)jl(β ◦ σ)ik + 12 (α ◦ γ)ik(β ◦ σ)jl
− (α ◦ γ)lj(β ◦ σ)ki − (α ◦ γ)ki(β ◦ σ)lj − 12 (α ◦ γ)li(β ◦ σ)kj − 12 (α ◦ γ)kj(β ◦ σ)li
− (α ◦ γ)ik(β ◦ σ)jl − (α ◦ γ)jl(β ◦ σ)ik − 12 (α ◦ γ)il(β ◦ σ)jk − 12 (α ◦ γ)jk(β ◦ σ)il
+ (α ◦ γ)li(β ◦ σ)jk + (α ◦ γ)jk(β ◦ σ)li + 12 (α ◦ γ)lk(β ◦ σ)ji + 12 (α ◦ γ)ji(β ◦ σ)lk
+ (α ◦ γ)kj(β ◦ σ)il + (α ◦ γ)il(β ◦ σ)kj + 12 (α ◦ γ)kl(β ◦ σ)ij + 12 (α ◦ γ)ij(β ◦ σ)kl
− (α ◦ γ)ki(β ◦ σ)jl − (α ◦ γ)jl(β ◦ σ)ki − 12 (α ◦ γ)kl(β ◦ σ)ji − 12 (α ◦ γ)ji(β ◦ σ)kl
− (α ◦ γ)lj(β ◦ σ)ik − (α ◦ γ)ik(β ◦ σ)lj − 12 (α ◦ γ)lk(β ◦ σ)ij − 12 (α ◦ γ)ij(β ◦ σ)lk.
(4.27)
Grouping terms with similar pairings of indices in (4.27) yields
2C[ij]kl + Cikjl − Cilkj =
1
2 (α ◦ γ)il(β ◦ σ)jk + (α ◦ γ)il(β ◦ σ)kj + (α ◦ γ)li(β ◦ σ)jk + 12 (α ◦ γ)li(β ◦ σ)kj
+ 12 (α ◦ γ)jk(β ◦ σ)il + (α ◦ γ)jk(β ◦ σ)li + (α ◦ γ)kj(β ◦ σ)li + 12 (α ◦ γ)kj(β ◦ σ)il
− 12 (α ◦ γ)jl(β ◦ σ)ik − (α ◦ γ)jl(β ◦ σ)ki − (α ◦ γ)lj(β ◦ σ)ik − 12 (α ◦ γ)lj(β ◦ σ)ki
− 12 (α ◦ γ)ik(β ◦ σ)jl − (α ◦ γ)ik(β ◦ σ)lj − (α ◦ γ)ki(β ◦ σ)jl − 12 (α ◦ γ)ki(β ◦ σ)lj
+ 12 (α ◦ γ)ij(β ◦ σ)kl − 12 (α ◦ γ)ji(β ◦ σ)kl + 12 (α ◦ γ)ji(β ◦ σ)lk − 12 (α ◦ γ)ij(β ◦ σ)lk
+ 12 (α ◦ γ)kl(β ◦ σ)ij − 12 (α ◦ γ)lk(β ◦ σ)ij − 12 (α ◦ γ)kl(β ◦ σ)ji + 12 (α ◦ γ)lk(β ◦ σ)ji.
(4.28)
Using the identities
1
2 (α ◦ γ)il(β ◦ σ)jk + (α ◦ γ)il(β ◦ σ)kj + (α ◦ γ)li(β ◦ σ)jk + 12 (α ◦ γ)li(β ◦ σ)kj
= (α⊚ γ)li(σ ⊚ β)jk +
3
4 [γ, α]li[σ, β]jk ,
(4.29)
and
1
2 (α ◦ γ)ij(β ◦ σ)kl − 12 (α ◦ γ)ji(β ◦ σ)kl + 12 (α ◦ γ)ji(β ◦ σ)lk − 12 (α ◦ γ)ij(β ◦ σ)lk
+ 12 (α ◦ γ)kl(β ◦ σ)ij − 12 (α ◦ γ)lk(β ◦ σ)ij − 12 (α ◦ γ)kl(β ◦ σ)ji + 12 (α ◦ γ)lk(β ◦ σ)ji
= (α⊚ γ)ij(β ◦ σ)kl − (α⊚ γ)ij(β ◦ σ)lk + (α⊚ γ)kl(β ◦ σ)ij − (α⊚ γ)kl(β ◦ σ)ji
= 2(α⊚ γ)ij(β ⊚ σ)kl + 2(α⊚ γ)kl(β ⊚ σ)ij ,
(4.30)
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and those obtained from them by exchanging i with k, j with l, to simplify (4.28) yields
2C[ij]kl + Cikjl − Cilkj =
(α⊚ γ)li(σ ⊚ β)jk +
3
4 [γ, α]li[σ, β]jk − (α ⊚ γ)lj(σ ⊚ β)ik − 34 [γ, α]lj [σ, β]ji
+ (α⊚ γ)jk(σ ⊚ β)li +
3
4 [γ, α]jk[σ, β]li − (α⊚ γ)ik(σ ⊚ β)lj − 34 [γ, α]ik[σ, β]lj
+ 2(α⊚ γ)ij(β ⊚ σ)kl + 2(α⊚ γ)kl(β ⊚ σ)ij
= 2(α⊚ γ)ij(β ⊚ σ)kl − 2(α⊚ γ)kl(β ⊚ σ)ij
− 2(α⊚ γ)k[i(σ ⊚ β)j]l + 2(α⊚ γ)l[i(σ ⊚ β)j]k − 32 [γ, α]k[i[σ, β]j]l + 32 [γ, α]l[i[σ, β]j]k
= 2 ((α ⊚ γ) · (β ⊚ σ))ijkl − 32 ([γ, α] ? [σ, β])ijkl .
(4.31)
Using (4.31) and the identity obtained from it by exchanging α and β yields the remaining terms
in (4.23). 
Remark 4.12. Taking γ = h = σ in the identities of Lemmas 4.9 and 4.11 recovers the identities
of Corollary 4.2, which also can be checked directly by straightforward calculations. This provides
useful consistency checks for the more general identities of Lemmas 4.9 and 4.11. ⊠
Lemma 4.13. Let (V, h) be a Riemannian vector space. For α, β, γ, σ ∈ ∧2(V∗),
(α · β)⊛ (γ · σ) = 14 〈α, γ〉β · σ + 14 〈α, σ〉β · γ + 14 〈β, γ〉α · σ + 14 〈β, σ〉α · γ
− 14 (α ◦ γ ◦ β + β ◦ γ ◦ α) · σ − 14 (α ◦ σ ◦ β + β ◦ σ ◦ α) · γ
− 14 (γ ◦ α ◦ σ + σ ◦ α ◦ γ) · β − 14 (γ ◦ β ◦ σ + σ ◦ β ◦ γ) · α
+ 58 [α, γ] · [β, σ] + 58 [β, γ] · [α, σ]− 32 (α ⊚ γ) ? (β ⊚ σ)− 32 (β ⊚ γ) ? (α⊚ σ).
(4.32)
Proof. For α, β ∈ ∧2(V∗), straightforward computations show
2B(α · α, β · β)ijkl = 〈α, β〉(αijβkl + αklβij)
+ 5(α ◦ β)ki(α ◦ β)lj + 5(α ◦ β)ik(α ◦ β)jl + 4(α ◦ β)li(α ◦ β)kj + 4(α ◦ β)il(α ◦ β)jk
− (α ◦ β ◦ α)ijβkl − (α ◦ β ◦ α)klβij − (β ◦ α ◦ β)ijαkl − (β ◦ α ◦ β)klαij
(4.33)
in which (α ◦ β)ij = (β ◦ α)ji is used several times. By (2.6), 2(α ◦ β)[ij] = −[α, β]ij , and by
(2.21), 3(α ◦ β)(ij) = ρ(α ·β)ij . Substituting (4.33) into (3.1) and simplifying the result using these
observations yields the first equality of
(α · α)⊛ (β · β) = 〈α, β〉α · β − (α ◦ β ◦ α) · β − (β ◦ α ◦ β) · α
+ 54 [α, β] · [α, β]− 3(α⊚ β) ? (α⊚ β).
(4.34)
The second equality of (4.34) follows from (2.52). Polarizing (4.34) in β yields
(α · α)⊛ (β · γ) = 12 〈α, β〉α · γ + 12 〈α, γ〉α · β − 12 (α ◦ β ◦ α) · γ − 12 (α ◦ γ ◦ α) · β
− 12 (β ◦ α ◦ γ + γ ◦ α ◦ β) · α+ 54 [α, β] · [α, γ]− 3(α⊚ β) ? (α ⊚ γ).
(4.35)
Polarizing (4.35) in α, relabeling the result, and using (2.21) yields (4.32). 
Taking γ = α and σ = β in (4.32) yields the identity
(α · β)⊛ (α · β) = 14 |β|2α · α+ 14 |α|2β · β + 12 〈α, β〉β · α− 58 [α, β] · [α, β]
− (α⊚ (β ◦ β)) · α− ((α ◦ α)⊚ β) · β − 32 (α ◦ α) ? (β ◦ β)− 32 (α⊚ β) ? (α ⊚ β).
(4.36)
Taking α = β = γ = σ in (4.32) (or β = α in (4.36)) yields the identity
(α · α)⊛ (α · α) = |α|2α · α− 2(α ◦ α ◦ α) · α− 3(α ◦ α) ? (α ◦ α).(4.37)
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The identity (4.37) suggests that with some further condition on α, the element α · α, or its trace-
free part tf(α · α) might be an idempotent. The obvious candidate condition is α ◦ α = −h, and
this in fact works, as follows from a special case of Lemma 4.14.
4.2. Idempotents in the subalgebra of Weyl curvature tensors. The purpose of this section
is to construct idempotents in (MCW(V
∗),⊛). This is used to prove Theorem 1.2, but is interesting
in its own right.
Lemma 4.14. Let (V, h) be a Riemannian vector space of dimension m. Let r be even and satisfy
4 ≤ r ≤ m. There exists α ∈ ∧2V∗ such that α ◦ α = −g with g ∈ S2V∗ satisfying g ◦ g = g,
α ◦ g = α = g ◦ α, and r = tr g = |g|2 = |α|2. The elements of MC(V∗) defined by
H(g) = 1r−1g ? g,(4.38)
Kr(α) = 1r+2 (α · α+ g ? g) ,(4.39)
Sr(α) = 1r+2
(
α · α− 3r−1g ? g
)
= Kr(α)−H(g),(4.40)
are idempotents in (MC(V∗),⊛) satisfying the relations
Kr(α) ⊛H(g) = H(g), Kr(α) ⊛ Sr(α) = Sr(α), Sr(α)⊛H(g) = 0.(4.41)
Moreover:
(1) Sr(α) is contained in MCW(V
∗).
(2) Kr(α) is not contained in MCW(V
∗) because ρ(Kr(α)) = −g.
(3) There hold
〈Kr(α), Sr(α)〉 = |Sr(α)|2h = 6r(r−2)(r+2)(r−1) , |Kr(α)|2h = 8rr+2 ,
〈Kr(α),H(g)〉 = |H(g)|2h = 2rr+2 , 〈Sr(α),H(g)〉 = 0.
(4.42)
(4) If r ∈ {m− 1,m}, Sr(α) = 1r+2 tf(α · α).
Proof. Let W ⊂ V be a subspace of dimension r and let W⊥ be its h-orthogonal complement.
Let {ǫ(1)i, . . . , ǫ(m)i} be an h-orthonormal basis of V∗ such that {ǫ(1), . . . , ǫ(r)} is a basis of W∗
and {ǫ(r + 1), . . . , ǫ(m)} is a basis of W⊥∗. The tensors α = ∑r/2i=1 ǫ(2i − 1) ∧ ǫ(2i) ∈ ∧2V∗ and
g =
∑r
i=1 ǫ(i)⊗ ǫ(i) ∈ S2V∗ have the properties claimed in the statement of the lemma.
By (4.37), (4.23), and Lemma 4.10,
(α · α)⊛ (α · α) = (r + 2)α · α− 3g ? g, (α · α) ⊛ (g ? g) = 3g ? g,
(g ? g)⊛ (g ? g) = (r − 1)g ? g.(4.43)
Combining the identities (4.43) yields
(Aα · α+Bg ? g)⊛ (Aα · α+Bg ? g)− (Aα · α+Bg ? g)
= A((r + 2)A− 1)α · α+ ((r − 1)B2 + (6A− 1)B − 3A2)g ? g.(4.44)
That (4.44) vanish yields the equations A2(r+2) = A and (r− 1)B2+(6A− 1)B− 3A2 = 0. These
equations have the three nontrivial solutions (0, 1r−1), (
1
r+2 ,
1
r+2 ) and (
1
r+2 ,− 3(r−1)(r+2)) for (A,B)
that yield, respectively, the idempotents H(g), Kr(ω), and Sr(ω). The relations (4.41) follow from
(4.43) by computations similar to those showing (4.44).
By (2.21), ρ(α ·α) = 3α◦α = −3g, and by (2.10), ρ(g?g) = g◦g−tr(g)g = −(r−1)g, from which
there follow ρ(Sr(α)) = 0 and ρ(Kr(α)) = −g, so that Sr(α) ∈MCW(V∗) but Kr(α) /∈MCW(V∗).
From (2.25), (2.26), and (2.17) there follow |α · α|2h = 6r(r + 1), 〈α · α, g ? g〉 = 6r, and
|g ? g|2 = 2r(r − 1). The identities (4.42) follow.
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By (2.22),
tf(α · α) = α · α− 6m−2g ? h+ 3r(m−1)(m−2)h ? h
= α · α+ 3(r−2(m−1))(m−1)(m−2) g ? g
− 6(m−1−r)(m−1)(m−2) (h− g) ? g + 3r(m−1)(m−2)(h− g) ? (h− g)
= α · α− 3r−1g ? g + 3(m−r)(m−1−r)(r−1)(m−1)(m−2)g ? g
− 6(m−1−r)(m−1)(m−2) (h− g) ? g + 3r(m−1)(m−2) (h− g) ? (h− g).
(4.45)
If r = m, then h = g, and from (4.45) it is apparent that (m+2)Sm(α) = tf(α ·α). When r = m−1,
then δi
j − gi j is the orthogonal projection on the one-dimensional subspace W⊥, hij − gij = uiuj
for a unit vector ui spanning W. In this case, by (2.31), (h− g) ? (h− g) = (u⊗ u) ? (u⊗ u) = 0,
so (4.45) shows that (m+ 1)Sm−1(α) = tf(α · α) in this case too. 
Remark 4.15. The conditions on α in Lemma 4.14 mean that the restriction of α to the r-
dimensional subspace W that is the image of the orthogonal projection gi
j is a symplectic structure,
and that αi
j determines a complex structure on W compatible with the restriction of h to W. ⊠
Example 4.16. The condition that r ≥ 4 in Lemma 4.14 is needed simply because when r = 2
the element S2(α) is necessarily trivial, as the norm estimate (4.42) shows. The following simple
computations give another way of seeing this. Let u and v be orthogonal unit norm vectors spanning
W∗. Let α = u ∧ v, so that α ◦ α = −g where g = u⊗ u+ v ⊗ v. By (2.31) and (2.32),
(u ∧ v) · (u ∧ v) = 3(u ∧ v)⊗ (u ∧ v)
= 6(u⊗ u) ? (v ⊗ v) = 3(u⊗ u+ v ⊗ v) ? (u ⊗ u+ v ⊗ v),(4.46)
so that S2(u∧v) = 0. On the other hand, when r = 2, H(u⊗u+v⊗v) = K2(u∧v) = (u∧v)⊗(u∧v)
spans the one-dimensional space MC(W∗). ⊠
Example 4.17. Let (V, h) be an m-dimensional Riemannian vector space. Lemma 4.14 shows that
for every even integer 4 ≤ r ≤ m, there is a nontrivial idempotent E ∈ (MCW(V∗),⊛) such that
|E|2h = 6r(r−2)(r+2)(r−1) . More precisely, every choice of a subspace W ⊂ V of dimension r determines such
an idempotent. For example, let x, y, z, w ∈ V∗ be orthogonal, unit norm vectors, so spanning a
4-dimensional subspace. Then α = x∧y+z∧w satisfies α◦α = −g for g = x⊗x+y⊗y+z⊗z+w⊗w.
Define S(x, y, z, w) = S4(α). By (2.37),
6S4(x, y, z, w) = 2(x ∧ y) · (z ∧ w)
+ 13 (2(x ∧ y) · (x ∧ y)− (x ∧ z) · (x ∧ z)− (y ∧ w) · (y ∧ w)
+2(z ∧w) · (z ∧ w) − (y ∧ z) · (y ∧ z)− (x ∧w) · (x ∧w))
= 2(x ∧ y) · (z ∧ w)
+ 13 ((x ∧ y) · (x ∧ y) + (z ∧w) · (z ∧ w) − (x ∧ z) · (x ∧ z)− (y ∧ w) · (y ∧w)
+(x ∧ y) · (x ∧ y) + (z ∧ w) · (z ∧ w)− (y ∧ z) · (y ∧ z)− (x ∧ w) · (x ∧ w))
= 8(x⊙ z) ? (y ⊙ w)
+ 2 ((x⊙ x− w ⊙ w) ? (y ⊙ y − z ⊙ z) + (y ⊙ y − w ⊙ w) ? (x⊙ x− z ⊙ z)) .
(4.47)
It follows from the definition that S(x, y, z, w) + S(y, z, x, w) + S(z, x, y, w) = 0. The permutation
group S4 acts as the permutations of {x, y, z, w}. The symmetries S(x, y, z, w) = S(z, w, x, y) =
S(y, x, w, z) = S(w, z, y, x) and S(y, x, z, w) = −S(x, y, z, w) (evident from (4.47)) show that there
result only three distinct idempotents, namely S(x, y, z, w), S(y, z, x, w), and S(z, x, y, w). ⊠
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From Lemma 4.18, it follows that, if W is a subspace of V, the inclusion of an idempotent of
MCW(W
∗) is an idempotent in MCW(V∗). In particular, the r < m cases of Lemma 4.14 follow
from the r = m case of Lemma 4.14 in conjunction with Lemma 4.18.
Lemma 4.18.
Let W be a subspace of the Riemannian vector space (V, h). The injective linear map ι : ⊗4W∗ →
⊗4V∗ defined by ι(X)(A,B,C,D) = X(ΠA,ΠB,ΠC,ΠD), where Π ∈ End(V) is the h-orthogonal
projection onto W, restricts to an injective algebra homomorphism that maps MC(W∗) into MC(V∗)
and maps MCW(W
∗) into MCW(V∗).
Proof. First let W be a subspace of the Riemannian vector space (V, h). Label sections of W and its
dual with lowercase Latin indices and sections of V and its dual with uppercase Latin indices. For
example, the element of W ⊗ V∗ corresponding to the orthogonal projection Π : V → W is written
ΠI
i and ι(X)IJKL = XijklΠI
iΠJ
jΠK
kΠL
l. By definition hIJΠI
iΠJ
j = hij . For X,Y ∈MC(W),
2B(ι(X), ι(Y))IJKL = ι(X)IPJQι(Y)KALBh
PAhQB + ι(X)KPLQι(Y)IAJBh
PAhQB
= XipjqΠI
iΠP
pΠJ
jΠQ
qι(Y)kalbΠK
kΠA
aΠL
lΠB
bhPAhQB
+ ι(X)kplqΠK
kΠP
pΠL
lΠQ
qι(Y)iajbΠI
iΠA
aΠJ
jΠB
bhPAhQB
= XipjqΠI
iΠJ
jι(Y)kalbΠK
kΠL
lhiahjb + ι(X)kplqΠK
kΠL
lι(Y)iajbΠI
iΠJ
jhpahqb
= 2B(X,Y)ijklΠI
iΠJ
jΠK
kΠL
l = 2ι(B(X,Y))IJKL.
(4.48)
which shows that B(ι(X), ι(Y)) = ι(B(X,Y)). Since the map ι : ⊗4W∗ → ⊗4V∗ commutes with
permutations of the factors, this suffices to show that ι(X) ⊛ ι(Y) = ι(X ⊛ Y) for X,Y ∈ MC(W∗).
Similarly, if X ∈MC(W∗),
ρ(ι(X))IJ = ι(X)PIJQh
PQ = XpijqΠP
pΠI
iΠJ
jΠQ
qhPQ
= XpijqΠP
pΠI
iΠJ
jhpq = ρ(X)ijΠI
iΠJ
j ,
(4.49)
so ρ(ι(X)) = ι(ρ(X)) (where ι is defined on ⊗2W) and so ι(MCW(W∗)) ⊂MCW(V∗). 
4.3. The proof of Theorem 1.2 and fusion rules for (MC(V∗),⊛). Assembling results obtained
so far yields the proof of Theorem 1.2.
Corollary 4.19 (Corollary of Theorem 3.7).
If (V, h) is a Riemannian vector space with dimV > 4, then (MCW(V
∗),⊛) is simple.
Proof. Because by Lemma 4.14, (MCW(V
∗),⊛) contains a nontrivial idempotent, its multiplication
is nontrivial, and, because dimV > 4, the action by automorphisms of the connected simple Lie
group SO(n) on MCW(V
∗) is irreducible, so the claims follow from Theorem 3.7. 
Corollary 4.20 (Corollary of Theorem 3.8). Let (V, h) be a Riemannian vector space of dimension
at least 4. Let h be the invariant metric on MCW(V
∗) given by h(X,Y) = XijklYijkl. Define
L : MCW(V
∗)→ End(MCW(V∗)) by L(X)Y = X⊛ Y.
(1) The restriction to MCW(V
∗) of the cubic polynomial P (X) = 〈X ⊛ X,X〉 is h-harmonic.
Equivalently trL(X) = 0 for all X ∈MCW(V∗).
(2) The trace-form τ(X,Y) = trL(X)L(Y) is a nonzero constant multiple of the metric h.
Proof of Corollary 4.20. The group O(n) = O(V, h) acts irreducibly by isometric automorphisms
on (MCW(V
∗),⊛). By Lemma 4.14 there exists a nontrivial idempotent E ∈ (MCW(V∗),⊛), and so
6Ph(E) = h(E⊛ E,E) = |E|2h 6= 0. The claims follow from Theorem 3.8. 
Combining Corollaries 4.19 and 4.20 yields Theorem 1.2.
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Remark 4.21. A defect of the proof of Theorem 1.2 (and Theorem 1.3) is that it does not yield the
value of the nonzero constant κ such that τIJ = κhIJ . To calculate κ it would suffice to calculate
the eigenvalues onMCW(V
∗) of the operator Ê associated with a nonzero idempotent, as this suffices
to calculate its τ -norm. ⊠
Lemma 4.22 describes more precisely the interaction of the subspaces MCS(V
∗), MCR(V∗), and
MCW(V
∗) with respect to ⊛.
Lemma 4.22. Let (V, h) be an n-dimensional Riemannian vector space. The projections onto the
O(h,V)-irreducible summands of MC(V∗) of X,Y ∈MC(V∗) satisfy
PS(X)⊛ PS(X) =
1
n2(n−1) s(X) s(Y)h ? h = − 12n (s(X)PS(Y) + s(Y)PS(X)) ,(4.50)
PS(X)⊛ PR(X) =
1
n(n−1) s(X) ρ◦(Y) ? h = − (n−2)2n(n−1) s(X)PR(X),(4.51)
tf(X)⊛ PS(Y) = 0,(4.52)
tf(X)⊛ PR(Y) = PR(tf(X)⊛ Y),(4.53)
PR(X)⊛ PR(Y) =
1
n−2 tf(ρ◦(X) ? ρ◦(Y)) +
2
n−2PR(ρ◦(X) ? ρ◦(Y))− PS(ρ◦(X) ? ρ◦(Y)).(4.54)
The products of the O(n)-irreducible submodules of MCW(V
∗) satisfy:
MCS(V
∗)⊛MCS(V∗) = MCS(V∗), if n > 1,(4.55)
MCR(V
∗)⊛MCS(V∗) = MCR(V∗), if n > 2,(4.56)
MCW(V
∗)⊛MCS(V∗) = {0},(4.57)
MCW(V
∗)⊛MCR(V∗) = MCR(V∗), if n > 3,(4.58)
tf(MCR(V
∗)⊛MCR(V∗)) = MCW(V∗), if n > 3,(4.59)
MCW(V
∗)⊛MCW(V∗) = MCW(V∗), if n > 4.(4.60)
Proof. The identities (4.50), (4.51), and (4.52) follow directly from (4.7), (4.6), and (4.5) and the
definitions (2.13) of PR and PS. From (4.1) and the definition of PR there results tf(X)⊛ PR(Y) =
1
n−2 t̂f(X)(ρ◦(Y))?h. From (4.8) there results ρ(tf(X)⊛Y) = − 12 t̂f(X)(ρ(Y)) = − 12 t̂f(X)(ρ◦(Y)), the
last equality because t̂f(X)(h) = ρ(tf(X)) = 0. Combining the preceding observations yields (4.53).
Finally, (4.54) follows straightforwardly from (4.4), using ρ◦(ρ◦(X) ? ρ◦(Y)) = tf(ρ◦(X) ⊚ ρ◦(Y))
and s(ρ◦(X) ? ρ◦(Y)) = 〈ρ◦(X), ρ(Y)〉.
The containments in (4.55)-(4.59) of subspaces are consequences of polarizing (4.50)-(4.54). The
equalities require further justification. The product (4.57) is immediate from (4.52). By (4.6),
multiplication by h ? h, which spans MCS(V
∗), is invertible on MCR(V∗) when n > 2 and on
MCS(V
∗) when n > 1, and this suffices to show the equalities (4.56) and (4.55).
If ρ(X) = 0, then, by (4.1), X ⊛ (α ? h) = − 12 X̂(α) ? h; since tr X̂(α) = 〈ρ(X), α〉 = 0, X ⊛
(α ? h) ∈ MCR(V∗) for all α ∈ S2(V∗). This shows MCW(V∗) ⊛ MCR(V∗) ⊂ MCR(V∗). Since
MCW(V
∗) ⊛ MCR(V∗) is an O(n)-submodule of the irreducible O(n)-module MCR(V∗), to show
equality it suffices to exhibit a nonzero element of MCW(V
∗) ⊛MCR(V∗). Let u, v ∈ V be such
that |u|2 = 2 = |v|2 and 〈u, v〉 = 0 and define α = u ⊙ v ∈ S20V∗. By construction, |α|2 = 2,
2α◦α = u⊗u+v⊗v, 〈α, α◦α〉 = 0, and α◦α◦α = α. By (2.31), −4α?α = (u∧v)⊗ (u∧v), from
which there follow 2 ρ(α?α) = 2α◦α, | ρ(α?α)|2 = 2, | ρ◦(α?α)|2 = 2(n−2)n , and s(α?α) = |α|2 = 2.
For β, γ, σ ∈ S2V∗ there holds
γ̂ ? σ(β) = 12 (γ ◦ β ◦ σ + σ ◦ β ◦ γ)− 12 〈β, γ〉σ − 12 〈β, σ〉γ.(4.61)
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Table 1. Fusion rule for (MC(V∗),⊛)
⋆ 1 n−22(n−1) 0
1 {1} { n−22(n−1)} ∅
n−2
2(n−1) { n−22(n−1)} {1, n−22(n−1) , 0} { n−22(n−1)}
0 ∅ { n−22(n−1)} {0}
Taking β = γ = σ = α in (4.61) and using the preceding observations yields
̂tf(α ? α)(α) = α̂? α(α) + 2n−2
̂ρ(α? α) ? h(α)− 1(n−2)(n−1) s(α? α)ĥ ? h(α)
=
(
α ◦ α ◦ α− |α|2α)+ 2n−2 (α ◦ α ◦ α− 12 〈α, α ◦ α〉h)− 1(n−2)(n−1) |α|2α
= nn−2α− 2(1 + 1(n−2)(n−1) )α = −n−3n−1α,
(4.62)
so
tf(α? α)⊛ (α? h) = − 12 ̂tf(α ? α)(α) ? h = n−32(n−1)α? h,(4.63)
which shows that MCW(V
∗)⊛MCR(V∗) is nontrivial if n > 3 and so proves the equality in (4.58).
Suppose dimV∗ > 3. Let x, y, z, w ∈ V∗ be pairwise orthogonal unit norm vectors. Then α = x⊙y
and β = z⊙w are in S20V∗, so α?h, β?h ∈MCR(V∗). Because α⊚β = 0 and 〈α, β〉 = 0, by (4.4),
(α?h)⊛(β?h) = n−24 α?β. By (2.33), ρ(α?β) = 0, so (α?h)⊛(β?h) =
n−2
4 α?β ∈MCW(V∗).
Since, by Lemma 2.4, MCW(V
∗) is spanned by elements of the form α? β, this shows the equality
in (4.59).
By Lemma 4.4, MCW(V
∗) is a subalgebra. By Lemma 4.14, (MCW(V∗),⊛) contains a nontrivial
idempotent, so is a nontrivial algebra. If n > 4, then, because SO(n) acts on (MCW(V
∗),⊛)
irreducibly by automorphisms, by Corollary 4.19, (MCW(V
∗),⊛) is a simple algebra. In particular
MCW(V
∗)⊛MCW(V∗) = MCW(V∗). 
Remark 4.23. Lemma 4.22 can be interpreted as giving fusion rules for (MC(V∗),⊛). Precisely the
subspaces MCS(V
∗), MCR(V∗), and MCW(V∗) are the eigenspaces of the idempotent H = H(h) =
1
n−1h?h with eigenvalues 1,
n−2
2(n−1) , and 0. Lemma 4.22 shows that their products satisfy the fusion
rule ⋆ : Φ×Φ→ 2Φ indicated in Table 1, where Φ = {1, n−22(n−1) , 0}. (See [26] for the definition of a
fusion rule.) A subset of Φ indicates the sum of the eigenspaces corresponding to this subset and
an entry in the table means that the ⊛ product of the eigenspaces corresponding with α, β ∈ Φ is
contained in the sum of the eigenspaces corresponding with elements of α ⋆ β. Note that Lemma
4.22 gives more information than the table 1 because it asserts the equalities of the products of
subspaces, rather than simply containment relations. ⊠
4.4. Example: The Böhm-Wilking theorem. For α, β ∈ R define an O(n)-equivariant endo-
morphism Ψα,β ∈ End(MC(V∗)) by
Ψα,β(X) = tf(X) + βPR(X) + αPS(X) = X+ (β − 1)PR(X) + (α− 1)PS(X).(4.64)
For example, (4.54) can be rewritten as
PR(X)⊛ PR(X) =
1
n−2Ψ2−n,2(ρ◦(X) ? ρ◦(X)).(4.65)
Because Ψα,β ◦ Ψα¯,β¯ = Ψαα¯,ββ¯, Ψα,β is invertible if and only if α 6= 0 and β 6= 0, in which case
Ψ−1α,β = Ψα−1,β−1 . Note that Ψ1,1 = IdMC(V∗). If α = 1+2(n− 1)a and β = 1+ (n− 2)b, then Ψα,β
equals the endomorphism called la,b introduced by C. Böhm and B. Wilking in [3]. The key point
of Theorem 4.24 is that (4.66) does not depend on tf(X).
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Theorem 4.24 (Theorem 2 of C. Böhm and B. Wilking [3]). Let (V, h) be an n-dimensional
Riemannian vector space. If α, β ∈ R \ {0} and Dα,β(X) = Ψ−1α,β (Ψα,β(X)⊛Ψα,β(X)) − X ⊛ X,
where Ψα,β ∈ End(MC(V∗)) is defined in (4.64), then
Dα,β(X) = Ψ
−1
α,β (Ψα,β(X)⊛Ψα,β(X))− X⊛ X
= β
2−1
n−2 tf(ρ◦(X) ? ρ◦(X)) + PR
(
2(β−1)
n−2 ρ◦(X) ? ρ◦(X) +
(n−2)(1−α)
n(n−1) s(X)X
)
+ PS
(
(1− β2α ) ρ◦(X) ? ρ◦(X) + 1−αn s(S)X
)
= β
2−1
n−2 tf(ρ◦(X) ? ρ◦(X))− 4(β−1)(n−2)2 tf (ρ◦(X)⊚ ρ◦(X)) ? h+ 2(α−1)n(n−1) s(X) ρ◦(X) ? h
+
(
β2−α
n(n−1)α )| ρ◦(X)|2 + α−1n2(n−1) s(X)
)
h? h,
(4.66)
Proof. Straightforward calculations using (4.50)-(4.54) yield
Ψα,β(X)⊛Ψα,β(X) = tf(X)⊛ tf(X) +
β2
n−2 tf(ρ◦(X) ? ρ◦(X))
+ PR
(
2β2
n−2 ρ◦(X) ? ρ◦(X) + 2β tf(X)⊛ X− αβ(n−2)n(n−1) s(X)X
)
+ PS
(
−β2 ρ◦(X) ? ρ◦(X)− α
2
n s(S)X
)
.
(4.67)
The special case α = 1 = β yields
X⊛ X = tf(X)⊛ tf(X) + 1n−2 tf(ρ◦(X) ? ρ◦(X))
+ PR
(
2
n−2 ρ◦(X) ? ρ◦(X) + 2 tf(X)⊛ X− (n−2)n(n−1) s(X)X
)
+ PS
(− ρ◦(X) ? ρ◦(X)− 1n s(X)X) .
(4.68)
Combining (4.67) and (4.68) yields (4.66). After rewriting (4.66) in terms of the parameters a and b
and a bit of computation it can be seen that (4.66) recovers the conclusion of Theorem 2 of [3]. 
Remark 4.25. Using 2PR(ρ(X)?h) = (2−n)PR(X) and PS(ρ(X)?h) = (1−n)PS(X), (4.66) can
be rewritten as
Dα,β(X)
= β
2−1
n−2
(
tf(ρ◦(X) ? ρ◦(X)) +
2
β+1PR (ρ◦(X) ? ρ◦(X)) +
(n−2)(α−β2)
α(β2−1) PS (ρ◦(X) ? ρ◦(X))
)
+ 2(α−1)n(n−1)PR(ρ(X) ? h) +
α−1
n(n−1)PS(ρ(X) ? h)
= β
2−1
n−2 Ψ (n−2)(α−β2)
α(β2−1) ,
2
β+1
(tf(ρ◦(X) ? ρ◦(X)) +
α−1
n(n−1)Ψ1,2(ρ(X) ? h),
(4.69)
when β 6= ±1. ⊠
Remark 4.26. By Corollary 4.2, E = 1n−1h ? h ∈ (MC(V∗),⊛) is idempotent, and the left multi-
plication operator L⊛(E) has eigenvalues 1, with eigenspace MCS(V
∗) and multiplicity 1; 0, with
eigenspace MCW(V
∗) and multiplicity n−32
(
n+2
3
)
= dimMCW(V
∗); and n−22(n−1) with eigenspace
MCR(V
∗) and multiplicity (n+2)(n−1)2 = dimMCR(V
∗). Consequently, L⊛(E) = n−22(n−1)PR + PS.
Since PR ◦ PS = 0 = PS ◦ PR, and PR and PS are projection operators,
e2(n−1)tL⊛(E)(X) = e2tL⊛(h?h)(X) = e(n−2)tPR ◦ e2(n−1)tPS(X)
= (IdMC(V∗)+(e
(n−2)t − 1)PR) ◦ (IdMC(V∗)+(e2(n−1)t − 1)PS)(X)
= X+ (e(n−2)t − 1)PR(X) + (e2(n−1)t − 1)PS(X)
= tf(X) + e(n−2)tPR(X) + e2(n−1)tPS(X) = Ψe2(n−1)t,e(n−2)t(X).
(4.70)
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⊠
5. Characterization of (MC(V∗),⊛) in dimension 3
In this section (V, h) is a 3-dimensional Riemannian vector space. When dimV = 3, there is a
2-parameter family of O(3)-equivariant linear isomorphisms from S2V∗ to the 6-dimensional algebra
(MC(V∗),⊛). Pulling the multiplication ⊛ back via such an isomorphism yields an O(3)-equivariant
commutative algebra structure on S2V∗. The purpose of this section is to characterize the resulting
algebra structure.
Because S2V∗ = S20V
∗ ⊕ Span {h} and MC(V∗) = MCR(V∗)⊕MCS(V∗) are decompositions into
O(3)-irreducible submodules, an O(3)-equivariant linear isomorphism S2V∗ → MC(V∗) must have
the form
α→ (a(α− 13 (trα)h) + b3 (trα)h)? h = (aα+ b−a3 (trα)h)? h(5.1)
for some a 6= 0 and b 6= a. It is more convenient to work with Ψp,λ : S2V∗ →MC(V∗) defined by
Ψp,λ(α) = p(α+ λ(trα)h) ? h = ψp,λ(α) ? h,(5.2)
so that p = a 6= 0 and p(1 + 3λ) = b 6= 0. Here ψp,λ ∈ End(S2V∗) is defined by ψp,λ(α) = p(α +
λ(trα)h). It is invertible if and only if p 6= 0 and 1 + 3λ 6= 0, in which case ψ−1p,λ = ψ1/p,−λ/(1+3λ).
By Schur’s lemma, any O(3)-equivariant linear endomorphism of S2V∗ has the form ψp,λ for some
p 6= 0 and λ 6= −1/3.
Theorem 5.1. Let (V, h) be a 3-dimensional Riemannian vector space. The O(3)-equivariant linear
map Ψ : S2V∗ →MC(V∗) defined by
Ψ(α) = −(α− 12 (trα)h) ? h,(5.3)
is an isometric algebra isomorphism from (S2V∗, ⋄, h) to (MC(V∗), 〈 · , · 〉,⊛), where
α ⋄ β = α⊚ β − 14 ((trα)β + (tr β)α + 〈α, β〉h) + 14 (trα tr β)h.(5.4)
Proof. There will be shown the following more general statement, the claim of the theorem resulting
upon specializing p = −1 and λ = −1/2. For p, λ ∈ R such that p 6= 0 and 1 + 3λ 6= 0, the O(3)-
equivariant linear map Ψ : S2V∗ →MC(V∗) defined by
Ψ(α) = p(α+ λ(trα)h),(5.5)
is an isometric algebra isomorphism from (S2V∗, ⋄, g) to (MC(V∗), 〈 · , · 〉,⊛), where
α ⋄ β = −p (α⊚ β − 14 ((trα)β + (tr β)α + 〈α, β〉h) + 14 (trα tr β)h
− 1+2λ4
(
(trα)β + (tr β)α+ 12(1+3λ) (〈α, β〉 + (1 + 4λ) trα tr β)h
))
,
(5.6)
and
g(α, β) = p2 (〈α, β〉 + (1 + 2λ)(1 + 4λ) trα tr β) .(5.7)
By (2.10),
ρ(Ψ(α)) = − p2 (α+ (1 + 4λ)(trα)h) , s(Ψ(α)) = −2p(1 + 3λ) trα.(5.8)
Hence Ψ is invertible if p 6= 0 and 1 + 3λ 6= 0, in which case Ψ−1 : MC(V∗)→ S2V∗ is given by
Ψ−1(X) = − 2p
(
ρ(X)− 1+4λ4(1+3λ) s(X)h
)
.(5.9)
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For α, β ∈ S2V∗, by (2.17)
〈Ψ(α),Ψ(β)〉
= p2
(〈α? h, β ? h〉+ λ〈((tr β)α + (trα)β) ? h, h? h)〉+ λ2(trα)(tr β)|h ? h|2)
= p2
(〈α, β〉+ (trα)(tr β) + 8λ(trα)(tr β) + 12λ2(trα)(tr β))
= p2 ((〈α, β〉 + (1 + 2λ)(1 + 4λ) trα tr β) .
(5.10)
Because tf(α? β) = 0, by (2.16) there holds
α? β =
(−2(α⊚ β) + (trα)β + (tr β)α− 12 (trα)(tr β)h+ 12 〈α, β〉h) ? h.(5.11)
Substituting (5.11) in (4.4) yields
(α? h)⊛ (β ? h) = 14α? β − 12 (α⊚ β) ? h
+ 14 tr(α)β ? h+
1
4 tr(β)α? h+
1
4 〈α, β〉h ? h
=
(−(α⊚ β) + 12 (trα)β + 12 (tr β)α− 18 (trα)(tr β)h+ 38 〈α, β〉h) ? h
(5.12)
By (4.6) and (4.7), (α? h)⊛ (h? h) = 12 (α+ (trα)h) and (h? h)⊛ (h? h) = 2h? h. Combining
these with (5.12) yields
Ψ(α)⊛Ψ(β)
= −p2 ((α⊚ β)− 1+λ2 ((trα)β + (tr β)α) + ((18 − λ− 2λ2)(trα)(tr β)− 38 〈α, β〉) h)? h(5.13)
By (2.11) applied to (5.13),
ρ(Ψ(α)⊛Ψ(β))
= p
2
2
(
(α⊚ β)− 1+λ2 ((trα)β + (tr β)α) +
(
(18 − λ− 2λ2)(trα)(tr β)− 38 〈α, β〉
)
h
)
+ p
2
2
(
(3(18 − λ− 2λ2)− λ− 1)(trα)(tr β)− 18 〈α, β〉h
)
= p
2
2
(
(α⊚ β)− 1+λ2 ((trα)β + (tr β)α)−
(
1
2 〈α, β〉 + (8λ2 + 5λ+ 12 )(trα)(tr β)
)
h
)
.
(5.14)
Tracing (5.14) yields
s(Ψ(α) ⊛Ψ(β)) = − p22
(
1
2 〈α, β〉 + (24λ2 + 16λ+ 52 )(trα)(tr β)
)
.(5.15)
Substituting (5.14) and (5.15) in (5.9) yields
Ψ−1(Ψ(α)⊛Ψ(β))
= −p ((α⊚ β)− 1+λ2 ((trα)β + (tr β)α) − ( 12 〈α, β〉 + (8λ2 + 5λ+ 12 )(trα)(tr β)) h)
− p(1+4λ)4(1+3λ)
(
1
2 〈α, β〉+ (24λ2 + 16λ+ 52 )(trα)(tr β)
)
h
= −p (α⊚ β − 14 ((trα)β + (tr β)α) + 14 (trα tr β − 〈α, β〉)h
− 1+2λ4
(
(trα)β + (tr β)α+ 12(1+3λ) (〈α, β〉 + (1 + 4λ) trα tr β)h
))
= α ⋄ β,
(5.16)
which proves (5.6). Taking p = −1 and λ = −1/2 yields (5.4) and g = h. 
Lemma 5.2. Let (V, h) be a 3-dimensional Riemannian vector space. The multiplication ⋄ on S2V∗
defined in (5.4) is not unital.
Proof. For α ∈ S2V∗, α⋄h = 14 (α+(trα)h). Were α a unit, then 4h = 4α⋄h = α+(trα)h. Tracing
this yields trα = 3, so 4h = α+ 3h, implying that α = h. However h is not a unit for, if β ∈ S20V∗,
then h ⋄ β = 14β. 
Remark 5.3. Lemma 5.2 shows that ⋄ is not isomorphic to the Jordan product on S2V∗. ⊠
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Lemma 5.4 gives conditions characterizing ⋄ among all possible commutative products on S2V∗
such that O(3) acts by automorphisms.
Lemma 5.4. Let (V, h) be a 3-dimensional Riemannian vector space. Among all O(3)-equivariant
commutative products  : S2V∗ × S2V∗ → S2V∗ there is a unique such product that satisfies:
(1) (Invariance) 〈αβ, γ〉 = 〈α, βγ〉 for all α, β, γ ∈ S2V∗.
(2) hh = h.
(3) hα = 14α for all α ∈ S20V∗.
(4) For all α ∈ S2V∗ of the form αij = uiuj for a unit norm u ∈ V∗ (equivalently, α ◦ α = α
and α has rank 1), 2α is idempotent.
This product equals ⋄ defined by (5.4).
Proof. Decomposing S2(S2V)⊗ S2V∗ into its irreducible components, it can be seen that the most
general O(3)-equivariant commutative product  : S2V∗ × S2V∗ → S2V∗ has the form
αβ = rα ⊚ β + s(tr(α)β + tr(β)α) + t〈α, β〉h+ u(trα tr β)h,(5.17)
for some r, s, t, u ∈ R. Because 〈αβ, γ〉 − 〈α, βγ〉 = (s − t)((tr α)〈β, γ〉 − (tr γ)〈α, β〉), the
invariance (1) is equivalent to t = s. Because hh = (r + 6s + 3t + 9u)h, (2) is equivalent to
r+6s+3t+9u= 1. For α ∈ S20V∗, hα = (r+3s)α, so (3) is equivalent to 4r+12s = 1. Condition
(4) can be restated as that αα = 12α for all α ∈ S2V∗ such that α ◦ α = α and α has rank 1.
If α ◦ α = α and trα = 1, then αα = (r + 2s)α + (t + u)h. Consequently, (4) is equivalent to
2r + 4s = 1 and t + u = 0. Thus the conditions (1)-(4) are equivalent to the system of equations
s = t, r + 6s+ 3t+ 9u = 1, 4r + 12s = 1, 2r + 4s = 1, and t = −u. The unique solution is r = 1,
s = t = −1/4, u = 1/4, in which case  = ⋄. 
Remark 5.5. Condition (4) of Lemma 5.4 is motivated by Lemma 4.10. If α ∈ S2V∗ satisfies
α ◦ α = α and trα = 1, then, by Lemma 4.10, (h− α) ? (h− α) is idempotent in (MC(V∗),⊛). By
(2.31), α ? α = 0, so (h − α) ? (h − α) = h ? h − 2α ? h = 2Ψ(α) = Ψ(2α), so, by Theorem 5.1,
2α is idempotent in (S2V∗, ⋄). ⊠
Remark 5.6. The cubic polynomial P (α) of the algebra (S2V∗, ⋄, 〈 · , · , 〉) is defined by 6P (α) =
〈α⋄α, α〉. The determinant detα is defined to be the determinant of the matrix representing α with
respect to an h-orthonormal frame. Write α(k) for the k-fold composition α◦· · ·◦α. Since dimV = 3,
6 detα = 2 trα(3)− 3(trα)(tr α(2))+ (trα)3. It can be checked that P (α) = 14 (detα+ 13 trα(3)). For
α ∈ S20V∗ there holds 3 detα = trα(3). It follows that for α ∈ S20V∗, P (α) = 12 detα. Also P (h) =
1
2 =
1
2 deth. Thus P (α) and
1
2 detα are distinct polynomials whose restrictions to orthogonal
subspaces are equal. Equivalently, 2 detα− 4P (α) = detα− 13 trα(3) is a nonzero polynomial that
vanishes on the orthogonal subspaces S20V
∗ and Span {h}. ⊠
Remark 5.7. For α, β ∈ S2V∗, there holds Ψ̂(α)S2V∗(β) = −2α ⋄ β + α⊚ β. ⊠
6. Idempotents in the subalgebra of Weyl curvature tensors
This section presents more detailed information about idempotentes in (MCW(V
∗),⊛). For
dimV = 4, this is used to obtain an explicit description of the subalgebra of anti-self-dual Weyl
tensors.
6.1. Orthogonal complex structures and orbits of idempotents. The elementary Lemma
6.1 is used in the proof of Lemma 6.2.
Lemma 6.1. For m×m skew-symmetric matrices A and B such that A2 = −I = B2,
tr [A,B]
t
[A,B] ≤ 4m.(6.1)
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Proof. Note that the hypothesis forces that m be even. Because A is skew-symmetric it is unitarily
diagonalizable. Let U be an m×m unitary matrix such that C = UAU¯ t is diagonal with diagonal
entries c1, . . . , cm ∈ {±i}, and write D = UBU¯ t. The components of [C,D] with respect to a basis
satisfy [C,D]ij = (ci − cj)Dij and ci − cj = −(ci − cj), so
tr [A,B]
t
[A,B] = tr [C,D]
t
[C,D] = −
∑
i6=j
(ci − cj)2|Dij |2
≤ 2
∑
i6=j
(|ci|2 + |cj |2)|Dij |2 ≤ 4
∑
i6=j
|Dij |2 = −4 tr D¯D = 4 trB2 = 4m.
(6.2)

Lemma 6.2. Let (V, h) be a Riemannian vector space of dimension m. Let r be even and satisfy
4 ≤ r ≤ m. Let α ∈ ∧2V∗ be such that α ◦ α = −β with β ∈ S2V∗ satisfying β ◦ β = β,
α ◦ β = α = β ◦ α, and r = tr β = |β|2 = |α|2. For A ∈ End(∧2V∗) defined by A(γ) = α ◦ γ ◦ α,
Ŝr(α)∧2V∗ = 1r+2
(
−〈α, · 〉 ⊗ α+A+ 3r−1A2
)
,
K̂r(α)∧2V∗ = 1r+2
(−〈α, · 〉 ⊗ α+A−A2) .(6.3)
Let W be the image of the endomorphism βi
j.
(1) The eigenvalues of Ŝr(α)∧2V∗ are 2−rr−1 , with one-dimensional eigenspace spanned by α; 1r−1 ,
with r(r−2)4 -dimensional eigenspace contained in
∧
2W∗; 4−r(r+2)(r−1) , with
r2−4
4 -dimensional
eigenspace contained in
∧
2W∗; and 0, with eigenspace equal to
∧
2W⊥∗ ⊕W⊥∗ ∧W∗.
(2) The nonzero eigenvalues of K̂r(α)∧2V∗ are −1, with one-dimensional eigenspace spanned
by α; and 2r+2 , with
r2−4
4 -dimensional eigenspace contained in
∧
2W∗.
(3) If α˜ ∈ ∧2V∗ satisfies α˜ ◦ α˜ = −β and α˜ ◦ β = α˜ = β ◦ α˜, then
〈Sr(α), Sr(α˜)〉 = 6(r+2)2
(
〈α, α˜〉2 + tr(α ◦ α˜ ◦ α ◦ α˜)− 3rr−1
)
,(6.4)
so that
1 ≥ 〈Sr(α),Sr(α˜)〉|Sr(α)||Sr(α˜)| = r−1r(r−2)(r+2)
(〈α, α˜〉2 + tr(α ◦ α˜ ◦ α ◦ α˜)− r(r + 1))+ 1 ≥ − 1r−2 ,(6.5)
with equality in the lower bound when α and α˜ anticommute in the sense that α◦α˜+α˜◦α = 0.
Proof. By (2.52), α̂ · α(γ) = −〈α, γ〉α+α◦γ ◦α, and by (2.53), β̂ ? β(γ) = −β ◦γ ◦β, which yields
(6.3). Since A(α) = −α, by (6.3),
Ŝr(α)∧2V∗(α) = 1r+2
(
−|α|2 − 1 + 3r−1
)
α = 2−rr−1α.(6.6)
Suppose Ŝr(α)∧2V∗(γ) = − (r−2)(r−1)γ. Substituted into (6.3) this yields
(4 − r2)γ = (1− r)〈α, γ〉α + (r − 1)A(γ) + 3A2(γ).(6.7)
Applying A to both sides of (6.7) yields 〈α, γ〉α = −(r + 1)A(γ) − A2(γ). Applying A to both
sides of this equation yields 〈α, γ〉α = A(γ) + (r + 1)A2(γ). These two equations imply A2(γ) =
−A(γ) = 1r 〈α, γ〉α. Substituting these into (6.3) yields − (r−2)(r−1)γ = Ŝr(α)∧2V∗(γ) = − (r−2)r(r−1)〈α, γ〉α,
which shows that γ is a multiple of α.
Since 〈A(γ), α〉 = − trA(γ) ◦ α = − trα ◦ γ ◦ β = − tr β ◦ α ◦ γ = − trα ◦ γ = 〈α, γ〉, A, and so
also Ŝr(α), preserves the orthogonal complement 〈α〉⊥ of the span of α in V. Since A3 = A, the
eigenvalues of A are 0, 1, and −1, and, by (6.3), it follows that the eigenvalues of Ŝr(α) on 〈α〉⊥ are
0, 1r−1 , and
4−r
(r+2)(r−1) . If µ ∈ V and ν ∈ W⊥∗, then A(µ∧ν) = 0, so
∧
2W⊥∗⊕W⊥∗∧W∗ ⊂ ker Ŝr(α).
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The conditions on α mean that the endomorphism αi
j preserves W and its restriction to W is a
complex structure compatible with the restriction of h to W. Consequently, both A and Ŝr(α)
preserve
∧
2W∗, and their eigenvalues on
∧
2W are nonzero. In addition to forcing the equality∧
2W⊥∗⊕W⊥∗ ∧W∗ = ker Ŝr(α), this observation implies that the nonzero eigenspaces of Ŝr(α) on∧
2
V
∗ ∩ 〈α〉⊥ are the ±1-eigenspaces of A on ∧2V∗ ∩ 〈α〉⊥, and the dimensions of these eigenspaces
are as claimed in the statement of the Lemma (see Lemma 7.2 later for a proof). This proves (1).
The proof of (2) is essentially the same, so is omitted.
Let α˜ ∈ ∧2V∗ be as in (3). By (2.25), |α · α|2h = 6r(r + 1) and 〈α · α, α˜ · α˜〉 = 6〈α, α˜〉2 + 6 tr(α ◦
α˜ ◦ α ◦ α˜). By (2.17), |β ? β|2h = 2r(r − 1) and
〈α˜ · α˜, β ? β〉 = −6 tr α˜ ◦ β ◦ α˜ ◦ β = −6 tr α˜ ◦ β ◦ α˜ ◦ β = −6 tr α˜ ◦ α˜ = 6 tr β = 6r,(6.8)
and, similarly, 〈α · α, β ? β〉 = 6r. There results (6.4). The equality and the upper bound in (6.5)
are immediate from (6.4). By Lemma 6.1 applied to the matrices of αi
j and α˜i
j in some basis,
2r − 2 tr(α ◦ α˜ ◦ α ◦ α˜) = − tr([α, α˜] ◦ [α, α˜]) ≤ 4r, so that tr(α ◦ α˜ ◦ α ◦ α˜) ≥ −r. Hence
r−1
r(r−2)(r+2)
(〈α, α˜〉2 + tr(α ◦ α˜ ◦ α ◦ α˜)− r(r + 1))+ 1
≥ r−1r(r−2)(r+2) (−r − r(r + 1)) + 1 = 1− r−1r−2 = − 1r−2 ,
(6.9)
which shows the lower bound in (6.5). Moreover, equality holds in the lower bound of (6.5) when
α ◦ α˜ = −α˜ ◦ α because in this case 〈α, α˜〉 = 0, and trα ◦ α˜ ◦ α ◦ α˜ = −r. 
Remark 6.3. In conjunction with Corollary 2.12, which shows tr Ŝr(α)
2
∧2V∗ = 4|Sr(α)|2 and
tr K̂r(α)
2
∧2V∗ = 4|Kr(α)|2, claims (1) and (2) of Lemma 6.2 yield alternative proofs of (4.42):
|Sr(α)|2h =4 tr Ŝr(α)
2
= 4
(
(r−2)2
(r−1)2 +
1
(r−1)2
r(r−2)
4 +
(r−4)2
(r+2)2(r−1)2
(r−2)(r+2)
4
)
= 6r(r−2)(r−1)(r+2) ,
|Kr(α)|2h =4 tr K̂r(α)
2
= 4
(
1 + 4(r+2)2
(r−2)(r+2)
4
)
= 8rr+2 .
(6.10)
This provides a useful consistency check on the relevant computations. ⊠
Next, Lemma 6.2 is used to show that, when dimV = 2n = m is even, the space of idempotents
in (MCW(V
∗),⊛) contains a subset identified with the homogeneous space SO(2n)/U(n).
Let (V, h) be a Riemannian vector space of even dimension 2n = m. The space
OC(V, h) = {ωij ∈
∧2
V
∗ : ωi pωp j = −δi j}(6.11)
of two-forms such that the associated endomorphism ωi
j is a complex structure is identified with
the homogeneous space O(2n)/U(n). The space OC(V, h) is identified with the space of orthogo-
nal complex structures, those complex structures Ji
j that are orthogonal with respect to h; the
corresponding two-form is Jij = ωij . The action of the orthogonal group O(2n) on
∧
2V∗ by
(g · ω)ij = ga igb jωab for gi j ∈ O(2n) preserves OC(V, h). Given any orthogonal complex struc-
ture J there exists an orthonormal basis of V of the form {e1, . . . , en, J(e1), . . . , J(en)} and this
suffices to show that O(2n) acts transitively on OC(V, h). The stabilizer of ωij ∈ OC(V, h) is
U(n) = O(2n) ∩ Sp(n,R), where Sp(n,R) is the symplectic group fixing ωij = Jij and U(n) the
unitary group preserving (h, J) (see [47]). Thus OC(V, h) is identified with O(2n)/U(n) for any
ω ∈ OC(V, h).
Since O(2n) has two connected components, comprising orthogonal transformations preserving
opposite orientations of V, and U(n) is connected, the space OC(V, h) has two connected components
OC
±(V, h), each identified with SO(2n)/U(n), and the complex structures of OC+(V, h) induce the
orientation opposite that induced by the complex structures of OC−1(V, h). If ω ∈ OC(V, h) is fixed
and F ∈ O(2n) is the orthogonal reflection through the +1 eigenspace of the endomorphism ωi j,
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then the action of F interchanges OC±(V, h). Let Uˆ(n) ⊂ O(2n) be the subgroup generated by U(n)
and F . Then O(2n)/Uˆ(n) is identified with the quotient space OC(V, h)/ ∼ where ω ∼ −ω = F ·ω.
Since U(n) and FU(n) lie in different connected components of O(2n), this quotient space is
identified with SO(2n)/U(n).
Lemma 6.4. Let (V, h) be a Riemannian vector space of even dimension 2n = m.
(1) The O(2n)-equivariant map S : OC(V, h)→MCW(V∗) defined by
S(ω) = 1m+2 tf(ω · ω) = 1m+2
(
ω · ω − 3m−1h? h
)
,(6.12)
is a double cover of its image in the space of idempotents in (MCW(V
∗),⊛), injective on
either connected component OC±(V, h) ≃ SO(2n)/U(n), with image equal to the O(2n) orbit
of S(ω) for any ω ∈ OC(V, h) and identified with O(2n)/Uˆ(n) ≃ SO(2n)/U(n).
(2) The set {S(ω) : ω ∈ OC(V, h)} spans MCW(V∗).
Proof. Because the map tf and the product · are O(2n)-equivariant, the map S is O(2n)-equivariant,
meaning S(g·ω) = g·S(ω) for g ∈ O(2n). By Lemma 4.14, S(g·ω) is an idempotent in (MCW(V∗),⊛),
and so S is a map from the homogeneous space O(2n)/U(n) ≃ OC(V, h) to the O(2n) orbit of S(ω)
in MCW(V
∗) the image of which comprises idempotents. From the definition (6.12) it is apparent
that S(−ω) = S(ω).
By Lemma 2.6, for X ∈MCW(V∗), α ∈
∧
2V∗, and g ∈ O(2n) there holds ĝ · X(α) = g · X̂(g−1 ·α).
If S(g · ω) = S(ω) for some g ∈ O(2n), then
2−m
m−1g
−1 · ω = g−1 · Ŝ(ω)(ω) = g−1 · Ŝ(g · ω)(ω) = g−1 · ̂g · S(ω)(ω) = Ŝ(ω)(g−1 · ω).(6.13)
By Lemma 6.2 the 2−mm−1 -eigenspace of Ŝ(ω) is one-dimensional, spanned by ω, so (6.13) shows g
−1 ·ω
is a multiple of ω, and since both square to −h, this forces g · ω = ±ω, and hence g ∈ Uˆ(n). It
follows that S is two-to-one, with image equal to the O(2n) orbit of S(ω) for any ω ∈ OC(V, h), and
that this orbit is identified with O(2n)/Uˆ(n) in such a way that S maps either connected component
OC
±(ω, h) bijectively onto it. This proves (1).
The span Span {S(ω) : ω ∈ OC(V, h)} is a nonempty O(2n)-invariant subspace of MCW(V∗), so,
by the O(2n)-irreducibility of MCW(V
∗), equals MCW(V∗). 
6.2. Hypercomplex relations. A hypercomplex vector space (V, I, J,K) is a real vector space
equipped with a triple {I, J,K} ∈ End(V) of endomorphisms such that I, J , and K are pairwise
anticommuting complex structures satisfying Ip
jJi
p = Ki
j and its cyclic permutations. To specify
a hypercomplex structure, it suffices to specify two anticommuting complex structures, I and J , for
then K defined by Ip
jJi
p = Ki
j is necessarily a complex structure satisfying the other relations.
The dimension of a hypercomplex vector space is necessarily divisible by 4. A vector space V
equipped with a hypercomplex structure {I, J,K} and a metric h such that each of I, J , and K
is compatible with h is a hyper-Kähler vector space. By definition this means that αij = Ii
phpj ,
βij = Ji
phpj , and γij = Ki
phpj are symplectic forms.
The generalization of a hypercomplex structure consists of a set of anticommuting complex
structures. This is the same as a real representation of a real Clifford algebra. The real Clifford
algebra Cln = Cl(V, h) is the unital associative algebra generated by the n-dimensional real vector
space V subject to the relations xy + yx = −2h(x, y)1. As an algebra it is generated by any
h-orthonormal basis {e(1), . . . , e(n)} of V.
A real Cln-module is a real vector space S and an algebra homomorphism ρ : Cln → End(S)
such that ρ(e(i)) are anticommuting complex structures on S. If n+ 1 is not a multiple of 4, there
is up to isomorphism a unique irreducible real Cln module, while if 4 divides n + 1, there are up
to isomorphism two irreducible real Cln-modules having the same dimension. For example, the
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irreducible real Cl2-module is isomorphic to the quaternions realized as a hypercomplex structure
on a 4-dimensional vector space.
More generally, if a real vector space V admits a pair of anticommuting complex structures, then
it admits a representation of Cl2, so decomposes as a direct sum of irreducible Cl2-modules; since
these are 4-dimensional, it must be that 4 divides dimV. Example 6.5 is a special case of Lemmas
6.6 and 6.7, for which it provides motivation.
Example 6.5. Let (V, h) be an m-dimensional Riemannian vector space. Let x, y, z, w ∈ V∗ be
orthogonal, unit norm vectors, spanning a 4-dimensional subspace and define S(x, y, z, w) as in
Example 4.17. The two-forms α = x ∧ y + z ∧ w, β = y ∧ z + x ∧ w, and γ = z ∧ x + y ∧ w
satisfy α ◦ α = β ◦ β = γ ◦ γ = −g for g = x ⊗ x + y ⊗ y + z ⊗ z + w ⊗ w, and α ◦ β =
γ = −β ◦ α and its cyclic permutations (to get the signs right, one must keep in mind that (2.3)
implies (x ∧ y) ◦ (y ∧ z) = z ⊗ x). By definition S(x, y, z, w) = S4(α), S(y, z, x, w) = S4(β),
and S(z, x, y, w) = S4(γ). Then S(x, y, z, w) + S(y, z, x, w) + S(z, x, y, w) = 0 and S(x, y, z, w) ⊛
S(y, z, x, w) = S(z, x, y, w) = −S(x, y, z, w) − S(y, z, x, w) and the identities obtained from it by
permuting x, y, and z cyclically. ⊠
Lemma 6.6. Let (V, h) be a Riemannian vector space. Let α, β ∈ ∧2V∗ be such that α ◦ α =
−g = β ◦ β for g ∈ S2V∗, g ◦ g = g, α ◦ g = α = g ◦ g, β ◦ g = β = g ◦ β, and α ⊚ β = 0. Let
r = tr g = |g|2 = |α|2 = |β|2, and define γ = α◦β. Then γ ◦γ = −g, γ ◦g = γ = g ◦γ, and, together
with g, the endomorphisms αi
j , βi
j , γi
j constitute a hyper-Kähler structure on the r-dimensional
subspace W that is the image of the endomorphism gi
j.
Let Sr(α), Sr(β), Sr(γ) ∈MCW(V∗) be the idempotents defined as in (4.40).
(1) There hold the relations
Sr(α) ⊛ Sr(β) = − 1r+2Sr(α) − 1r+2Sr(β) + 5r+2Sr(γ), Sr(α)⊛ (α · β) = 12α · β,
(α · β)⊛ (α · γ) = r+144 β · γ, Sr(α)⊛ (β · γ) = − 6r+2β · γ,
(α · β)⊛ (α · β) = (r+4)(r+2)4 (Sr(α) + Sr(β))− 5(r+2)2 Sr(γ).
(6.14)
and those obtained from them by permuting α, β, and γ.
(2) There hold
〈Sr(α), Sr(β)〉 = 〈Sr(β), Sr(γ)〉 = 〈Sr(γ), Sr(α)〉 = − 6r(r+2)(r−1) ,(6.15)
so that the cosine of the angle between any two of Sr(α), Sr(β), and Sr(γ) is 1/(2− r).
(3) The elements α · β, β · γ, and γ · α are pairwise orthogonal of norm √3r(r + 2) and each
is orthogonal to Span {Sr(α), Sr(β), Sr(γ)}.
(4) For any X ∈ Span {Sr(α), Sr(β), Sr(γ), β · γ, γ · α, α · β}, X̂∧2V∗ preserves Span {α, β, γ} ⊂∧
2V∗, and, for
X = x1S
r(α) + x2S
r(β) + x3S
r(γ)− 2r+2 (w1β · γ + w2γ · α+ w3α · β) ,(6.16)
the matrix of X̂Span {α,β,γ} with respect to the equal-norm orthogonal basis {α, β, γ} is
− (r−4)3(r−1) (x1 + x2 + x3)I +
−2x1+x2+x33 w3 w2w3 x1−2x2+x33 w1
w2 w1
x1+x2−2x3
3
 .(6.17)
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Proof. Necessarily 4 divides r. The two-forms α, β, γ are pairwise orthogonal. By (4.32), (4.13),
and (4.23) there hold the last two of (6.14),
(α · α)⊛ (β · β) = −α · α− β · β + 5γ · γ,
(α · α)⊛ (β · γ) = −6β · γ, (α · α)⊛ (α · β) = r+22 β · γ,
(α · α)⊛ (g ? g) = 3g ? g, (α · β)⊛ (g ? g) = 0,
(6.18)
and the identities obtained from them by permuting α, β, and γ. The first two identities of (6.14)
follow from (6.18). By (6.14) and (4.42),
〈Sr(α), Sr(β)〉 = 〈Sr(α) ⊛ Sr(α), Sr(β)〉 = 〈Sr(α), Sr(α)⊛ Sr(β)〉
= − 1r+2 |Sr(α)|2 − 1r+2 〈Sr(α), Sr(β)〉 + 5r+2 〈Sr(α), Sr(γ)〉
= − 6r(r−2)(r+2)2(r−1) + 4r+2〈Sr(α), Sr(β)〉,
(6.19)
so that 〈Sr(α), Sr(β)〉 = − 6r(r+2)(r−1) . Combined with (4.42) this shows that the cosine of the angle
between Sr(α) and Sr(β) is 1/(2− r).
All of the preceding claims remain true when α, β, and γ are permuted cyclically.
By Lemma 6.2 and (2.52), there hold Ŝ(α)(α) = 2−rr−1α, Ŝ(β)(α) =
1
r−1α, (̂α · β)(α) = − r+22 β,
(̂α · β)(γ) = 0, and the identities obtained from these by permuting α, β, and γ. Claim (4) follows
from these identities. 
Lemma 6.7. Let (V, h) be a Riemannian vector space. Let α(1), . . . α(p) ∈ ∧2V∗ and g ∈ S2V∗
satisfy g ◦ g = g, α(i) ◦ α(i) = −g, and α(i) ◦ g = α(i) = g ◦ g for 1 ≤ i ≤ p, g ◦ g = g, and
α(i)⊚ α(j) = 0 for 1 ≤ i 6= j ≤ p. Let r = tr g = |g|2 = |α(i)|2 and let W ⊂ V be the r-dimensional
image of the endomorphism gi
j. Then W is a real Clp-module, p ≤ r − 1, and
(1) if p = r − 1, then ∑r−1i=1 Sr(α(i)) = 0;
(2) if p < r − 1, then {Sr(α(i)) : 1 ≤ i ≤ p} is a linearly independent set.
In particular, if p = 3 and α = α(1), β = α(2), and γ = α(3), then:
(1) If r = 4, there holds S4(α)+S4(β)+S4(γ) = 0 and Span {S4(α), S4(β), S4(γ), α ·β, β ·γ, γ ·α}
is a 5-dimensional subalgebra of (MCW(V
∗),⊛) admitting the orthonormal basis{
−
√
3
2
√
2
(S4(α) + S4(β)), 1
2
√
2
(S4(α)− S4(β)), 1
6
√
2
β · γ, 1
6
√
2
γ · α, 1
6
√
2
α · β
}
.(6.20)
(2) If r > 4, then Sr(α), Sr(β), and Sr(γ) are linearly independent and
Span {Sr(α), Sr(β), Sr(γ), α · β, β · γ, γ · α}(6.21)
is a 6-dimensional subalgebra of (MCW(V
∗),⊛).
Proof. The set {α(i) : 1 ≤ i ≤ p} determines a nontrivial real Clp-module structure on W. Such a
module has dimension at least p+1, so p ≤ r− 1. For c ∈ Rp, it follows from (4.42) and (6.15) that∣∣∣∣∣
p∑
i=1
ciS
r(α(i))
∣∣∣∣∣
2
= 6r(r+2)(r−1)
(r − 2) p∑
i=1
c2i −
∑
1≤i6=j≤p
cicj

= 6r(r+2)(r−1)
(r − 1− p) p∑
i=1
c2i +
∑
1≤i6=j≤p
(ci − cj)2
 .
(6.22)
Hence, if r − 1 = p then ∑pi=1 ciSr(α(i)) = 0 if and only if ci = cj for all 1 ≤ i 6= j ≤ p, while if
r − 1 > p, that ∑pi=1 ciSr(α(i)) = 0 implies ci = 0 for 1 ≤ i ≤ p. The claims in the special case
p = 3 follow from the preceding and Lemma 6.6. 
ALGEBRA OF CURVATURE TENSORS 41
Remark 6.8. In Lemma 6.7, although the assumption imply that α(i)◦α(j) is a complex structure,
it is not assumed that either of ±α(i) ◦ α(j) is contained in {α(k) : 1 ≤ k ≤ p}. See Remark 6.15
for related comments. ⊠
Lemma 6.9 identifies explicitly the 5-dimensional subalgebra of (1) of Lemma 6.7.
Lemma 6.9. Let (V, h) be a Riemannian vector space of dimension at least 4. Let α, β ∈ ∧2V∗
be such that α ◦ α = −g = β ◦ β for g ∈ S2V∗, g ◦ g = g, α ◦ g = α = g ◦ g, β ◦ g = β = g ◦ β,
and α ⊚ β = 0, and define γ = α ◦ β. Suppose that r = tr g = |g|2 = |α|2 = |β|2 = 4. Define
S(α) = S4(α), S(β) = S4(β), S(γ) = S4(γ) ∈MCW(V∗) as in (6.12).
(1) For X contained in the 5-dimensional subalgebra B = Span {S(α), S(β), S(γ), α·β, β ·γ, γ ·α},
X̂ preserves W = Span {α, β, γ} ⊂ ∧2V∗.
(2) The map Ψ : B → End(W) defined by Ψ(X) = −3X̂W is an isometric algebra isomorphism
from (B,⊛, h) to the deunitalization (Herm0(W, ⋄, 43G) of the 6-dimensional rank 3 simple
real Euclidean Jordan algebra Herm(3,R), in its realization as the trace-free symmetric
endomorphisms of W equipped with the product ⋄ equal to the traceless part of the symmetric
part of the composition of endomorphisms and metric G(A,B) = 13 trA ◦B.
(3) The trace-form τ⊛,B(X,Y) = trL⊛,B(X)L⊛,B(Y) on (B,⊛) satisfies τ⊛,B =
21
16h, where h is
the metric on B given by complete contraction with hij.
Proof. The elements S(α), S(β), S(γ) ∈MCW(V∗) are idempotents satisfying the linear relation
S(α) + S(β) + S(γ) = 0.(6.23)
By (1) of Lemma 6.7, S(γ) = −S(α)− S(β), and in (6.14) this yields the relations
S(α) ⊛ S(β) = −S(α)− S(β), S(α) ⊛ (S(β)− S(γ)) = −S(β) + S(γ),
(α · γ)⊛ (β · γ) = 92α · β, (α · β)⊛ (α · β) = 27(S(α) + S(β)),
S(α) ⊛ (α · β) = 12α · β, S(α) ⊛ (β · γ) = −β · γ.
(6.24)
and those obtained from them by permuting α, β, and γ. By (4) of Lemma 6.6, it follows that for
X = −(2x1 + x2)S(α) − (x1 + 2x2)S(β) − 13 (z1β · γ + z2α · γ + z3α · β) ,(6.25)
the matrix of X̂W with respect to the equal-norm orthogonal basis {α, β, γ} of W is
X =
x1 z3 z2z3 x2 z1
z2 z1 −x1 − x2
 ∈ Herm0(W, h).(6.26)
From (6.26) it is apparent that Ψ : B → Herm0(W, h) defined by Ψ(X) = −3X̂W is a linear
isomorphism. Because ⊛ and ⋄ are commutative, by polarization, to check that Ψ is an algebra
homomorphism it suffices to check that Ψ(X⊛X) = Ψ(X)⋄Ψ(X). Using (6.24) it is straightforward
to check that
X⊛ X = −3(2x1x2 + x22 + z21 − z23)S(α)− 3(2x1x2 + x21 + z22 − z23)S(β)
+ (z1z2 + (x1 + x2)u3)β · γ + (z2z3 − x1u1)β · γ + (z1z3 − x2u2)γ · α.
(6.27)
Since
X ⋄ X =

x21−2x22−2x1x2−2z21+z22+z23
3 z1z2 + (x1 + x2)u3 z1z3 − x2u2
z1z2 + (x1 + x2)u3
−2x21+x22−2x1x2+z21−2z22+z23
3 z2z3 − x1u1
z1z3 − x2u2 z2z3 − x1u1 x
2
1+x
2
2+4x1x2+z
2
1+z
2
2−2z23
3
 ,(6.28)
comparing (6.28) with (6.27) shows that Ψ(X⊛ X) = Ψ(X) ⋄Ψ(X).
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From the r = 4 case of Lemma 6.6, it follows that{
−
√
3
2
√
2
(S(α) + S(β)), 1
2
√
2
(S(α)− S(β)), 1
6
√
2
β · γ, 1
6
√
2
α · β, 1
6
√
2
α · γ
}
(6.29)
is an orthonormal basis of B. By definition of G, (6.26), and the orthonormality of (6.29) used to
compute the norm of (6.25)
Ψ∗(G)(X,X) = 13 trΨ(X)
2 = 3 trX2 = 6
(
x21 + x1x2 + x
2
2 + z
2
1 + z
2
2 + z
2
3
)
= 34 |X|2,(6.30)
which completes the proof.
Slightly tedious calculations using (6.24) show that the matrix of the restrction to B of L⊛,B(X)
with respect to the ordered orthonormal basis (6.29) is
M =

3
2 (x1 + x2)
√
3
2 (x1 − x2) −
√
3
2 u1 −
√
3
2 u2
√
3u3√
3
2 (x1 − x2) − 32 (x1 + x1) 32u1 − 32u2 0
−
√
3
2 u1
3
2u1
3
2x1 − 32u3 − 32u2
−
√
3
2 u2 − 32u2 − 32u3 32x2 − 32u1√
3u3 0 − 32u2 − 32u1 − 32 (x1 + x2)
(6.31)
Comparing with (6.30) shows
τB,⊛ = trL⊛,B(X)L⊛,B(X) = trM
2
= 212
(
x21 + x1x2 + x
2
2 + z
2
1 + z
2
2 + z
2
3
)
= 2116 |X|2.
(6.32)

Remark 6.10. In (6.25) make the change of variables
X = −(2x1 + x2)S(α) − (x1 + 2x2)S(β)− 13 (z1β · γ + z2α · γ + z3α · β)
= (
√
3u− v)S(α) + (
√
3u+ v)S(β) − 13 (z1β · γ + z2α · γ + z3α · β)
= uS(γ) + v 1√
3
(S(α) − S(β)) + 1
3
√
3
(z1β · γ + z2α · γ + z3α · β) ,
(6.33)
so that
X =
x1 z3 z2z3 x2 z1
z2 z1 −x1 − x2
 =
−
1√
3
u+ v z3 z2
z3 − 1√3u− v z1
z2 z1
2√
3
u
 ∈ Herm0(W, h).(6.34)
By (6.30),
3Ψ∗(G)(X,X) = trΨ(X)2 = 94 |X|2 = 2(u2 + v2 + z21 + z22 + z23).(6.35)
By the definition of G, Lemma 6.9, and (6.35),
1
3 trΨ(X)
3 = 13 trΨ(X⊛ X) ◦Ψ(X) = Ψ∗(G)(X ⊛ X,X) = 34 〈X⊛ X,X〉.(6.36)
It follows from (6.34) and (6.36) that
3
4 〈X⊛ X,X〉 = 13 trΨ(X)3 = detΨ(X)
= det
−
1√
3
u+ v z3 z2
z3 − 1√3u− v z1
z2 z1
2√
3
u

= 2
3
√
3
(
u3 − 3uv2 + 32u
(
z21 + z
2
2 − 2z23
)
+ 3
√
3
2 v
(
z21 − z22
)
+ 3
√
3z1z2z3
)
,
(6.37)
ALGEBRA OF CURVATURE TENSORS 43
which is, up to changes of notation and a constant factor, the five variable cubic isoparametric
polynomial found by E. Cartan as (17) in [11] (the determinantal expression follows from a special
case of equations (32) and (33) in [10]). ⊠
Lemma 6.11. Let (V, h) be a Riemannian vector space of dimension at least 4. The algebra
(Herm0(W), ⋄) of Lemma 6.9 is simple.
Proof. Consider the representation of Herm0(W) as trace-free symmetric matrices of the form (6.34).
Let D ⊂ Herm0(W, ⋄) be the 2-dimensional subalgebra comprising the diagonal matrices. First it is
shown that the subalgebra (D, ⋄) is simple. Let γ1 = E11−E33, γ2 = E22−E33, γ3 = E33−E11 ∈ D
where Eij is the matrix with 1 in the ij component and 0 in all other components. Then {γi : 1 ≤
i ≤ 3} are idempotents satisfying γi◦γj = −γi−γj . Let I be an ideal of D and let a = a1γ1+a2γ2 ∈ I.
Then a ⋄ γ1 + a = (2a1 − a2)γ1 and a ⋄ γ2 + a = (2a2 − a1)γ2. If 2a1 = a2 and 2a2 = a1, then
4a1 = a1, so a1 = 0 and a2 = 0, so a = 0. Otherwise, if 2a1 6= a2, then γ1 ∈ I, in which case
γ2 = γ1 + γ1 ⋄ γ2 ∈ I, so I = D, while, if a1 6= 2a2, then γ2 ∈ I, so γ1 = γ2 + γ1 ⋄ γ2 ∈ I, so I = D.
This shows D is simple.
Now let I be a nonzero ideal in Herm0(V
∗, ⋄). By the principal axis theorem, every element
of Herm0(V
∗, ⋄) is equivalent via an automorphism of (Herm0(V∗), ⋄) to an element of D, so it
can be assumed that I contains a nonzero element Since Eii + Ejj − 2Ekk ∈ D ⊂ I, Eij + Eji =
(Eij + Eji) ⋄ (Eii + Ejj − 2Ekk) ∈ I for all i 6= j ∈ {1, 2, 3}. Since together D and the elements
Eij + Eji with i 6= j span Herm0(V∗), this shows I = Herm0(V∗). 
Remark 6.12. Essentially the same argument shows that the deunitalization of a simple real
Euclidean Jordan algebra of rank at least 3 is simple. See [20] for details. ⊠
Corollary 6.13. The subalgebra (B,⊛, h) of Lemma 6.9 is simple.
Lemma 6.14 describes idempotents in the r > 4 case of Lemma 6.7.
Lemma 6.14. Let (V, h) be a Riemannian vector space. Let α, β ∈ ∧2V∗ be such that α ◦ α =
−g = β ◦ β for g ∈ S2V∗, g ◦ g = g, α ◦ g = α = g ◦ g, β ◦ g = β = g ◦ β, and α ⊚ β = 0. Let
r = tr g = |g|2 = |α|2 = |β|2, and define γ = α ◦ β. For x, u ∈ R3, define
S(x) = x1S
r(α) + x2S
r(β) + x3S
r(γ), R(u) = u1β · γ + u2γ · α+ u3α · β,(6.38)
and defined
Cr(α) = 1r2−6r+80 (10(r + 2)S
r(α) + (r − 6)(r + 2)(Sr(β) + Sr(γ)))
= 1r2−6r+80 ((r + 8)(r − 6)T − (r + 2)(r − 16)Sr(α))
=
(
1 + 8(r−16)r2−6r+80
)
T − (r+2)(r−16)r2−6r+80 Sr(α),
(6.39)
T = r+2r+8 (S
r(α) + Sr(β) + Sr(γ)) = r
2−6r+80
2(r+8)(r−1) (C
r(α) + Cr(β) + Cr(γ)) .(6.40)
(1) Every idempotent in the subalgebra Span {Sr(α), Sr(β), Sr(γ)} is one of Sr(α), Sr(β), Sr(γ),
T, Cr(α), Cr(β), and Cr(γ), which are nontrivial and distinct except for certain special cases:
(a) If r = 4, T = 0 and C4(α) = S4(α), C4(β) = S4(β), and C4(γ) = S4(γ).
(b) If r = 16, then C16(α) = C16(β) = C16(γ) = T.
(2) There hold the relations
T ⊛ (S(x) + R(u)) = 4r+2T +
r−4
r+8 (S(x) + R(u)) ,(6.41)
Cr(α) ⊛ Cr(β) = − (r+8)(r−1)(r−6)(r−16)(r2−6r+80)2 T + (r−1)(r−8)r2−6r+80 (Cr(α) + Cr(β))− 5(r−16)r2−6r+80Cr(γ)
= 1r2−6r+80
(
r2+4r−80
2 (C
r(α) + Cr(β)) − (r+4)(r−16)2 Cr(γ)
)
,
(6.42)
T ⊛ Cr(α) = − (r−6)(r−16)r2−6r+80 T +
(
1 + r
2−6r+80
2(r+8)(r−1)
)
Cr(α) + r
2−14r+88
2(r+8)(r−1)(C
r(β) + Cr(γ)),(6.43)
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and those obtained from them by permuting α, β, and γ.
(3) |T|2 = 18(r+2)r(r−4)(r+8)2(r−1) and
〈T, S(x) + R(u)〉 = 6r(r−4)(r+8)(r−1)(x1 + x2 + x3).(6.44)
Proof. All the claims are straightforward consequences of calculations using Lemma 6.6 except the
claim characterizing the possible idempotents in Span {S4(α), Sr(β), Sr(γ)}. The element aSr(α) +
bSr(β) + cSr(γ) is idempotent if and only if a, b, and c solve
(r + 2)(a2 − a) + 10bc− 2ab− 2ac = 0, (r + 2)(b2 − b) + 10ca− 2ab− 2bc = 0,(6.45)
(r + 2)(c2 − c) + 10ab− 2ac− 2bc = 0.(6.46)
Suppose b = c 6= 0. Then (6.45) becomes
(r + 2)(a2 − a) + 10b2 − 4ab = 0, rb2 + (8a− r − 2)b = 0.(6.47)
Since b is assumed nonzero, the second equation of (6.47) yields b = r+2r − 8ra. Substituting this
into the first equation of (6.47) and simplifying the result yields
0 = ((r2 − 6r + 80)a− 10(r + 2))((r + 8)a− (r + 2)).(6.48)
The solution a = r+2r+8 yields T, while the solution a =
10(r+2)
r2−6r+80 yields C
r(α). Permuting the
variables yields Cr(β) and Cr(γ) as additional solutions.
Now consider the case that a, b, and c are pairwise distinct. Taking the difference of the first
two equations of (6.45) yields (a − b)((r + 2)(a + b − 1) − 12c) = 0. Since a 6= b, this yields the
linear equation (r + 2)(a+ b)− 12c = r+ 2. Similarly there result (r + 2)(b+ c)− 12a = r+ 2 and
(r+2)(c+a)−12b = r+2. The coefficient matrix of this system is invertible if r > 4, in which case
the unique solution has a, b, and c all equal, contrary to the hypothesis. When r = 4, the system
is incompatible. Hence there are no solutions of (6.45) with a, b, and c pairwise distinct. 
Remark 6.15. Lemma 6.9 can be seen as a consequence of the existence of a hyper-Kähler structure
on a 4-dimensional vector space. The canonical model for such a structure is given by the left
multiplication operators α = α(1), β = α(2), and γ = α(3) of the imaginary quaternions, i1,
i2, i3, acting on the quaternions. Because α(1) ◦ α(2) = α(3), the relation (6.14) for S(α(1)) ⊛
S(α(2)) involves only S(α(1)), S(α(2)), and S(α(3)) (and similarly for permutations of {123}).
That for distinct i, j ∈ {1, 2, 3}, α(i) ◦ α(j) is contained in {α(1), α(2), α(3)} is a consequence of
the associativity of the quaternions. It can be asked whether a similar construction based on the
octonions works for an 8-dimensional vector space. As is explained now, the nonassociativity of the
octonions means that the analysis of the relations (6.14) is substantially more complicated.
It is helpful to recall the multiplication table for the octonions O. Figure 1 shows a directed
graph underlying the Fano projective plane and determining the Steiner triple system on 7¯ =
{1, 2, 3, 4, 5, 6, 7} whose 3 element blocks comprise the triads lying on edge of (1). More precisely,
consider the projective plane P2(F2) over the finite field with two elements F2. Its elements can be
identified with the 7 nonzero binary strings of length 3. Each such string is the binary representation
of an integer in 7¯. The triads comprise lines in the projective plane; these are simply collections of
three points in F32 such any two sum to the third. Let i ∧ j denote the third element of the triad
determined by i 6= j ∈ 7¯ (so ∧ is the sum in F32). The octonions are the real algebra generated by
1 and e1, . . . , e7 subject to the relations e
2
i = −1 and eiej = −ejei = ±ei∧j, where the unspecified
sign is determined by the directions indicated in (1) (so, for example e2e3 = e1 and e6e3 = −e5).
Because the octonions are alternative, the left-multiplication operators of the imaginary octo-
nions endow the 8-dimensional real vector space underlying the octonions with a structure of a
Clifford module over the Clifford algebra of the imaginary octonions equipped with the negative
of the canonical norm on the octonions. Let (V, h) be a Riemannian vector space of dimension at
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Figure 1. Directed Fano graph
least 8. This structure can be transported to any 8-dimensional subspace W ∈ V∗ and letting gi j
be the orthogonal projection onto W and α(i) be the two-form corresponding to left multiplcation
by ei, it results that α(1), . . . α(7) ∈
∧
2V∗ and g ∈ S2V∗ satisfy 8 = r = tr g = |g|2 = |α(i)|2,
g ◦ g = g, α(i) ◦ α(i) = −g, and α(i) ◦ g = α(i) = g ◦ g for 1 ≤ i ≤ 7, g ◦ g = g, and α(i)⊚ α(j) = 0
for 1 ≤ i 6= j ≤ 7, so that the 8-dimensional image W ⊂ V of the endomorphism gi j is a real
Cl7-module. So far this is just as for the imaginary quaternions acting on the quaternions. What
is different is that α(i) ◦ α(j) does not equal α(k) for any k ∈ 7¯. For example, for k 6= i ∧ j, the
first relation of (6.14) becomes
S8(α(i)) ⊛ S8(α(j)) = − 110S8(α(i)) − 110S8(α(j)) + 12S8(α(i) ◦ α(j)).(6.49)
Consequently, the subspace Span {S8(α(i)) : 1 ≤ i ≤ 7}, which by Lemma 6.7 has dimension 6, is
not a subalgebra of (MCW(V
∗),⊛).
The compositions α(i) ◦ α(j) again square to −g, but they commute rather than anticommute
with the α(k) and with other compositions α(k)◦α(l), so Lemma 6.6 alone is insufficient to compute
products of the form S8(α(i))⊛ S8(α(j) ◦ α(k)) or S8(α(i) ◦ α(j))⊛ S8(α(k) ◦ α(l)). Such products
can be computed. For example, using (4.34) yields
(α(i) · α(i))⊛ ((α(j) ◦ α(k)) · (α(j) ◦ α(k)))
= −(α(i) · α(i)) + ((α(j) ◦ α(k)) · (α(j) ◦ α(k)))
− 3(α(i) ◦ α(j) ◦ α(k)) ? (α(i) ◦ α(j) ◦ α(k)),
(6.50)
which could be used to calculate S8(α(i)) ⊛ S8(α(j) ◦ α(k)), but such an explicit approach begins
to appear unmanageable with the appearance of expressions such as (α(i) ◦ α(j) ◦ α(k)) ? (α(i) ◦
α(j) ◦ α(k)), the simplification of which into some useful form is not obvious. ⊠
6.3. Dimension 4: identification of the subalgebra of anti-self-dual Weyl tensors. The
principal goal of this section is to give a more conceptual proof of the principal results of Lemma
6.9 yielding the slightly more refined Theorem 1.4.
Let (V, h) be an n-dimensional Riemannian vector space. Let ǫi1...in be the volume n-form
determined a by choice of orientation of V (fixed in all that follows) and evaluating to 1 when
paired with the wedge product of the vectors of an ordered h-orthonormal basis consistent with the
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chosen orientation. The polyvector ǫi1...in obtained by raising indices satisfies
ǫi1...ipk1...kn−pǫ
j1...jpk1...kn−p = p!(n− p)!δ[i1 [j1δi2 j2 . . . δip−1 jp−1δip] jp].(6.51)
Were h of indefinite signature, with s negative eigenvalues, a formula such as (6.51) has to be
modified by a factor of (−1)s. Note that the identity endomorphism Id∧2V∗ corresponds to the
tensor δ[i
kδj]
l. If dimV = 4, then (6.51) yields the identities
ǫabcdǫ
abcd = 4!, ǫiabcǫ
jabc = 6δi
j ,
ǫijabǫ
klab = 4δ[i
[kδj]
l] = 4δ[i
kδj]
l, ǫijkpǫ
abcp = 6δ[i
[aδj
bδk]
c].
(6.52)
By (6.52), if dimV = 4 the square of the Hodge star ⋆ ∈ End(∧2V∗) given by (⋆α)ij = 12ǫij pqαpq is
the identity, and
∧
2V∗ decomposes into the two three-dimensional ⋆-eigenspaces
∧
2
±V
∗, comprising
the self-dual and anti-self-dual two-forms on V.
Lemma 6.16. Let (V, h, ǫ) be an oriented 4-dimensional Riemannian vector space.
(1) If α, β ∈ ∧2+V∗ or α, β ∈ ∧2−V∗, then 4(α⊚ β)ij = 4αp(iβj) p = −〈α, β〉hij .
(2) If α ∈ ∧2+V∗ and β ∈ ∧2−V∗, then [α, β] = 0 and 〈α, β〉 = 0.
(3) For all α, β ∈ ∧2V∗, [⋆α, ⋆β] = [α, β] and ⋆[α, β] = [⋆α, β]. Consequently, under the
identification of
∧
2V∗ equipped with the Lie bracket (2.6) with the Lie algebra so(4), the
subalgebras
∧
2
±V
∗ are identified with commuting ideals of so(4) isomorphic to so(3).
Proof. Using
δ[i
[jδa
cδb]
d]αabβcd =
1
3 〈α, β〉δi j + 23βpiαjp,(6.53)
in conjunction with (6.52) yields
(⋆α)pi(⋆β)
pj = 14ǫiabpǫ
jcdpαabβcd =
3
2δ[i
[jδa
cδb]
d]αabβcd =
1
2 〈α, β〉δi j + βpiαjp.(6.54)
Lowering the index j yields
((⋆β) ◦ (⋆α))ij + (α ◦ β)ij = − 12 〈α, β〉hij ,(6.55)
and symmetrizing or antisymmetrizing over ij yields claims (1) and (2). Antisymmetrizing (6.55) in
α and β yields [⋆α, ⋆β] = [α, β]. Because ⋆ is self-adjoint and ad(α) and ad(⋆α) are anti-self-adjoint,
for any γ ∈ ∧2V∗,
〈⋆[α, β], γ〉 = 〈[α, β], ⋆γ〉 = −〈β, [α, ⋆γ]〉 = −〈β, [⋆α, γ]〉 = 〈[⋆α, β], γ〉,(6.56)
showing that ⋆[α, β] = [⋆α, β]. It follows that
∧
2
±V
∗ are commuting ideals in
∧
2V∗. This shows
the first part of claim (3). The claimed isomorphisms with so(4) and so(3) follow from standard
representation theory and are omitted. 
Remark 6.17. Note that with the conventions used here, (α∧⋆β)ijkl = 12 〈α, β〉ǫijkl . The coefficient
1
2 occurs because the inner product on forms is given by complete contraction, so the wedge product
of two orthonormal covectors has norm 2 and not 1. ⊠
Lemma 6.18. Let (V, h, ǫ) be an oriented 4-dimensional Riemannian vector space. For X ∈
MCW(V
∗), define (⋆X)ijkl = 12ǫij
abXabkl. Then (⋆X)ijkl ∈ MCW(V∗), and ⋆ : MCW(V∗) →
MCW(V
∗) is a linear involution satisfying ⋆̂X = ⋆ ◦ X̂ = X̂ ◦ ⋆.
Proof. By definition (⋆X)ijkl = (⋆X)[ij]kl = (⋆X)ij[kl]. To show (⋆X)ijkl ∈MC(V∗) it suffices to show
that there vanishes the antisymmetrization of (⋆X)ijkl over any three indices. For X ∈MCW(V∗), if
n = dimV, then tracing X[ij
[abδk]
c] in k and c yields a multiple of (n− 4)Xij ab. Since this vanishes
if n = 4, it follows from Lemma 2.2 that, when dimV = 4, for any Xijkl ∈MCW(V∗) there holds
X[ij
[abδk]
c] = 0.(6.57)
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(The identity is sometimes called a Lovelock identity because similar identities generalizing it are
discussed in [37].) Contracting (6.57) with ǫabcl yields
0 = ǫabclX[ij
[abδk]
c] = −2(⋆X)l[ijk].(6.58)
This suffices to show that (⋆X)ijkl ∈MC(V∗). There holds
ρ(⋆X)jk = (⋆X)pjk
p = 12ǫj
pabXabpk =
1
2ǫj
abpX[abp]k = 0,(6.59)
so ⋆X ∈MCW(V∗). It follows from the definition of (⋆X)ijkl and (2.51) that, for αij ∈
∧
2V∗,
(⋆X̂(α))ij =
1
2ǫij
abX̂(α)ab = − 14ǫij abαpqXabpq = − 12αpq(⋆X)ijpq = ⋆̂X(α)ij .(6.60)
This shows (⋆X)ijkl = (⋆X)[ij]kl. That ⋆X ∈MCW(V∗) implies (⋆X)ijkl has all the other symmetries
that this inclusion implies, for example
1
2ǫij
abXabkl = (⋆X)ijkl = (⋆X)klij =
1
2ǫkl
abXabij .(6.61)
It follows from (2.51), the symmetries of Xijkl , and (6.61) that, for αij ∈
∧
2V∗,
X̂(⋆α)ij = − 12 (⋆α)abXijab = − 14ǫabpqαpqXijab = − 14αpqǫpq abXabij
= − 14αpqǫij abXabpq = − 12αpq(⋆X)ijpq = ⋆̂X(α)ij ,
(6.62)
so that X̂ ◦ ⋆ = ⋆ ◦ X̂ as elements of End(∧2V∗). 
For a 4-dimensional oriented Riemannian vector space (V, h, ǫ) define
MC
±
W(V
∗) = {X ∈MCW(V∗) : ⋆X = ±X}.(6.63)
Since 〈⋆X,Y〉 = 〈X, ⋆Y〉, the spaces MC+W(V∗) and MC−W(V∗) are orthogonal complements.
Lemma 6.19. Let (V, h, ǫ) be an oriented 4-dimensional Riemannian vector space. Write α =
α+ + α− for the decomposition of α into its self-dual and anti-self-dual parts α± ∈ ∧2±V∗. For
α, β ∈ ∧2V∗ the trace-free part tf(α · β) satisfies:
(1) For α, β ∈ ∧2V∗, tf(⋆α · ⋆β) = tf(α · β) and
tf(α± · β±) = α± · β± − 14 〈α±, β±〉h ? h.(6.64)
(2) For α, β ∈ ∧2V∗,
⋆ tf(α · β) = tf((⋆α) · β) = tf(α+ · β+)− tf(α− · β−).(6.65)
In particular, tf(α+ ·β+) ∈MC+W(V∗), tf(α− ·β−) ∈MC−W(V∗), and tf(α+ ·β−) = 0 so that
α+ · β− = −3(α+ ⊚ β−) ? h ∈MCR(V∗).(6.66)
Proof. By (2.55) and Lemma 6.18, for any X ∈MCW(V∗) and α, β ∈
∧
2V∗,
〈tf(⋆α · ⋆β),X〉 = 〈⋆α · ⋆β,X〉 = −6〈X̂(⋆α), ⋆β〉
= −6〈⋆X̂(α), ⋆β〉 = −6〈X̂(α), β〉 = 〈α · β,X〉 = 〈tf(α · β),X〉,
(6.67)
which shows tf(⋆α · ⋆β) = tf(α · β). By (2.15) and (2.21),
tf(α · β) = α · β + ρ(α · β) ? h+ 12 〈α, β〉h ? h
= α · β + 3(α⊚ β) ? h+ 12 〈α, β〉h ? h.
(6.68)
By (6.68) and Lemma 6.16, α± ⊚ β± = − 14 〈α±, β±〉h, and in (6.68) this yields (6.64).
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By (2.55) and Lemma 6.18, for any X ∈MCW(V∗) and α, β ∈
∧
2V∗,
〈⋆ tf(α · β),X〉 = 〈tf(α · β), ⋆X〉 = 〈α · β, ⋆X〉 = −6〈α, ⋆̂X(β)〉
= −6〈, α ⋆ X̂(β)〉 = −6〈⋆α, X̂(β)〉 = 〈(⋆α) · β,X〉 = 〈tf((⋆α) · β),X〉,
(6.69)
which shows (6.65). From (6.65) it follows that tf(α± · β±) ∈ MC±W(V∗) and tf(α+ · β−) = 0.
Substituting the last identity in (6.68) yields (6.66). 
Example 6.20. Given an oriented 4-dimensional Riemannian vector space (V, h, ǫ), let ω ∈ ∧2V∗
satisfy ω ◦ ω = −h, so that ωi j is a metric compatible complex structure and (V, h, ω) is a Kähler
structure. Then ω ∈ ∧2±V∗ as 12ω ∧ ω = ±ǫ, and, by Lemma 6.19, the idempotent S(ω)ijkl =
1
6 ((ω · ω)ijkl − (h ? h)ijkl) = tf(ω · ω) ∈MCW(V∗) defined in (6.12) satisfies S(ω) ∈MC±W(V∗). ⊠
Lemma 6.21. Let (V, h) be a 4-dimensional Riemannian vector space. For X,Y ∈MCW(V∗),
X(i
abcYj)abc =
1
4 〈X,Y〉hij ,(6.70)
2B(X,Y)[ij]kl =
1
4 (Xij
pqYpqkl + Yij
pqXpqkl) = 2B(X,Y)k[ij]l +
1
8 〈X,Y〉(h ? h)ijkl.(6.71)
(X⊛ Y)ijkl =
3
4 (Xij
pqYpqkl + Yij
pqXpqkl)− 18 〈⋆X,Y〉ǫijkl − 18 〈X,Y〉(h ? h)ijkl .(6.72)
Proof. By (6.57), 0 = Xbcl
pX[ij
[kbδp]
c]. Lowering the index k and simplifying this expression yields
Xij
pqXpqkl = −2XiplqXk p j q + 2XjplqXk p i q + XlabcXj abchik − XlabcXi abchjk.(6.73)
Tracing (6.73) in jl and relabeling the result yields
XiabcXj
abc = 14 |X|2hij .(6.74)
Substituting (6.74) into (6.73) and using (3.7) yields
4B(X,X)[ij]kl = Xij
pqXpqkl = −2XiplqXk p j q + 2XjplqXk p i q + 12 |X|2hk[ihj]l
= 4B(X,X)k[ij]l +
1
4 |X|2(h ? h)ijkl.
(6.75)
Polarizing (6.74) and (6.75) yields (6.70) and (6.71). Because dim
∧
4V∗ = 1, X[ij pqYkl]pq = cǫijkl
for some c ∈ R. Contracting both sides of this equality with ǫijkl yields 24c = 2〈⋆X,Y〉, so that
12X[ij
pqYkl]pq = 〈⋆X,Y〉ǫijkl. Substituting this and (6.71) into (3.10) of Lemma 3.3 yields (6.72). 
Lemma 6.22 (L. Bel [1], M. Chevreton [12]). Let (V, h) be an n-dimensional pseudo-Riemannian
vector space. Let X,Y ∈MC(V∗). The generalized Bel-Robinson tensor
Qijkl = Q(X,Y)ijkl
= B(X,Y)ikjl +B(X,Y)iljk − 12hijX(k abcYl)abc − 12hklX(i abcYj)abc + 18 〈X,Y〉hijhkl,
(6.76)
satisfies Qijkl = Q(ij)kl = Qij(kl) = Qklij and
Qp
p
ij =
4−n
2
(
X(i
abcYj)abc − 14 〈X,Y〉hij
)
,
Qip
p
j =
1
2 (ρ(X)
pqYipqj + ρ(Y)
pqXipqj)− 12
(
X(i
abcYj)abc − 14 〈X,Y〉hij
)
= 12
(
Ŷ(ρ(X))ij + X̂(ρ(Y))ij
)
− 12
(
X(i
abcYj)abc − 14 〈X,Y〉hij
)
.
(6.77)
Proof. The claimed symmetries ofQijkl are immediate from the definition (6.76) and the symmetries
of B(X,Y)ijkl . The traces (6.77) follow from (4.11). 
Remark 6.23. In dimension 4 the tensor Qijkl was first defined by L. Bel in [1]. The generalization
to n-dimensions seems to be due to M. Chevreton in [12]. See section 6 of [48] for further background
and references. By the usual Bel-Robinson tensor is meant here the Bel-Robinson tensor of X,Y ∈
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MCW(V
∗) when dimV = 4. A concise proof of the basic properties of the usual Bel-Robinson tensor
is given on pages 171− 172 of [13]. ⊠
Lemma 6.24. Let (V, h) be a 4-dimensional Riemannian vector space. The (Riemannian) Bel-
Robinson form Q(X,Y)ijkl of Xijkl,Yijkl ∈MCW(V∗) defined by (6.76) satisfies
Q(X,Y)ijkl = B(X,Y)ijkl +B(X,Y)ilkj − 18 〈X,Y〉hikhjl
= B(X,Y)ijkl −B(⋆X, ⋆Y)ijkl
(6.78)
and is completely symmetric and trace-free.
Remark 6.25. Although it involves ⋆, the last expression of (6.78) does not depend on the choice
of orientation of V, for the same formula results upon replacing ǫijkl by −ǫijkl. ⊠
Remark 6.26. The Bel-Robinson tensor is often defined for Lorentzian metrics only and is of-
ten defined using the Lorentzian version of the second equality of (6.78), as, for example, in
[13]. This requires a sign change in the second equality of (6.78). Precisely, if h is pseudo-
Riemannian with s negative eigenvalues, then the second equality of (6.78) becomes Q(X,Y)ijkl =
B(X,Y)ijkl − (−1)sB(⋆X, ⋆Y)ijkl where the signature of h is also implicitly incorporated in the
Hodge star operator ⋆ via ǫijkl. ⊠
Proof of Lemma 6.24. Since n = 4, it follows from (6.76) and (6.70) that
Qijkl = Bikjl +Biljk − 18 〈X,Y〉hijhkl,(6.79)
where Bijkl = B(X,Y)ijkl and Qijkl = Q(X,Y)ijkl. Antisymmetrizing (6.79) in jk yields
Qi[jk]l = −Bi[jk]l +Bil[jk] − 116 〈X,Y〉(h ? h)jkil = 0,(6.80)
where the final equality is (6.71) after a permutation of the indices. By Lemma 6.22, this suffices to
show that Qijkl is completely symmetric. From (6.77) it follows that Qijkl is completely trace-free.
There remains to prove the second equality of (6.78). By (6.52),
4(⋆X)ipjq(⋆Y)
kp
l
q = ǫip
abǫkpcdXabjqYcdl
q = ǫiabpǫ
kcdpXab jqYcdl
q
= 6δ[i
[kδa
cδb]
d]Xab jqYcdl
q = 2δi
kXjabqYl
abq − 4Xk pjqYi p l q.
(6.81)
Symmetrizing (6.81) in X and Y and simplifying using (6.70) yields
B(⋆X, ⋆Y)ijkl +B(X,Y)kjil =
1
4 (XjabqYl
abq + YjabqXl
abq)hik =
1
8 〈X,Y〉hikhjl.(6.82)
This shows
B(⋆X, ⋆Y)ijkl = −B(X,Y)ilkj + 18 〈X,Y〉hikhjl.(6.83)
By (6.83), (6.79), and the complete symmetry of Qijkl,
B(X,Y)ijkl −B(⋆X, ⋆Y)ijkl = Bijkl +Bilkj − 18 〈X,Y〉hikhjl = Qikjl = Qijkl,(6.84)
which is the second equality of (6.78). 
Lemma 6.27. Let (V, h, ǫ) be a 4-dimensional oriented Riemannian vector space. Let X,Y ∈
MCW(V
∗).
(1) There holds the equality of endomorphisms of
∧
2V∗,
− 13 X̂⊛ Y = 12
(
X̂ ◦ Ŷ+ Ŷ ◦ X̂
)
− 124 〈⋆X,Y〉 ⋆− 124 〈X,Y〉 Id∧2V∗
= 12
(
X̂ ◦ Ŷ+ Ŷ ◦ X̂
)
− 16 tr(⋆̂X ◦ Ŷ) ⋆− 16 tr(X̂ ◦ Ŷ) Id∧2V∗ ,
(6.85)
in which ◦ is composition of endomorphisms and the endomorphism ⋆ is the Hodge star
operator on
∧
2V∗.
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(2) ⋆X⊛ ⋆Y = X⊛ Y.
(3) Regarding Id∧2
±
V∗ as endomorphisms of
∧
2V∗ annihilating
∧
2
∓V
∗, so that it makes sense
to write Id∧2V∗ = Id∧2+V∗ + Id∧2−V∗ ,
− 13 X̂⊛ Y = 12
(
X̂ ◦ Ŷ+ Ŷ ◦ X̂
)
− 13 tr(X̂ ◦ Ŷ) Id∧2+V∗ if X,Y ∈MC
+
W(V
∗),
− 13 X̂⊛ Y = 12
(
X̂ ◦ Ŷ+ Ŷ ◦ X̂
)
− 13 tr(X̂ ◦ Ŷ) Id∧2−V∗ if X,Y ∈MC
−
W(V
∗),
X̂⊛ Y = 0 if X ∈MC+W(V∗),Y ∈MC−W(V∗).
(6.86)
Consequently,
MC
±
W(V
∗)⊛MC±W(V
∗) ⊂MC±W(V∗), MC+W(V∗)⊛MC−W(V∗) = {0}.(6.87)
Proof. Rewriting (6.72) gives
1
3 (X⊛ Y)ijkl =
1
4 (Xij
pqYpqkl + Yij
pqXpqkl)− 124 〈⋆X,Y〉ǫijkl − 124 〈X,Y〉(h ? h)ijkl .(6.88)
By (2.57), (6.88) yields
0 = αkl
(− 13 (X⊛ Y)ijkl + 14 (Xij pqYpqkl + Yij pqXpqkl)
− 124 〈⋆X,Y〉ǫijkl − 124 〈X,Y〉(h ? h)ijkl
)
=
(
2
3 X̂⊛ Y+ X̂ ◦ Ŷ+ Ŷ ◦ X̂− 112 〈⋆X,Y〉 ⋆− 112 〈X,Y〉 Id∧2V∗
)
(α)ij ,
(6.89)
which shows (6.85). Since ⋆ commutes with X̂ and Ŷ, the equality ⋆X ⊛ ⋆Y = X ⊛ Y follows from
(6.85). Since ⋆̂X = X̂ ◦ ⋆, if X = X+ + X− with X± ∈ MC±W(V∗) then X̂(α) = X̂+(α+) + X̂−(α−)
where α = α+ +α− is the decomposition of α ∈ ∧2V∗ into its self-dual and anti-self-dual parts. In
particular X̂± annihilates
∧
2
∓V
∗ and X̂+ and Ŷ− anticommute. In (6.85) these observations yield
(6.86), which implies (6.87) immediately.
An alternative proof of (6.87) can be given using the Bel-Robinson tensor. By definition of ⊛
and the complete symmetry of the Bel-Robinson form Qijkl,
(X⊛ Y)ijkl − (⋆X⊛ ⋆Y)ijkl = Qijkl −Qijlk +Qikjl −Qiljk = 0.(6.90)
If Xijkl ∈ MC+W(V∗) and Yijkl ∈ MC−W(V∗) then X ⊛ Y = − ⋆ X ⊛ ⋆Y = −X ⊛ Y implies X ⊛ Y =
0. If X,Y ∈ MC+W(V∗) then for all Z ∈ MC−W(V∗) there holds 〈X ⊛ Y,Z〉 = 〈X,Y ⊛ Z〉 = 0,
so X ⊛ Y is contained in the h-orthogonal complement of MC−W(V
∗), which is MC+W(V
∗). That
MC
−
W(V
∗)⊛MC−W(V
∗) ⊂MC−W(V∗) is proved by the same argument. 
Remark 6.28. If the orientation of V is reversed the subspaces MC±W(V
∗) are switched, but the
orthogonal decomposition remains; all that changes is the labeling as + or −. Hence the relations
(6.87) make sense independently of any choice of orientation, in the sense thatMCW(V
∗) decomposes
as an orthogonal direct sum of two 5-dimensional ⊛-subalgebras whose product is {0}. ⊠
Proof of Theorem 1.4. By Lemma 6.18, for any X ∈ MCW(V∗), ⋆X̂∧2V∗ = (̂⋆X)∧2V∗ = X̂∧2V∗⋆,
so, if X ∈ MC±W(V∗), then X preserves
∧
2
±V
∗ and annihilates
∧
2
∓V
∗, so induces a symmetric
endomorphism of
∧
2
±V
∗. Since, by Corollary 7.32, there is an element of MC±W(V
∗) that acts
nontrivially on
∧
2
±V
∗, it follows from the Schur lemma that the SO(4)-equivariant map Ψ sending
X ∈MC±W(V∗) to −3X̂∧2±V∗ in the space S20(
∧
2
±) of trace-free symmetric endomorphisms of
∧
2
±V
∗
is a linear isomorphism. It follows from (6.86) of Lemma 6.27 that Ψ is an algebra isomorphism. By
the definition of G and (2.57), for X,Y ∈MC±W(V∗), Ψ∗(G)(X,Y) = 9G(X̂, Ŷ) = 3 tr(X̂◦Ŷ) = 34 〈X,Y〉.
That the trace-form τ⊛ is the stated multiple of h follows from the corresponding statement in the
algebra (Herm0(
∧
2
±V
∗, h), ⋄, 43G) and the fact that Ψ is an isometric isomorphism. Alternatively, it
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follows from Lemma 6.9 via the explicit description of (MC±W(V
∗),⊛, 〈 · , · 〉) that also follows from
Lemma 6.9. Namely, the two nonisomorphic structures of a Cl2-module on V correspond respectively
to choices of α, β ∈ ∧2±V∗ such that {α, β, γ = α ◦ β} ⊂ ∧2±V∗ are symplectic structures as in the
statement of Lemma 6.9. That (MC±W(V
∗),⊛, 〈 · , · 〉) are simple follows from the preceding in
conjunction with Lemma 6.11. That they contain no nontrivial square-zero elements follows from
the corresponding (easily checked) claim for (Herm0(
∧
2
±V
∗, h), ⋄). 
7. Subalgebras of Kähler curvature tensors
This section describes subalgebras of the space of Kähler curvature tensors on a Kähler vector
space. The results are parallel to those in the general case and the section is structured accordingly.
A 2n-dimensional Kähler vector space (V, h, J, ω) is a real vector space V of dimension m = 2n
equipped with a parallel Riemannian metric hij and a compatible complex structure Ji
j , meaning
that Ji
pJj
qhpq = hij and ωij = Ji
phpj is a symplectic form. A Kähler vector space is canonically
oriented by the volume form 1n!ω
n.
The complex structure J gives V a structure of an n-dimensional complex vector space, and
together h and ω determine a positive definite Hermitian inner product on this complex vector
space, and so a Kähler structure on a real vector space determines in a canonical way a Hermitian
structure on the associated complex vector space (and conversely). As here everything is treated
over the real field, the Kähler terminology is used.
When a Kähler vector space is fixed, the abstract unitary group U(n) is identified with the
unitary group U(n) of linear automorphisms of V preserving h and J .
7.1. Decompositions of tensors on Kähler vector spaces. Suppose (V, J, h, ω) is a Kähler
vector space with dimV = m = 2n. The Kähler structure determines several U(n)-equivariant
endomorphisms of ⊗2V∗ and its subspaces such as ∧2V∗ and S2V∗. Those needed here are described
now. Recall that an element σij ∈ ⊗2V∗ is identified with the endomorphism σi j .
Since the self-adjoint endomorphism J ∈ End(⊗2V∗) defined by J(α)ij = Ji pJj qαpq = −(ω ◦
α ◦ ω)ij satisfies J ◦ J = Id⊗2V∗ , it is a paracomplex structure on ⊗2V∗. It corresponds to the
tensor (J ⊗ J)ij kl = Ji kJj l. Because J preserves the subspaces
∧
2V∗ and S2V∗ it induces self-
adjoint endomorphisms of these subspaces also denoted by J. The anti-self-adjoint endomorphism
J ∈ End(⊗2V∗) defined by J(α)ij = (α◦ω)ij = Ji pαpj , and corresponding to the tensor (J⊗δ)ij kl =
Ji
kδj
l, does not preserve the subspaces
∧
2V∗ and S2V∗, but satisfies J ◦ J = − Id⊗2V∗ so is
a complex structure on ⊗2V∗. By their definitions, J and J commute, and J ◦ J = J ◦ J is
another complex structure on ⊗2V∗, given by α → ω ◦ ω. The anti-self-adjoint endomorphism
ad(ω) = J ◦ J− J ∈ End(⊗2V∗) defined by ad(ω)(α) = [ω, α], corresponds to the tensor −(J ⊗ δ +
δ ⊗ J)ij kl = −Ji kδj l − Jj lδi k, and preserves the subspaces
∧
2V∗ and S2V∗, so induces anti-self-
adjoint endomorphisms of these subspaces also denoted by ad(ω). For convenience the relations
between these endomorphisms of ⊗2V∗ are summarized in (7.1).
J ◦ J = Id, J ◦ J = − Id, ad(ω) ◦ J = − ad(ω) = J ◦ ad(ω),
[J,J] = 0, ad(ω) ◦ ad(ω) = −2 Id+2J, ad(ω) ◦ J = J− Id = J ◦ ad(ω).(7.1)
From the self-adjoint endomorphism ω ⊗ 〈ω, · 〉 + h ⊗ 〈h, · 〉 of ⊗2V∗ corresponding to the tensor
ωijω
kl + hijh
kl there is built the self-adjoint endomorphism ⋆ = 2mω ⊗ 〈ω, · 〉+ 2mh⊗ 〈h, · 〉 − J of
⊗2V∗, corresponding to the tensor 2mωijωkl + 2mhijhkl − J[i kJj] l, and preserving
∧
2V∗ and S2V∗.
The identities
(ω ⊗ 〈ω, · 〉+ h⊗ 〈h, · 〉) ◦ J = ω ⊗ 〈ω, · 〉+ h⊗ 〈h, · 〉 = J ◦ (ω ⊗ 〈ω, · 〉+ h⊗ 〈h, · 〉),
ad(ω) ◦ (ω ⊗ 〈ω, · 〉+ h⊗ 〈h, · 〉) = 0 = (ω ⊗ 〈ω, · 〉+ h⊗ 〈h, · 〉) ◦ ad(ω),
J ◦ ⋆ = 2mω ⊗ 〈ω, · 〉+ 2mh⊗ 〈h, · 〉 − Id = ⋆ ◦ J,
(7.2)
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imply that the endomorphisms of ⊗2V∗ satisfy the relations
[J, ⋆] = 0, ⋆ ◦ ⋆ = Id, ad(ω) ◦ ⋆ = ad(ω) = ⋆ ◦ ad(ω).(7.3)
Since, by (7.3), J and ⋆ are involutions of
∧
2V∗ fixing ω, each induces a decomposition of
∧
2V∗ into
its ±1 eigenspaces, which are moreover U(n)-modules. There is written ∧2V∗ = ∧2+V∗⊕∧2−V∗ for
the decomposition into the ±1 eigenspaces of ⋆. Note that ω ∈ ∧2+V∗. Because 〈⋆α, ω〉 = 〈α, ω〉,
α ∈ ∧2−V∗ satisfies 〈ω, α〉 = 0. Hence, that α ∈ ∧2−V∗ is equivalent to J(α) = α, Then +1
eigenspace of J is then
∧
2
J+V
∗ =
∧
2
−V
∗ ⊕ Span {ω}, while the −1 eigenspace of J is ∧2J−V∗ =∧
2
0+V
∗ = {α ∈ ∧2+V∗ : 〈ω, α〉 = 0}. Similarly, each of J and ⋆ is an involution of S2V∗ fixing h, and
so each induces a decomposition of S2V∗ into its ±1 eigenspaces, which are moreover U(n)-modules.
There is written S2V∗ = S2+V
∗⊕S2−V∗ = S20+⊕Span {h}⊕S2−V∗ where S2± are the ±1 eigenspaces
of ⋆ and S2J+V
∗ = S2−V
∗ ⊕ Span {h} and S2J−V∗ = S20+V∗ = {σ ∈ S2+V∗ : tr(σ) = 0} are the ±1
eigenspaces of J. Elements of
∧
2
J+V
∗ and S2J+
∧
are the real parts of forms of type (1, 1), while
elements of
∧
2
J−V
∗ and S2J−
∧
are the real parts of (2, 0) (or (0, 2)) forms.
Remark 7.1. Suppose (V, J, h) is a 4-dimensional Kähler vector space. If X and Y are orthogonal
unit norm vectors then {X, JX, Y, JY } is an oriented orthonormal frame. By definition of ǫijkl,
it evaluates to 1 on the orthonormal frame {X, JX, Y, JY }. As 12 (ω ∧ ω) also evaluates to 1 on
this frame, there holds ǫijkl =
1
2 (ω ∧ ω)ijkl = 3ω[ijωk]l. Consequently, in dimension m = 4 the
Hodge star operator on two-forms is given by contracting with 12ǫij
kl = 12ωijω
kl − J[i kJj] l, and
this motivates the definition (⋆α)ij =
2
m〈α, ω〉ωij − J(α)pq of ⋆ in general. The difference between
the cases m > 4 and m = 4 is that in the case m > 4 the operator ⋆ depends on the choice of
complex structure J as well as on the metric h and the splitting
∧
2V∗ =
∧
2
+V
∗ ⊕∧2−V∗ depends
on the choice of J , while in the m = 4 case the operator ⋆ depends only on the metric h and the
splitting
∧
2V∗ =
∧
2
+V
∗ ⊕∧2−V∗ depends only on the choice of orientation of V∗. ⊠
Lemma 7.2. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n and regard
∧
2V∗ as a
Lie algebra equipped with the Lie bracket (2.6).
(1) The subspace
∧
2
J+V
∗ is a Lie subalgebra of
∧
2
V
∗ isomorphic as a Lie algebra to u(n).
(2) The subspace
∧
2
−V
∗ ⊂ ∧2J+V∗ is a Lie subalgebra isomorphic as a Lie algebra to su(n).
(3) J is a linear isomorphism from S2J+V
∗ to
∧
2
J+V
∗ restricting to a linear isomorphism from
S2−V
∗ to
∧
2
−V
∗ and satisfying [γ ◦ ω, σ ◦ ω] = −[γ, σ] for γ, σ ∈ S2J+V∗.
(4) If α, β ∈ S2J−V∗, then [α, β] ∈
∧
2
J+V
∗ and α ⊚ β = J(α) ⊚ J(β) ∈ S2J+V∗. In particular
α⊚ J(α) = 0.
(5) J preserves S2J−V
∗ = S20+V
∗ and so determines on S2J−V
∗ a complex structure J compatible
with the inner product determined by h, with associated symplectic form, Ω, defined by
Ω(γ, σ) = 〈J(γ), σ〉, so that (S2J−V∗, 〈 · , · 〉,J,Ω) is a Kähler vector space.
(6) The action of U(n) on (S2J−V
∗, 〈 · , · 〉,J,Ω) is Hamiltonian with equivariant moment map
m : S2J−V
∗ → (∧2J+V∗)∗ given by
m(β) = 〈ω − β ◦ β ◦ ω, · 〉,(7.4)
so that m(β)(α) = 〈ω, α〉 − 12Ω([α, β], β) for α ∈
∧
2
J+V
∗.
Proof. The intersection of the orthogonal Lie algebra so(2n) = so(V, h) = {Ai j ∈ End(V) : Aij =
−Aji}, the symplectic Lie algebra sp(n,R) = sp(V, ω) = {Ai j ∈ End(V) : Ai pωpj + Aj pωip = 0},
and the complex general linear Lie algebra gl(n,C) = gl(V, J) = {Ai j ∈ End(V) : Ap jJi p =
Jp
jAi
p} equals the unitary lie algebra u(n) = u(V, h, J, ω). The Killing form on u(n) is a negative
multiple of the inner product induced on End(V) by contraction with hij , and the orthogonal
complement of Ji
j in u(n) is the special unitary Lie algebra su(n).
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For α ∈ ∧2V∗, J(α) = α if and only if the endomorphism αi j commutes with Ji j . Since
u(n) is identified with the anti-self-adjoint endomorphisms of V that commute with Ji
j , this shows
αi
j ∈ u(n), and that every element of u(n) arises in this way. Since su(n) is identified with the skew-
symmetric endomorphisms of V that commute with Ji
j and are orthogonal to Ji
j , if α ∈ ∧2−V∗
then αi
j ∈ su(n), and that every element of su(n) arises in this way. Hence ∧2J+V∗ and ∧2−V∗ are
identified with u(n) and su(n) as vector spaces.
That σ ∈ S2J+V∗ is equivalent to [σ, ω] = 0, so (σ ◦ ω)ji = ωj pσpi = −σi pωpj = −(ω ◦ σ)ij =
−(σ ◦ ω)ij , showing that σ ◦ ω ∈
∧
2V∗. By (7.1), J ◦ J(σ) = J ◦ J(σ) = J(σ), so J(σ) ∈ ∧2J+V∗.
Because J(J(σ)) = −σ, the map σ → J(σ) is a linear isomorphism from S2J+V∗ to
∧
2
J+V
∗. Since
〈σ ◦ ω, ω〉 = −〈σ, ω ◦ ω〉 = 〈σ, h〉, J(σ) ∈ ∧2−V∗ if and only if σ ∈ S2−V∗.
If γ, σ ∈ S2J+V∗, then [γ, ω] = 0 = [σ, ω], so [γ ◦ ω, σ ◦ ω] = [γ, σ] ◦ ω ◦ ω = −[γ, σ].
If α, β ∈ S2J−V∗, then [α, β] ∈
∧
2V∗. Since J([α, β]) = −ω ◦ [α, β] ◦ ω = −[α, β] ◦ ω ◦ ω = [α, β],
[α, β] ∈ ∧2J+V∗. Since (α ◦ ω) ◦ (β ◦ ω) = −α ◦ β ◦ ω ◦ ω = α ◦ β, (α ◦ ω)⊚ (β ◦ ω) = α ⊚ β. Since
J(α⊚ β) = −ω ◦ (α⊚ β) ◦ ω = −(α⊚ β) ◦ ω ◦ ω = α⊚ β, α⊚ β ∈ S2J+V∗.
That γ ∈ S2J−V∗ means γ ◦ ω = −ω ◦ γ, so γ ◦ ω = 12 [γ, ω] is symmetric and 〈γ ◦ ω, h〉 =
−〈γ, h ◦ ω〉 = −〈γ, ω〉 = 0, so γ ◦ ω ∈ S2J−V∗. Since, for γ, σ ∈ S2J−V∗, (γ ◦ ω) ◦ ω = −γ and
〈γ ◦ ω, σ ◦ ω〉 = 〈γ, σ〉, the map J(γ) = γ ◦ ω is a complex structure compatible with 〈 · , · 〉, with
associated symplectic form Ω(γ, σ) = 〈J(γ), σ〉.
A unitary action of a compact Lie group on a Kähler vector space is always Hamiltonian, and
specializing the well-known general formula for its moment map yields claim (6). Concretely, the
equivariance of m is immediate from its definition, and, for β, γ ∈ S2J−V∗ and α ∈
∧
2
J+V
∗,
dγm(β)(α) = −〈β ◦ γ ◦ ω + γ ◦ β ◦ ω, α〉 = 〈α, γ ◦ ω ◦ β − β ◦ γ ◦ ω〉
= 〈α ◦ β, γ ◦ ω〉 − 〈β ◦ α, γ ◦ ω〉 = 〈[α, β], γ ◦ ω〉 = −Ω([α, β], γ),(7.5)
which shows dm(β)(α) = −Ω([α, β], · ). Note that m is not uniquely determined as there can be
added to it any constant multiple of 〈ω, · 〉 since ω is central in the Lie algebra ∧2J+V∗. 
Lemma 7.2 implies
dimS2−V
∗ = dim
∧2
−V
∗ = dim su(m2 ) =
(m−2)(m+2)
4 ,
dim
∧2
+V
∗ = dim
∧2
J−V
∗ + 1 = m(m−2)4 + 1,
dimS2+V
∗ = dimS2J−V
∗ + 1 = m(m+2)4 + 1.
(7.6)
Lemma 7.3 is used in Lemma 7.41 to show that a certain set of idempotents is parameterized by
the special Lagrangian Grassmannian.
Lemma 7.3. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. The set {γ ∈ S2J−V∗ :
γ ◦ γ = h} = m−1(0) is identified with the homogeneous space U(n)/O(n) = Lag(n,R) in its
representation as the Grassmanian of Lagrangian subspaces in (V, ω).
Proof. Lemma 7.2 shows that m is a moment map for the action of U(n) on the Kähler vector space
S2J−V
∗, and the general theory of Hamiltonian group actions on Kähler manifolds then shows that
{γ ∈ S20+V∗ : γ ◦ γ = h} = m−1(0) is a U(n) orbit, so the content of the Lemma is the identifi-
cation of the stabilizer as O(n), and the geometric interpretation of U(n)/O(n) as the Lagrangian
Grassmannian. The following proof describes this in more detail than is strictly necessary.
An explicit model for
∧
2
±V
∗ can be given as follows. Choose a splitting V = U⊕W such that U
and W are Lagrangian h-orthogonal subspaces. Let e1, . . . , en be an h-orthonormal basis of U, and
let en+1, . . . , e2n be the h-orthonormal basis of W such that J(ei) = en+i and J(en+i) = −ei for
1 ≤ i ≤ n. Let e1, . . . , e2n be the dual orthonormal basis of V∗. Then ei◦J = −en+i and en+i◦J = ei
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for 1 ≤ i ≤ n, h = ∑2ni=1 ei ⊗ ei, J = ∑ni=1(en+i ⊗ ei − ei ⊗ en+i), and ω = ∑ni=1 ei ∧ en+i. For
1 ≤ i, j ≤ n,
J(ei ∧ ej) = en+i ∧ en+j, J(en+i ∧ en+j) = ei ∧ ej, J(ei ∧ en+j) = ej ∧ en+i,(7.7)
so a basis of
∧
2
−V
∗ is given by{
ei ∧ ej + en+i ∧ en+j ,
ei ∧ en+j + ej ∧ en+i : 1 ≤ i 6= j ≤ n
}
∪ {nei ∧ en+i + ω : 1 ≤ i ≤ n− 1} ,(7.8)
and a basis of
∧
2
+V
∗ is given by{
ei ∧ ej − en+i ∧ en+j , ei ∧ en+j − ej ∧ en+i : 1 ≤ i 6= j ≤ n} ∪ {ω}.(7.9)
The subspaces
∧
2
±V
∗ correspond to the sets of endomorphisms whose matrices with respect to the
basis e1, . . . , e2n have the forms (written in terms of n× n blocks)∧2
−V
∗ ≃ su(V, J, h, ω) =
{(
P Q
−Q P
)
: P t = −P,Qt = Q, trQ = 0
}
,
∧2
+V
∗ ≃
{(
C D
D −C
)
: Ct = −C,Dt = −D
}
⊕
{
J =
(
0 −I
I 0
)}
.
(7.10)
The endomorphism ⋆ is given in matrix form by ⋆U = −JU tJ + 2m tr(U tJ)J .
Let GL(n,C) = {M ∈ GL(V) : M ◦ J = J ◦ M}. With respect to the basis e1, . . . , e2n the
matrices of U(n) = O(2n) ∩ GL(n,C) = O(2n) ∩ Sp(n,R) = {U ◦ J = J ◦ U} ∩ {U ∈ End(V) :
〈Ux,Uy〉 = 〈x, y〉 for all x, y ∈ V} have the the forms (written in terms of n× n blocks)
U(n) =
{(
A −B
B A
)
: AtA+BtB = I, AtB = BtA
}
.(7.11)
Via metric duality S2J+V
∗ corresponds to the set L = {M ∈ End(V) : M◦J = −J◦M and 〈Mx, y〉 =
〈x,My〉 for all x, y ∈ V}. With respect to the basis e1, . . . , e2n the elements of L have the forms
L = Span
{(
A B
B −A
)
: At = A,Bt = B
}
,(7.12)
and U(n) acts on L by conjugation, (U,M) ∈ U(n)× L → U ◦M ◦ U−1 ∈ L.
Since an element of the U(n)-stable subset {M ∈ L : M ◦M = I} is self-adjoint and squares to
the identity, it is the orthogonal reflection through some subspace; since it anticommutes with the
complex structure, it is the orthogonal reflection through a Lagrangian subspace. Thus {M ∈ L :
M ◦M = I} is identified with the Lagrangian Grassmannian Lag(V) of Lagrangian subspaces of V.
Let Tn = Rn/(2πZ)n. For θ = (θ1, . . . , θn) ∈ Tn, the endomorphisms defined by
U(θ) =
n∑
i=1
cos(θi)(e
i ⊗ ei + en+i ⊗ en+i) +
n∑
i=1
sin(θi)(e
i ⊗ en+i − en+i ⊗ ei) ∈ U(n),
L(θ) =
n∑
i=1
cos(θi)(e
i ⊗ ei − en+i ⊗ en+i) +
n∑
i=1
sin(θi)(e
i ⊗ en+i + en+i ⊗ ei) ∈ Lag(V).
(7.13)
satisfy
U(α) ◦ U(β) = U(α+ β),
L(α) ◦ L(β) = U(α− β),
U(α) ◦ L(β) = L(α+ β) = L(α) ◦ U(−β).
(7.14)
In particular U : Tn → U(n) is an injective homomorphism satisfying U(α)−1 = U(−α) and
L(α/2)L(0)L(−α/2) = L(α) for α ∈ T.
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As L(0) ◦ L(0) = I, the U(n) orbit of L(0) is contained in Lag(V). If a block matrix of the
form (7.11) stabilizes L(0), then A and B satisfy the equations AAt −BBt = I and ABt = −BAt
in addition to the equations AtA + BtB = I and AtB = BtA. These equations force AtA = I
and BtB = 0, so B = 0 and A ∈ O(n). This shows that the stabilizer of L(0) in U(n) comprises
the matrices of the form (7.11) with B = 0, and equals the image of the diagonal embedding
∆ : O(n)→ U(n) as the subgroup ∆(O(n)) = {U ∈ U(n) : [U,L(0)] = 0}.
A matrix, M ∈ L, of the block form (7.12) satisfies M ◦ M = I if and only if A2 + B2 =
I and [A,B] = 0 for symmetric matrices A and B. Since commuting symmetric matrices are
simultaneously orthogonally diagonalizable, there are P ∈ O(n) and diagonal C and S such that
A = PCP t and B = PSP t. Since C2 + S2 = I, there is θ ∈ Tn such that C = C(θ) and
S = S(θ) for the diagonal matrices C(θ) and S(θ) with ith diagonal entries cos θi and sin θi. Hence
∆(P t)M∆(P ) = L(θ) = U(θ/2)L(0)U(θ/2)−1, the second equality by (7.14). This shows that M
is in the U(n) orbit of L(0), so that U(n) acts transitively on Lag(V) and Lag(V) = {M ∈ L :
M ◦M = I} ≃ U(n)/O(n).
The endomorphism L(θ) corresponds via metric duality with γ(θ) =
∑n
i=1 cos(θi)(e
i⊗ei−en+i⊗
en+i)+
∑n
i=1 sin(θi)(e
i⊗ en+i+ en+i⊗ ei) ∈ S2J−V∗. By (7.14), γ(θ) ◦ γ(θ) = h, and metric duality
identifies Lag(V) with {γ ∈ S2J−V∗ : γ ◦ γ = h} = m−1(0). The preceding shows that this is the
U(n) orbit of γ(0). 
7.2. Subalgebras of (MC(V∗),⊛) related to (MCK(V∗),⊛). Let (V, h, J, ω) be an n-dimensional
Kähler vector space. For background on the linear algebra of MC(V∗) and its decomposition into
U(n)-irreducible submodules see [23], [49], and [56]. Because the results in these references are not
stated in a form well adapted to their applications here, it is necessary to reproduce them here
partially, in some equivalent form.
The U(n)-invariant space of curvature tensors of Kähler type is defined by
MCK(V
∗) = {X ∈MC(V∗) : Ji aJj bXabkl = Xijkl} = {X ∈MC(V∗) : J[i pXj]pkl = 0}.(7.15)
Additional U(n)-invariant spaces of curvature tensors are defined by
MCω(V
∗) = {X ∈MC(V∗) : Xijkl = Ji aJj bXabkl + Ji aJk bXajbl + Ji aJl bXajkb},(7.16)
MC
+
J (V
∗) = {X ∈MC(V∗) : Jai Jj bJk cJl dXabcd = Xijkl}.(7.17)
The involutive endomorphism RJ ∈ End(MC(V∗)) defined by RJ(X)ijkl = Jai Jj bJk cJl dXabcd is the
orthogonal reflection through MC+J (V
∗). Its −1 eigenspace is denoted MC−J (V∗).
Lemma 7.4. Let (V, h, J, ω) be a Kähler vector space. There hold MCK(V
∗) ⊂ MCω(V∗) ⊂
MC
+
J (V
∗) and these subspaces admit the following alternative characterizations:
MCK(V
∗) = {X ∈MC(V∗) : J ◦ X̂∧2V∗ = X̂∧2V∗} = {X ∈MC(V∗) : X̂∧2V∗ ◦ J = X̂∧2V∗}
= {X ∈MC(V∗) : X̂∧2V∗ ◦ ad(ω) = 0} = {X ∈MC(V∗) : ad(ω) ◦ X̂∧2V∗ = 0}
= {X ∈MC(V∗) : [X̂⊗2V∗ ,J] = 0},
(7.18)
MCω(V
∗) = {X ∈MC(V∗) : [ad(ω), X̂∧2V∗ ] = 0},(7.19)
MC
+
J (V
∗) = {X ∈MC(V∗) : [J, X̂∧2V∗ ] = 0} = {X ∈MC(V∗) : [J, X̂S2V∗ ] = 0}.(7.20)
Proof. For X ∈MC(V∗) and α ∈ ∧2V∗,
(J ◦ X̂∧2V∗ − X̂∧2V∗)(α)kl = − 12 (Jk pJl qXijpq − Xijkl)αij ,(7.21)
so that J◦X̂∧2V∗ = X̂∧2V∗ if and only if Ji pJj qXpqkl = Xijkl. This shows the first equality of (7.18).
Alternatively, since the tensors in ⊗2∧2V∗ corresponding to the compositions ad(ω) ◦ X̂∧2V∗ and
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X̂∧2V∗ ◦ad(ω) are −J[i pXj]pkl and Xijp[kJl] p = J[k pXl]pij , a similar argument shows that MCK(V∗)
equals the last two subspaces of (7.18). (In computing the tensor corresponding to X̂∧2V∗ ◦ ad(ω),
note that this tensor is Xij
abJ[a
[kδb]
l] and not XijabJ[k
[aδl]
b], which differs from it by a sign.)
Because ad(ω) is anti-self-adjoint and X̂∧2V∗ and J are self-adjoint, ad(ω) ◦ X̂∧2V∗ = 0 if and only
if X̂∧2V∗ ◦ ad(ω) = 0 and J ◦ X̂∧2V∗ = X̂∧2V∗ if and only if X̂∧2V∗ ◦ J = X̂∧2V∗ . By (7.1), if
X̂∧2V∗ ◦ J = J, then X̂∧2V∗ ◦ ad(ω) = X̂∧2V∗ ◦ J ◦ ad(ω) = −X̂∧2V∗ ◦ ad(ω), so X̂∧2V∗ ◦ ad(ω) = 0,
and, if X̂∧2V∗ ◦ ad(ω) = 0, then X̂∧2V∗ − X̂∧2V∗ ◦ J = X̂∧2V∗ ◦ (Id∧2V∗ −J) = 12 X̂∧2V∗ ◦ ad(ω) = 0.
The preceding shows the equality of all the subspaces on the first two lines of the right-hand side
of (7.18). Finally, for β ∈ ⊗2V∗, [X̂⊗2V∗ ,J](β)ij = 2J[i aXp]aqjβab, so [X̂⊗2V∗ ,J] = 0 if and only if
J[i
aXj]akl, which shows the last equality of (7.18).
By (2.43), [ad(ω), X̂∧2V∗ ] = ω̂ · X∧2V∗ , and, by (2.44),
(ω · X)ijkl = 2J[i pXj]pkl + 2J[k pXl]pij .(7.22)
Since ω · X = 0 if and only if
0 = Ji
a(ω · X)aijkl = Xijkl − Ji aJj bXabkl − Ji aJk bXajbl − Ji aJl bXajkb,(7.23)
there follows (7.19).
For X ∈MC(V∗) and α ∈ ∧2V∗,
[J, X̂∧2V∗ ](α)ij = − 12αkl
(
Ji
aJj
bXabkl − Jk aJl bXijab
)
(7.24)
so that [J, X̂∧2V∗ ] = 0 if and only if Ji aJj bXabkl = Jk aJl bXijab. Since this last equality is equivalent
to Jai Jj
bJk
cJl
dXabcd = Xijkl, this shows the first equality of (7.20). For X ∈MC(V∗) and β ∈ S2V∗,
[J, X̂S2V∗ ](β)il = β
jk
(
Ji
aJl
bXajkb − Jj aJk bXiabl
)
= βjk
(
Ji
aJl
bXa(jk)b − Jj aJk bXi(ab)l
)
,(7.25)
so that [J, X̂S2V∗ ] = 0 if and only if Ji
aJl
bXa(jk)b = Jj
aJk
bXi(ab)l. If X ∈ MC+J (V∗), then
Ji
aJl
bXajkb = Jj
aJk
bXiabl, so [J, X̂S2V∗ ] = 0. Conversely, if [J, X̂S2V∗ ] = 0 so that Ji
aJl
bXa(jk)b =
Jj
aJk
bXi(ab)l, then J
a
i Jj
bJk
cJl
dXa(bc)d = Xi(jk)l, so that
Xijkl =
2
3 (Xi(jk)l − Xj(ik)l) = 23Jai Jj bJk cJl d(Xa(bc)d − Xb(ac)d) = Jai Jj bJk cJl dXabcd,(7.26)
which shows X ∈MC+J (V∗). This proves the second equality of (7.20).
It follows from (7.18) and (7.19) that MCK(V
∗) ⊂ MCω(V∗). It follows from (7.1) and (7.20)
that MCω(V
∗) ⊂MC+J (V∗). 
Remark 7.5. From (7.17) it is apparent that MC+J (V
∗) is the subspace called R3(V) in Definition
3.1 of [56]. In the form (7.16), MCω(V
∗) appears as the subspace called R2(V) in Definition 3.1
of [56], where the subspace MCK(V
∗) is called R1(V). These subspaces were first identified as
interesting in section 5 of [23]. ⊠
Lemma 7.6. Let (V, h, J, ω) be a Kähler vector space.
(1) For X ∈MCK(V∗), X̂∧2V∗(
∧
2V∗) ⊂ ∧2J+V∗ and ∧2J−V∗ ⊂ ker X̂∧2V∗ .
(2) For X ∈ MC+J (V∗), X̂∧2V∗ preserves
∧
2
J+V
∗ and
∧
2
J−V
∗ and X̂S2V∗ preserves S2J+V
∗ and
S2J−V
∗.
Proof. By (7.18), J ◦ X̂∧2V∗ = X̂∧2V∗ = X̂∧2V∗ ◦ J, from which there follows (1). Claim (2) follows
from (7.20). 
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The orthogonal projections PJ,Pω,PK ∈ End(MC(V∗)) of MC(V∗) onto MC+J (V∗), MCω(V∗),
and MCK(V
∗) are described in Theorem 8.1 of [56] in terms of concatenations of operators formed
from the orthogonal reflections through these subspaces, that are described explicitly in section 3 of
[56]. However, the description given in [56] is unwieldy for making the sorts of computations that
are made here, and so an alternative deduction of somewhat more explicit expressions for these
projections is given in Lemma 7.7.
Lemma 7.7. Let (V, h, J, ω) be a Kähler vector space. For X ∈MC(V∗), the tensors
PJ(X)ijkl =
1
2
(
Xijkl + Ji
aJj
bJk
cJl
dXabcd
)
,
U(X)ijkl =
1
2
(
Ji
pJj
qXpqkl + Jk
pJl
qXijpq + 4J[i
pXj]pq[kJl]
q
)
,
V(X)ijkl = Jk
qJ[i
pXj]lpq − Jl qJ[i pXj]kpq − 4J[i pXj]pq[kJl] q,
(7.27)
are contained in MC(V∗) so PJ,U,V ∈ End(MC(V∗)). There hold:
(1) PJ =
1
2 (RJ + Id) is the orthogonal projection onto MC
+
J (V
∗).
(2) Pω =
3
4PJ +
1
4U ∈ End(MC(V∗)) is the orthogonal projection onto MCω(V∗).
(3) PK =
3
8PJ +
3
8U +
1
4V = − 34PJ + 32Pω + 14V ∈ End(MC(V∗)) is the orthogonal projection
onto MCK(V
∗).
Proof. For the definitions (7.27) to make sense it has to be checked that the tensors in (7.27) are
contained in MC(V∗). Let X ∈ MC(V∗). That PJ(X)[ijk]l = 0 is clear. In the other two cases this
also amounts to checking the Bianchi identity, and its validity follows from the Bianchi identity for
X. Concretely, antisymmetrizing 4J[i
pXj]pq[kJl]
q in ijk yields
2J[i
pX|p|jk]qJl q − 2J[k qJi pXj]pql = −J[i pXjk]pqJl q − 2J[i qJj pXk][pq]l
= −J[i pXjk]pqJl q + J[i qJj pXk]lpq = −J[i pXjk]pqJl q − J[i pJj qXk]lpq,(7.28)
and this suffices to justify U(X)[ijk]l = 0 and V(X)[ijk]l = 0.
The tensors corresponding to the compositions ad(ω) ◦ X̂ and X̂ ◦ ad(ω) are −J[i pXj]pkl and
Xijp[kJl]
p, and that corresponding to ad(ω) ◦ X̂ ◦ ad(ω) is 2J[i pXj]pq[kJl] q. These observations
suffice to conclude that the tensors PJ(X) and U(X) on the right-hand sides of (7.27) correspond
to the endomorphisms of
∧
2V∗ given by
P̂J(X) =
1
2
(
X̂+ J ◦ X̂ ◦ J
)
, Û(X) = 12
(
J ◦ X̂+ X̂ ◦ J− ad(ω) ◦ X̂ ◦ ad(ω)
)
.(7.29)
Similarly, the tensor corresponding to 12
(
J ◦ X̂+ X̂ ◦ J+ 2 ad(ω) ◦ X̂ ◦ ad(ω)
)
is
Lijkl = − 14Ji aJj bXabkl − 14XijabJk aJl b + 2J[i pXj]pq[kJl] q.(7.30)
Careful computation shows
L[ijk]l = − 34J[i pXjk]pqJl q − 34J[i pJj qXk]lpq ,(7.31)
so that
M(L)ijkl = Lijkl − L[ijk]l
= − 12J[i pXj]lpqJk q + 12J[i pXj]kpqJl q + 2J[i pXj]pq[kJl] q = − 12V(X)ijkl ,
(7.32)
which is the tensor corresponding to V̂(X). By Corollary 2.13, the orthogonal projection M :
S2(
∧
2V∗)→MC(V∗) defined in (2.18) extends in a unique way to an orthogonal projection, denoted
M̂ : End(
∧
2V∗) → M̂C(V∗) ⊂ End(∧2V∗), satisfying M̂(X̂) = X̂ = M̂(X) for all X ∈ MC(V∗). The
preceding shows
V̂(X) = M̂
(
1
2
(
J ◦ X̂+ X̂ ◦ J+ 2 ad(ω) ◦ X̂ ◦ ad(ω)
))
.(7.33)
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That the operators PJ, U, and V are self-adjoint endomorphisms of MC(V
∗) is apparent from (7.29)
and the self-adjointness of J andM and the anti-self-adjointness of ad(ω). Since a linear combination
of self-adjoint operators is self-adjoint, Pω and PK are also self-adjoint endomorphisms of MC(V
∗).
A self-adjoint endomorphism of a Riemannian vector space that restricts to the identity on
its image is the orthogonal projection onto its image. Consequently, since PJ, Pω, and PK have
been shown to be self-adjoint, to check that they are the orthogonal projections onto the indicated
subspaces, it suffices to check that each restricts to the identity on its image, and that these images
are as claimed.
Since J commutes with P̂J(X) for all X ∈MC(V∗), by (7.20), PJ(MC(V∗)) ⊂MC+J (V∗). Because
J ◦ J = Id, if X ∈ MC+J (V∗) then PJ(X) = X. Because PJ is self-adjoint this shows that PJ is the
orthogonal projection onto MC+J (V
∗). (Alternatively, from J ◦ P̂J(X) ◦ J = P̂J(X), it follows that
PJ ◦ PJ = PJ.)
If X ∈ MCω(V∗), then X̂ commutes with ad(ω) and, by (7.1), this implies it commutes with J
also. Hence Û(X) = J ◦ X̂ − 12 ad(ω) ◦ ad(ω) ◦ X̂ = X̂, so U restricts to the identity on MCω(V∗).
Since PJ also restricts to the identity on MCω(V
∗), Pω = 34PJ +
1
4U restricts to the identity on
MCω(V
∗). Suppose X ∈MC(V∗). Using (7.1) and (7.29) it is straightforward to verify
ad(ω) ◦ P̂J(X) = 12
(
ad(ω) ◦ X̂− ad(ω) ◦ X̂ ◦ J
)
,
ad(ω) ◦ Û(X) = 12
(
− ad(ω) ◦ X̂+ ad(ω) ◦ X̂ ◦ J+ 2X̂ ◦ ad(ω)− 2J ◦ X̂ ◦ ad(ω)
)
,
(7.34)
The expressions for P̂J(X) ◦ ad(ω) and Û(X) ◦ ad(ω) follow by taking adjoints. There results
6[ad(ω), P̂J(X)] = 3
(
[ad(ω), X̂]− ad(ω) ◦ X̂ ◦ J+ J ◦ X̂ ◦ ad(ω)
)
= −2[ad(ω), Û(X)],(7.35)
so that [ad(ω), P̂ω(X)] =
3
4 [ad(ω), P̂J(X)] +
1
4 [ad(ω), Û(X)] = 0, showing that Pω(X) ∈ MCω(V∗).
This shows Pω is a self-adjoint endomorphism of MC(V
∗) that restricts to the identity on its image
which is MCω(V
∗), and so Pω is the orthogonal projection on MCω(V∗). That Pω is a projection
operator can also be checked more directly using the relations PJ ◦ U = U = U ◦ PJ and U ◦ U =
3PJ − 2U, which are straightforward consequences of (7.29) in conjunction with (7.1).
If X ∈MCK(V∗), then V(X) = X, so PK restricts to the identity on MCK(V∗). For X ∈MC(V∗),
Ji
pV(X)pjkl = J[k
pXl]jip + Ji
aJj
bJ[k
pXl]abp − 2Xijp[kJl] p + 2Ji aJj bXabp[kJl] p.(7.36)
Antisymmetrizing (7.36) in ij yields
−J[i pV(X)j]pkl = −J[k pXl][ij]p + Ji aJj bJ[k pXl][ab]p − 2Xijp[kJl] p + 2Ji aJj bXabp[kJl] p
= − 32Xijp[kJl] p + 32Ji aJj bXabp[kJl] p.
(7.37)
Rewriting (7.37) yields
ad(ω) ◦ V̂(X) = − 32
(
X̂ ◦ ad(ω)− J ◦ X̂ ◦ ad(ω)
)
.(7.38)
Combining (7.38) and (7.34) yields ad(ω) ◦ P̂K(X) = 0, so that, by the characterization (7.18) of
MCK(V
∗), PK(MC(V∗)) ⊂MCK(V∗). The preceding shows that PK is a self-adjoint endomorphism
of MC(V∗) that restricts to the identity on its image which is MCK(V∗). Consequently PK is the
orthogonal projection on MCK(V
∗). 
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Remark 7.8. Although they are not used here, the explicit expressions for Pω and PK are
Pω(X)ijkl =
3
8
(
Xijkl + Ji
aJj
bJk
cJl
dXabcd
)
+ 18
(
Ji
pJj
qXpqkl + Jk
pJl
qXijpq + 4J[i
pXj]pq[kJl]
q
)
,
(7.39)
PK(X)ijkl =
3
16
(
Xijkl + Ji
aJj
bJk
cJl
dXabcd + Ji
pJj
qXpqkl + Jk
pJl
qXijpq
)
+ 14
(
Jk
qJ[i
pXj]lpq − Jl qJ[i pXj]kpq − J[i pXj]pq[kJl] q
)
.
(7.40)
⊠
Lemma 7.9. Let (V, h, J, ω) be a Kähler vector space.
(1) The orthogonal reflection through MC+J (V
∗), RJ, is an automorphism of (MC(V∗),⊛), so the
h-orthogonal decomposition MC(V∗) = MC+J (V
∗) ⊕MC−J (V∗) makes (MC(V∗),⊛) a Z/2Z-
graded algebra.
(2) The subspaces MCK(V
∗) ⊂MCω(V∗) ⊂MC+J (V∗) are subalgebras of (MC(V∗),⊛).
(3) The −1 eigenspace of the restriction to MC+J (V∗) of the orthogonal reflection through
MCω(V
∗) is
MC
−
ω (V
∗) = {X ∈MC(V∗) : ad(ω) ◦ X̂ ◦ ad(ω) = 4X̂}
= {X ∈MC(V∗) : ad(ω) ◦ X̂+ X̂ ◦ ad(ω) = 0} ∩ {X ∈MC+J (V∗) : J ◦ X̂ = −X̂}
(7.41)
(where X̂ = X̂∧2V∗) and MC−ω (V∗) is the h-orthogonal complement of MCω(V∗) in MC+J (V∗).
Proof. For X,Y ∈MC(V∗),
Jai Jj
bJk
cJl
dB(X,Y)abcd =
1
2J
a
i Jj
bJk
cJl
d(XapbqYc
p
d
q + YapbqXc
p
d
q)
= 12 (RJ(X)ipjqRJ(Y)k
p
l
q + RJ(Y)ipjqRJ(X)k
p
l
q) = B(RJ(X),RJ(Y)ijkl ,
(7.42)
so that RJ(X ⊛ Y) = RJ(X) ⊛ RJ(Y). It follows that MC(V
∗) = MC+J (V
∗) ⊕MC−J (V∗) is a Z/2Z-
grading of ⊛. In particular MC+J (V
∗) is a subalgebra of (MC(V∗),⊛).
That MCω(V
∗) is a subalgebra of (MC(V∗),⊛) is a special case of Lemma 3.6.
Let X,Y ∈MCK(V∗). Write Bijkl = B(X,Y)ijkl . By (3.7),
8Ji
aJj
bBab[kl] = Ji
aJj
b(Xab
pqYpqkl + Yab
pqXpqkl) = Xij
pqYpqkl + Yij
pqXpqkl = 8Bij[kl].(7.43)
Similarly,
2Jj
aJl
bBiakb = Jj
aJl
bXipaqYk
p
b
q + Jj
aJl
bYipaqXk
p
b
q
= Jq
aJblXipjaYk
pbq + Jq
aJblYipjaXk
pbq = −Jq aJb qXipjaYk p l b − Jq aJb qYipjaXk p l b
= XipjbYk
p
l
b + YipjbXk
p
l
b = 2Bijkl.
(7.44)
Together (7.43) and (7.44) yield
Ji
aJj
b(X⊛ Y)abkl = Ji
aJj
b
(
2Bab[kl] +Bakbl −Balkb
)
= 2Bij[kl] + 2Bi[k|j|l] = (X⊛ Y)ijkl .(7.45)
This shows MCK(V
∗) is a subalgebra of (MC(V∗),⊛).
Suppose X ∈MC(V∗) satisfies 4X̂ = ad(ω) ◦ X̂ ◦ ad(ω). Then
J ◦ X̂ = 14J ◦ ad(ω) ◦ X̂ ◦ ad(ω) = − 14 ad(ω) ◦ X̂ ◦ ad(ω) = −X̂
= − 14 ad(ω) ◦ X̂ ◦ ad(ω) = 14 ad(ω) ◦ X̂ ◦ ad(ω) ◦ J = X̂ ◦ J,
(7.46)
so X ∈MC+J (V∗) and J ◦ X̂ = −X̂. By (7.1),
ad(ω) ◦ X̂ = 14 ad(ω)2 ◦ X̂ ◦ ad(ω) = − 12 X̂ ◦ ad(ω) + 12J ◦ X̂ ◦ ad(ω) = −X̂ ◦ ad(ω),(7.47)
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which shows that the second subspace in (7.41) is contained in the third subspace in (7.41). In
(7.29) the preceding yields Û(X) = −3X̂, so Pω(X) = 0, showing X ∈MC−ω (V∗).
By Lemma 7.7, for X ∈MC(V∗),
R̂ω(X) = 2P̂ω(X)− X̂ = 14
(
−X̂+ J ◦ X̂+ X̂ ◦ J+ 3J ◦ X̂ ◦ J− ad(ω) ◦ X̂ ◦ ad(ω)
)
.(7.48)
For X ∈MC+J (V∗), there results
R̂ω(X) =
1
2 X̂+
1
2J ◦ X̂− 14 ad(ω) ◦ X̂ ◦ ad(ω).(7.49)
By (7.49), if X ∈MC+J (V∗) satisfies Rω(X) = −X then
X̂+ 13J ◦ X̂ = 16 ad(ω) ◦ X̂ ◦ ad(ω).(7.50)
By (7.50), J ◦ X̂+ 13 X̂ = − 16 ad(ω) ◦ X̂ ◦ ad(ω), and subtracting a third of this last expression from
(7.50) yields 4X̂ = ad(ω) ◦ X̂ ◦ ad(ω). This shows the first equality in (7.41).
Finally, if X ∈MC+J (V∗) satisfies ad(ω) ◦ X̂+ X̂ ◦ ad(ω) = 0 and J ◦ X̂ = −X̂, then, by (7.1),
ad(ω) ◦ X̂ ◦ ad(ω) = − ad(ω)2 ◦ X̂ = 2X̂− 2JX̂ = 4X̂.(7.51)
This shows that the third subspace in (7.41) is contained in the second subspace in (7.41) and
completes the proof of (3). 
Lemma 7.10. Let (V, h, J, ω) be a 2n-dimensional Kähler vector space of dimension m = 2n.
The U(n)-modules MCK,W(V
∗) = MCK(V∗) ∩MCW(V∗), MCω(V∗) ∩MCW(V∗), and MC+J (V∗) ∩
MCW(V
∗) are subalgebras of (MC(V∗),⊛).
Proof. This follows from Lemmas 4.4 and 7.9. 
Remark 7.11. The U(n)-module MCK,W(V
∗) is irreducible; see [49] or [56]. ⊠
Remark 7.12. That MCK,W(V
∗) is a subalgebra of (MC(V∗),⊛) also follows from Lemma 4.4
together with Lemma 7.13. ⊠
Lemma 7.13. Let (V, h, J, ω) be a 2n-dimensional Kähler vector space.
(1) For X ∈MC+J (V∗):
(a) ρ(X) ∈ S2J+V∗, so the Ricci form of X ∈ MC+J (V∗) defined by σ(X) = J(ρ(X)) =
ρ(X) ◦ ω is a two-form contained in ∧2J+V∗.
(b) X̂∧2V∗(ω) ∈
∧
2
J+V
∗.
(2) For X ∈MCK(V∗), σ(X) = X̂(ω) ∈
∧
2
J+V
∗.
(3) For X,Y ∈MCK(V∗) and α ∈
∧
2V∗,
σ(X⊛ Y) = − 12 X̂(σ(Y)) − 12 Ŷ(σ(X)),(7.52)
X⊛ (α · ω) = − 12α · σ(X)− 12ω · X̂(α).(7.53)
In particular, X⊛ (ω · ω) = −ω · σ(X).
(4) If X ∈MCK,W(V∗), then 〈X, α · ω〉 = 0 for all α ∈
∧
2V∗.
Proof. Let X ∈ MC+J (V∗). Contracting Jai Jj bJk cJl dXabcd = Xijkl in il yields Jj pJ p ρ(X)pq =
ρ(X)jk, from which the rest of (1a) follows straightforwardly. Similarly, J
a
i Jj
bJk
cJl
dXabcd = Xijkl
with ωjk yields Ji
pJl
qωjkXpjkq = ω
jkXijkl, so Ji
pJl
qX̂(ω)pq = Ji
pJl
qωjkXpjkq = ω
jkXijkl =
X̂(ω)il, so that J(X̂∧2V∗(ω)) = X̂∧2V∗(ω). This shows (1b).
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Suppose X ∈MCK(V∗). Using (2.51), the Bianchi identity, and Ji aXajkl = −Jj aXiakl yields
X̂(ω)ij = − 12ωpqXpqij = 12ωpq(Xqipj + Xipqj) = 12 (Jp qXqi p j − Jq pXip q j)
= 12 (Ji
qXpq
p
j + Ji
pXpq
q
j) = Ji
q ρ(X)pj = σ(X)ij ,
(7.54)
which shows (2). Suppose X,Y ∈ MCK(V∗) and α ∈
∧
2V∗. Because ad(ω) ◦ X̂ = 0, for any
α ∈ ∧2V∗, by (3.14) and Lemma 7.13,
〈α, σ(X⊛ Y)〉 = 〈α, X̂⊛ Y(ω)〉 = − 12 〈α, X̂(σ(Y)) + Ŷ(σ(X))〉.(7.55)
By (3.2), Lemma 7.13, (2.55), and (7.52),
〈X⊛ (α · ω),Y〉 = 〈α · ω,X⊛ Y〉 = −6〈α, X̂⊛ Y(ω)〉 = −6〈α, σ(X⊛ Y)〉
= 3〈α, X̂(σ(Y)) + Ŷ(σ(X))〉 = 3〈X̂(α), Ŷ(ω)〉 − 12 〈α · σ(X),Y〉,
= − 12 〈X̂(α) · ω,Y〉 − 12 〈α · σ(X),Y〉,
(7.56)
and this proves (7.53).
If X ∈MCK,W(V∗) and α ∈
∧
2V∗, then, by (2.55) and Lemma 7.13, 〈X, α · ω〉 = −6〈α, X̂(ω)〉 =
−6〈α, σ(X)〉 = 0. 
Remark 7.14. Because 〈ω, σ(X)〉 = ωijωi p ρ(X)pj = s(X), the trace-free part of σ(X) is σ◦(X) =
σ(X)− 1n s(X)ω. ⊠
Lemma 7.15. Let (V, h, J, ω) be a 2n-dimensional Kähler vector space. For X ∈MCK(V∗),
X̂⊗2V∗ ◦ ⋆ = 2m (ρ(X)⊗ 〈h, · 〉+ σ(X)⊗ 〈ω, · 〉)− X̂⊗2V∗ ,
⋆ ◦ X̂⊗2V∗ = 2m (h⊗ 〈ρ(X), · 〉+ ω ⊗ 〈σ(X), · 〉)− X̂⊗2V∗ .
(7.57)
In particular, if X ∈ MCK,W(V∗), then
∧
2
+V
∗ ⊂ ker X̂∧2V∗ so X̂∧2V∗ can be viewed as an element
of End(
∧
2
−V
∗), and ⋆ ◦ X̂∧2V∗ = −X̂∧2V∗ = X̂∧2V∗ ◦ ⋆ as elements of End(
∧
2V∗).
Proof. Combining the definition of ⋆ with (7.18), Lemma 7.13, and (2.47) yields (7.57). If X ∈
MCK,W(V
∗), then σ(X) = 0, and, by (7.57), ⋆X̂∧2V∗(α) = −X̂∧2V∗(α) = X̂∧2V∗(⋆α) for all α ∈∧
2V∗. In particular, if ⋆α = α, then −X̂∧2V∗(α) = −X̂∧2V∗(⋆α) = X̂∧2V∗(α), so X̂∧2V∗(α) = 0. 
7.3. Products in (MCK(V
∗),⊛). The results of computing the projections of products of the form
α ? β for α, β ∈ S2V∗ and α · β for α, β ∈ ∧2V∗ using Lemma 7.7 are recorded in Lemmas 7.16
and 7.17. Specializing to α and β in the ±1 eigenspaces of J yields elements whose ⊛ products
can be computed explicitly in useful forms. These computations lead to the identification of the
idempotents discussed in Section 7.4.
For γ ∈ S2V∗, write γ±J = 12 (Id±J)(γ) for the projections of γ onto S2J±V∗. There hold
(γ ◦ ω)(ij) = 12 [γ, ω]ij = 12 ((Id−J)(γ) ◦ ω)ij = (γ−J ◦ ω)ij = (γ ◦ ω)
−J
ij ,
(γ ◦ ω)[ij] = (γ ⊚ ω)ij = 12 ((Id+J)(γ) ◦ ω)ij = (γ+J ◦ ω)ij = (γ ◦ ω)
+J
ij ,
(7.58)
from which there follow
1
4 [[γ, ω], ω] =
1
2 [γ, ω] ◦ ω = − 12 (Id−J)(γ) = −γ−J,
(γ ⊚ ω)⊚ ω = 2(γ ⊚ ω) ◦ ω) = − 12 (Id+J)(γ) = −γ+J .
(7.59)
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Lemma 7.16. Let (V, h, J, ω) be a Kähler vector space. For γ, σ ∈ S2V∗,
PJ(γ ? σ) =
1
2 (γ ? σ + J(γ) ? J(σ)) = γ
+J ? σ+J + γ−J ? σ−J ,(7.60)
Pω(γ ? σ) =
3
8 (γ ? σ + J(γ) ? J(σ)) +
1
8 (J(γ) ? σ + γ ? J(σ) + [γ, ω] ? [σ, ω])
= γ+J ? σ+J + 12γ
−J ? σ−J + 12 (γ
−J ◦ ω) ? (σ−J ◦ ω),(7.61)
PK(γ ? σ) =
3
16 (γ ? σ + J(γ) ? J(σ))− 116 (J(γ) ? σ + γ ? J(σ))
+ 14 (γ ⊚ ω) · (σ ⊚ ω) + 18 [γ, ω] ? [σ, ω]
= 14
(
γ+J ? σ+J + (γ+J ◦ ω) · (σ+J ◦ ω))+ 12 (γ−J ? σ−J + (γ−J ◦ ω) ? (σ−J ◦ ω)) .
(7.62)
Additionally,
ρ(PK(γ ? σ)) = γ
−J ⊚ σ−J − 12
(
γ+J ⊚ σ+J + 14 tr(γ
+J)σ+J + 14 tr(σ
+J)γ+J
)
.(7.63)
Proof. Direct calculation shows (7.60) and
2Ji
pJj
q(γ ? σ)pqkl
= (γ ◦ ω)ik(σ ◦ ω)jl − (γ ◦ ω)jk(σ ◦ ω)il − (γ ◦ ω)il(σ ◦ ω)jk + (γ ◦ ω)jl(σ ◦ ω)ik,(7.64)
2Ji
pJl
q(γ ? σ)jpqk
= (γ ◦ ω)lj(σ ◦ ω)ik + (γ ◦ ω)ik(σ ◦ ω)lj + (ω ◦ γ ◦ ω)liσjk + γjk(ω ◦ σ ◦ ω)li.(7.65)
Antisymmetrizing (7.65) in ij and in kl yields
4J[i
p(γ ? σ)j]pq[kJl]
q
= −((ω ◦ γ ◦ ω) ? σ)ijkl − (γ ? (ω ◦ γ ◦ ω))ijkl
+ 12 ((γ ◦ ω)ik(σ ◦ ω)lj − (γ ◦ ω)jk(σ ◦ ω)li − (γ ◦ ω)il(σ ◦ ω)kj + (γ ◦ ω)jl(σ ◦ ω)ki
+(γ ◦ ω)ki(σ ◦ ω)jl − (γ ◦ ω)kj(σ ◦ ω)il − (γ ◦ ω)li(σ ◦ ω)jk + (γ ◦ ω)lj(σ ◦ ω)ik) .
(7.66)
By (7.58),
(γ ◦ ω)ik(σ ◦ ω)lj + (γ ◦ ω)ki(σ ◦ ω)jl + (γ ◦ ω)ik(σ ◦ ω)jl + (γ ◦ ω)ki(σ ◦ ω)lj
= 4(γ ⊚ ω)ik(σ ⊚ ω)lj = [γ, ω]ik[σ, ω]lj = [γ, ω]ki[σ, ω]jl.
(7.67)
Substituting (7.64) and (7.66) into the expression (7.27) for U and simplifying using (7.67) yields
U(γ ? σ) = 12 (−(ω ◦ γ ◦ ω) ? σ − γ ? (ω ◦ γ ◦ ω) + [γ, ω]? [σ, ω])
= 12 (J(γ) ? σ + γ ? J(σ) + ((Id−J)(γ) ◦ ω) ? ((Id−J(σ)) ◦ ω))
= γ+J ? σ+J − γ−J ? σ−J + 2(γ−J ◦ ω) ? (σ−J ◦ ω).
(7.68)
Combining (7.60) and (7.68) as in (7.27) yields (7.61).
Interchanging jk in (7.64), antisymmetrizing the result in the pairs ij and kl, and simplifying
using (7.58) and (7.59) yields
Jk
qJ[i
p(γ ? σ)j]lpq − Jl qJ[i p(γ ? σ)j]kpq = (γ ⊚ ω)ij(σ ⊚ ω)kl + (γ ⊚ ω)kl(σ ⊚ ω)ij
+ 14 ((γ ◦ ω)ik(σ ◦ ω)lj − (γ ◦ ω)jk(σ ◦ ω)li − (γ ◦ ω)il(σ ◦ ω)kj + (γ ◦ ω)jl(σ ◦ ω)ki
+(γ ◦ ω)ki(σ ◦ ω)jl − (γ ◦ ω)kj(σ ◦ ω)il − (γ ◦ ω)li(σ ◦ ω)jk + (γ ◦ ω)lj(σ ◦ ω)ik) .
(7.69)
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Substituting (7.66) and (7.69) into the expression (7.27) for V and simplifying using (7.67), (7.58),
and (7.59) yields
V(γ ? σ) = (γ ⊚ ω) · (σ ⊚ ω) + (ω ◦ γ ◦ ω) ? σ + γ ? (ω ◦ γ ◦ ω)− 14 [γ, ω] ? [σ, ω]
= (γ ⊚ ω) · (σ ⊚ ω)− J(γ) ? σ − γ ? J(σ) − 14 [γ, ω]? [σ, ω]
= (γ+J ◦ ω) · (σ+J ◦ ω)− J(γ) ? σ − γ ? J(σ) − (γ−J ◦ ω) ? (σ−J ◦ ω)
= (γ+J ◦ ω) · (σ+J ◦ ω)− 2γ+J ? σ+J + 2γ−J ? σ−J − (γ−J ◦ ω) ? (σ−J ◦ ω).
(7.70)
Combining (7.60), (7.68), and (7.70) as in (7.27) yields (7.62).
The expression 7.63 follows from (2.10) and (2.21) applied to (7.62) together with (γ−J ◦ ω) ⊚
(σ−J ◦ ω) = γ ⊚ σ. 
For α ∈ ∧2V∗, write α±J = 12 (Id±J)(α) for the projections of α onto ∧2J±V∗. There hold
(α ◦ ω)(ij) = (α ⊚ ω)ij = 12 ((Id+J)(α) ◦ ω)ij = (α+J ◦ ω)ij = (α ◦ ω)+Jij ,
(α ◦ ω)[ij] = 12 [α, ω]ij = 12 ((Id−J)(α) ◦ ω)ij = (α−J ◦ ω)ij = (α ◦ ω)
−J
ij ,
(7.71)
from which there follow
1
4 [[α, ω], ω] =
1
2 [α, ω] ◦ ω = − 12 (Id−J)(α) = −α−J ,
(α⊚ ω)⊚ ω = 12 (α⊚ ω) ◦ ω = − 12 (Id+J)(α) = −α+J .
(7.72)
Lemma 7.17. Let (V, h, J, ω) be a Kähler vector space. For α, β ∈ ∧2V∗,
PJ(α · β) = 12 (α · β + J(α) · J(β)) = α+J · β+J + α−J · β−J ,(7.73)
Pω(α · β) = 38 (α · β + J(α) · J(β)) + 18 (J(α) · β + α · J(β) + [α, ω] · [β, ω])
= α+J · β+J + 12α−J · β−J + 12 (α−J ◦ ω) · (β−J ◦ ω),
(7.74)
PK(α · β) = 316 (α · β + J(α) · J(β) + J(α) · β + α · J(β) + 4(α⊚ ω) ? (β ⊚ ω))
= 34
(
α+J · β+J + (α+J ◦ ω) ? (β+J ◦ ω))
= PK
(
3(α+J ◦ ω) ? (β+J ◦ ω)) .(7.75)
In particular PK(α · β) = 0 if J(α) = −α. Additionally,
ρ(PK(α · β)) = 34
(
2α+J ⊚ β+J + 12 〈α+J , ω〉β+J + 12 〈β+J , ω〉α+J
)
.(7.76)
Proof. Direct calculation shows (7.73),
Ji
pJj
q(α · β)pqkl = J(α)ijβkl + J(β)ijαkl + 12 (α ◦ ω)ik(β ◦ ω)jl − 12 (α ◦ ω)jk(β ◦ ω)il
− 12 (α ◦ ω)il(β ◦ ω)jk + 12 (α ◦ ω)jl(β ◦ ω)ik,
(7.77)
and
Ji
pJl
q(α · β)jpqk = −(α ◦ ω)ij(β ◦ ω)lk − (α ◦ ω)lk(β ◦ ω)ij
+ 12J(α)liβjk +
1
2J(β)liαjk − 12 (α ◦ ω)lj(β ◦ ω)ik − 12 (α ◦ ω)ik(β ◦ ω)lj .
(7.78)
Antisymmetrizing (7.78) in ij and in kl and using (7.71) to simplify the results yields
4J[i
p(α · β)j]pq[kJl] q = [α, ω]ij [β, ω]kl + [α, ω]kl[β, ω]ij
− J(α)k[iβj]l + J(α)l[iβj]k − J(β)k[iαj]l + J(β)l[iαj]k
+ 12 ((α ◦ ω)li(β ◦ ω)jk + (α ◦ ω)jk(β ◦ ω)li − (α ◦ ω)lj(β ◦ ω)ik − (α ◦ ω)ki(β ◦ ω)jl
(α ◦ ω)il(β ◦ ω)kj + (α ◦ ω)kj(β ◦ ω)il − (α ◦ ω)jl(β ◦ ω)ki − (α ◦ ω)ik(β ◦ ω)lj) .
(7.79)
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By (7.71),
(α ◦ ω)ik(β ◦ ω)jl + (α ◦ ω)ki(β ◦ ω)lj − (α ◦ ω)ik(β ◦ ω)lj − (α ◦ ω)ki(β ◦ ω)jl
= 4(α ◦ ω)[ki](β ◦ ω)[lj] = [α, ω]ki[β, ω]lj = −[α, ω]ki[β, ω]jl.
(7.80)
Substituting (7.77) and (7.79) into the expression (7.27) for U and simplifying using (7.80) yields
U(α · β) = 12 (J(α) · β + α · J(β) + [α, ω] · [β, ω]) ,
= α+J · β+J − α−J · β−J + 2(α−J ◦ ω) · (β−J ◦ ω).(7.81)
Combining (7.73) and (7.81) as in (7.27) yields (7.74).
Interchanging jk in (7.77), antisymmetrizing the result in the pairs ij and kl, and simplifying
using (7.71) yields
Jk
qJ[i
p(α · β)j]lpq − Jl qJ[i p(α · β)j]kpq = 14 [α, ω]ij [β, ω]kl + 14 [α, ω]kl[β, ω]ij
− J(α)k[iβj]l + J(α)l[iβj]k − J(β)k[iαj]l + J(β)l[iαj]k
+ 14 ((α ◦ ω)ki(β ◦ ω)jl − (α ◦ ω)kj(β ◦ ω)il − (α ◦ ω)il(β ◦ ω)kj + (α ◦ ω)jl(β ◦ ω)ki
(α ◦ ω)ik(β ◦ ω)lj − (α ◦ ω)jk(β ◦ ω)li − (α ◦ ω)li(β ◦ ω)jk + (α ◦ ω)lj(β ◦ ω)ik) .
(7.82)
By (7.71),
(α ◦ ω)ki(β ◦ ω)jl + (α ◦ ω)ik(β ◦ ω)lj = 2(α ◦ ω)(ki)(β ◦ ω)(jl) + 2(α ◦ ω)[ki](β ◦ ω)[jl]
= 2(α⊚ ω)ki(β ⊚ ω)jl +
1
2 [α, ω]ki[β, ω]jl.
(7.83)
Substituting (7.79) and (7.82) into the expression (7.27) for V and simplifying using (7.83) yields
V(α · β) = 3(α⊚ ω) ? (β ⊚ ω)− 34 [α, ω] · [β, ω]
= 3(α+J ◦ ω) ? (β+J ◦ ω)− 3(α−J ◦ ω) · (β−J ◦ ω).(7.84)
Combining (7.73), (7.81), and (7.84) as in (7.27) yields (7.75). The final equality of (7.75) follows
from (7.62).
The expression 7.76 follows from (2.10) and (2.21) applied to (7.75) together with (α+J ◦ ω) ⊚
(β+J ◦ ω) = −α⊚ β. 
Lemma 7.18. Let (V, h, J, ω) be a Kähler vector space. Let α, β ∈ ∧2J−V∗.
(1) α · β = PJ(α · β), (α ◦ ω) · (β ◦ ω) = PJ((α ◦ ω) · (β ◦ ω)) ∈ MC+J (V∗) are orthogonal to
MCK(V
∗).
(2) A+(α, β) = α · β − (α ◦ ω) · (β ◦ ω) ∈MC+J (V∗) ∩MCW(V∗) is orthogonal to MCω(V∗).
(3) A−(α, β) = α · β + (α ◦ ω) · (β ◦ ω) = 2Pω(α · β) ∈MCω(V∗) is orthogonal to MCK(V∗).
Proof. Equations (7.73), (7.74), and (7.75) of Lemma 7.17 yield PJ(α · β) = α · β, Pω(α · β) =
1
2A
+(α, β), PK(α · β) = 0, and Pω(A−(α, β)) = 0. Since ω ◦ α ◦ ω = α and ω ◦ β ◦ ω = β, from
(2.21) there follows
ρ(A+(α, β)) = 32 (α ◦ β + β ◦ α) − 32 (α ◦ ω ◦ β ◦ ω + β ◦ ω ◦ α ◦ ω) = 0.(7.85)
These observations suffice to verify the claimed containments and orthogonality relations. 
In light of Lemmas 7.16 and 7.17 it is convenient to make the following definitions.
Definition 7.19. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n.
(1) For γ, σ ∈ S2J−V∗, define
L(γ, σ) = γ ? σ + (γ ◦ ω) ? (σ ◦ ω) = γ ? σ + J(γ) ? J(ω) = 2PK(γ ? σ) ∈MCK(V∗).(7.86)
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(2) For α, β ∈ ∧2J+V∗, define
K(α, β) = α · β + (α ◦ ω) ? (β ◦ ω) = 43PK(α · β) ∈MCK(V∗).(7.87)
If γ, σ ∈ S2J+V∗, then γ ◦ ω, σ ◦ ω ∈
∧
2
J+V
∗ and
K(γ ◦ ω, σ ◦ ω) = 43PK(γ ◦ ω, σ ◦ ω) = (γ ◦ ω) · (σ ◦ ω) + γ ? σ = 4PK(γ ? σ).(7.88)
Consequently for all α, β ∈ ∧2V∗ and γ, σ ∈ S2V∗, PK(α · β) and PK(γ ? σ) can be expressed
entirely in terms of K(α+J , β+J), L(γ−J , σ−J), and K(γ+J ◦ ω, σ+J ◦ ω). In particular, by the
definitions of L and K and (7.62), for γ, σ ∈ S2V∗,
4PK(γ ? σ) = 2L(γ
−J , σ−J) +K(γ+J ◦ ω, σ+J ◦ ω),(7.89)
while, for α, β ∈ ∧2V∗,
4PK(α · β) = 3K(α+J , β+J).(7.90)
Lemma 7.20. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n.
(1) For X ∈MCK(V∗),
tf(X) = X+ 2m+4K(σ(X), ω)− 1(m+2)(m+4) s(X)K(ω, ω)
= X+ 2m+4 (σ(X) · ω − ρ(X) ? h)− 1(m+2)(m+4) s(X)(ω · ω + h? h) ∈MCK,W(V∗),
(7.91)
and tf : MCK(V
∗)→MCK,W(V∗) is the orthogonal projection onto MCK,W(V∗).
(2) For α, β ∈ ∧2−V∗,
ρ(K(α, β)) = 2α⊚ β + 12 〈ω, α〉β ◦ ω + 12 〈ω, β〉α ◦ ω.(7.92)
In particular, if α, β ∈ ∧2−V∗, then ρ(K(α, β)) = 2α ⊚ β, ρ(K(α, ω)) = m+42 α ◦ ω, and
ρ(K(ω, ω)) = −(m+ 2)h.
(3) For α, β ∈ ∧2−V∗,
tf(K(α, β)) = K(α, β) + 4m+4K((α ⊚ β) ◦ ω, ω) + 2(m+2)(m+4)〈α, β〉K(ω, ω)
= α · β + (α ◦ ω) ? (β ◦ ω)
+ 4m+4 ((α⊚ β) ◦ ω) · ω + (α⊚ β) ? h) + 2(m+2)(m+4) 〈α, β〉(ω · ω + h? h)
(7.93)
is contained in MCK,W(V
∗). In particular, if the endomorphisms associated with α, β ∈∧
2
−V
∗ anticommute, then K(α, β) ∈MCK,W(V∗).
Proof. Let X ∈ MCK(V∗). By (7.87) the expressions on the right-hand side of the first equality
of (7.91) are contained in MCK(V
∗). By Lemma 7.13, σ(X) = ρ(X) ◦ ω ∈ ∧2−V∗ ⊕ Span {ω} and
〈σ(X), ω〉 = s(X). Combined with (7.92) these observations suffice to check that the right-hand side
of (7.91) is in ker ρ. Since (7.91) shows that tf is a self-adjoint endomorphism of MCK(V
∗) that
restricts to the identity on its image, tf is the orthogonal projection onto MCK,W(V
∗).
The identity (7.92) follows from (7.87) and (7.76). If α, β ∈ ∧2−V∗, then, since K(α, β) is Kähler
and, by (7.92), σ(K(α, β)) = 2(α⊚β)◦ω and s(K(α, β)) = 〈σ(X), ω〉 = 2〈(α⊚β)◦ω, ω〉 = −2〈α, β〉,
taking X = K(α, β) in (7.91) yields (7.93). 
Lemma 7.21. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. If γ, σ ∈ S2J−V∗ then
L(γ, σ) defined in (7.86) vanishes if and only if σ is a multiple of J(γ) = γ ◦ ω. Moreover,
ρ(L(γ, σ)) = 2γ ⊚ σ ∈ S2J+V∗.(7.94)
In particular, if γ ⊚ σ = 0, then L(γ, σ) ∈MCK,W(V∗).
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Proof. The equalities and containment in (7.86) follow from (7.62) of Lemma 7.16. A straightfor-
ward calculation using (2.17) and the anti-self-adjointness of J shows that for α, β, γ, σ ∈ S2J−V∗,
〈L(α, β),L(γ, σ)〉
= 2 (〈α, γ〉〈β, σ〉 + 〈α, σ〉〈β, γ〉 + 〈α,J(γ)〉〈β,J(σ)〉 + 〈α,J(σ)〉〈β,J(γ)〉) .(7.95)
By (7.95) and the Cauchy-Schwarz inequality,
|L(γ, σ)|2 = 2 (|γ|2|σ|2 + 〈γ, σ〉2 − 〈γ,J(σ)〉2)
≥ 2 (|γ|2|σ|2 − |γ|2|J(σ)|2 + 〈γ, σ〉2) = 2〈γ, σ〉2 ≥ 0,(7.96)
with equality in the first inequality if and only if J(σ) and γ are linearly dependent, and equality
in the last inequality if and only if γ and σ are orthogonal. It follows that |L(γ, σ)|2 vanishes if and
only if J(σ) and γ are linearly dependent.
By (2.10) and (4) of Lemma 7.2, ρ(L(γ, σ)) = γ ⊚ σ + (γ ◦ ω)⊚ (σ ◦ ω) = 2γ ⊚ σ ∈ S2J+V∗. 
Remark 7.22. For γ, σ ∈ S2J−V∗, calculation using the symmetry of J(γ) and J(σ) shows
Ji
pJj
q(γ ? σ)pqkl = Ji
pJj
q(γk[pσq]l − γl[pσq]k)
= J(γ)k[iJ(σ)j]l − J(γ)l[iJ(σ)j]k = (J(γ) ? J(σ))ijkl ,
(7.97)
which gives an alternative proof of (7.86) and shows J ◦ γ̂ ? σ∧2V∗ = ̂J(γ) ? J(σ)∧2V∗ . ⊠
Remark 7.23. This remark is used in the proof of Lemma 7.24. The Hermitian endomorphisms
of a Kähler vector space (V, h, ω, J) and the skew-Hermitian (infinitesimal unitary) endomorphisms
of the same vector space are linearly isomorphic via the map Ψ → Ψ ◦ J . The skew-Hermitian
endomorphisms are exactly the endomorphisms that are anti-self-adjoint with respect to the metric
(infinitesimally orthogonal) and commute with the complex structure. It follows that an endo-
morphism is Hermitian if and only if it is metrically self-adjoint and commutes with the complex
structure. ⊠
Lemma 7.24. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. If X ∈ MCK(V∗)
then X̂S2V∗ preserves S
2
J−V
∗ and the map MCK(V∗) → End(S2J−V∗) defined by X → X̂S2J−V∗ is
a linear isomorphism onto the subspace Herm(S2J−V
∗, 〈 · , · 〉,J,Ω) ⊂ End(S2J−V∗) of Hermitian
endomorphisms of the Kähler vector space (S2J−V
∗, 〈 · , · 〉,J,Ω). Consequently,
dimMCK(V
∗) = dimHerm(S2J−V
∗, 〈 · , · 〉,J,Ω) = ( 12 dimS2J−V∗)2 = m2(m+2)264 .(7.98)
Proof. By (7.20), [X̂S2V∗ , J] = 0, so that X̂S2V∗ preserves the eigenspaces of J; in particular it
preserves the −1 eigenspace, which is S2J−V∗. Because X̂S2J−V∗ is metrically self-adjoint, by Remark
7.23, to prove X̂S2
J−
V∗ is Hermitian it suffices to observe that [X̂S2
J−
V∗ ,J] = 0, by the last equality
of(7.18) and the fact that X̂⊗2V∗ preserves type.
The preceding shows that dimMCK(V
∗) ≤ dimHerm(S2J−V∗, 〈 · , · 〉,J,Ω). There remains to
show equality. Let 2N = m(m+2)4 = dimS
2
J−V
∗. Choose orthogonal, unit norm γ(1), . . . , γ(N) ∈
S2J−V
∗ that span an Ω-Lagrangian subspace and defined σ(i) = J(γ(i)). Then the γ(i) and σ(i)
constitute an orthonormal, symplectic basis of S2J−V
∗. By Lemma 7.21 the tensors
L(γ(i), γ(j)) = γ(i) ? γ(j) + σ(i) ? σ(j), 1 ≤ i ≤ j ≤ N,
L(γ(i), σ(j)) = γ(i) ? σ(j)− σ(i) ? γ(j), 1 ≤ i < j ≤ N,(7.99)
are contained in MCK(V
∗). Since there are N(N + 1)/2 +N(N − 1)/2 = N2 such tensors, if these
tensors are shown to be linearly independent, then the equality in (7.98) is established and X→ X̂
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must be a linear isomorphism. With a bit of patience, using (7.95) it can be checked that the
tensors (7.99) are pairwise orthogonal. 
Remark 7.25. Lemma 7.24 is equivalent to Theorem 3.6 of [49], where it is stated in terms of
endomorphisms of the complex vector space S2V1,0 rather than endomorphisms of S2J−V
∗. ⊠
Corollary 7.26 (Corollary 5.14 of [49]). Let (V, h, J, ω) be a Kähler vector space of dimension
m = 2n. Then dimMCK,W(V
∗) = m
2(m−2)(m+6)
64 .
Proof. By (7.92) of Lemma 7.20, σ(K(α, ω)) = −m+42 α for α ∈
∧
2
−, and σ(K(ω, ω)) = −(m+ 2)ω,
so σ : MCK(V
∗) → ∧2J+V∗ is surjective. Hence dimMCK,W(V∗) = dimMCK(V∗) − dim∧2J+V∗ =
m2(m+2)2
64 − m
2
4 =
m2(m−2)(m+6)
64 . 
Lemma 7.27. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. For X ∈ MCK(V∗)
and α, β ∈ ∧2J+V∗,
〈X,K(α, β)〉 = −8〈X̂(α), β〉.(7.100)
In particular:
(1) 〈X,K(α, ω)〉 = −8〈σ(X), α〉 for α ∈ ∧2J+V∗, and so 〈X,K(ω, ω)〉 = −8 s(X).
(2) For α, β, γ, σ ∈ ∧2J+V∗,
〈K(α, β),K(γ, σ)〉 = 4 (〈α, γ〉〈β, σ〉 + 〈α, σ〉〈β, γ〉 + 4 tr(α ◦ γ ◦ β ◦ σ)) .(7.101)
(3) For α, β ∈ ∧2−V∗ ⊕ Span {ω},
|K(α, β)|2 = 4 (|α|2|β|2 + 〈α, β〉2 + 4 tr(α ◦ α ◦ β ◦ β)) ≥ 0,(7.102)
with equality if and only if at least one of α and β is 0.
(4) 〈K(ω, ω),K(α, β)〉 = 16〈α, β〉 if α, β ∈ ∧2−V∗.
(5) 〈K(ω, ω),K(α, ω)〉 = 0 if α ∈ ∧2−V∗.
(6) |K(ω, ω)|2 = 8m(m+ 2).
Proof. By (2.55) and (7.87)
〈X,K(α, β)〉 = 43 〈X,PK(α · β)〉 = 43 〈X, α · β〉 = −8〈X̂∧2V∗(α), β〉,(7.103)
which shows (7.100). Although (7.101) is a special case of (7.100), it can be checked directly as
follows. By (2.25), 〈α · β, γ · σ〉 = 3(〈α, γ〉〈β, σ〉+ 〈α, σ〉〈β, γ〉 + 2 tr(α ◦ γ ◦ β ◦ σ)); by (2.26),
〈α · β, (γ ◦ ω) ? (σ ◦ ω)〉 = −6 tr(α ◦ γ ◦ ω ◦ β ◦ σ ◦ ω) = 6 tr(α ◦ γ ◦ β ◦ σ)
= 6 tr(γ ◦ α ◦ σ ◦ β) = −6 tr(γ ◦ α ◦ ω ◦ σ ◦ β ◦ ω) = 〈γ ◦ σ, (α ◦ ω) ? (β ◦ ω)〉;(7.104)
and, by (2.17), 〈(α ◦ω)? (β ◦ω), (γ ◦ω)? (σ ◦ ω)〉 = 〈α, γ〉〈β, σ〉+ 〈α, σ〉〈β, γ〉 − 2 tr(α ◦ γ ◦ β ◦ σ).
Combining these yields (7.101). The identity (7.102) is immediate from (7.101), but it remains to
show that |K(α, β)|2 is always positive if α and β are nonzero. Since the endomorphisms deter-
mined by α and β are anti-self-adjoint, their eigenvalues are pure imaginary, so the endomorphisms
determined by −α◦α and −β ◦β are self-adjoint with nonnegative eigenvalues. The product ST of
positive semidefinite self-adjoint endomorphisms ST has the same eigenvalues as S1/2TS1/2, where
S1/2 is the positive semidefinite self-adjoint square-root of S, so ST has nonnegative eigenvalues
and hence trST ≥ 0. Thus tr(α ◦ α ◦ β ◦ β) ≥ 0.
By (2.52), ω̂ · ω = −ω⊗〈ω, · 〉− J = −m+2m ω⊗〈ω, · 〉. With ĥ? h∧2V∗ = − Id∧2V∗ , this implies
K̂(ω, ω)∧2V∗ = −ω ⊗ 〈ω, · 〉 − J− Id∧2V∗ = −m+2m ω ⊗ 〈ω, · 〉+ ⋆− Id∧2V∗ .(7.105)
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If α, β ∈ ∧2−V∗, by (7.100) and (7.105), 〈K(ω, ω),K(α, β)〉 = −8〈K̂(ω, ω)(α), β〉 = 16〈α, β〉 for
all β ∈ ∧2V∗. If α ∈ ∧2−V∗, by (7.100) and (7.105), 〈K(ω, ω),K(ω, α)〉 = −8〈K̂(ω, ω)(α), ω〉 =
16〈α, ω〉 = 0. Finally, by (7.100) and (7.105), |K(ω, ω)|2 = −8〈K̂(ω, ω)(ω), ω〉 = 8(m + 2)|ω|2 =
8m(m+ 2). 
Lemma 7.28. Let (V, h, J, ω) be a Kähler vector space. For α, β, γ, σ ∈ S2J−V∗,
L(α, β) ⊛ L(γ, σ) = 14 (〈α, γ〉L(β, σ) + 〈α, σ〉L(β, γ) + 〈β, γ〉L(α, σ) + 〈β, σ〉L(α, γ))
+ 14 (〈α, γ ◦ ω〉L(β, σ ◦ ω) + 〈α, σ ◦ ω〉L(β, γ ◦ ω))
+ 14 (〈β, γ ◦ ω〉L(α, σ ◦ ω) + 〈β, σ ◦ ω〉L(α, γ ◦ ω))
+ 14 (K([α, γ], [β, σ]) +K([α, σ], [β, γ]))
+K((α ⊚ γ) ◦ ω, (β ⊚ σ) ◦ ω) +K((α⊚ σ) ◦ ω, (β ⊚ γ) ◦ ω).
(7.106)
In particular,
L(α, α) ⊛ L(α, α) = |α|2L(α, α) + 2K(α ◦ α ◦ ω, α ◦ α ◦ ω),
L(α, α) ⊛ L(β, β) = 〈α, β〉L(α, β) + 〈α, β ◦ ω〉L(α, β ◦ ω)
+ 12K([α, β], [α, β]) + 2K((α⊚ β) ◦ ω, (α⊚ β) ◦ ω),
L(α, α) ⊛ L(α, β) = 12 |α|2L(α, β) + 12 〈α, β〉L(α, α) + 2K(α ◦ α ◦ ω, (α⊚ β) ◦ ω),
L(α, β) ⊛ L(α, β) = 14 |α|2L(β, β) + 14 |β|2L(α, α) + 12 〈α, β〉L(α, β)
+ 12 〈α, β ◦ ω〉L(α ◦ ω, β)− 14K([α, β], [α, β])
+K(α ◦ α ◦ ω, β ◦ β ◦ ω) +K((α ⊚ β) ◦ ω, (α⊚ β) ◦ ω).
(7.107)
Proof. By Lemma 7.2, terms such as [α, γ] and (α⊚γ)◦ω are contained in∧2J+V∗, so the expressions
in (7.106) all make sense. Note L(α◦ω, β) = −L(α, β ◦ω) so (7.106) is symmetric in α, β, γ, and σ.
The expressionL(α, β)⊛L(γ, σ) is the sum of the products (α?β)⊛(γ?σ), (α?β)⊛((γ◦ω)?(σ◦ω)),
((α ◦ ω) ? (β ◦ ω)) ⊛ (γ ? σ), and ((α ◦ ω) ? (β ◦ ω)) ⊛ ((γ ◦ ω) ? (σ ◦ ω)), that can be evaluated
by substitution into (4.13) of Lemma 4.9. Using that α, β, γ, σ anticommute with ω, various terms
cancel and there results (7.106). 
Lemma 7.29. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n.
(1) For α, β, γ, σ ∈ ∧2J+V∗.
K(α, β) ⊛K(γ, σ) = 14 (〈α, γ〉K(β, σ) + 〈α, σ〉K(β, γ) + 〈β, γ〉K(α, σ) + 〈β, σ〉K(α, γ))
− 12 (K(α, γ ◦ β ◦ σ + σ ◦ β ◦ γ) +K(β, γ ◦ α ◦ σ + σ ◦ α ◦ γ))
− 12 (K(γ, α ◦ σ ◦ β + β ◦ σ ◦ α) +K(σ, α ◦ γ ◦ β + β ◦ γ ◦ α))
+ 34 (K([α, γ], [β, σ]) +K([α, σ], [β, γ]))
−K((α⊚ γ) ◦ ω, (β ⊚ σ) ◦ ω)−K((α ⊚ σ) ◦ ω, (β ⊚ γ) ◦ ω).
(7.108)
(2) For α ∈ ∧2−V∗ and X ∈MCK(V∗),
X⊛K(α, ω) = − 12
(
K(α, σ(X)) +K(ω, X̂(α))
)
,(7.109)
X⊛K(ω, ω) = −K(σ(X), ω).(7.110)
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(3) For α, β, γ ∈ ∧2−V∗,
K(α, β) ⊛K(γ, ω) = −K((α ⊚ β) ◦ ω, γ)− 12K(α ◦ γ ◦ β + β ◦ γ ◦ α, ω)
+ 14 〈α, γ〉K(β, ω) + 14 〈β, γ〉K(α, ω),
(7.111)
K(α, ω) ⊛K(β, ω) = m+44 K(α, β) −K((α ⊚ β) ◦ ω, ω) + 14 〈α, β〉K(ω, ω)
= m+44 K(α, β) −K(tf((α⊚ β) ◦ ω), ω) + m+44m 〈α, β〉K(ω, ω),
(7.112)
K(α, ω)⊛K(ω, ω) = m+42 K(α, ω),(7.113)
K(ω, ω)⊛K(ω, ω) = (m+ 2)K(ω, ω),(7.114)
where tf((α⊚ β) ◦ ω) = (α⊚ β) ◦ ω + 1m 〈α, β〉ω.
Proof. The product (7.108) follows from straightforward calculation using Lemmas 4.9, 4.11, and
4.13. For α ∈ ∧2J+V∗, combining Lemmas 7.13 and 4.1 yields
X⊛K(α, ω) = X⊛ (α · ω)− X⊛ ((α ◦ ω) ? h)
= − 12
(
α · σ(X) + ω · X̂(α)− X̂(α ◦ ω) ? h− (α ◦ ω) ? ρ(X)
)
= − 12K(α, σ(X))− 12
(
ω · X̂(α)− (X̂(α) ◦ ω) ? h
)
= − 12
(
K(α, σ(X)) +K(ω, X̂(α))
)
,
(7.115)
which shows (7.109) and (7.110). Suppose α, β ∈ ∧2−V∗. By (2.52) and (2.54),
K̂(α, ω)(β) = α̂ · ω(β) − ̂((α ◦ ω) ? h)(β) = − 12 〈α, β〉ω + 2(α ◦ β ◦ ω),(7.116)
and in (7.109) this yields (7.112). Similarly, using (7.105) in (7.109) yields (7.113) and (7.114).
Alternatively, (7.111)-(7.114) are special cases of (7.108). 
Let MCK,S(V
∗) = Span {K(ω, ω)} and let MCK,R(V∗) = {K(α, ω) : α ∈
∧
2
−V
∗}. Lemma 7.20
implies that the vector spaces appearing on the right-hand side of the decomposition
MCK(V
∗) = MCK,W(V∗)⊕MCK,R(V∗)⊕MCK,S(V∗)(7.117)
are pairwise orthogonal. In fact (7.117) is the decomposition of MCK(V
∗) into U(n)-irreducible
summands.
The trace-free part of the Ricci form is
σ◦(X)ij = σ(X)− 1m 〈σ(X), ω〉ω = σ(X)− 1m s(X)ω ∈
∧2
−V
∗.(7.118)
Lemma 7.30. The orthogonal projections PK,R : MCK(V
∗)→MCK,R(V∗) and PK,S : MCK(V∗)→
MCK,S(V
∗) are given by
PK,R(X) = − 2m+4K(σ◦(X), ω), PK,S(X) = − 1m(m+2) s(X)K(ω, ω),(7.119)
and satisfy ρ(PK,R(X)) = ρ◦(X) and ρ(PK,S(X)) =
1
m s(X)h.
Proof. This follows from Lemma 7.20. 
Lemma 7.31 shows that (MCK(V
∗),⊛) contains no zero divisors.
Lemma 7.31. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. If X ∈ MCK(V∗)
satisfies X⊛ Y = 0 for all Y ∈MCK(V∗), then X = 0.
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Proof. If X⊛ Y = 0 for all Y ∈MCK(V∗), then 0 = 〈X⊛ Y,Z〉 = 〈X,Y⊛ Z〉 for all Y,Z ∈MCK(V∗).
Taking Y = Z = K(ω, ω) and using (1) of Lemma 7.27 and (7.114) this yields 0 = 〈X,K(ω, ω) ⊛
K(ω, ω)〉 = (m + 2)〈X,K(ω, ω)〉 = −8(m + 2) s(X). Taking Y = K(ω, ω) and Z = K(α, ω) for
α ∈ ∧2−V∗ and using using (1) of Lemma 7.27 and (7.113) yields 0 = 〈X,K(ω, ω) ⊛ K(α, ω)〉 =
m+4
4 〈X,K(α, ω)〉 = −2(m + 4)〈σ(X), α〉. Since α ∈
∧
2
−V
∗ is arbitrary, this shows ρ(X) = 0, so
X ∈MCK,W(V∗). For α, β ∈
∧
2
−V
∗, by (7.112) and Lemma 7.27,
0 = 〈X,K(α, ω)⊛K(β, ω)〉
= m+44 〈X,K(α, β)〉 − 〈X, tf(K(J(α ⊚ β), ω))〉+ m+44m 〈α, β〉〈X,K(ω, ω)〉
= m+44 〈X, tf(K(α, β))〉 + 8〈σ(X), (J(α⊚ β)〉 − 2(m+4)m 〈α, β〉〈σ(X), ω〉
= m+44 〈X, tf(K(α, β))〉.
(7.120)
Since Span {tf(K(α, β)) : α, β ∈ ∧2−V∗} is a nontrivial U(n)-submodule of the irreducible U(n)-
module MCK,W(V
∗), it equals MCK,W(V∗). Since (7.120) shows X is orthogonal to MCK,W(V∗),
this implies X equals 0. 
7.4. Idempotents in the subalgebra of Kähler Weyl curvature tensors. The purpose of
this section is to construct idempotents in (MCK,W(V
∗),⊛).
Corollary 7.32 shows the negative result, that although the idempotent Sm(ω) constructed in
Lemma 4.14 is Ricci-flat, it is not Kähler.
Corollary 7.32. Let (V, h) be a Riemannian vector space of dimension m = 2n. Let ω ∈ ∧2V∗ be
a symplectic form such that ωi
j = Ji
j is a metric compatible complex structure, so that (V, h, J, ω)
is a Kähler vector space. The idempotents H = H(h) = 1m−1h ? h,K = K(ω) = K
m(ω) =
1
m+2K(ω, ω), S = S(ω) = S
m(ω) = 1m+2 tf(ω · ω) ∈ MC(V∗) in (MC(V∗),⊛) defined in Lemma 4.14
satisfy additionally:
(1) S(ω) ∈MCW(V∗) but S(ω) /∈MCK(V∗).
(2) K(ω) ∈MCK(V∗), but K(ω) /∈MCW(V∗), because ρ(K(ω)) = −h.
(3) 〈K,X〉 = − 8m+2 s(X) for all X ∈MCK(V∗).
(4) H(h)⊛ X = 0, S(ω)⊛ X = 0 and K(ω)⊛ X = 0 for any X ∈MCK,W(V∗).
Proof. Straightforward computation shows
Ji
aJj
b(h ? h)abkl = −2ωk[iωj]l, Ji aJj b(ω · ω)abkl = 2ωijωkl + (h ? h)ijkl ,(7.121)
from which there follow
Ji
aJj
bS(ω)abkl = S(ω)ijkl +
2
m−1ωk[iωj]l +
1
m−1 (h ? h)ijkl, Ji
aJj
bK(ω)abkl = K(ω)ijkl .
(7.122)
This shows S(ω) /∈ MCK(V∗) and K(ω) ∈ MCK(V∗). If X ∈ MCK,W(V∗) then (4.5) implies X ⊛
(h ? h) = 0 and (7.53) implies X ⊛ (ω · ω) = 0, so that H(h) ⊛ X = 0, S(ω) ⊛ X = 0, and
K(ω) ⊛ X = 0. If X ∈ MCK(V∗), then, by (2.21), 〈X, h ? h〉 = −2 s(X), and, by Lemma 7.13,
〈X, ω ·ω〉 = −6〈X̂(ω), ω〉 = −6 s(X), so 〈X,K〉 = − 8m+2 s(X), showing (3). Since H is orthogonal to
MCW(V
∗) and K = H + S, 〈K, S〉 = |S|2h. 
Remark 7.33. By (1) of Lemma 4.14,
Ŝ(ω)∧2V∗ = 1m−1
(
Id∧2+V∗ + 4−mm+2 Id∧2−V∗ −m−1m ω ⊗ 〈ω, · 〉
)
,(7.123)
and Ŝ(ω)(ω)ij = −m−2m−1ω. Since ρ(S(ω)) = 0, by Lemma 7.13 were S(ω) of Kähler type then Ŝ(ω)(ω)
would vanish, so Ŝ(ω)(ω) = −m−2m−1ω gives an alternative proof that S(ω) /∈MCK(V∗). ⊠
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Lemma 7.34. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n.
(1) There exists α ∈ ∧2−V∗ such that the associated endomorphism αi j is a complex structure
(necessarily commuting with J) if and only if m is divisible by 4.
(2) If m equals 2 modulo 4 there exists α ∈ ∧2J+V∗ such that the associated endomorphism αi j
is a complex structure and 〈ω, α〉 = −2.
Proof. Fix notation as in the proof of Lemma 7.3, so that {ei : 1 ≤ i ≤ 2n} and {ei : 1 ≤ i ≤ 2n} are
dual h-orthonormal bases of V and V∗ with respect to which h =
∑2n
i=1 e
i⊗ei, J =∑ni=1(en+i⊗ei−
ei⊗en+i), and ω =
∑n
i=1 e
i∧en+i. The endomorphism A =∑ni=1(en+1−i⊗ei−en+(n+1−i)⊗en+i) ∈
End(V) satisfies A2 = −I, so is a complex structure. It is straightforward to check that A ∈ u(n),
so commutes with J . It has the form (7.10) and Q the matrix with ones on the antidiagonal and
other entries equal to 0. The corresponding two-form α( · , · ) = h(A( · ), · ) is
α =
n∑
i=1
ei ∧ en+(n+1−i) = 12
n∑
i=1
(ei ∧ en+(n+1−i) + en+1−i ∧ en+i).(7.124)
It follows from (7.8) that, although J(α) = α for all n, α is contained in
∧
2
−V
∗ if and only if 4
divides 2n. If n is even, then n+1− i 6= i for all 1 ≤ i ≤ n and it follows from (7.8) that each term
of (7.124), so also α is contained in
∧
2
−V
∗. If n is off, then i = (n+ 1)/2 equals n+ 1− i and the
i = (n + 1)/2 term of (7.124) is (e(n+1)/2 ∧ e(3n+1)/2 + 1nω) − 1nω, which by (7.8) is contained in∧
2
J+V
∗ but not in
∧
2
−V
∗; in particular 〈ω, α〉 = −2. Moreover, if n is odd, there exists no element of∧
2
−V
∗ such that the corresponding endomorphism is a complex structure. Were there, there would
exist A =
(
P Q
−Q P
)
with Qt = Q, P t = −P , PQ + QP = 0, and Q2 − P 2 = I. Then Q + iP
would be a Hermitian matrix satisfying (Q + iP )2 = I, so would be unitarily conjugate to a real
diagonal matrix, D, squaring to I, so having unimodular diagonal entries. Since n is odd and the
diagonal entries of D are all ±1, trQ = tr(Q + iP ) = trD could not be 0, so trQ could not be 0.
Since trAJ = trQ, it could not be that α is orthogonal to ω. 
Lemma 7.35. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n divisible by 4. Let
α ∈ ∧2−V∗ be such that αi pαp j = −δi j. Then
W−(α) = 1m+4 tf(K(α, α)) =
1
m+4 (K(α, α) − 2m+2K(ω, ω)) ∈MCK,W(V∗),(7.125)
W+(α) = 1m+4 (K(α, α) +K(ω, ω)) ∈MCK(V∗),(7.126)
are idempotents for ⊛ satisfying W+(α) = W−(α) +K(ω),
W+(α)⊛W−(α) = W−(α), W−(α) ⊛K(ω) = 0, W+(α) ⊛K(ω) = K(ω),(7.127)
|W−(α)|2 = 8m2(m+2)(m+4) = 〈W−(α),W+(α)〉, |W+(α)|2 = 16mm+4 ,(7.128)
〈W+(α),K(ω)〉 = 8mm+2 , 〈W−(α),K(ω)〉 = 0,(7.129)
and ρ(W+(α)) = −h.
Proof. An α ∈ ∧2−V∗ as in the statement of the theorem exists by Lemma 7.34. By (7.93) of
Lemma 7.20, (m+4)W−(α) = tf(K(α, α)) = K(α, α)− 2m+2K(ω, ω) ∈MCK,W(V∗), while by (7.92)
of Lemma 7.20, W+(α) ∈MCK(V∗) satisfies ρ(W+(α)) = −h.
By Lemma 7.29, for any β ∈ ∧2−V∗,
K(β, β)⊛K(β, β) = |β|2K(β, β) − 4K(β, β ◦ β ◦ β)− 2K(β ◦ β ◦ ω, β ◦ β ◦ ω),(7.130)
K(β, β) ⊛K(ω, ω) = −2K(ω, β ◦ β ◦ ω).(7.131)
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Since α ◦ ω = ω ◦ α and α ◦ α = −h, taking β = α yields
K(α, α) ⊛K(α, α) = (m+ 4)K(α, α) − 2K(ω, ω),(7.132)
K(α, α) ⊛K(ω, ω) = 2K(ω, ω).(7.133)
Since K(ω, ω) ⊛K(ω, ω) = (m + 2)K(ω, ω), combining (7.132) and (7.133) yields that W±(α) are
idempotents satisfying (7.127).
By Lemma 7.27, |K(α, α)|2 = 8m(m+ 2) = |K(ω, ω)|2 and 〈K(α, α),K(ω, ω)〉 = 16m. Together
these imply (7.128). 
Lemma 7.36. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n divisible by 4. Let
α, β ∈ ∧2−V∗ be such that α ◦ α = −h = β ◦ β and α ◦ β + β ◦ α = 0, so that the endomorphisms
corresponding to α and β are anticommuting complex structures. Then γ = α ◦ β ∈ ∧2−V∗ satisfies
γ ◦γ = −h, so that {α, β, γ} are the symplectic forms of a hyper-Kähler structure on (V, h) inducing
the orientation opposite that induced by ω. In this case, the idempotents W−(α),W−(β),W−(γ) ∈
MCK,W(V
∗) satisfy
W−(α) ⊛W−(β) = − 2m+4
(
W−(α) +W−(β)− 3W−(γ)) ,(7.134)
and
〈W−(α),W−(β)〉 = − 16m(m+2)(m+4) .(7.135)
Proof. By Lemma 7.29, since [α, β] = 2γ,
K(α, α) ⊛K(β, β) = −2K(α, α)− 2K(β, β) + 6K(γ, γ).(7.136)
Together with (7.133) and (7.114), this yields (7.134). By Lemma 7.27, 〈K(α, α),K(β, be)〉 = −16m,
|K(ω, ω)|2 = 8m(m+ 2), and 〈K(α, α),K(ω, ω)〉 = 16m. Together these imply (7.135). 
Corollary 7.37. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n divisible by 4. Let
α(1), . . . , α(k) ∈ ∧2−V∗ be such that α(i) ◦ α(i) = −h and α(i) ◦ α(j) + α(j) ◦ α(i) = 0 if i 6= j. If
k < m+22 then {W−(α(i)) : 1 ≤ i ≤ k} is a linearly independent set. If k ≥ m+22 and I ⊂ {1, . . . , k}
is any subset of cardinality m+22 , then
∑
i∈I W
−(α(i)) = 0.
Proof. For any ai ∈ R, by (7.128) and (7.135),∣∣∣∣∣
k∑
i=1
aiW
−(α(i))
∣∣∣∣∣
2
=
k∑
i=1
a2i |W−(α(i))|2 +
k∑
i=1
∑
j 6=i
aiaj〈W−(α(i)),W−(α(j))〉
= 8m(m+2)(m+4)
m k∑
i=1
a2i − 2
k∑
i=1
∑
j 6=i
aiaj

= 8m(m+2)(m+4)
(m+ 2− 2k) k∑
i=1
a2i +
k∑
i=1
∑
j 6=i
(ai − aj)2
 .
(7.137)
If 2k < m+2, the last expression in (7.137) is positive unless all the ai equal 0, so {W−(α(i)) : 1 ≤
i ≤ k} is a linearly independent set. If 2k ≥ m+ 2, then setting ai = 1 if i ∈ I and ai = 0 if i /∈ I
yields 0 for the final expression of (7.137), for any subset I ⊂ {1, . . . , k} of cardinality m+22 . 
Lemma 7.38. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. Let α ∈ S2J−V∗
satisfy α ◦ α = h. Then
Z(α) = 1m tf L(α, α) =
1
m
(
L(α, α) + 2m+2K(ω, ω)
)
∈MCK,W(V∗),(7.138)
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is idempotent and satisfies
|Z(α)|2 = 4(m−2)(m+4)m(m+2) .(7.139)
If β ∈ S2J−V∗ satisfies β ◦ β = h, then
〈Z(α),Z(β)〉 = 4
(
〈α,β〉2+〈α,β◦ω〉2
m2 − 8m(m+2)
)
,(7.140)
so that
1 ≥ 〈Z(α),Z(β)〉|Z(α)||Z(β)| = (m+2)(m−2)m(m+4)
(〈α, β〉2 + 〈α, β ◦ ω〉2 −m2)+ 1 ≥ − 8(m−2)(m+4) .(7.141)
Proof. By Lemma 7.21 and (7.91) of Lemma 7.20, for α, β ∈ S2J−V∗,
tf L(α, β) = L(α, β) + 2m+4K(σ(L(α, β)), ω) − 1(m+2)(m+4) s(L(α, β))K(ω, ω)
= L(α, β) + 4m+4K((α ⊚ β) ◦ ω, ω)− 2(m+2)(m+4) 〈α, β〉K(ω, ω).
(7.142)
In particular,
tf L(α, α) = L(α, α) + 4m+4K((α ⊚ α) ◦ ω, ω)− 2(m+2)(m+4) |α|2K(ω, ω).(7.143)
By Lemma 7.34 there exists α ∈ S2J−V∗ such that α ◦ α = h. In this case (7.143) becomes
tf L(α, α) = L(α, α) + 4m+4K(ω, ω)− 2m(m+2)(m+4)K(ω, ω) = L(α, α) + 2m+2K(ω, ω).(7.144)
By (7.109) of Lemma 7.29, L(α, α) ⊛ K(ω, ω) = −K(σ(L(α, α)), ω) = −2K(α ◦ α ◦ ω, ω). With
(7.114) of Lemma 7.29 and (7.107) of Lemma 7.28 there results
tf(L(α, α)) ⊛ tf(L(α, α))
= L(α, α) ⊛ L(α, α) + 4m+2L(α, α) ⊛K(ω, ω) +
4
(m+2)2K(ω, ω)⊛K(ω, ω)
= mL(α, α) + 2K(α ◦ α ◦ ω, α ◦ α ◦ ω)− 8m+2K(α ◦ α ◦ ω, ω) + 4m+2K(ω, ω)
= mL(α, α) + 2mm+2K(ω, ω) = m tf(L(α, α)).
(7.145)
By (7.95), |L(α, α)|2 = 4|α|4 = 4m2; by Lemma 7.27 and (7.94) of Lemma 7.21, 〈L(α, α),K(ω, ω)〉 =
−8〈σ(L(α, α)), ω〉 = −16|ω|2 = −16m; and, again by Lemma 7.27, |K(ω, ω)|2 = 8m(m + 2).
Together these yield (7.139). Let β ∈ S2J−V∗ satisfy β ◦ β = h. By (7.95), 〈L(α, α),L(β, β)〉 =
4〈α, β〉2 + 4〈α, β ◦ ω〉2. There results (7.140). 
Lemma 7.39. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. Let α ∈ S2J−V∗
satisfy α ◦ α = h. Then Ẑ(α)S2
J−
V∗
has eigenvalues − (m+4)(m−2)(m+2)m , with eigenspace Span {α,J(α)},
and 8m(m+2) , with eigenspace the orthogonal complement, Span {α,J(α)}⊥.
Proof. Lemma 7.6 shows that X̂S2V∗ preserves S
2
J−V
∗ for any X ∈ MCK(V∗), so it makes sense
to write X̂S2
J−
V∗ . Straightforward computations shows that ĥ? hS2V∗ = IdS2V∗ −h ⊗ 〈h, · 〉 and
ω̂ · ωS2V∗ = −3J, so that K̂(ω, ω)S2V∗ = IdS2V∗ −h⊗〈h, · 〉 − 3J. Hence K̂(ω, ω)S2
J −
V∗
= 4 IdS2
J−
V∗ .
By (2.48), α̂? αS2V∗(β) = −〈α, β〉α + α ◦ β ◦ α for β ∈ S2V∗. Hence, if β ∈ S2J−V∗, so that
β ◦ ω = −ω ◦ β,
L̂(α, α)(β) = −〈α, β〉α − 〈α ◦ ω, β〉α ◦ ω + α ◦ β ◦ α+ α ◦ ω ◦ β ◦ α ◦ ω
= −〈α, β〉α − 〈α ◦ ω, β〉α ◦ ω + α ◦ β ◦ α+ α ◦ β ◦ α ◦ ω ◦ ω
= −〈α, β〉α − 〈α ◦ ω, β〉α ◦ ω.
(7.146)
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It follows that, for β ∈ S2J−V∗,
Ẑ(α)S2
J−
V∗
= 1m
(
−α⊗ 〈α, · 〉 − J(α)⊗ 〈J(α), · 〉+ 8m+2 IdS2J −V∗
)
.(7.147)
The claim follows. 
Lemma 7.40. Let (V, h, J, ω) be a Kähler vector space of dimension m. If Z(α) = Z(β) for α, β ∈
S2J−V
∗ satisfying α◦α = h = β◦β, then there is a unique θ ∈ [0, 2π) such that β = cos θα+sin θJ(α).
Proof. If α ∈ S2J−V∗ satisfies α◦α = h, then, for θ ∈ R, α(θ) = cos θα+sin θJ(α) ∈ S2J−V∗ satisfies
α(θ) ◦ α(θ) = cos2 θα ◦ α+ sin2 θJ(α) ◦ J(α) + 2 cos θ sin θα⊚ J(α) = h,(7.148)
where the last equality follows from (4) of Lemma 7.2, and
L(α(θ), α(θ)) = α(θ) ? α(θ) + J(α(θ)) ? J(α(θ)) = L(α, α).(7.149)
Consequently, Z(α(θ)) = Z(α) for all θ ∈ R. Suppose Z(α) = Z(β) for α, β ∈ S2J−V∗ satisfying
α◦α = h = β◦β. By Lemma 7.39, Ẑ(α)(β) = Ẑ(β)(β) = − (m+4)(m−2)(m+2)m β, so β is in the − (m+4)(m−2)(m+2)m -
eigenspace of Ẑ(α). By Lemma 7.39 this eigenspace is spanned by α and J(α), so β = Aα+BJ(α)
for some A,B ∈ R. Since h = β ◦ β = (A2 + B2)h, there is a unique θ ∈ [0, 2π) such that
β = α(θ). 
The determinant map det : U(n)→ U(1) is the surjective homomorphism defined by
det
(
A −B
B A
)
=
(
Re det(A+ iB) −Im det(A+ iB)
Im det(A+ iB) Re det(A+ iB)
)
.(7.150)
Its kernel is the subgroup SU(n). The restriction of det to the circle subgroup
G =
{(
cos θI − sin θI
sin θI cos θI
)
: θ ∈ [0, 2π)
}
(7.151)
is an n-fold cyclic cover of U(1). The subgroup G ⊂ U(n) centralizes the stabilizer ∆(O(n)) of
L(0) and its intersection with ∆(O(n)) is Z/2Z = {±I}. The stabilizer of L(0) in SU(n) is the
diagonally embedded SO(n), ∆(SO(n)) = ∆(O(n)) ∩ ker det. It follows that det2 descends to a
fibration det2 : Lag(V) = U(n)/O(n)→ Lag(1,R) = U(1)/O(1) and the fiber over the coset of O(1)
in Lag(1,R) is the special Lagrangian Grassmannian SU(n)/SO(n) = SLag(V).
Lemma 7.41. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n.
(1) The U(n)-equivariant map Z : Lag(V) → MCK,W(V∗) defined in (7.138) descends to a
SU(n)-equivariant map Z : SLag(V∗) → MCK,W(V∗) that is a bijection onto its image
in (MCK,W(V
∗),⊛), with image equal to the U(n) orbit of the idempotent Z(γ) for any
γ ∈ S2J−V∗ satisfying γ ◦ γ = h.
(2) The set {Z(γ) : γ ∈ S2J−V∗, γ ◦ γ = h} spans MCK,W(V∗).
Proof. Claim (1) follows from Lemma 7.40. The span Span {Z(γ) : γ ∈ S2J−V∗, γ ◦ γ = h} is a
nonempty U(n)-invariant subspace of MCK,W(V
∗), so, by the U(n)-irreducibility of MCK,W(V∗),
equals MCK,W(V
∗). 
Lemma 7.42. Let W be a Kähler subspace of the Kähler vector space (V, h, J, ω). The linear map
ι : ⊗4W∗ → ⊗4V∗ defined by ι(X)(A,B,C,D) = X(ΠA,ΠB,ΠC,ΠD), where Π ∈ End(V) is the
h-orthogonal projection onto W restricts to an injective algebra homomorphism that maps MCK(W
∗)
into MCK(V
∗) and MCK,W(W∗) into MCK,W(V∗).
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Proof. That W be a Kähler subspace means simply that the restriction of ω to W is nondegenerate.
In this case J preserves W and (W, h, J, ω) is a Kähler vector space. That JA
B preserves W means
there is a complex structure on W, which it is convenient to denote Ji
j , such that JA
QΠQ
i =
ΠA
qJq
i. If X ∈MCK(W∗), then
JA
PJB
Qι(X)PQCD = JA
PJB
QΠP
pΠQ
qΠC
cΠD
dXpqcd
= ΠA
uΠB
vJu
pJv
qΠC
cΠD
dXpqcd = ΠA
uΠB
vΠC
cΠD
dXuvcd = ι(X)ABCD,
(7.152)
showing that ι(X) ∈MCK(V∗). This suffices to finish the proof. 
Lemma 7.43. Let (V, h, J, ω) be a Kähler vector space of dimension m. For each integer 4 ≤ r ≤ m
divisible by 4, there is an idempotent E ∈ (MCK,W(V∗),⊛) such that |E|2h = 8r
2
(r+2)(r+4) , and for each
integer 4 ≤ s ≤ m there is an idempotent Z ∈ (MCK,W(V∗),⊛) such that |Z|2h = 4(s−2)(s+4)s(s+2) .
Proof. This follows from Lemma 7.42 and Lemmas 7.35 and 7.38. 
When dimV = 4, it follows from Lemma 7.36 and Corollary 7.37 that the idempotents W−(α)
and W−(β) satisfy the same relations as the idempotents S(α) and S(β) constructed in Lemma 6.9.
Lemma 7.44 shows that, for a 4-dimensional Kähler vector space, the spaces of anti-self-dual Weyl
curvature tensors and Kähler Weyl curvature tensors coincide, and that in this case the idempotents
constructed in Lemmas 7.36 and 6.9 coincide.
Lemma 7.44. Let (V, h, J, ω) be 4-dimensional Kähler vector space.
(1) If α, β ∈ ∧2−V∗, then
tf(α · β) = 34 tfK(α, β) ∈MCK,W(V∗).(7.153)
(2) If α ∈ ∧2−(V∗) satisfies |α|2h = 4, then
S(α) = 16 tf(α · α) = 18 tfK(α, α) = W−(α),(7.154)
where S(α) is as defined in (6.12) and W−(α) is defined as in (7.125), is a nontrivial
idempotent in (MCK,W(V
∗),⊛) satisfying |W−(α)|2 = 83 .
(3) MCK,W(V
∗) = MC−W(V
∗).
Proof. Suppose α, β ∈ ∧2V∗. Substituting
1
2 〈α, ⋆β〉ǫijkl = (α ∧ β)ijkl = 6α[ijβk]l = αijβkl + αklβij + 2αk[iβj]l − 2αl[iβj]k,(7.155)
into (2.20) yields the alternative expressions
(α · β)ijkl = αijβkl + αklβij − αk[iβj]l + αl[iβj]k = 32 (αijβkl + αklβij)− 12 (α ∧ β)ijkl
= 32 (αijβkl + αklβij)− 14 〈α, ⋆β〉ǫijkl = 32 (αijβkl + αklβij)− 18 〈α, ⋆β〉(ω ∧ ω)ijkl.
(7.156)
Taking α = β = ω in (7.156) yields
(ω · ω)ijkl = 3ωijωkl − 12 (ω ∧ ω)ijkl.(7.157)
There holds
Ji
pJj
qǫpqkl = Ji
pJj
q (ωpqωkl + ωqkωpl + ωkpωql) = ωijωkl − (h? h)ijkl .(7.158)
Combining (α ∧ β)ijkl = 12 〈α, ⋆β〉ǫijkl with (7.158) yields
1
2 〈α, ⋆β〉(ωijωkl − (h? h)ijkl) = 12Ji pJj q〈α, ⋆β〉ǫpqkl = Jk pJl q(α ∧ β)ijpq
= Jk
pJl
q(αijβpq + αpqβij + 2αa[iβj]b − 2αb[iβj]a)
= αijJ(β)kl + J(α)klβij − 2(α ◦ ω)k[i(ω ◦ β)j]l + 2(α ◦ ω)l[i(ω ◦ β)j]k.
(7.159)
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Now suppose α, β ∈ ∧2−V∗. In this case (7.159) becomes
(α ◦ ω) ∧ (β ◦ ω))ijkl = 12 (αijβkl + αklβij) + 14 〈α, β〉(ωijωkl − (h ? h)ijkl).(7.160)
Substituting (7.156) into (7.160) and simplifying the result using (7.158) yields
(α ◦ ω) ∧ (β ◦ ω))ijkl = 13 (α · β)ijkl + 124 〈α, β〉(6ωijωkl − (ω ∧ ω)ijkl)− 14 〈α, β〉h ? h)ijkl
= 13 (α · β)ijkl + 112 〈α, β〉(ω · ω)ijkl − 14 〈α, β〉h ? h)ijkl
= 13 (α · β)ijkl + 112 〈α, β〉K(ω, ω)ijkl − 13 〈α, β〉h ? h)ijkl .
(7.161)
By (2.22) and (1) of Lemma 6.16,
tf(α · β) = α · β + 3(α⊚ β) ? h+ 12 〈α, β〉h ? h = α · β − 14 〈α, β〉h ? h.(7.162)
By (7.93) and (1) of Lemma 6.16,
tfK(α, β) = K(α, β) + 12K((α ⊚ β) ◦ ω, ω) + 124 〈α, β〉K(ω, ω) = K(α, β) − 112 〈α, β〉K(ω, ω).
(7.163)
Summing (7.161) with α · β, substituting the result into (7.163), and comparing the outcome with
(7.162) yields
tfK(α, β) = K(α, β) − 112 〈α, β〉K(ω, ω) = 43α · β − 13 〈α, β〉h ? h = 43 tf(α · β).(7.164)
By Lemma 7.20, tfK(α, β) ∈MCK,W(V∗). This shows (7.153).
If α ∈ ∧2−(V∗), then α∧α = −α∧ ⋆α = − 14 |α|2hω ∧ ω, so supposing |α|2h = 4 yields (α∧α)ijkl =
−(ω ∧ω)ijkl . Contracting this with ωkl yields α ◦ω ◦α = −ω, or, equivalentely, h = α ◦ω ◦α ◦ω =
α ◦ J(α) = α ◦ α, the last equality because J(α) = α. Specializing (7.153) with β = α and
comparing the result with the definitions (6.12) and (7.125) yields (7.154). That W−(α) has the
stated properties follows from Lemma 7.35.
For X ∈MCK,W(V∗), by Lemma 7.13,
(⋆X)ijkl = (
1
2ωijω
ab − Ji aJj b)Xabkl = −ωij σ(X)kl − Xijkl = −Xijkl.(7.165)
This shows that MCK,W(V
∗) ⊂ MC−W(V∗). Since both spaces in this containment are SU(2)-
modules and MC−W(V
∗) is an irreducible SU(2)-module, to prove equality it suffices to show that
MCK,W(V
∗) has dimension at least 1. By the preceding paragraph there exists α ∈ ∧2−V∗ such that
tf(α · α) is nontrivial and is contained in MCK,W(V∗). This proves claim (3). 
7.5. The proof of Theorem 1.3 and fusion rules for MCK(V
∗),⊛). Assembling results ob-
tained so far yields the proof of Theorem 1.3.
Corollary 7.45 (Corollary of Theorem 3.7). If (V, h, J, ω) is a Kähler vector space with dimV > 4,
then (MCK,W(V
∗),⊛) is simple.
Proof. Because, by Lemma 7.38, (MCK,W(V
∗),⊛) contains a nontrivial idempotent, its multiplica-
tion is nontrivial, and, because dimV > 4, the actions by automorphisms of SU(n) on MCK,W(V
∗)
is irreducible, so the claims follow from Theorem 3.7. 
Corollary 7.46. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n ≥ 4. Let h be the
metric on MCK,W(V
∗) given by h(X,Y) = XijklYijkl. Define L : MCK,W(V∗) → End(MCK,W(V∗))
by L(X)Y = X⊛ Y.
(1) The restriction to MCK,W(V
∗) of the cubic polynomial P (X) = 〈X ⊛ X,X〉 is h-harmonic.
Equivalently trL(X) = 0 for all X ∈MCK,W(V∗)).
(2) The trace-form τ(X,Y) = trL(X)L(Y) is a nonzero constant multiple of the metric h.
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Proof of Corollary 7.46. The group U(n) = U(V, J, h) acts irreducibly by isometric automorphisms
on (MCK,W(V
∗),⊛). By Lemmas 7.38, 7.35, and 7.43, there exists a nontrivial idempotent E ∈
(MCK,W(V
∗),⊛), and so 6Ph(E) = h(E⊛E,E) = |E|2h 6= 0. The claims follow from Theorem 3.8. 
Combining Corollaries 7.45 and 7.46 yields Theorem 1.3.
Lemma 7.47 is the analogue for Kähler curvature tensors of Lemma 4.22.
Lemma 7.47. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. The projections onto
the U(n)-irreducible summands of MCK(V
∗) of X,Y ∈MCK(V∗) satisfy
PK,S(X)⊛ PK,S(Y) = − 1m2(m+2) s(X) s(Y)K(ω, ω) = − 12m (s(X)PK,S(Y) + s(Y)PK,S(X)) ,(7.166)
PK,S(X)⊛ PK,R(X) =
1
m(m+2) s(X)K(σ◦(Y), ω) = − m+42m(m+2) s(X)PK,R(X),(7.167)
tf(X)⊛ PK,S(Y) = 0,(7.168)
tf(X)⊛ PK,R(Y) = − 2m+4K(σ◦(tf(X)⊛ Y), ω) = PK,R(tf(X)⊛ Y),(7.169)
PK,R(X)⊛ PK,R(X) =
1
m+4 tf(K(σ◦(X), σ◦(Y)))
+ 1m+4PK,R(K(σ◦(X), σ◦(X))) +
2(m+2)
m+4 PK,S(K(σ◦(X), σ◦(X))).
(7.170)
The products of the U(n)-irreducible submodules of MCK(V
∗) sastisfy:
MCK,S(V
∗)⊛MCK,S(V∗) = MCK,S(V∗),(7.171)
MCK,R(V
∗)⊛MCK,S(V∗) = MCK,R(V∗),(7.172)
MCK,W(V
∗)⊛MCK,S(V∗) = {0},(7.173)
MCK,W(V
∗)⊛MCK,R(V∗) = MCK,R(V∗),(7.174)
tf(MCK,R(V
∗)⊛MCK,R(V∗)) = MCK,W(V∗),(7.175)
MCK,W(V
∗)⊛MCK,W(V∗) = MCK,W(V∗).(7.176)
Proof. The identities (7.166) and (7.167) follow from Lemmas 7.20 and 7.29 and the definitions
(7.119) of PK,R and PK,S. By (7.109) of Lemma 7.29 and Lemma 7.13, 2m(m+2) tf(X)⊛PK,S(Y) =
−2 s(Y) tf(X)⊛K(ω, ω) = s(Y)K(ω, t̂f(X)(ω)) = 0, which shows (7.168). By (7.109) of Lemma 7.29,
−(m+ 4) tf(X)⊛ PK,R(Y) = 2 tf(X)⊛K(σ◦(Y), ω) = −K(ω, t̂f(X)(σ◦(Y)). By Lemma 7.13,
2 σ(tf(X)⊛ Y) = −t̂f(X)(σ(Y)) = −t̂f(X)(σ◦(Y)) − 1m s(Y)t̂f(X)(ω) = −t̂f(X)(σ◦(Y)).(7.177)
Since, by (7.177) and Lemma 7.13, 2〈σ(tf(X)⊛Y), ω〉 = −〈t̂f(X)(σ◦(Y)), ω〉 = −〈σ◦(Y), t̂f(X)(ω)〉 =
0, from (7.177) there follows −t̂f(X)(σ◦(Y)) = 2 σ◦(tf(X)⊛ Y), so that −(m+ 4) tf(X)⊛ PK,R(Y) =
2K(ω, σ◦(tf(X)⊛ Y)) = −(m+ 4)PK,R(tf(X)⊛ Y). This shows (7.169). Finally, by (7.112),
(m+ 4)PK,R(X)⊛ PK,R(X) =
4
m+4K(σ◦(X), ω)⊛K(σ◦(Y), ω)
= K(σ◦(X), σ◦(Y)) − 4m+4K(tf((σ◦(X)⊚ σ◦(Y)) ◦ ω), ω) + 1m 〈σ◦(X), σ◦(Y)〉K(ω, ω)
= K(σ◦(X), σ◦(Y)) − 2m+4K(σ◦(K(σ◦(X), σ◦(Y))), ω) − 2m s(K(σ◦(X), σ◦(Y)))K(ω, ω)
= tfK(σ◦(X), σ◦(Y)) + PK,R(K(σ◦(X), σ◦(X))) + 2(m+ 2)PK,S(K(σ◦(X), σ◦(X))),
(7.178)
which shows (7.170).
The containments in (7.171)-(7.174) follow from (7.166)-(7.170). By (7.114) and (7.113), mul-
tiplication by K(ω, ω), which spans MCK,S(V
∗) is invertible on MCK,S(V∗) and MCK,R(V∗), and
this suffices to show the equalities (7.171) and (7.172). By (7.169), MCK,W(V
∗) ⊛MCK,R(V∗) ⊂
MCK,R(V
∗), while, by (7.170), tf(MCK,R(V∗) ⊛MCK,R(V∗)) ⊂ MCK,R(V∗). Because in both con-
tainments both sides are irreducible U(n)-modules, by the Schur lemma, to show equality it suf-
fices to show that the left-hand side is nontrivial, that is that MCK,W(V
∗) ⊛ MCK,R(V∗) and
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tf(MCK,R(V
∗) ⊛ MCK,R(V∗)) are nontrivial. Let x, y ∈ V be an h-orthonormal basis of an ω-
Legendrian subspace. Then y and J(x) are also an h-orthonormal basis of a Legendrian subspace.
The two-forms α = x ∧ y + J(x) ∧ J(y) and β = y ∧ J(x) + x ∧ J(y) satisfy α, β ∈ ∧2−V∗,
α ◦ α = β ◦ β = −g where g = x ⊗ x + y ⊗ y + J(x) ⊗ J(x) + J(y) ⊗ J(y). Moreover, α ◦ g = α,
β ◦ g = β, and α ◦ β = x ∧ J(x) − y ∧ J(y) = −β ◦ α. By Lemma 7.20, K(α, β) ∈ MCK,W(V∗).
Since |α|2 = 4 = |β|2, 〈α, β〉 = 0, and trα ◦ α ◦ β ◦ β = tr g = 4, by (7.102), |K(α, β)|2 = 128,
showing that K(α, β) is nontrivial. Since, by Lemma 7.20, ρ(K(β, ω)) = m+42 β ◦ ω, K(β, ω) is
also nontrivial. By (7.111), K(α, β) ⊛ K(α, ω) = K(β, ω). This establishes (7.174). By (7.112),
K(α, ω) ⊛ K(β, ω) = m+44 K(α, β) ∈ MCK,W(V∗), so equals its trace-free part. This establishes
(7.175).
By Lemma 7.10, MCK,W(V
∗) is a subalgebra. By Lemma 7.38, (MCK,W(V∗),⊛) contains a
nontrivial idempotent, so is a nontrivial algebra. If n > 4, then SU(n) acts on (MCK,W(V
∗),⊛)
irreducibly by automorphisms, so, by Corollary 4.19, (MCK,W(V
∗),⊛) is a simple algebra. In
particular MCW(V
∗)⊛MCW(V∗) = MCW(V∗). 
Remark 7.48. In the same way that Lemma 4.22 can be interpreted, as in Remark 4.23, as giving
fusion rules for (MC(V∗),⊛), Lemma 7.47 can be interpreted as giving fusion rules for (MCK(V∗),⊛).
The details are left to the reader. ⊠
7.6. The Kähler analogue of the Böhm-Wilking theorem. Now it is possible to give the
Kähler analogue of the Böhm-Wilking theorem, Theorem 4.24. Note that at the end of the in-
troduction of [3] it is suggested that the authors knew an analogue, and a special case of such a
theorem is used in [58], but as the details in full generality have not appeared, and the proof is
short, it seems reasonable to include them here.
Theorem 7.49. Let (V, h, J, ω) be a Kähler vector space of dimension m = 2n. For α, β ∈ R \ {0}
define the U(n)-equivariant map ΨKα,β ∈ End(MCK(V∗)) by
ΨKα,β(X) = tf(X) + βPK,R(X) + αPK,S(X),(7.179)
and define DKα,β(X) = Ψ
K−1
α,β
(
ΨKα,β(X)⊛Ψ
K
α,β(X)
)
− X⊛ X. Then
DKα,β(X) =
β2−1
m+4 tf(K(σ◦(X), σ◦(X))) + PR
(
β−1
m+4K(σ◦(X), σ◦(X)) +
(1−α)(m+4)
m(m+2) s(X)X
)
+ PS
(
(β
2
α − 1)2(m+2)m+4 K(σ◦(X), σ◦(X)) + 1−αm s(S)X
)
= β
2−1
m+4 tf(K(σ◦(X), σ◦(X)))− 4(β−1)m+4)2 tf(K(σ◦(X)⊚ σ◦(X)) ◦ ω, ω)
+ 2(α−1)m(m+2) s(X)K(σ◦(X), ω) +
(
4(β2−α)
m(m+4))α )|σ◦(X)|2 + α−1m2(m+2) s(X)
)
K(ω, ω).
(7.180)
Proof. The condition that α and β be distinct from 0 is imposed because then ΨKα,β is invertible
and ΨK−1α,β = Ψ
K
α−1,β−1 . From Lemma 7.47 there follows
ΨKα,β(X)⊛Ψ
K
α,β(X) = tf(X)⊛ tf(X) +
β2
m+4 tf(K(σ◦(X), σ◦(X)))
+ PK,R
(
β2
m+4K(σ◦(X), σ◦(X)) + 2β tf(X)⊛ X− αβ(m+4)m(m+2) s(X)X
)
+ PK,S
(
2β2(m+2)
m+4 K(σ◦(X), σ◦(X))− α
2
m s(X)X
)
.
(7.181)
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In particular, taking α = 1 = β yields
X⊛ X = tf(X)⊛ tf(X) + 1m+4 tf(K(σ◦(X), σ◦(X)))
+ PK,R
(
1
m+4K(σ◦(X), σ◦(X)) + 2 tf(X)⊛ X− m+4m(m+2) s(X)X
)
+ PK,S
(
2(m+2)
m+4 K(σ◦(X), σ◦(X))− 1m s(X)X
)
.
(7.182)
By (7.181),
ΨK−1α,β
(
ΨKα,β(X)⊛Ψ
K
α,β(X)
)
= tf(X)⊛ tf(X) + β
2
m+4 tf(K(σ◦(X), σ◦(X)))
+ PK,R
(
β
m+4K(σ◦(X), σ◦(X)) + 2 tf(X)⊛ X− α(m+4)m(m+2) s(X)X
)
+ PK,S
(
2β2(m+2)
(m+4)α K(σ◦(X), σ◦(X))− αm s(X)X
)
.
(7.183)
Combining (7.182) and (7.183) yields (7.180). 
8. Concluding remarks
This section records some questions raised by the results obtained here.
8.1. Identification of subalgebras of (MCW(V
∗),⊛). It would be interesting to find charac-
terizations in the spirit of Theorem 1.4 of the subalgebras (MCW(V
∗),⊛) or (MCK,W(V∗),⊛) for
dimV∗ > 4. For what it might suggest to the numerologically inclined, Table 2 lists the dimensions
of some of the spaces of curvature tensors considered here.
For a Kähler vector space of 6 real dimensions, (MCK,W(V
∗),⊛) has dimension 27. There are
many interesting simple algebras of dimension 27, for example the Albert algebras. The most well
known is the Jordan algebra of 3 × 3 Hermitian octonionic matrices, but this algebra is unital so
cannot equal (MCK,W(V
∗),⊛) (because trL⊛ = 0). Some other examples are discussed in [25], but
these all have finite automorphism groups, so also cannot equal (MCK,W(V
∗),⊛).
As an SU(3)-module, MCK,W(V
∗) has highest weight (2, 2). Its multiplicity in the decomposition
into irreducibles of its tensor product with itself is 3.
8.2. Other invariant subalgebras of (MCW(V
∗),⊛). The deductions of Theorems 1.2 and 1.3
from Theorems 3.7 and 3.8 can be viewed as special cases of the following more general situation.
Suppose G is a connected compact simple Lie group that occurs as the holonomy of some Riemann-
ian metric and let g be its Lie algebra regarded as a Lie subalgebra of the orthogonal Lie algebra
in its realization as
∧
2V∗ for the standard representation V of G. The curvature tensors of a metric
with holonomy G are contained in S2g∗ ⊂ S2∧2V∗ (see Theorem 3.17 of [35]). Let β be the highest
root of g. A standard result shows that contained in S2g∗ there is a unique copy of the irreducible g-
module V (2β) with highest weight 2β. This goes back to D. Garfinkle’s thesis [22], and the proof for
complex g is given in section 4.4 of [5]. Write MCGW(V
∗) ⊂MCW(V∗) ⊂ S2g∗ for this G-irreducible
submodule of S2g∗ isomorphic to V (2β). For example, for G = U(n), MCU(n)
W
(V∗) = MCK,W(V∗),
and for G equal to the compact real form of G2, MC
G2
W (V
∗) is one of the two 77-dimensional irre-
ducible representations of G2 (that which appears in the second symmetric power of the adjoint
representation).
Let G be a compact simple Lie algebra that occurs as the holonomy of some Riemannian metric
and let g be its Lie algebra. Let MCGW(V
∗) ⊂MCW(V∗) ⊂ S2g∗ be the G-irreducible submodule of
S2g∗ isomorphic to V (2β) where β is the highest root of g. The claim exactly analogous to that
of Theorems 1.2 and 1.3 follows from Theorems 1.2 and 1.3 in the same manner as these theorems
if it can be shown that the subalgebra (MCGW(V
∗),⊛) is nontrivial, or, what is by Remark 3.9 the
same, there can be constructed a nontrivial idempotent in (MCGW(V
∗),⊛).
80 DANIEL J. F. FOX
Showing that the multiplication ⊛ onMCGW(V
∗) is nontrivial is most easily accomplished by some
explicit calculation, for example exhibiting a nontrivial idempotent, but could also be established
by a computation using weights.
A more involved related problem is to understand the structure of the G-orbits of idempotents
in MCW(V
∗).
8.3. Extending the product ⊛? Fix an n-dimensional Riemannian vector space (V, h) and define
Mk =
{
αi1j1...ikjk ∈ ⊗2kV∗ :
αi1i2...(isjs)...ikjk = 0 for 1 ≤ s ≤ k,
αi1j1...[isjsis+1]...ikjk = 0 for 1 ≤ s ≤ k − 1.
}
⊂ Sk∧2V∗,
M
W
k = {αi1j1...ikjk ∈ Mk : αpj1...ik p = 0} ⊂ Sk
∧2
V
∗.
(8.1)
Here Mk is identified with a subspace of S
k(
∧
2V∗), where paired indices isjs correspond to a copy of∧
2
V
∗. Moreover, MWk is the irreducible representation of O(n) corresponding to the Young diagram
with 2 rows of k boxes, filled with i1, . . . , ik in the first row and j1, . . . , jk in the second row:
Mk =
i1 i2 . . . ik−1 ik
j1 j2 . . . jk−1 jk
(8.2)
By definition, M1 =
∧
2V∗, M2 = MC(V∗), and MW2 = MCW(V
∗). Define M0 = R and setM = ⊕k≥0Mk
and MW = ⊕k≥0MWk . The inner product 〈 · , · 〉 on each Mk extends to an inner product on M such
that 〈Mk,Ml〉 = 0 if k 6= l. Consider the following observations:
• There is a Lie bracket on M1 = so(n) =
∧
2
V
∗. For k > 1, the action of so(n) on MWk and
Mk yields products M1 × Mk → Mk and M1 × MWk → MWk defined by (α, β) → αβ = α · β.
Moreover, these satisfy 〈αβ, γ〉 = −〈β, αγ〉 for α ∈ M1 and β, γ ∈ Mk.
• There is the commutative product ⊛ on M2 and MW2 . The extension X̂ yields products
M2×Mk → Mk and MW2 ×Mk → MWk given by (X, α)→ Xα = X̂(α). Moreover, 〈Xα, β〉 =
〈α,Xβ〉 for X ∈ M2 and α, β ∈ Mk.
• For M1 ×M2 the identity α̂ · X∧2V∗ = [ad(α), X̂∧2V∗ ] of (2.7) and (2.43) shows that the left
product with α ∈ M1 is a derivation over the product M2 × M1 → M1 (and similarly with
MW2 in place of M2).
• There is a commutative, associative product MWk ×MWl → MWk+l given by the Cartan product,
the projection onto the unique irreducible submodule of MWk ⊗ MWl containing a highest
weight vector (see [15]).
The question is whether these structures can be encapsulated and extended to all of M (or MW )
in some coherent way so that  is in an appropriate sense a product on M invariant (in a graded
sense) with respect to the inner product 〈 · , · 〉.
In particular, these observations suggest the following question: Is there a natural vertex operator
algebra whose Griess algebra is (MC(V∗),⊛) or one of its subalgebras?
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