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偏導関数自動計算のためのプリプロセッサの作成
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In scien七ificcomputations i七 isfrequen七1yrequired七o eva1u田
a七e the partia1 derivatives of a function as we11 as the function 
i七se1f. Two computa七iona1 me七hods have usua11y， been used to 
eva1uate the derivatives. One is numerica1 differen七ia七ionwhich 
canno七 a1waysgive a good approxima七ionon account of the 10ss of 
significance. The other is 七he formu1a manipu1a七ion which 
requires more e1abora七e'programming depending on the comp1exi七yof 
the function and the number of variab1es. Recent1y a fast auto-
matic differentiation method has been deve10ped 'by using a 
direc七ed graph. N'e made a new preprocessor sys七embased on this 
method， which produces the subprogram for the derivatives of the 
func七ion given as a subprogram. 工七sspecification and structure 
are presen七edin七hispaper， comparing with an existing preproces-
sor deve10ped by七hesimi1ar me七hod. A few app1ica七ionsare a1so 
presented七oshow 七he sys七em gives satisfactory resu1ts with 
respect to efficiency and accuracy. 
1.はじめに
ニュート γ法により非線型方程式を数値的に解く場合のように，関数値とその変散に関する偏導
関散値の両方を計算する必要が生じることがよくある。このようなときに，関数の計算式のみをプ
ログラムで表現するだけで自動的に偏導関散値が計算されると便利である。計算機上で与えられた
関散の偏導関散を計算しようとする場合，従来は数値微分と数式処理による方法が考えられてきた。
しかしながら数値微分では桁落ちのために十分な精度が得られず，数式処理ではプログラムで与え
られた閑散には用いられないし 1つの数式に適用したとしても中間衰式膨脹のために大規模な問
題にはむいていない。これに対して数年前から提案されてきた計算グラフを利用する新しい算法
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(高速徴分法1】~勺では，精度の良い効率的な偏導関数の計算過程を得ることができ，具体的なプロ
グラム化問日も試みられている。
本論文では，この高速徴分法を利用して偏導関数を計算するためのプログラムを自動生成するプ
リプロセッサを実現することを試みる。このプリプロセッサは関数値を計算するC言語文はFORTRAN
で、書かれた副プログラムを入力として，関数値と偏導関数値を同時に効率的に計算する入力言語に
よる副プログラムに書き換えて出力する。作成したプリプロセッサの詳細，代表的数式処理システ
ムREDUCEやこの算法を利用する既存の前処理システムとの比較・検討，及び応用問題への適用
例を以下の章で述べるD
2 .高速微分法0-3)
関数の偏導関数の計算過程がどのように表され，計算されるかを示す。
関数は一般に基本演算(単項演算や二項演算)の組み合せで表されるo それぞれの基本演算の結果
を中間変数に置き換え，関数の計算過程を有向グラフで表して節には変数および演算子を割り当て
る(計算グラフと呼ばれている)ロそして各々の枝に，その枝で、結ぼれた親の節の子の節に関する偏
導関数(要素的偏導関数と呼ばれている)を取り付ける。例えば関数
f=f(x1• X2• X3) =X1・X2/(X2+ X3) 
の場合にはVl' V2を中間変数とすると
V1=X1・X2
V2=X2+X3 
f=v/v2 
となり，計算グラフは図 1のように表わさ
れる。
計算グラフが完成したら，関数fの入力変
数Xiに関する偏導関数は偏徴分のchain-rule
により，
。f .，. df dVil dVin 
-一一一ー 一ー一一・ ・......・一一一一-
dXi -dVil dVi2 dXi 
( 1 ) 
X1χ2 χ3 
図1 (1)式の計算グラフ
( 2 ) 
という形に書かれる(ここで、Vi1""'Vinはfからねへの経路上の節に結びつけられた変数を表す)。つ
まり fからXiへの経路上の全ての要素的偏導関数の積をとり，経路が2つ以上ある場合はそれらの
積の和をとることにより偏導関数を計算できる。図 1の例では，
df df df 1 X2 
-ーー一 =ーーー←・ 可f_=。X1 dV1 dX1 V2 日乙 V2 
δf df dv 1 ， df dv 2 1 
一一=一一・ +一一一一=_~ ・ X1 + (一一)・ 1=三L一三dX2 dV1 dX2 ' dV2 dX2 V2 ~I" V2 V2 
df df dvヲ f f 
一一一一一一一=一一一一一一・一一一一一ー一=ーー，ーー一一・ 喧ー
dX3 dV2 dX3 V2
ゐ
V2
になるo
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また，この算法はグラフ理論の最短路問題について得られている知識から「関数値と偏導関数値
の両方を求める手聞が関数値のみ求める手間の定数倍(7倍以下)ですみ，入力変数の数に依存しな
い。」ことがわかっている。
この算法をまとめると次のようになる。
Step 1 関数の計算過程を有向グラフで表しながら関数値を求める。その際，中間結果を保存して
おく口
Step 2 グラフの関数側から入力変数側に向かつてStep1での中間結果を利用して，新たな要素的
偏導関数値を計算しながら，もとの関数の各中間変数に関する偏導関数値を計算していく口
但し，入力変数も中間変数に含むものとするo
3 .偏導関数計算用プリプロセッサ
作成したプリプロセッサは次の2種類である。
1. FORTRANで書かれた関数副プログラムを入力し，偏導関数を計算する数式を書き加えた
FORTRANのソースプログラムを出力する(以後nablafと呼ぶ)。
2. C言語で書かれた関数値計算プログラムを入力し計算グラフ作成ルーチ γおよび偏導関数値
計算ノレー チ γを呼び出すプログラムに書き換えてC言語のソースプログラムとして出力する(以
後nablacと呼ぶ)。
3.1 計算ゲラフのプロゲラムでの実現方法
計算グラフの構成に必要な情報は
1.演算子(文字列)
2.中間変数 (nablafでは文字列， nablacでは文字列と数値)
3.要素的偏導関数 (nablafで、は文字列， nablacでは数値)
4.別の節へのポイ γタ(数値)
であり，偏導関数を計算する際に
5.関数の中間変数に関する偏導関数 (nablafで、は文字列， nablacで、は数値)
も必要になってくる。これらの情報は全て節の部分に保存するようにし節はC言語の構造体で表
現している。
また，計算グラフを作成していく際に，既に出現した
ことのある入力変数(又は定数)，中間変数には新たな節
を割り当てず，既に作成されている節にポイ γタをつな
ぐ。このような例として，関数
f=x1ー (X2+X3)+ (X2+X3)・X3
の計算グラフを図2に示す。このようなグラフを生成す
るために後にその内容を示すようなテーフツレを用意して
必要な情報を記憶しそのテープルを調べることにより
新しく節を作成するかどうかを決定する D 但し中間変数
χz X3 
図2 簡単化した計算グラフ
に関しては共通項の処理を次のアルゴリズムに従って行う。ここで共通項とは関数式における同ー
の演算部分を表す項である白
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共通項処理のためのアルゴリズム
1) 新たに節を用意する時(基本演賞の計算グラフを作成する時)，被演算子がテープノレにない場合
はアドレス，変数名，参照回数(=1)，親の節のアドレスをテープルに記入して終わるo (中間変
数については参照回数を0としてテープルに記入)。被演算子がテープルにある場合は参照回数
をl増加させ，親の節のアドレスをテープルに記入する。
2) それらの被演算子の参照回数が全て2以上であれば3)を実行する白参照回数が lの被演算子が
少なくとも 1個あれば共通項ではないと判断して終わる D
3) それらの被演算子の 1つを選び，その親の節の演算子を調べていく o新たに作成しようとして
いる節の演算子と同ーのものが存在しもう一方の被演算子が一致したら共通項であり，被演算
子の参照回数を 1減らす。それ以外は共通項ではないと判断する白
このような計算グラフの簡単化により計算量を減少させることができるが，入力プログラムが
ループ文を含む場合は上のアルゴリズムだけでは不十分であり，次のアルゴリズムを追加するo
ループ処理のためのアルゴリズム
1) 入力変数(又は定数)以外の節を作成したなら，その節に階級番号を与えてそれをテープルに記
入する。ここで階級番号とは新しい節が作られた順番を示す数である白
2) 枝をつなぐべき節を探して，同ーの変数名を持つ節がし、くつか見付けられる場合は階級が一番
高い節を選ぶ。
テープ.ルに記憶する情報をまとめると次のようになるo
1.節のアドレス
2.節の変数名
3.節の参照回数
4.節の階級番号
5.親の節のアドレス
3.2 数式を書き込むプリプロセ "Jサ(nablaf)
nablafは次の4つの部分から構成されるロ
1.入力プログラム解析部
入力された関数副プログラムを 1行ずつ調べて予約語から始まるか式かを判断する。式と判断
した文は計算手続き解析部に渡す。入tJプログラムには予約語で始まる文には式を書かないとい
う制約を与えている。
2.計算手続き解析部
計算グラフを作成するためには，与えられた式に対して演算の優先順序に従って基本積算の順
序を指定する必要があるo そのため，与えられた式を逆ポーラ γド記法で変換する作業を行う。
3.計算グラフ作成部
計算手続き解析部で変換された式を利用して計算グラフを表現する。但し，要素的偏導関数は
ここでは取り付けない。また，最初の計算式の代わりに基本演算の計算式を出力プログラムに書
き込む作業も行う o
4.偏導関数の計算およびその出力部
深さ優先探索で，計算グラフに要素的偏導関数の計算式を取り付けながら中間変数に関する偏
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導関数の計算式を作成しそれを出力プログラムに書き込む。但し，参照回数が 2以上の中間変
数の場合はその変数に関する偏導関数が正しく求まるまで次の節に進まない。中間変数に関する
偏導関数の計算式の作成の際 1倍やー1倍の演算は行わないように作成する (-1倍の場合は単
項演算の負の符号を付ける)口
また，入力される関数副プログラムの引数に約束事があり，次のような文でなければならない。
〔型宣言JFUNCTION F(GRAD， N， X， ..…・・・・〉
上記の文は関数Fの入力変数Xに関する偏導関数値を得るものである D ここで引数の第一番目は偏
導関数値を代入する配列であり‘G'で始まる配列名，第二番目は配列GRADとxの配列要素の個数，
第三番目は変数名(配列)であるo もし他の変数に関する偏導関数値も手に入れたい場合は次のよう
にこのバターγを繰り返したものを引数とすればよい口
〔型宣言JFUNCTION F(GRAD， N， X， GRAD2， M， Y) 
このプリプロセッサは偏導関数の計算式を出力プログラムに書き込むため先に計算グラフを作成
しているが，そのためにIF文， GOTO文， DO文を処理できないという欠点を持つ。例えば入力プ
ログラムに次のDO文が含まれていたとする。
DO 10 1 = 1 ，N 
10 S = S + X (1) 
もし変数Nがこのプログラムの引数として渡されていたなら，実際にこのプログラムを実行すると
きでなければ何回ループするかがわからず，計算グラフを作成できない。このような文を処理する
には実際に計算を行うときに計算グラフを作る必要があり，次節で述べるnablacではその方式を利
用している。 nablafの実行例を図3に示す口
人Jプログラム
DOUBLE PREC工S工ONFUNCTION F(GRAD.N.X.GRAD2.M.Y) 
DOUBLE PREC工S工ONGRAD(N).X(N).GRAD2(M).Y(M) 
F-X(1)*X(2)+SIN(Y(1)ー X(2)*SQRT(Y(2)/X(3))
RETURN 
END 
1: Jプログラム
DOUBLE PREC工SIONFUNCTION F(GRAD.N.X.GRAD2.M.Y) 
DOUBLE PRECISION GRAD(N).X(N)，GRAD2(M).Y(M) 
晶 .V (6) ，DFV (6) 
V(1)=X(1)*x(2l 
V(2)=Y(2l/X(3) 
V(3)=SQRT(V(2l) 
V(4)=X(2)*V(3) 
V(5)-Y(1)ー V(4)
V(6)=S工N(V(5)) 
F=V(1)+V(6l 
DFV(6)-1.0 
DFV(5)=DFV(6)*COS(V(5)) 
DFV(4)=-DFV(5) 
DFV(3)-DFV(4)合X(2)
DFV(2)-DFV(3)/(2.0合V(3)) 
GRAD(3) -OFV( 2) * (ーV(2)/X(3)) 
GRAD2(2)-DFV(2l/X(3l 
GRAD(2)・OFV(4)*V(3)
GRAD2(ll・DFV(5)
DFV(l)・1.0
GRAD(2)cGRAD(2)φOFV(l)*X(l) 
GRAD(l) -OFV(l) *X(2) 
RETURN 
END 
図3 nablafの実行例
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3.3 計算ゲラフ作成ルーチンおよび偏導関数値計算ルーチンの呼び出しを行うためのプリプロセッ
サ(nablac)
このプリプロセッサは入力プログラムにIF文やループ文(C言語で、のfor文やwhile文)が含まれて
いても，それを処理できるようにしたものであり，次の3つの部分から構成されるo
1.入力プログラム解析部
基本的にはnablafのそれと同じであるが， C言語ではプログラムの書き方にFORTRANより
自由な面があるため，その分複雑になっている。
2.計算手続き解析部
基本的にはnablafのそれと同じ。
3.出力プログラム作成部
関数を基本演算に分解した式を出力プログラムに書き込み，各々の基本演算の後に計算グラフ
作成ルーチンを呼び出すように出力プログラムを作成してし、く o そしてreturn文の前に偏導関数
値計算ルーチンの呼び出しを書き加える。
また，配列の添字が式で表されている場合は，基本演算を行う前に添字を計算して別の変数に
置き換える。式の左辺と右辺に同一変数名が現れる場合は基本演算を行う前に右辺の方の値を別
の変数に保存してから計算グラフ作成ルーチγにそれを渡す。
本方法では関数を基本演算に分解したときに共通項を処理していない。これは最終的に得られる
関数がわからないためで、あり，共通項を処理した計算グラフを作成するには少なからぬ手聞がかか
る。この手聞は出力プログラムの実行時間に直接影響することになり，共通項の処理によって高速
になると判断することはできなし、(計算グラフ作成ルーチ γでは共通項を処理していなし、)。
また n種類の配列変数に関する偏導関数値を必要とする場合は n回の偏導関数値計算ルーチン
の呼び出しが行われるが，呼び出される度に計算を行うのは無駄である。 l回目の呼び出しで全て
の変数に関する偏導関数値が計算されるから 2回目の呼び出しからは既に計算された値を保存用
配列(‘ g で始まる配列名)に代入するだけにしている。
入力プログラムの引数は nablafでの約束事を守る必要があり，次のような文にする必要があるD
nablacを関数f=exp(2: ~::sin( Xi+ 1-Y2i))について実行した例を図4に示す。
〔型宣言Jfunc(grad， n， x，ー …・…)
4. nablafやnablacと同じ機能を持つ他のシステムとの比較
4. 1 nablafについて
nablafは3.2で、述べたようにIF文， GOTO文， DO文を処理できないという欠点を持つが，共通
項を処理して中間結果を再利用した計算過程が得られるため，関数値と偏導関数値を高速に計算で
きる。例として3つの関数
F = ( X 1+ X 2)* * 2 -sin ( X 1+ X 2)
F=(X2* Xl **2-X3)**2 
F =cos(xl) + X2*sinCX2+ X3) 
( 3 ) 
C 4 ) 
( 5 ) 
について，代表的数式処理システムREDUCEの偏導関数の出力式をそのままプログラムに表して
入力プログラム
*inc~ude <math.h> 
double func(gradx.n.x.grady.m.y) 
double gradx[5].x[5].grady[10].y[10]: 
int n: 
double f.aig.sin().exp(): 
1nt i: 
sig-O.O; 
for(i.O;i<n・1;++i)
sig+-s1n(x[i+1]・y[2*i]);
f~exp(sig); 
return(f); 
出力プログラム
#include <math.h> 
double func(gradx.n.x.grady.m.y) 
double gradx[5].x[5].grady[10].y[10]; 
int n; 
double f.sig.sin().exp(); 
double v[2].11[1].por(); 
int u[2]; 
1nt i; 
s1g=O.O; 
for(i-0;i<n-1;++i) 
{ 
u[O]-2合i;
u[1]-i+1; 
v[0]-x[u[1]]-y[u[0]]; 
cgraph("v".O.v[O]."・"."y".u[0].y[u[0]]."x".u[1].x[u[1]]);
v[1]..s1n(v[0]); 
cgraph("v".1.v[1]."sin"."v".0.v[0]." ".-1.0); 
11[O]=s1g; 
sig=sig+v[1]; 
cgraph("sig". ・1.~ig."+"."v".1.v[1]."sig".-1.11[0]);
} 
f~exp(sig) ; 
cgraph("f".・1.f."exp・'."sig".-1.sig.""・1.0); 
nabla("x" .n.gradx); 
nabla( "y" .m.grady); 
return(f); 
図4 nablafの実行例
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計算したときと nablafの出力プログラムを利用したときの結果を表 1に示すD また， (3)式につい
てのREDUCEの出刀式と nablafの出力プログラムの計算部分を図5に示す。図5に示されるよう
に， REDUCEの出力式では同じ計算を何度も行われなければならないが， nablafでは中間結果を
再利用するため，その分nablafの出力プログラムを利用した方が速く計算を行っている。
次に高速徴分法を利用する既存の前処理システムPADREとの比較CPADREの文献川)との比較)
を行う o PADREはFORTRANの関数副プログラムを入力とし，関数値と偏導関数値を計算する副
プログラムを出力するプリプロセッサであり，関数計算時の丸め誤差なども得ることができる。し
かしながらIF文やループ文などを処理できるように出刀プログラムの実行時に計算グラフを作成し
ていくため，計算グラフの作成時間の分だけ本論文で述べた nablafの出力プログラムの方が速く
関数値と偏導関数値を計算することができる口また， PADREでは 1つの配列変数の各要素に関す
る偏導関数値しか得られないが， nablafでは複数の配列変数の各要素に関する偏導関数値を得る
ことが可能である O
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表 1 nablafとREDUCEの比較結果
入力式
(3)式
(4)式
(5)式
入計〔力算m式時sJの間
(関数値)+(偏導関数値)の計算時間(ms) 計算時間の比
REDUCE 
0.20 0.44 
0.31 1.00 
0.19 0.58 
( REDUCE ) 
F:-(Xl令X2)*X3・SIN(Xl+X2)
DF(F，Xl); 
-COS(Xl+X2)+X3 
DF(F.X2) ; 
-COS(Xl+X2)+X3 
DF(F，X3) ; 
XlφX2 
nablaf 
0.36 
0.55 
0.50 
(RE/D(rUlaCbEla) f) (nab/l(a入f)力
1.22 
1.82 
1.16 
( nablaf ) 
V(1)=X(1)+X(2) 
V(2) =V(l) *X(3) 
V(3) =SIN(V(l)) 
F=V(2)-V(3) 
DFV(3) = (-1. 0) 
DFV(1)=DFV(3)*COS(V(1)) 
DFV(2)=1.0 
1.80 
1.77 
2.63 
GRAD (3) =DFV( 2) *V(l) 
DFV(1)=DFV(1)+DFV(2)*X(3) 
GRAD(2)=DFV(1) 
GRAD(l)=DFV(l) 
図5 (3)式に対するREDUCEとnablafの出力式
DF(F ，X 1 ) =GRAD(1)=dF/dX1 
4.2 nablacについて
式)
nablafとは違い，出力プログラムの実行時に計算グラフを作成していくために関数値の計算がI
F文やループ文を含む複雑なものであっても容易に正確な偏導関数値を計算できるが，計算グラフ
作成時間の分だけ遅くなってしまう o PADREとの比較の例))として，関数
f(x) =exp( -l: ~=I( Xi -mj)2/ (2Si)) / ((2π)N'2I;N=，Si) (6) 
を考えるDここでmi，Siは定数で、ある口これを計算する副 表2 nablacとPADREの比較結果
プログラムを入力した際の出力プログラムの実行時間と関
数値のみの計算時間(入力プログラムの実行時間)の比を調
べた口結果は nablacの方が約 2'"'-'3倍程度の時聞がかか
り，計算グラフ作成ルーチンの再検討の必要がある。比較
結果を表2に示す。
5 .応用問題への適用例
ト一一
N 
2 
ト
4 
8 
16 
PADRE nablac 
17.0 32.7 
20.4 41.4 
24.0 53.0 
27.5 80.1 
プリプロセッサ nablacを利用して，ニュート γ法によるチェピシェフ積分の標本点の計算を行っ
た口チェピシェフ積分公式ωは積分区間を等間隔に分けずに重みを一定にする数値積分法であり
t， f(t)dt与三l:~ =1 f(Xi) (i = 1.…・…・， n)
n 
で表される o (7)式の標本点Xiは連立方程式
Fj(x) =Fj(xl'x2，・…ー，Xn)= f~ ， Tj(t)dt--~ 2: ~=l Tj(Xi) =0 n 
Tj(t) =COs(j・cos-) ( t)) (j = 1.……一" n) 
( 7 ) 
( 8 ) 
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を満足する。これを解くために，非線型連立方程式のためのニュート γ法
Xj(.+l) =xj')-L~~IKji(x(吋)・ Fi(X(吋)， (Kji(玄))=(dFi(X)/dXj)-1 (i， j =1，……， n) 
を使う。ここで， (Kji(X))は関数Fj(x)のヤコビ行列の逆行列であり， (8)式の関数値を計算するプロ
グラムをC言語で作り. nablacで書き換えたプログラムを利用して偏導関数値を求めた白
nablacの入力プログラムおよび出力プログラムを図6に示し n=7のときのニュート γ法によ
る収束過程を表3に示す。ここで、Xi(i= 1.・・・・・…・， n)の初期値は，
xi=2i!(n+ 1) -1 n > 5のとき. X1=ー0.95. xn=0.95 
として，修正ベクトルの要素の絶対値和が2ペキ10-12)より小さくなったとき反復を終了した。 n
=7のときのチェピシェフ積分の標本点の真値刊ま
:t 0.883861700758049035704224. 
:t 0.323911810519907637519673. 
である。
人})プログラム
者include<math.h> 
double cheb(grad.n.x.i) 
double grad[15).x[15); 
int n.i; 
int j; 
double f.deg.nn.ii; 
nn=n; 
ii-i; 
deg=O.O; 
for(j-O;j<n;++j) 
deg+-cos(ii*acos(x[j])); 
deg=2.0合deg/nn;
if( (i者2) == 0) 
f-2.0/(1.0-pow(ii.2.0))伺 deg;
else 
f=-deg; 
return( f); 
:tO.529656775285156811385048， 。
Il¥ j)プログラム
#include <math.h> 
double cheb(grad.n.x.i) 
double grad[15].x[15]; 
int n.i; 
int j; 
double v[7].11[1].por(); 
int u[I]; 
double f.deg.nn.ii; 
nn-n; 
11"'1; 
deg-O.O; 
for(j，.O;j<n;令+j) 
v[O]-acos(x[j]); 
cgraph ("v・¥O.v[O]. "acos“ . "x".j.x[j]. ・ ". -1.0); 
v[l] =ii*v[O]; 
cgraph("v".I.v[ll."*"."v".O.v[OI."ii ・.-l.ii); 
v[2] =cos (v[I]); 
cgraph(..v".2.v[21."cos.....v".I.v[I)... ".-1.0); 
ll[O)=deg; 
deg=deg+v(2); 
cgraph(..deg...-l.deg."...."v...2.v[2]."deg".-I.II[0]); 
} 
v[3)・2.0*deg;
cgraph("v".3.v[3). ・* ・."deg" • 聞 l.deg."2.0".-1.2.0);
deg-v(3)/nn; 
cgraph("deg".-I.deg."'''."nn".-1.nn.''v".3.v[3)); 
if( (i者2) 温 0)
v[4]=por(ii.2.0); 
cgraph("v".4.v[4]."por". ・2.0".-1.2.0."ii".-I.ii);
v[5)・1.0-v[4); 
cgraph("v".5.v[5]."ー"."v" .4.v[4]. "1.0" .-1.1.0); 
v[6]=2.0/v[5]; 
cgraph("v".6.v[6]."/・¥"v".5.v[5]."2.0".-1.2.0);
f-v[6]-deg; 
cgraph("f".-l.f. ・ー"."deg".-l.deg."v“.6.v[6]) ; 
else 
? ???，?? ?，?，?????，?? ?，?????，???? 、???? ?
?
?、?
?
? ，，
??
???
? ?
??
?
?
、?? ??? ????
???
図6 (8)式の nablacの出力結果
表 3 n=7のときのニュートン法によるチェピシェフ積分の標本点の収束過程
xはXi(i= 1，・・・・・・， 7 )の値
fは関数値
dxは修正ベクトル
?? ?
n=7 ***会*合合会**
? ?
?
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ITERAT工ON: 2 
x: -8.844025991294e-01 -5.408551840322e-01 -3.131114137996e-01 -1.982596084088e-16 3.131114137996e-01 5.408551840322e・01 8.844025991294e-01 
f: 3.172065784643e・17 ・6.930717972953e-03 6.780290614675e-16 -4.134477411397e-03 -1.459150260936e-15 4.659672533276e・02 -1.268826313857e・16
dx: 5ー.247960373928e・04 ・1.071790982724e-02 1. 031l91715175e・02 -1.394376619430e-16 ・1.031191715175e-02 1.071790982724e-02 5.247960373927e-04 
ITERATION: 3 
x: -8.838778030920e-01 -5.301372742050e-01 -3.234233309514e-01 -5.882194646582e-17 3.234233309514e-01 5.301372742050e-01 8.838778030920e-01 
f: 6.344131569287e-17 -2.531252997604e-04 -1.506731247706e-16 -1.952529653068e-04 7.612957883144e-16 2.003282978420e・03 -4.123685520036e-16 
dx: -1.607795307455e-05 -4.794736422603e-04 4.874585778763e-04 ~1.318186697091e-16 -4.874585778766e-04 4.794736422606e-04 1.607795307447e・05
工TERATION: 4 
x: -8.83861725138ge-01 -5.296578005627e-01 -3.239107895293e-01 7.29967232432ge-17 3.239107895293e-01 5.296578005627e・01 8.83861725138ge-01 
f: -3.172065784643e-17 ・5.345935306655e-07 -3.449621540800e・16 -3.207121631321e-07 -1.237105656011e-15 4.210697465576e-06 8.881784197001e・16
dx: -2.438078875206e-08 -1.025272928905e-06 1.020985998547e-06 6.554907540990e-17 -1.020985998403e-06 1.025272928524e-06 2.438078903357e・08
工TERAT工ON: 5 
x: -8.838617007582e-01 -5.296567752898e-01 -3.239118105153e-01 7.447647833391e-18 3.239118105153e-01 5.296567752898e-01 8.838617007582e-01 
f: 1.268826313857e-16 -2.393307774184e-12 1.506731247706e-16 -1.527944437640e-12 -4.123685520036e-16 1.912871944176e-11 3.172065784643e-16 
dx: 1ー.110659666182e-13 -4.632346394382e-12 4.64487024524ge-12 -7.882929420757e-17 -4.644751879717e-12 4.631926109227e・12 1.1100262637.60e-13 
ITERATION: 6 
x: -8.838617007580e-Ol -5.296567752852e-01 -3.23911810519ge-01 8.627694204096e-17 3.23911810519ge-Ol 5.296567752852e-01 8.838617007580e・01
f: O.OOOOOOOOOOOOe+OO O.OOOOOOOOOOOOe令。 2.418700160791e-16 -2.498001805407e-16 7.612957883144e-16 -1.387778780781e・17 -1.903239470786e-16 
dx: -1.20475444717ge-16 2.228472269615e-16 -1.318085626610e-16 1.11438103870ge-16 -1.690860192547e-16 1.506114198355e-16 -6.35267240343ge-17 
工TERATION: 7 
x: -8.838617007580e-01 -5.296567752852e-01 -3.23911810519ge-Ol -2.51611618299ge-17 3.23911810519ge-01 5.296567752852e-01 8.838617007580e-01 
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6 .むすび
作成したプリプロセッサ nablafとnablacの方式を比較すると， nablafはIF文やループ文を処
理できない代わりに関数値と偏導関数値を高速に計算するプログラムを出力する。これに対して， nablac 
はその出力プログラムでの計算は遅いがループ文などが入力プログラムに含まれていてもかまわな
い口また2つのプリプロセッサでは複数の配列変数の各要素に関する偏導関数値を得ることができ，
PADREを用いるときのように複数の配列変数を lつの配列変数にまとめて偏導関数値を得る必要
はない。これらのプリプロセッサを利用すれば導関数のコーディングをしなくてよいだけプログラ
ムが容易になる。さらに，精度の良い偏導関数値を得ることができるので非線型の連立方程式をニュー
トン法を用いて安定に解くことも可能である。現在のプリプロセッサでは入力プログラムにいくつ
かの制約があるため，今後はユーザーになるべく負担をかけないシステムに拡張するつもりである口
本計算は福井大学情報工学科08-9/68020の計算機システムを用いて倍精度演算で行った。
なお，本研究の一部は文部省科学研究費補助金(一般研究(c)63580023 :数式徴分を利用した高精
度数学ソフトウェアの構築)の援助による o
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