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Abstract
The study of shocks in solid, crystalline metals has been ongoing since
the early works of Rankine and Hugoniot in the latter half of the 19th
century. However, the understanding of the behaviour of such materials
under these extreme conditions remains an area of active research because
of the paucity with which models can predict experimental observations.
The modern era has seen a huge increase in the ability to solve many of
the problems of this area of study by numerical, rather thatn analytic,
means. One of these tools has been the use of computers to provide a
numerical solution to the many–body problem posed by consideration of
the medium as being composed of interacting atoms.
The issue, then, has been transferred from one of dealing with many par-
ticles (which remains a problem for some aspects) to one of being able to
develop a model which correctly describes the atomic interactions. How-
ever, it has been found that approximately correct models provide suffi-
cient fidelity to enable qualitative studies to be undertaken.
The study undertaken here has used this advantage to consider the be-
haviour of metallic materials under weak shock conditions. A comparison
with some previous studies is given, which shows that, in order to avoid
certain behaviours not observed experimentally, the simulation must con-
tain thermal motion equivalent to at least room temperature. This ther-
mal motion, and its resultant misalignment of the atoms, prevents spu-
rious transfer of uni-directional momentum into rebounding translational
supersonic waves. Further examination of the initial generation of dislo-
cations indicates differences in the behaviour of not only the three high
symmetry directions, but in the way that shear stress is relieved initially in
low symmetry crystals as well. This behaviour gives some indication as to
how the elastic precursor, commonly observed in weak shock experiments,
decays from the level predicted by the Rankine–Hugoniot conservation re-
lations to the much lower level observed experimentally. However, a very
large discrepancy exists between the amplitude of the elastic wave ob-
served in these simulations and that of experiments. It is shown that the
existence of defects within the crystal can account for at least some of this
discrepancy. However, computational limitations not only prevent the cre-
ation of realistic sample sizes, but also prevent the simulation of realistic
defect densities and microstructures. This computational limtation, then,
means that it is not currently possible to recreate the low Hugoniot elastic
limits observed experimentally.
The inability of atomistic simulations to recreate experimental data notwith-
standing, useful analysis of shock behaviour is demonstrated. This fortu-
ity is used to examine the behaviour of bicrystals under shock loading. It
is shown that the difference in shock speed, together with the difference
in response of the two crystal orientations leads to an interaction which
modifies the behaviour from that observed in single crystal simulations.
Further use is made of the ability of modern simulation methods to recre-
ate salient features of dynamic processes to examine the behaviour of
metallic substrates under high–speed impact from nanometer sized parti-
cles. Here the plasticity of the substrate is shown to be vital to ensuring
that the simulation results are faithful to experiment, and hence to space
science work. In order to capture this behavioour correctly, issues of sub-
strate size and boundary behaviour are seen to be key.
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B
Bain path Transformation of a BCC (FCC) lattice to a FCC (BCC) by means of a
strain applied to the lattice.
body centred cubic (BCC) a cubic lattice in which atoms sit at the cube cor-
ners, with an additional atom at the cube centre. This causes the struc-
ture to have a lower packing density than the close packed structures.
.
Born stability criteria The Born stability criteria are a set of inequalities which
describe the onset of melting as the loss of shear strength. Melting on-
set is given by lattice instability which arises when inequalities between
the elastic moduli are violated. In the original criteria,21 only the elastic
constants are included in the inequalities. More recently153 it has been
shown that the external stress must be included to match experimental
data more accurately.
C
canonical ensemble (NVT) A statistical collection of states such that the propor-
tion of microstates within the macrostate follows the Boltzmann distribu-
tion. A system conforming to the canonical ensemble is more commonly
known as the NVT (constant number of particles, constant volume, con-
stant temperature) ensemble.
centrosymmetry (CSP) Structural analysis parameter based on the comparison of
opposing neighbours.
vi
cohesive energy The difference between the average energy of atoms in a solid at
minimum energy and that of the free atoms.
common neighbour analysis (CNA) A system for the identification of local crystal
structure.
D
density functional theory (DFT) A functional theory in which the contribution to
the electric field due to bound electrons is approximated by a function.
E
embedded atom method (EAM) A potential scheme which consists of a pair–
repulsive term and a many–body attractive term.
ensemble A collection of particles, whose state variables match a statistically cor-
rect distribution. See canonical, microcanonical and isthermal–isobaric
ensembles.
Equation of State (EoS) A relationship between pressure, P , volume, V , and en-
ergy, E, which can be used to describe the instantaneous thermodynamic
state of the material.
equipartition A principle of statistical mechanics which states that the energy of
the system is on average divided equally among all the degrees of freedom
of that system. The principle fails at low temperature due to quantum
effects.
ergodic hypothesis A hypothesis which states that the phase space (p,q) of a single
particle averaged over an infinite number of steps is equivalent to the
ensemble average phase space encompassed by a single snapshot of an
infinitely large ensemble.
F
face centred cubic (FCC) a close–packed cubic lattice which consists of layers of
hexagonally packed atoms. The atoms of a layer sit in one of three possible
vii
configurations, relative to the other layers, forming a repeating pattern of
ABCABCABC . .
H
Hamiltonian A description of the energy of a system based on the application of
the principle of least action to the Lagrangian. The Hamiltonian is given
as the sum of the potential and kinetic energies for a system of interacting
particles.
hexagonal close packed (HCP) a hexagonal lattice in which the atoms lie in close–
packed planes in a hexagonal structure, with the planes layered one above
the other, forming a repeating pattern of ABABAB . .
Hugoniot Locus of points in the pressure–volume plane accessed via a shock.
Hugoniot Elastic Limit (HEL) Maximum stress supportable by the material with-
out undergoing plastic deformation, under shock loading.
I
isothermal-isobaric ensemble (NPT) A statistical collection of states in which both
the temperature and pressure are controlled. Over time the distribution
of both the temperature and the pressure follow the Boltzmann distribu-
tion. A system conforming to the isothermal-isobaric ensemble is more
commonly known as the NPT (constant number of particles, constant
pressure, constant temperature) ensemble.
L
Large scale Atomistic Molecular Massively Parallel Simulator (LAMMPS) Highly
optimised code for carrying out a range of atomistic and molecular dy-
namics simulations. Developed by S.Plimpton et al124 at Sandia National
Laboratory in the US.
viii
MMarkov chain A series of states of a system connected via a Markov process. That
is, each state is connected only to the immediately previous state, by some
random change in the state variables.
microcanonical ensemble (NVE) A statistical collection of states such that each
microstates within the macrostate has the same energy. A system con-
forming to the microcanonical ensemble is more commonly known as the
NVE (constant number of particles, constant volume, constant energy)
ensemble.
modified embedded atom method (MEAM) Amodification to the embedded atom
method scheme to account for angular depencies. (See appendix A.).
molecular dynamics (MD) A computational system for solving the equations of
motion of a number of interacting particles.
N
non equilibrium molecular dynamics (NEMD) simulation technique in which the
atoms are allowed to respond freely to the motions of neighbouring atoms.
nudged elastic band method (NEBM) A means of finding the lowest energy path-
way between two minima on a potential landscape.
Q
quantum A description of matter where the properties are not continuously variable,
but rather occupy descrete values separated by integer multiples of some
minimum amount.
R
radial distribution function (RDF) a description of the density of neighbours at
increasing distance from the central atom.
ix
SSchmid factor The effective stress on a slip system due to the angle that the slip
system makes to the loading axis. (see appendix C.).
stacking fault energy (γSFE) In FCC crystals it is possible for dislocations to dis-
sociate into a pair of partial dislocations, with Burger’s vectors whose sum
is equivalent to a full dislocation. Due to elasticity considerations, these
partial dislocations will push away from each other. The region between
the partial dislocations has a modified order of the atomic planes, i.e. the
stacking sequence has a fault. This planar defect, then, has an associated
surface energy, γSFE.
symplectic A description of a manifold (mathematical space) in which the wedge
product (∂p ∧ ∂q) is conserved.
T
twinning Deformation of a crystal lattice by small movements of the atoms, resulting
in a new lattice orientation which appears to be mirrored when compared
to the original lattice.
V
virial A theorem which relates the kinetic energy to the forces between particles.
Symbols
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∂ partial derivative.
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G shear modulus.
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P pressure.
p momentum.
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Chapter 1
Introduction
1.1 Research Context
The study of shock wave behaviour is of vital importance in the modern world. Whilst
most of the fundamental theoretical research is connected with gas dynamics, fluids
and fuel combustion, the application of strong shock effects is associated with plan-
etary impacts102 and other astronomical phenomena such as gamma-ray bursts,106
geophysics, nuclear physics such as the thermal shock due to neutron spallation,145
fusion energy research,120 aviation counter–terrorism,7 as well as in the areas of de-
fence and armaments.
The study of shocks in solid, crystalline metals has been ongoing since the early
works of Rankine and Hugoniot in the latter half of the 19th century. However,
the understanding of the behaviour of such materials under these extreme conditions
remains an area of active research because of the paucity with which models can
predict experimental observations. The modern era has seen a huge increase in the
ability to solve many of the problems of this area of study by numerical, rather than
analytic, means. One of these tools has been the use of computers to provide a
numerical solution to the many–body problem posed by consideration of the medium
as being composed of interacting atoms.
This work is associated with shocks in metallic materials. The methods devel-
oped to deal with such situations are based on the simpler models used to understand
gas dynamics. This derives from the assumption that in understanding deformation
driven by pressures which are substantially larger than the known yield strengths of
metals, the strength of the material can be ignored. Unfortunately this simplification
cannot be valid for solid materials, since experimental results show that the assump-
tion of purely hydrodynamic flow leads to poor models which inadequately recreate
those results. The effects of strength, then, need to be included in order to produce
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higher fidelity modelling. However, accounting for the mechanisms enabling plastic
flow in crystals into models of high strain–rate pressure driven deformation has proven
to be a very difficult task, and shows that the difficulties associated with understand-
ing the complexities of shock behaviour in condensed, especially solid, media cannot
easily be translated from the arena of fluid flow.
In order to make the problems tractable, certain assumptions have been included
in both the models and the theoretical frameworks upon which those models are based.
Continuum modelling suffers greatly due to the use of these assumptions. Where the
flow is caused by very high pressures, such as exist behind shocks, the resultant flow
is determined by the momentum fluxes calculated without explicitly including any
resistive forces due to the viscous nature of the solid medium. It has been understood
for more than a century that an increase in strength in metals can be brought about
by introducing microscopic variations in the underlying microstructure (features such
as the size of the constituent crystals or grains; the degree to which those grains
are randomly oriented, or the texture; the nature of microstructural defects, both
intrinsic such as dislocations, interstitials, vacancies and extrinsic such as second
phases), and that the strengthening effect is due to the interaction of dislocations with
those inhomogeneities. However, continuum modelling assumes that any small region
of material has the same physical properties as any other small, or large, region of
material. That is, the material is assumed to be homogeneous. Similarly, continuum
modelling assumes that the response behaviour of solid materials is independent of
any orientation of the small region of material in relation to the applied forces. That
is, the material is assumed to be isotropic. This latter point has been addressed in
the modelling of low–rate deformation, such as in metal forming processes,154 and
work is starting to apply these techniques to high–rate deformation and shocks.103
The furtherance of shock modelling in metals is assisted greatly by the application
of multiscale modelling.122 Multiscale modelling follows the successful understanding
of how the behaviours observed at the macroscale (that is, those responses of materi-
als which are familiar to everyday life; for metals this means material samples which
are greater than a millimetre in any dimension) are determined by the microstruc-
ture of the material and in turn these microstructural features are predicated on the
behaviours of the constituent atoms.
The issue, then, has been transferred from one of dealing with many particles
(which remains a problem for some aspects) to one of being able to develop a model
which correctly describes the atomic interactions. However, it has been found that
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approximately correct models provide sufficient fidelity to enable qualitative studies
to be undertaken.
Hence there is a need to understand how the atoms behave. The studies under-
taken here set out to understand the atomic interactions themselves – how the atoms
act collectively under the rapidly rising pressure of a shock wave.
1.2 Thesis Layout
Chapter 2 provides some background in order to put this work into context. Sec-
tion 2.1 introduces the reader to some basic concepts in shock behaviour, including
shock compression and the resultant development of shear stresses and how materials
might respond to the pressures and shear stresses so produced. Also described is the
Hugoniot curve and how elastic behaviour leads to the Hugoniot Elastic Limit as well
as some basic formulae used to describe the shock state.
Section 2.2 describes some modern modelling techniques used at length scales
appropriate to atomic behaviour. This section compares some of the more promi-
nent methods used for simulations in this arena. The bases of the methods are briefly
described, and the relationship between the schemes is noted. The basis of the molec-
ular dynamics (MD) method are described in more detail. From this, the formulae
for some principal quantities are given.
The empirical atomic methods described are predicated on accurate and transfer-
able potentials which are used to calculate the energies of the atoms. In this context
transferable means that the calibration of the potential by fitting to the known prop-
erties in one physical arena (for example the elastic moduli) will also reproduce the
material properties in an area (for example sublimation energy) where fitting proce-
dures have not been used. It is the loss of accuracy of the description of the potential
field which, as a consequence, reduces the level of transferability of that potential
scheme. As is shown, it is the energies given by the potential scheme in use which
gives the atoms their particular behaviour. Hence a brief outline of some of the better
known potentials is described in section 2.3.
These simulations contain large numbers of atoms; on their own it is difficult to
determine what is happening within the simulation. In order to examine the be-
haviour either as local regional values, averaged over some small space or by isolating
those atoms with some property which is significantly different from their neighbours
requires some form of analysis. Analysis methods ranging from the relatively sim-
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ple, e.g. plotting local average velocity, to more complex, e.g. determination of local
structure, are outline in section 2.4.
The main work of this thesis is given in chapters 3 and 4. This work describes the
simulation of some situations in solid state condensed metals which lead to shocks.
Section 3.1 covers simple piston–driven shocks in single crystals. The main thrust of
this section is to describe the differences in behaviour of the crystals which observed
when the crystal lattice is oriented with different lattice directions parallel to the
direction of shock travel. This is taken further in section 3.2 which examines the
effect of having adjoining crystals of differing orientation. Section 3.2.2 shows simple
bicrystal interaction. These bicrystal simulations have been undertaken specifically
to compare the expected behaviour as observed in this work with experiments being
undertaken as part of an effort to develop a physics based understanding of the
mictrustructural effects of shocks. Section 3.2.3, therefore, shows some simulations
of nanocrystalline materials. This latter work is aimed at examining the circular
effect which arises due to the polycrystal nature of engineering metals. That is to say
that, the fact that an engineering metal is comprised of a large number of randomly
oriented crystals (or grains) means that each crystal presents a different orientation
to the oncoming shock. This, then, will have an effect on the shock front itself, and
therefore a different (even if only subtely different) shock will now be passing through
the material.
Section 4.1 finally considers a situation which is more practically driven; the sim-
ulation of the impact of nano–particles onto metallic substrates. This situation is of
interest in space research. Whilst such work can help in leading toward more robust
space vehicles, the focus here is to help understand the nature of comets. In partic-
ular, the work is aimed at improving the understanding of particulate matter found
in space, diagnosed through examination of the impact craters recovered from space
vehicles.
As was mentioned in the acknowledgements, during the undertaking of this project
work was carried out as part of collaborative efforts in understanding the behaviour
of crystals in experimental conditions. Appendix E presents a series of papers in
which this author provided simulation output which was used by the main authors
of those papers to carry out their work. Appendix E.1 presents some analysis of
the spread in wavefront caused by the crystal orientation variation which occurs
in polycrystalline metals. The work presented in this paper lead into the analysis
of naocrystalline samples carried out in section 3.2.2. Appendix E.2 presents work
which is part of a larger programme to develop novel experimental diagnostics for
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shocked metals. Appendix E.3 presents work which was undertaken, like that shown
in appendix E.2, to examine shocked crystals experimentally. Whereas appendix E.2
presents a theroetical analysis of how the atomic behaviour can be understood in
terms of the effect observed in x-ray diffraction signals, appendix E.3 shows how such
signals can be compared to simulated diffraction signals derived from MD, which
would then enable the additional analysis of the MD to aid the understanding of the
experimental results, and hence the response of real crystals to shocks.
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Chapter 2
Background
2.1 Shock Physics.
The fundamental understanding of the behaviour of materials under shock conditions
is due to the efforts of Rankine127 and Hugoniot.79 Salas133 provides a narrative on
the historical context of their work. The modern era of research into the response
of materials to shock compression was led by the work carried out in Los Alamos as
part of the Manhattan Project.10,23,67,114,151
Descriptions of the physics of shock are given in many texts. The interested reader
is referred to [1, 44, 46, 111, 130, 139]. This section attempts to give a brief precis of
the physics for completeness.
The development of shocks is predicated on the increase in sound speed as the
pressure is increased. At very low pressures sound waves are propagated at a fixed
velocity, but when the pressure is sufficient cause a noticeable increase in density, the
sound speed also increases. It is this effect which causes a compression wave with a
positive pressure gradient (pressure increases with time) to steepen up, because the
higher pressure region of the pulse (currently later in time) travels faster than the
lower pressure region ahead of it. Ultimately, then, as the highest pressure point
catches up with the front of the wave, the slope of the front increases.
It is this near–instantaneous rise in density, and the accompanying rise in pressure
and energy (temperature), which causes the material to respond in many and varied
ways. This effect is exacerbated by the nature of the compression. That is to say
that the wave, travelling in some direction, causes the immediate change in density
to be focussed in that direction, i.e. the compression is one–dimensional (1-D). This
causes the material to be placed in a state of high shear stress (see figure 2.4). The
material is unable to support this stress, and atomic rearrangement is required to re-
duce it. This rearrangement can take one or more of several forms, and the processes
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associated with these rearrangements are not well understood. The most common,
and predominant mechanism is plasticity. Here, dislocations are the mediating agent,
both via the movement of existing as well as the generation of new dislocations (see
figure 2.1). There are two other processes which can occur to bring about the re-
laxation of the generated shear stresses. The first of these is twinning. This is an
alternative plasticity mechanism, in which the atoms shuﬄe coherently, such that
the lattice is rotated by a small degree relative to its original orientation (see figure
2.2). The second mechanism which can occur to reduce the shear stress within the
distorted crystal is a phase change. This is a whole–scale rearrangement of the atomic
structure into a new lattice structurea. The new structure has a lower atomic volume,
and it is this reduced volume, combined with the atomic reorganisation itself, which
creates an undistorted atomic arrangement. A scientifically important shock–driven
phase change occurs in iron. The pressure–temperature phase diagram is given in
figure 2.3 (from [111]). A shock will increase the temperature as well as the pressure.
However, the temperature rise due to a shock where the sample is initially at room
temperature is insufficient to reach the FCC region of the diagram. The early history
of the investigation of this diagram under shock conditions, which was undertaken at
Los Alamos between the 1940s and 1970, determined the crystal structure by relating
the wave splitting observed dynamically to x-ray diffraction results from static high-
pressure diamond anvil cell experiments. However, confirmation of the shocked high
pressure phase by the determination of the structure in situ during shock compression
was only determined recently.86
The increased density, coupled with increased internal energy also enables other
changes to occur. For sufficiently large shock pressures the increase in temperature
causes the material to melt. Due to the importance of this transition, the pressures at
which most elements melt under shock loading has been determined (see table 2.1).
Included in this group of responses is the possiblity of chemical reaction. The
huge increase in internal energy, particularly in the form of entropy, provided by the
shock enables very large thermodynamic barriers to be overcome, enabling reactions
which would otherwise not be possible. This enables both shock synthesis (including
polymerisation) as well as decomposition.111
The study here examines the behaviour exhibited by copper, a simple FCC metal.
Since this system comprises only a single element, clearly chemical reactions will not
occur. Furthermore, phase changes have not been observed in the experimental shock
aThere are some phase changes which are isostructural in which the two structures have the same
crystal structure, symmetry etc, but different volumes. However, these are rare.
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Figure 2.1: Transmission electron microscope image of dislocations in single crystal
copper. The sample is oriented with 〈100〉 aligned with the shock direction. The
sample was shocked by laser to 70GPa. From [134].
Figure 2.2: Schematic showing twinning deformation. The portions of crystal on the
left and right are in the original configuration; that in the centre has been deformed
such that the lattice planes lie in a mirror (twin) configuration to the original (parent)
material. The dashed lines show the original (undeformed) confuguration, and the
crystal region on the right can be seen to have moved (sheared) relative to its original
position.
Element Melt Pressure (GPa)
Pb 28
Zn 44
Sn 28
Al 103
Fe 184
Ce 43
Table 2.1: Pressures at which melt occurs under shock loading for a selection of
elements (from [111])
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Figure 2.3: Phase diagram of iron. From [111].
l0
l0
θ
φ
l1
l0 tan φ =
l1
l0
(a) simple shear
l0
l0
θ
(b) pure shear
Figure 2.4: Shear stresses are generated when an originally orthogonal pair of direc-
tions in some representative volume element of material are deformed such that they
are no longer orthogonal. For simple shear the amount of shear strain is given by
the angle φ, which relates the degree of deformation (l1 in (a) above) to the original
length l0. For area preserving deformations, the angles, θ in (a) and (b) are identical.
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Element Transition Pressure (GPa)
Fe 13
Bi ∼2.5
C 23
Ti 9.4
Zr 23
U 50
Pu 0.6
Sb 7
Table 2.2: Pressures at which phase tranformations occur under shock loading for a
selection of elements (from [111])
loading of this metal, so this type of behaviour would not be exhibited by a realistic
model of copper. However, twin deformation has been observed in copper.117,135
Schematics of a simple piston–driven shock are shown in figures 2.5 and 2.6. Figure
2.5 shows how the shock front moves faster than the piston. From this a set of jump
conditions are established to describe the transformation of variables from rest to
the shocked state (see figure 2.7), and laws of conservation are then used to develop
equations to relate the variables between the initial and final states.
From the considerations of the conservation of mass, momentum and energy a set
of equations can be derived. These are known as the Rankine–Hugoniot relations,
and are fundamental in any analysis of shock propagation.
Consider a continuous block of material of constant cross-section A (figure 2.8).
A piston drives into the material with a velocity Up. In the situation being considered
here, the piston is travelling at a constant velocity. Therefore the material behind the
shock is travelling at the same velocity as the pistonb. From figure 2.5 it can be seen
that the motion of the piston causes an increase in the density of the material ahead
of it, as the material is ‘gathered up’. An analogy commonly used (see Meyers111
p 98) is that of a snowplough. The action of the piston, which causes the material to
begin moving, and the resultant increase in density causes a shock to travel forward
at velocity Us.
After some time 4t the shock will have travelled Us4t (distance L2 in figure 2.8).
The material behind the shock, now travelling at Up, will have been compressed. The
bIn our simple case there is a single shock which takes the material from its initial state (rest) to
its final state (fully dense for that shock, and travelling at the piston velocity) instantaneously. In
reality, for solids, strength and other dissipative effects modify the behaviour observed at the shock
front itself, so that the material asymptotes toward the piston velocity.
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time
position
Figure 2.5: Schematic of a simple piston driven shock. The piston drives into the
material from the left. Each horizontal row is a snapshot of the system at some time.
The initial state is at the bottom of the figure, and time increases up the figure.
Thus it can be seen that the slope of the arrow labelled Up gives the velocity of the
piston, and that labelled Us gives the velocity of the shock front running ahead into
the material at rest.
Up
Up∆t Us∆t
Us
Figure 2.6: Schematic of shock propagation
Us
ρ0
u0(= 0)
P0(= 0)
E0
ρ1
u1 = Up
E1
P
Figure 2.7: Schematic showing the state variables on either side of a shock
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Up∆t(=L1) Us∆t(=L2)
L1
L2
Figure 2.8: Schematic of shock propagation
piston will have moved Up4t (distance L1 in figure 2.8), so the material behind the
shock which originally occupied a length Us4t, now occupies a length (Us − Up)4t
(=L2−L1 in figure 2.8). The mass of the material in a length Us4t is (density × area
× length) ρ0AUs4t . Since this is compressed into a length (Us − Up)4t, then
ρ0AUs4t = ρA(Us − Up)4t (2.1)
Since the specific volume v = 1/ρ,
Us
v0
=
Us − Up
v
v
v0
=
Us − Up
Us
(2.2)
Equation 2.2 indicates that the change in volume (compression) is given by the
two velocities, Up and Us.
The pressure can be obtained from the conservation of momentum. Now Force =
mass × acceleration = rate of momentum gain
P = m
dv
dt
=
d(mv)
dt
(2.3)
hence pressure = momentum gain ÷ area = mass accelerated in 4t × acceleration
÷ area.
Since the mass accelerated is that swept by Us4t,
m = ρ0AUs4t (2.4)
and the acceleration is
UP ÷4t. (2.5)
Together with the area, A, this gives
P =
ρ0UsAUs4tUp
A4t
= ρ0UsUp (2.6)
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Equation 2.6 indicates that the pressure, like the compression above, is given by
the two velocities, Up and Us.
The energy consideration follows similarly. The total energy gain is the sum of
the internal energy gain and the kinetic energy gain. The gain in internal energy is
expressed as the mass crossed by Us times the change in specific internal energy 4E;
the kinetic energy gain is 1/2mU
2
p
Now work done is the force times distance moved, W = PA× Up4t. From this
PAUp4t︸ ︷︷ ︸
work
= ρ0UsA4t4E︸ ︷︷ ︸
internal energy
+ 1/2 ρ0UsA4tU2p︸ ︷︷ ︸
kinetic energy
rearranging
4E = PUp
ρ0Us
− 1
2
U2p (2.7)
Rearranging equations 2.2, 2.6, and 2.7 can yield a further seven relationships,164
given here for completeness. (Note that the initial pressure is assumed to be zero.
Where this is not the case, an alternative derivation of these relationships [using
P − P0 instead of P ] can be used to obtain a set of similar equations)
v
v0
+
Up
Us
= 1 (2.8a)
U2p = P (v0 − v) (2.8b)
P = ρ20U
2
s (v0 − v) (2.8c)
4E =1/2 P (v0 − v) (2.8d)
4E = P
2
2ρ20U
2
p
(2.8e)
4E =1/2 U2p + (v0 − v) (2.8f)
4E =1/2 U2s
(
1− v
v0
)2
+ (v0 − v) (2.8g)
2.1.1 Hugoniot Curve
There are six primary variables associated with the material under consideration;
whereas the original density, ρ0 (or specific volume, v0) is known, and the particle
velocity, Up, is specified by the piston velocity, the remaining four variables remain
to be determined. As is shown above from the equations 2.2, 2.6, and 2.7, the jump
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conditions provide three equations which relate the shock velocity, Us, the pressure,
P , compressed density, ρ (or specific volume, v) and the energy gain due to the shock,
4E.
Clearly, then, the system is under specified and some further relationship is re-
quired in order to determine the values of the material state variables behind the
shock. This relationship is colloquially referred to as the Equation of State (EoS).
For shocks, the jump conditions given above are related to jumps within the EoS
space.
We can see from figure 2.5 that the piston motion leads to a shock travelling with
a higher velocity. We may describe this relationship through some polynomial
Us = C0 + SUp + AU
2
p +BU
3
p . . . (2.9)
It has been shown experimentally that for most materials, particularly metals, the
non–linear terms are very small contributors to this relationship. This means that
the shock velocity is related to the particle velocity through a linear relationship
Us = C0 + SUp (2.10)
Combining equations 2.10 and 2.6 yields a curve relating the pressure to the piston
velocity for a shock
P = ρ0(C0Up + SU
2
p ) (2.11)
This relationship is known as the Hugoniot curve. It should be noted that, since
a shock is an instantaneous jump in thermodynamic states, then the Hugoniot curve
describes the locus of states which are accessed via the shock process. That is, the
material state does not pass along the Hugoniot curve, rather, for some given shock,
the curve can be used to determine the endpoint value of the shock process.
For single shocks from an initial condition where the material is at zero pressure
and room temperature, the Hugoniot is known as the principal Hugoniot. Figures 2.9
show the Hugoniots of copper in the P–Up and P–v planes. Figure 2.9a is a plot of
equation 2.11 with parameters from [27]. Figure 2.9b is made by using equation 2.2
to give a range of compressions against piston (particle) velocity for the abscissa, and
equation 2.11 (over the same range of particle velocities) for the ordinate.
2.1.2 Hugoniot Elastic Limit
The shock process so far decribed is predicated upon a change in sound speed as the
material is compressed. However, for very low amplitude compression waves (sound
14
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Figure 2.9: Hugoniot for copper shown in the pressure – particle velocity and pres-
sure – volume planes. See text for details of how these are produced.
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waves) the speed of sound is constant. Furthermore, for solid, and especially crys-
talline, materials, such low amplitude compression waves cause no structural change
in the material through which the sound wave passes. That is to say that the mate-
rial is compressed elastically, and will return to its original state after the wave has
passed. However, the compression induces shear stresses in the material. As the mag-
nitude of the compression increases, so the amplitude of the shear stress increases.
At some point, the material cannot support these shear stresses, and the material de-
forms plastically. This point is known as the Hugoniot Elastic Limit (HEL). Since the
speed of sound of such elastic waves is constant, then the Us − Up relation described
earlier is not valid.
The Hugoniot curve described above gives the locus of the endpoints of the shock
process. This process is assumed to be instantaneous, i.e. the material does not
pass through any thermodynamic states during the shock. However, by combining
equations 2.2 and 2.6, the slope of a line connecting the starting points and endpoints
of the shock can be found,
P − P0
v0 − v =
∆P
−∆v =
U2s
v0
∆P
∆v
= −U
2
s
v0
(2.12)
where the subscript 0 indicates the initial state. This line is known as the Rayleigh
line. A Rayleigh line for a 0.5 GPa shock is shown in figure 2.10. Note that the slope
of the Rayleigh line is a function of the shock speed. This means that faster shocks
are described by a steeper Rayleigh line.
We can use the relationship between the Rayleigh line and the Hugoniot to in-
vestigate what might happen where a material exhibits some change in behaviour
at a fixed shock pressure. Such effects are shown by materials which exhibit phase
changes, chemical reactions and strength.
Figure 2.11 shows a hypothetical Hugoniot for a material which exhibits a different
behaviour above pressure P1, as compared to shock pressures below that level. A
Rayleigh line for a shock at a pressure below P1 is shown at I. Here a single shock
is observed. As the shock pressure is increased, the shock state is described by the
Hugoniot, until the state at A is reached. Above this point, the Rayleigh line is
described by two separate lines; a shock up to pressure P1, and then a slower shock
up to a higher pressure, as described by II in figure 2.11. The shock wave is thus
caused to split into a precursor and a main shock. The precursor drives the material
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Figure 2.10: Showing the relationship between the Hugoniot (solid curve) and the
Rayleigh line (dashed curve) for a 0.5GPa shock.
to the state described by A in figure 2.11 and the main shock increases the pressure
(and associated parameters e.g. density, entropy) still further. As the shock pressure
is increased, the shock speed of the precursor remains constant (because the state A
is fixed), but that of the main shock increases up to B, at which point the shock speed
of the main shock is the same as that of the precursor. At this point, then, the two
shocks are indistinguishable. For shocks of a still higher pressure, for example that
shown at III, only a single shock is observed.
Now, since the longitudinal sound speed CL is a constant, then a point exists in
the P −Up plane where Us = CL. This can be found from the relations 2.6 and 2.10,
PHEL = ρ0CLUp
UHELp =
CL − C0
S
. (2.13)
This causes the Hugoniot curve (figure 2.9a) to be offset, such that it starts at P =
PHEL and Up = U
HEL
p . Figure 2.12 shows this offset for a hypothetical material. The
offset corresponds with the Hugoniot Elastic Limit described above.
It should be noted that whereas the amplitude of an elastic precursor may be
very small, since the precursor is travelling at the longitudinal sound speed, the main
shock may have to be quite substantial in order to outrun it.
It has been observed that for some materials the HEL, given by the magnitude
of the elastic precursor, is not constant, but decays over time as the shock travels
through the sample. A description of the elastic precursor decay by Jones80 attributes
the phenomenon to rate dependent effects. In contrast Gilman, in a review66 of the
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Figure 2.11: Showing the how the relationship between the Hugoniot (solid curve)
and the Rayleigh line (dashed curves) can be used to investigate the wave splitting
phenomenon.
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Figure 2.12: A comparison between a Hugoniot for a material with no strength (black
curve) and a material with strength (red curve). The red curve is offset by a yield
strength of 41 MPa corresponding to a particle velocity of 0.5 m s−1
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assumptions used in analyses of impact experiments, describes how the realisation
that impacts in solids are not a hydrodynamicc process leads to the development of
an elastic precursor. Gilman shows that when the shear stress τ exceeds some critical
value then some plasticity mechanism will convert elastic shear strain into heat. Due
to this conversion, the shear stress at the front decays to a lower limiting level. The
form of the decay curve follows that of the reduction in upper yield stress in iron with
increasing specimen thickness. In another analysis the decay has been attributed to
the damping of dislocation motion by viscous forces.95
2.2 Computer Simulation
The modelling of materials has been attempted for many years. Due to the advance-
ment of computers, which enables the ready computation of the large numbers of
calculations involved in the simulation of material at the scale of the atom, simula-
tion has become synonymous with computer simulation. Furthermore, a consequence
of this advancement is that there is a plethora of books available covering the range
of modelling techniques available. However, it is often useful to consider a simpler
text, such as that of Barber13 which gives a very quick overview of many types of
numerical modelling techniques.
The purpose of material modelling is to calculate the body forces which are ex-
perienced by a material, and then to work out how the material will respond to the
applied forces. Atomistic modelling calculates the forces which are experienced by in-
dividual atoms and then modifies the motion of the atoms in response to those forces.
The concerted response of large numbers of atoms observed in the atomistic model is
used to understand macroscopic material behaviour. There are a variety of methods
which have been developed to provide insight into the physical processes observed in
materials. These methods range in the scale of the material being studied, but this
distinction is driven primarily by the cost of each method together with the number
of computational units which need to be followed within that method. Thus a scale
emerges in which mathematical complexity, physical accuracy and problem size are
related.
The most accurate methods, and the most mathematically complex, therefore
apply to the smallest physical scale. These methods fall under the general name
of ab-initio, which means “from the beginning”. This name is given because the
cA material which exhibits purely hydrodynamic behaviour has no strength; it will deform im-
mediately upon loading to a state in which the stresses in all directions are uniform.
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mathematical basis does not include parameters derived from experimental data,
rather the scheme is built up from an understanding of the way that atomic nuclei and
electrons interact. Thus the forces on the nuclei are described explicitly in response
to the instantaneous electronic configuration.
Methods which treat atoms individually, but do not consider electrons as distinct
particles use models which derive from the results of ab-initio calculations and experi-
mental data. Therefore these models describe the forces experienced by charged ions.
Functional forms are used to describe the forces on the ions and therefore the forces
are considerably easier to calculate in such schemes. There are two main types of
method in common use; the Monte-Carlo method uses random numbers to generate
possible configurations, and criteria can be set to decide whether the new configura-
tion is adopted. Molecular dynamics, on the other hand, calculates the forces in order
to update positions based on Newton’s laws of motion. Changes in the configuration
are driven by these laws, in that the forces local to each ion are aligned with the
direction of a reduction in the potential energy. However, the total energy of the
system is conserved, so any reduction in potential energy arises as an increase in the
kinetic energy.
There are difficulties with the above approaches which arise from computational
cost. Here computational cost refers to either memory or time limitations. This
means that the numbers of separate particles which can be represented is limited.
In the ab-initio scheme this is both a memory issue in that the memory required to
store the information necessary to build up the correct configuration is prohibitive as
well as a time issue since the complex interaction between the electrons means that
the computational cost scales as the cube of the number of atoms. For this reason
such calculations are usually limited to providing calibration data for more empirical
schemes. In the ion models the computational limit is driven by the time taken to
calculate the potential energy (and forces) on each particle. Therefore, although far
more atoms can be simulated in the atomistic methodd compared to ab-initio schemes,
the volume of material being simulated is still rather small. This means that there is
a trade-off between the numbers of atoms being simulated, and the time (real time
and hence simulated time) over which the simulation is run. In the 10 billion atom
example given in the footnote (d) it takes ∼24hrs to calculate 1ps of simulated time.
But since the block of material is quite large (in MD terms) any physical process takes
dThe current limit is one trillion (1012) atoms,65 which represents a cube of approximately 2.5
µm on an edge. Even a modest high performance computer, say of 2048 processors, each having
4Gb memory can handle quite large numbers (∼1010) of atoms.
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some significant time, and so the simulated time is necessarily large. A strong shock
in copper driven by a piston velocity of 1750m s−1 will send a shock at 2630m s−1
(see section 2.1) and produce a pressure of ∼1 Mbar. If the material sample being
simulated is 0.5µm across, the shock will take 100ps to traverse the sample, which
from before will take 100 days to calculate.
A major issue arises from defects. Extrinsic defects present difficulties at this
scale because it is not fully understood how they should be treated. The physics of
the interaction of the base material with defects within the lattice is not sufficiently
understood and this difficulty is compounded by the size of problem necessary to
represent extrinsic defects at the correct density. This latter point applies less so to
intrinsic point defects such as interstitials and vacancies but the treatment of disloca-
tions falls into both camps. That is to say that the simulation of a single dislocation
is relatively simple whereas simulating multiple dislocations and dislocation inclusion
interaction is more difficult.
In order to overcome these difficulties it is necessary to treat the problem in a
different way. At longer length scales it is solved by considering the material as
a continuous region of space, with its properties based on concepts of mechanics.
However, many other difficulties arise from such treatments. Many of these are due
to the anisotropic nature of crystals. In continuum modeling there is an assumption
that the large number of crystals covered by each representative region implies that
the region is isotropic in its response. In reality not only do real metals demonstrate
some degree of intrinsic anisotropy, but also such behaviour is amplified by processes
of mechanical work due to the grain reorienting, which causes the metal to develop
‘texture’. There have been attempts by several workers, most notably Hill,73 to
address this through modifications to the yield surface.
A different model paradigm has been devised to address these issues. This frame-
work considers the material at a lower length scale than continuum without con-
sidering each particle individually. Such schemes are known as mesoscale methods,
indicating their ‘in-between’ scale. These techniques address the anisotropic and
crystalline nature of metals without describing the agents of that behaviour explic-
itly. These models are parameterised by consideration of specific experiments, but
also by numerical experiments undertaken by lower length scale methods, such as
dislocation dynamics and molecular dynamics.
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Ab-Initio
In atomistic modelling the ab-initio technique holds a unique position amongst mod-
elling methods. This is because it is used to underpin more emprical modelling meth-
ods. Since the forces on the nuclei are calculated, it is possible to use this information
to update the positions of those nuclei, and carry out quantum molecular dynamics
(QMD). This technique is used where the errors or uncertainties observed in longer
length scale models are large, such as crack propagation. However, the main work
carried out with these methods is to calculate properties of matter, against which
other models can be assessed or calibrated. Such data include elastic constants and
phonon spectra, lowest energy structures and phase boundaries. By carrying out a
number of calculations covering a large portion of configuration space, a database of
forces for a range of atomic arrangements can be built up. A comparison between the
forces predicted by empirical schemes, such as the embedded atom method (EAM)
scheme (see section 2.3.3) and those in the database can then be made. The parame-
ters within the EAM scheme can be varied, and the comparison against the database
repeated. A method which undertakes this comparison by minimising an objective
function has been developed by Ercolessi and Adams.53 This force matching method
includes both experimental data in the databases, as well as weighting parameters.
By choosing configurations which cover various situations, e.g. interstitials, next to
vacancies, surfaces and defects, then the EAM scheme can be developed to have a
wide transferability.
The ab-initio technique covers a range of calculational methods in which the quan-
tum description of the wave-particle duality of electrons is used to determine the forces
acting on the atomic nuclei. At its most fundamental level this description requires
one to solve Schro¨dinger’s equation for each of the electrons in the system. Because
of the intensely complex nature of finding such solutions for even modest sized prob-
lems, alternative methods have been developed. The most widely used technique is
density functional theory (DFT). In this case the function at the heart of the method
is the electronic density. In DFT the electrons are replaced with non-interacting par-
ticles moving in an effective potential. However, this leaves two difficulties, namely
the interaction of the electrons caused by the antisymmetric nature of the electronic
wavefunction, and the Coulombic interaction between the electrons. These are the
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exchangee and correlation f terms. One solution, based on the concept of a uniform
electronic gas, is the local density approximation(LDA) in which the electronic density
is described by a spatially varying functional. A modification to the LDA is given
by the generalised gradient approximation (GGA). Whereas in LDA the electronic
density is considered, in the GGA the gradient of the electronic density is included,
as well as the density itself, in the functional description.
Static Calculations
The variables associated with each particle are its position and its momentum. The
mathematical space encompassed by these variables is known as the phase space. This
concept is important because we can use this space to ensure that our calculation is
consistent with the real world, whose behaviour we are trying to examine. Thus by
ensuring that the phase space encompassed by the model has the same extents as
the phase space covered by the system then we get valid results. Suppose we were to
set up a simulation containing a single particle which is not at rest, or in the ground
state, and then run the simulation for an infinite length of time. In the simulation
that particle would pass through every position and be possessed of every value of
momentum which the model will allow. Similarly, if the simulation was set up with an
infinite number of particles with suitable positions and momenta such that the system
was in equilibrium, then at any instant every value of position and momentum allowed
by the model would be contained within the simulation. Clearly these two extremes
are not possible. However, it can be seen that the location in phase space of the single
particle, averaged over the whole of the (infinitely long) simulation is the same as the
instantaneous location in phase space of the infinitely large simulation, averaged over
all the particles. This is known as the ergodic hypothesis. This hypothesis is used
to describe the phase space encompassed by the model by simulating a finite number
of particles, and averaging their individual phase locations over a finite number of
simulation steps.
Another mathematically defined constraint which is used in order to relate the
behaviour of the small system of the simulation to macroscopic observable behaviours
is related to the ergodic hypothesis described above. This is Louiville’s Theorem which
eThe electrons are fermions, that is the Pauli excusion principle states that no two fermions can
occupy the same quantum state. Therefore when one electron is exchanged (labels swapped) with
an otherwise identical electron the sign of the wavefunction is reversed.
fIn a system of interacting particles subject to quantum mechanics, the description of each of
the particles includes terms from the other particles. This makes the problem a more difficult form
of the n-body problem in classical mechanics.
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states that any of the microstates which can be accessed have an equal probability
of being sampled. This is accomplished by showing that the density of states close
to the current state is uniformly distributed, and that this density of states does not
vary over time.
In order to utilise the results of the phase space averages these numbers must
be converted into useful thermodynamic quantities. The averages over some system
are known as ensemble averages, and a variety of ensembles are used, depending on
which quantities are conserved. In standard statistical mechanics there is no issue
regarding the numbers of particles, whereas there is difficulty accessing more funda-
mental quantities such as energy. Consequently most of those ideas are cast using the
canonical ensemble (NVT), in which the number of particles, N , the volume, V , and
the temperature, T , are held fixed. However the concept of temperature is difficult
to associate with a single particle. On the other hand, since in molecular dynamics
we have a closed system and all the energy derives from the initial conditions, the
energy of each particle is defined. In this case, we make use of the microcanonical
ensemble (NVE) in which N , V , and energy, E, are held constant.
The macroscopic quantities derived using statistical mechanics make the assump-
tion that the proportion of the system which differs by any significant amount from
the average value is very small and can be discounted. This assumption can be shown
mathematically to be correct.70,128 Further, in comparing the variances observed over
the full phase space trajectory with the phase space sampled by a finite simulation,
the precision is independent of the size of the full trajectory sample. What this means,
is that the ensemble average 〈X〉 is approximately the same as a snapshot average
〈x〉, but the standard deviation of that average will depend on the number of samples
in the snapshot.
Thermodynamic Quantities
In order to relate our simulation to real experiments, we need to measure similar
properties. Derivation of these formulae is given in [70, 128], so the results only are
given here. The function for the temperature starts by relating the entropy, S, to the
number of microstates, Ω, as
S = kB lnΩ and
1
T
=
(
∂S
∂E
)
Nv
(2.14)
24
where kB is Boltzmann’s constant. From this an expression for kBT as an ensemble
average of the kinetic energy, 〈Ek〉, can be derived, which reduces to
kBT =
2
3N
〈Ek〉 (2.15)
Since the kinetic energy of each particle is 1
2
mv2, then the ensemble average kinetic
energy is 1
2N
∑
miv
2
i . If the masses are uniform, temperature is now
T =
1
3mNkB
∑
v2i (2.16)
Similarly pressure, which derives from the virial theorem, is obtained using a mea-
sure of the momentum flux across a plane. In general the momentum flux comes from
two contributions; the particles which cross the plane and the change in momentum of
the particles near the plane due to the forces which exist between particles on either
side of the plane. From the definition P = F
A
, the pressure is
〈P 〉 = 2N
3v
〈Ek〉+ 1
3v
〈
∑∑
F · q〉 (2.17)
Since the forces and positions are vectors, this expression for the pressure can be
expressed as a tensor. Consider a stress tensor
Jαβ =
Jxx Jxy JxzJyx Jyy Jyz
Jzx Jzy Jzz
 (2.18)
Then this tensor can be written as
Jαβ = m
∑
vαvβ +
1
2
∑
i6=j
qijβFijα (2.19)
The hydrostatic pressure is given by the ensemble average of the trace of this tensor
P =
1
3v
〈 ∑
α=x,y,z
Jαα
〉
(2.20)
Notice that this formula has a volume component. This means that although the
pressure for the whole simulation can be obtained from this expression, the stress on
each atom is given as a stress–volume term, the volume of an atom being difficult to
calculate.
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2.2.1 Monte-Carlo
The Monte Carlo (MC) method is based on sampling phase space by the judicious
use of random numbers. It is this part of the algorithm from which the name derives.
In this simulation method the positions of the particles are set up at random and the
new state is compared in some way to the previous state. Because the acceptance
or otherwise of the new state depends only on the previous state, and on no other,
the sequence of states sets up a sequence known as a Markov chain. The method
was originally devised by Ulam, Fermi, von Neumann and Metropolis at Los Alamos
during the 1940s to study neutron transport in nuclear explosions.
The reasoning behind the method is based on the difference between position and
momentum in the formulation of ensemble averages. It can be shown that many
fundamental properties of materials depend only on positions, and not on the atomic
momenta. Therefore it is only necessary to set up a random array of positions, and
then measure the quantities needed. After many such samplings, the ensemble average
can be calculated. However, the number of random states is large compared to the
number of states which are close to the true average. If we give the probability of
finding a sample of material in a particular state as ρ(s), then the ensemble average
is given by the integral of ρ(s) over all s. But the fraction of states, s, actually
contributing to the integral is small, approximately e−N , where N is the number of
particles. So for even a small system of, say, 100 particles, the ratio of states of
relevance (i.e. ρ(s)>≈0) is e−100, or 10−44. To get the correct average, then, would
require 1044 samples, clearly an unfeasible task. Metropolis et al109 developed an
algorithm to deal with this, in which any possible state is compared to the current
state. If the energy of the new state is lower than the current state then the new state
is accepted. If, however, the new state has a higher energy than the current state,
then the new state is only accepted with a probability which diminishes exponentially
as the energy difference increases. This probability is given by
exp
(
− 1
kBT
(Eb − Ea)
)
, (2.21)
where Ea is the energy of state a, and Eb is the energy of state b. This means that
the system will converge asymptotically towards sampling the correct ρ(s) states,
and a number of steps must be discarded during this converging process. After the
converging process all states sampled will have a significant ρ(s).
There is one further point of note from this acceptance probability criterion (equa-
tion 2.21). Now since the connection between the states is a Markov chain, which
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requires that the sum of probabilities over all states (in equilibrium) is unity, the in-
clusion of the −1/kBT term within the exponential leads the Metropolis Monte Carlo
method to naturally sample states with a Boltzmann distribution. Therefore the
method will sample from the canonical, or NVT, ensemble.
Monte Carlo methods are used in a large number of problems, from the original
neutron transport and related sub-atomic particle behaviour, through atomistic, ionic
and molecular to mesoscale and granular behaviour and also to study financial market
behaviour, disease spreading, population growth, animal migration and seismology
among many others.
2.2.2 Molecular Dynamics
Molecular Dynamics is a mature technique, having been applied early on in the de-
velopment of computers. There are a number of texts available which describe the
molecular dynamics method and the interested reader is referred to [2, 59, 70, 128].
However, due to the importance of understanding the physics which underpins the
modelling which is utilised within this thesis, an explanation is given here.
Physical Basis
The understanding of the behaviour of many-body systems derives from Newton’s
equations of motion. However, these principles are intimately linked with the under-
lying concept of energy conservation and minimisation. In the molecular dynamics
scheme, assumptions and simplifications are made about the nature and behaviour
of interacting particles. The most fundamental simplification is the replacement of
electronic structure and behaviour with a model based on the concept of jelliumg. In
this model, the metallic ions, and their bound electrons, are represented as a point in
space. The interaction between these particles is given by a mathematical description
of the electric field which exists due to the charged nature of the electrons surround-
ing the nucleus. Thus the atomic behaviour is given as that of a point object moving
within some potential field.
A simple analogy for this empirical atomic behaviour would be a ball on a track
which is curved upwards at each side of some central point. When the ball is placed on
the track, away from the central point, it has some potential energy due to its position
in the gravitational field. On release, that potential energy is converted to kinetic
gIn quantum mechanical modelling the jellium model smears out the positive charge of the ions
and their bound electrons to a uniform gas. This enables the model to concentrate on the behaviour
of the valence electrons, which are free to move through the resultant positive background.
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energy as the ball travels down the track. After passing through the central point, the
kinetic energy acquired during descent is converted back to potential energy as the
ball rises through the gravitational field again. At some point, all of the kinetic energy
is returned to potential energy (dissipative effects such as friction are ignored here),
and the ball begins to fall again. Thus the total energy of this system is conserved.
An extension of this model then is to replace the track with a curved bowl-like
surface. This bowl is certainly not circular but rather has smooth indentations created
by the neighbouring atoms. Consequently as the atom descends towards the central
minimum it may feel forces normal to its horizontal direction of travel. Thus it will
not usually pass through that minimum point, but will pass by to one side. This
causes the motion of the atom to be asymmetric within its own environment. This
asymmetry has an effect on the potential field in which the atom moves. The effect
then of such movement is to change the shape of the bowl itself. Similar motions of
the neighbouring atoms will also affect the shape of the bowl surrounding the atom.
After some time the motion of the atom can appear to be chaotic as the atom moves
back and forth about some imaginary central point. In this framework, the total
energy of the system is the additive sum of the disparate energies attributed to the
processes affecting the system. In the simplest case, then, the total energy is the sum
of the potential energy and the kinetic energy,
E = V +KE. (2.22)
Now, work is given by the force on a body, multiplied by the distance which the body
moves in response to that force
W = f∆r, (2.23a)
and work done is given by the reduction in energy as a body moves through a potential
field. Now
W = −∆V (2.23b)
hence
f∆r = −∆V (2.23c)
and
f = −∆V
∆r
(
= −∂V
∂q
)
. (2.23d)
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From Newton’s second law (f = ma), we can see that the acceleration is proportional
to the gradient of the potential
(
−∂V
∂q
)
.
So the force is given by the gradient of the potential field, and the kinetic energy
is given by the form
KE =1/2mv
2. (2.24)
The mathematical basis used to calculate the positions of particles interacting in
this way follows Hamilton’s variational principle. There are two equivalent descrip-
tions of the many–body problem. In a system where energy is conserved, where all
forces derive from some potential energy function U , then the Lagrangian, a function
of the atomic positions, velocities and time,
L = L(qi, q˙i, t), q˙ ≡ ∂q
∂t
(2.25)
satisfies the Lagrange equations
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0. (2.26)
From this description derive the equations of motion,
L =
∑
i
1
2
mq˙2 − V (qi) and (2.27a)
−∂V
∂qi
= fi = mq¨i, q¨i ≡ ∂
2q
∂t2
(2.27b)
where f is the force on particle i.
Of course, the potential energy and kinetic energy terms are intimately linked;
the potential energy is a function of the atomic positions, the kinetic energy is a
function of the velocity, the velocity is modified by the acceleration, the acceleration
is a function of the force and the force is a function of the slope of the potential at
the position of the atom. Mathematically this is described as
Potential energy = V (q) (2.28)
Kinetic energy =
1
2
mv2 =
1
2
mq˙2 (2.29)
Force = ma = mq¨ = −∂V
∂r
. (2.30)
The minus sign in the last equation indicates that the force tends to reduce the
potential energy.
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Alternatively the system may be described using the Hamiltonian rather than
the Lagrangian. If the velocities are replaced by momenta (pi = mq˙i), then the
Hamiltonian is
H =
∑
i
q˙ipi − Li (2.31)
where L is the Lagrangian described above. Whilst both the Lagrangian and Hamil-
tonian are time dependent functions, the Hamiltonian is more readily observed to
relate to the simplistic description given above when it is recast in the time-invariant
form
H = 1
2
∑
i
p2i
m
+ V (qi) = E. (2.32)
Whereas the Lagrangian is the difference between the kinetic and potential energies
(equation 2.27a), the Hamiltonian is the sum of these two parts. Consequently in a
closed system, where energy must be conserved, the Hamiltonian remains constant.
This fact can be used to ensure that the integration algorithm is behaving as expected.
Taking the time derivatives of this form gives the differential equations
q˙i =
∂H
∂pi
and p˙i = −∂H
∂qi
(2.33)
which can be used to calculate the trajectories of the particles.
Algorithms
The purpose of any code used in molecular dynamics studies is to calculate the po-
sitions of and forces on the particles being investigated. These quantities are then
used to derive a range of other quantities used in order to examine some physical
behaviour. As can be seen from equation 2.33, there is a cyclic nature to the set of
equations of motion. So the code is required to work out the gradient of the potential,
and then use that to update the velocities and positions of the atoms, and then to
repeat that exercise for the time required for the simulation.
There have been many schemes devised for carrying out this kind of time inte-
gration. The purpose of examining different ways to carry out these integrations
is to increase the time step used, and hence reduce the computational cost in car-
rying out the required simulation. However, in molecular dynamics, the potential
function used to describe the atomic interaction actually derives from the quantum
mechanical description of electronic structure. This quantum mechanical description
includes the repulsive forces arising from the Pauli Exclusion Principle. Consequently
the gradient of the potential function rises rapidly as the separation of the atoms is
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reduced. Therefore any calculation which makes an estimate of the gradient of the
potential at some distance from the current atomic position based on the current
gradient will have an increasing error as the atomic separation is reduced. This puts
a limit on the time step which can be used in the calculation, and negates the gains
which may be obtained from more complex, higher order schemes. Two of the most
popular for molecular dynamics are the leap-frog and predictor–corrector. Schemes
of the latter kind have been devised by Gear,62 Beeman and Berendsen.2 Whilst
predictor–corrector schemes can be used, the more commonly used scheme is that due
to Verlet150 which is a leap–frog scheme. The preference for this particular method is
that it yields better energy conservation than the predictor–corrector methods. The
basic algorithm derives from the Taylor expansion of position
q(t+4t) = q(t) +4tq˙(t) + 4t
2
2
.q¨(t) +
4t3
3!
.
d3q
dt3
(t) +O(4t4). (2.34)
An advantage can be had by adding the equivalent expression for r(t −4t) (which
eliminates odd-ordered terms) and rearranging to get
q(t+4t) = 2q(t)− q(t−4t) +4t2q¨ +O(4t4). (2.35)
Notice that the term with the velocity has dropped out as this is an odd-powered
term. This means that an estimate of the velocities must be made, if this quantity is
needed for another calculation. Estimates for this can be made at both the half-step
q˙(t+
1
2
4t) ≈ q(t+4t)− q(t)4t (2.36)
or via a central difference estimate
q˙(t) ≈ q(t+4t)− q(t−4t)
24t (2.37)
An improvement which explicitely includes the velocities is the velocity–Verlet
scheme
q(t+4t) = q(t) + q˙(t)4t+ 1
2
q¨(t)4t2 (2.38a)
q˙(t+
4t
2
) = q˙(t) +
1
2
q¨(t)4t (2.38b)
q¨(t+4t) = − 1
m
∇V (q(t+4t)) (2.38c)
q˙(t+4t) = q˙(t+ 4t
2
) +
1
2
q¨(t+4t)4t (2.38d)
used in the LAMMPS code and hence in the work described here.
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Ensemble Simulations
Many of the quantities calculated by molecular dynamics are either calibrated against
or used to compare to quantities obtained from experiments. In contrast, experiments
are not able to maintain the ensemble constants used in the microcanonical ensemble
(NVE), other than that of the number of particles. Rather, experimentally the pres-
sure, P , and temperature, T , are held fixed. In order to simulate such experiments
a method has to be devised to hold these derived quantities at some fixed value.
This problem is solved by considering which fundamental variables are related to the
derived quantities, and then artificially modifying the fundamental quantities in or-
der to maintain the system at the desired state. The temperature (equation 2.16) is
related to the atomic velocities by
T =
1
3mNkb
∑
v2i (2.39)
so it can be seen that to change the temperature from its calculated value, T , to the
desired value, T ′, the velocities need to be scaled by a factor λ
λ =
√(
T ′
T
)
(2.40)
An issue arises in that such scaling, if performed directly, does not allow the system
to evolve naturally across phase space, and the trajectory described is not the correct
one. This fact is caused by the relationship between the Hamiltonian, which describes
the energy of the system, and the velocities, or rather momenta, which contribute to
the energy. Thus if the velocities are modified without taking account in the other
terms within the Hamiltonian then energy is not conserved and the trajectories will
not be followed correctly. Consequently the phase space traversed by such a scheme
does not follow that of a canonical ensemble.
Several schemes have been proposed which are based on some form of velocity
rescaling. A simple rescaling method is that due to Berendsen.17 Here the value
of the rescaling parameter is calculated so that the desired temperature is reached
after some number of timesteps. The Andersen thermostat6 mimics a heat bath by
selecting a number of particles and rescaling their velocities to those of a Boltzmann
distribution centred about the desired temperature. The Langevin thermostat adds a
random quantity to each velocity term. This is sometimes described as ‘white noise’.
However, this can lead to some atoms having an excessive velocity, and a ‘frictional’
force, proportional to the atomic velocity is used to reduce such effects. The size of
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the random distribution and the frictional force are balanced to maintain a constant
temperature.
Dissipative Particle Dynamics considers the separation and relative velocities of
pairs of particles. The force calculation for each particle is modified as a result to
add random and dissipative forces. The advantage of this scheme is that rotational
and translational momenta are maintained. This means that processes which utilise
transport properties will be observed, rather than being damped out as occurs with
most thermostats.
Care has to be taken with velocity rescaling schemes, however. The modification
to the velocities can cause the energy in the high frequency modes (spread in particle
velocities) to be transferred to low energy modes, such as the rotational and trans-
lational whole body motion. This results in the temperature of the system falling
towards absolute zero, even though the kinetic energy matches the desired value, due
to the absolute (not accounting for whole–body motion) average velocity matching
the target value. This phenomenon is known as the flying ice cube.72 Ultimately,
then, this issue causes a violation of the equipartition principle.
In order to ensure that the system follows that of a statistical ensemble, one has to
return to the original expression for the energy of the system, the Hamiltonian. This
problem was discussed by Nose´,121 who realised that the velocities are directly related
to the timescale of the simulation. Thus, by rescaling time, the requisite rescaling of
velocities was achieved. This was accomplished by adding a dummy particle to the
Hamiltonian function thus forming what is known as an extended Hamiltonian. The
new particle, being part of the Hamiltonian function, is effectively connected to every
particle in the system, thus acting as a bath. In order to control the behaviour, the
mass of the dummy particle is set by the user and thus governs the responsiveness of
the system. The kinetic energy of the particle is altered at each step, depending on
how far the calculated temperature is from the desired value. The effect, then, of the
new particle is to either add or remove energy from the system in order to bring it
towards the user defined value.
In the Nose´ formulation the time separation of the calculational step is now non-
uniform. This adds complexity to the output which is a hindrance to understanding.
This latter problem was addressed by Hoover,77 who considered the derivation of the
equations of motion from the extended Hamiltonian and was able to recast those
equations in a form which now had a uniform time base. For most purposes this
new formulation is adequate. However, the Nose´-Hoover equations of motion are
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no longer directly connected to the Hamiltonian and the symplectich nature of the
scheme is lost. This issue only causes a problem when the simulation is run for very
large numbers of timesteps, where the energy may tend to drift away from its correct
value. More recently this problem has been examined by Laird and Leimkuhler.18
They went back to the description of an extended Hamiltonian, and performed the
necessary timescaling within the Hamiltonian by use of a Poincare´ transformation.
Now the equations of motion can be derived directly from the Hamiltonian and the
system maintains its symplectic nature.
The concept of the extended Hamiltonian as a means of adjusting the temperature
can be utilised to control the pressure.6 Now, however, there is no property of the
individual particles which is directly related to the pressure, and so can be modified.
Rather, the pressure is a property of the density. Since the number of particles is
fixed, the density can be modified by changing the simulation box volume. Clearly,
modifying the volume alone is insufficient, as the particles will take some time to
respond to the new box size, and stress waves will reverberate through the system
as part of that process. Instead, the entire box is rescaled to the new volume. This
is accomplished by using the volume itself as the extended Hamiltonian variable.
Together with the volume is a representation of the mass and kinetic energy of the
volume. As with the temperature scheme, the mass controls the responsiveness,
and the kinetic energy is varied via a feedback mechanism from the pressure. By
combining the Hamiltonian extended variable for temperature with that for pressure
gives an ensemble in which both the pressure and temperature are held fixed, This is
known as the isothermal-isobaric ensemble (NPT).59
Dynamic Calculations
In many situations one wishes to understand the response of one group of atoms due
to a change in the configuration of another group of atoms. For example, one might
wish to examine the frictional behaviour of an interface, and the forces would be
set up by imposing average motion onto atoms at some distance from the interface.
One of the consequences of the relative motion of atoms is a resultant change in
the kinetic energy of those atoms. This, then, causes a change in the temperature
of the affected atoms. Over time, of course, the collisional nature of the simulation
will cause the variations in kinetic energy to be averaged out. This dispersion of
kinetic energy, driving the system towards equilibrium, is a function of the heat
capacity of the material. This, however, highlights one of the failings of the molecular
hA simplectic manifold is a mathematic description of the phase space.
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dynamics method. The model considers only the motion of the charged ions; the
behaviour of the electrons is assumed to reach equilibrium so quickly that variations
in electron temperatures does not affect the behaviour of the ions on the timescale
considered (cf. section 2.3.1). This assumption is reasonable at high temperatures,
but at not at low temperatures. This is because the heat capacity, and thermal
behaviour, has two main contributions; that due to ions where the description is given
by phonon behaviour, and that due to electrons which requires a quantum mechanical
description. The balance over which term dominates changes as the temperature
changes. At low temperatures there is little ionic motion, and the behaviour of the
electrons is important. At higher temperatures the amplitude of ionic motion is
considerably higher, and consequently phonon behaviour dominates.
2.2.3 Comparison of Molecular Dynamics and Monte Carlo
methods
It is useful to briefly compare Monte Carlo and molecular dynamics methods. The
most obvious difference between the methods is in the area of transport processes.
Clearly the MD method, since it calculates momenta, can track the movement of par-
ticles explicitly and therefore examine properties involving the movement of atoms.
In order to examine these processes using MC, a technique called kinetic Monte Carlo
is used to modify the probability function. In this method events which would nor-
mally be excluded can have an increased likelihood based on some separately defined
criteria. Whilst this makes it possible to study transport phenomena such as viscous
effects, studying such behaviour is difficult. However, use of the probability modifica-
tion does enable the study of rare events, which is much more difficult in MD. Thus
it becomes possible to investigate phenomena such as chemical reactions, diffusion,
grain growth, thermally driven phase transitions and dislocation motion49 where the
timescale is large. The behaviours which trigger the rare events have to be known be-
forehand, and some awareness of their likelihood is also required, in order to develop
the probability functions. This severely limits the predictive capability of these meth-
ods. If the system configurations involved in transitioning from one state to another
via the rare event are known, then it is possible to investigate these processes directly
using either MC or MD, using a method known as the nudged elastic band method.
Other schemes for preselecting events on order to reduce the simulation time have
been developed, including parallel replica and temperature–accelerated dynamics .147
The MD method is naturally adapted to the microcanonical ensemble. In this
statistically–based mathematical environment, the quantities describing the number
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of particles, N , the volume of the simulation cell, V , and the total energy, E, of the
system are held fixed (NVE). However, this set of predetermined quantities is not
easily translated to the behaviour of real-world experimentation. In order to simu-
late different conditions, and to examine different behaviours, a range of statistically
significant ensembles can be set up. The most commonly seen is that in which the
temperature is held constant. This is known as the canonical ensemble (NVT). Setting
up such a system in MD is quite difficult (see section 2.2.2), but in MC this ensemble
falls naturally into the Metropolis algorithm. The use of ensembles other than the
canonical can also be treated in a similar way but require more computational effort.
MC methods are also ideal for modelling systems where the timestep is not easy
to know, or is non-uniform. An example of this is the study of magnetism. In the
MC formulation it is possible to setup magnetic domains as the particles of interest;
such a simulation is not possible in MD. Similarly, when examining regions of phase
space with local minima, whereas MD may get stuck in one of the minima, it is easy
to move MC from that situation by providing an unphysical push.
However a scheme for dealing with this issue has been devised. Simulated An-
nealing is a derivative of the Monte Carlo method, used to find energy minima of a
system. In this scheme the phase space is described by some function S and some
potential new phase state S ′. The probability that the system can transfer from state
S to state S ′ is given by a probability function P(E, E ′, T ) where E and E ′ are the
energies of the states S and S ′ respectively. T is a temperature descriptor, which
describes the difference between two states S and S ′. As the calculation proceeds,
the temperature value is reduced. An analogy used to describe simulated annealing
is that of a ball bouncing into valleys between hills. The probability function P will
indicate whether a particular bounce event is accepted. Initially the temperature
descriptor, T , is very large. Thus the distance in phase space between S and S ′ is
large, or the bounces of the ball are very high. As the temperature is reduced so
the system will settle into a minimum (the ball will restrict its movement to a single
valley). But since large regions of phase space have already been sparsely sampled,
there is a higher probability that the minimum being sampled is the global minimum
(deepest valley).
2.2.4 Mesoscale methods
The term mesoscale is used to cover a large range of modelling techniques in which
the characteristic length scale (and therefore timescale) falls between that of atomistic
and continuum methods. The aim, as with the the atomistic methods, is to capture
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the behaviour of the material due to the motion of lower length scale elements, but
without having to explicitly track those elements. In atomistic methods, it is the
electrons which are described collectively via functional forms. In mesoscale methods
it is the collective behaviour of individual atoms which is described via functions.
There are, consequently, two varieties of mesoscale modelling which are used in the
simulation of metallic response.
The first method considers the generally accepted mediators of plastic deformation
as the computational element. Dislocation dynamics is a computational method in
which individual dislocations are tracked as a series of connected line segments moving
in an elastic medium. The two primary difficulties encountered are the multiplication
of dislocations, leading to a large number of segments which need to be stored, and
the calculation of dislocation–dislocation interaction (Peach-Koehler forces123). These
forces are computationally expensive because they are long range in nature. Conse-
quently this technique is primarily applicable to small numbers of grains and over
small degrees of strain. However the method is ideal for understanding the interac-
tion of dislocations both with each other32 and with obstacles such as precipitates and
grain boundaries. This modelling technique yields rates of dislocation multiplication
and crystal hardening.
The second method for mesoscale modelling of the strength response of metals to
stress is known as crystal plasticity. This scheme is based on the concept that slip
occurs on slip systems, comprised of a slip plane and a slip direction. The active slip
system in any particular crystal is determined by Schmid factors and the resolved
shear stress for the system. In crystal plasticity calculations the Schmid factors for all
possible slip systems are calculated. A degree of plastic deformation is then allowed
on the system with the highest Schmid factor. One consequence of the slip allowed is
that the crystal rotates relative to the loading axis. This changes the Schmid factors
for all the systems, reducing the stress on the active system and increasing it on
other systems. When the Schmid factors on more than one system are equivalent
(and the highest) then both systems are activated and multiple slip occurs. In order
to correctly model the change in response for each slip system, it is necessary to
input hardening rules to the crystal plasticity model. These hardening rules can be
obtained from either dislocation dynamics or from molecular dynamics calculations.
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2.3 Potentials
The earliest description of interatomic forces came from developments in quantum
chemistry during the 1920’s. Many workers were considering the nature of molecular
bonding and amongst them were Lennard-Jones, Morse, Rydberg and Buckingham.
It was already accepted that the nature of interatomic interaction consisted of two
prominent features; the sharply repulsive force at small separations due to the Pauli
exclusion principle, and the attraction at long range due to Van der Waals’ forces.
The debate at that time concerned the increased attraction which occurs in molecular
bonding. Lennard-Jones developed the idea of starting with the closed–shell struc-
ture of the inert gases and then removing electrons from the outer atomic orbitals
and placing them in molecular orbitals of simple diatomic gases. The closed–shell
structure should (apart from long ranged, transitory Van der Waals’ forces known
as London forces) be purely repulsive. By removing electrons from the outer shells
to molecular orbitals, an attractive force is set up between the ions which becomes
dominant at larger separations.
2.3.1 Born-Oppenheimer Approximation
The ability to describe the behaviour of atoms without explicitly following and calcu-
lating the wavefunctions of the individual electrons is due to a timescale separation
known as the Born–Oppenheimer approximation.20
The complete atomic description is given by the Schro¨dinger equation for a particle
in a potential field,
EΨ = HΨ (2.41)
where the Hamiltonian, H, is given by the contributions from the various energy
interactions and Ψ is a wavefunction of the system. The Hamiltonian is given by
H = − h
2m
52 Ψ(q) + V (q)Ψ(q). (2.42)
Here q describes the positions of the particles, the 52Ψ(q) term is a kinetic energy
term including Plank’s constant, h and the particle mass, m, and the V (q)Ψ(q) term
describes the potential field (cf. equation 2.22). The potential term, V , contains a
sum of interparticle interactions, describing the relationships between the ions, R,
and the electrons, r, ∑
α,β
ZαZβ
Rα −Rβ︸ ︷︷ ︸
ion–ion
+
∑
i,j
Zj
ri −Rj︸ ︷︷ ︸
ion–electron
+
∑
k,l
1
rk − rl︸ ︷︷ ︸
electron–electron
. (2.43)
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Here this sum expressed in atomic units (a.u.)i for clarity; otherwise we would have
to include Planck’s constant, the dielectric constant of the vacuum, electronic charge,
and electronic mass.
The timescale associated with the electrons is about three orders of magnitude
shorter than that of the ions. As a consequence, when considering electronic motion,
the ions are effectively static. Conversely, the electronic behaviour is so rapid that the
electrons can be assumed to be in local equilibrium when considering ionic motion.
Therefore the electron–electron and ion–electron interactions can be taken as fixed
when focussing on the ion–ion interaction. This second assumption then enables the
use of empirical potentials to describe the atomic behaviour in molecular dynamics.
Computationally the total potential energy is given by a sum over all the atoms
V (q) =
∑
i
Ei (2.44)
In this sum the energy contribution from each atom is independent of the other atoms.
This assumes, then, that the energy derived from bonded electronic orbitals can be
divided uniformly between the bonded atoms. When modelling purely metallic bond-
ing, the jellium model is invoked. In this model, the valence electrons are effectively
‘shared’ between all the atoms in the system.
It should be noted that the assumption within the approximation, i.e. that the
mass and timescales of the electrons, when compared to the ions, means that the
electronic structure is in local equilibrium, is not truly valid.136 At low temperatures
(below the Debye temperature, which for many metals is above room temperature)
quantum effects are not negligible. At high temperatures, the contribution to the
thermodynamic behaviour by the electrons, both in terms of the electron temperature
(the thermal kinetic energy stored within the electronic structure), as well as the
electron–electron and the electron–ion conduction becomes significant. These effects
have been investigated by Kocˇi et al94 who studied the shock–induced melting of
Ni using a two–temperature model. Their model separated the temperature of the
electrons from that of the ions, which allowed the electronic structure to conduct
heat faster than that allowed for by ionic motion alone. The effect of this was to
conduct heat away from the shock front into the cold material ahead of the shock,
and therefore the temperature behind the shock is reduced, for a given pressure,
and consequently the shock pressure at which melting is observed is increased when
compared to the regular MD simulation.
iIn the system of atomic units, length is in units of the Bohr radius of the hydrogen atom; energy
is the Hartree energy; time is given by ~/EH where EH is the Hartree energy.
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2.3.2 Pair Potentials
The simplest scheme to describe the interaction of atoms is to consider, for each
atom–neighbour pair, how the energy, Ei, varies with separation, r. The total en-
ergy for each atom is then given by summing the calculated energy over all of the
neighbours Such models fall into the category of pair potentials which consider each
host–neighbour pair independently of any other atoms.
Lennard-Jones
The Lennard-Jones potential61 is probably the most widely used interatomic potential.
Its simple description is easy to appreciate and is readily implemented in computer
codes. A very accessible assessment of the paper is given by [71].
The model itself is a mathematical form which mimics both the short–range re-
pulsion and the long–range attraction between atoms.
V (r) = 4
[(σ
r
)12
−
(σ
r
)6]
(2.45)
where r is the interatomic separation distance, and σ and  are parameters. The
(1
r
)12 term dominates at short distances, whereas the (1
r
)6 becomes prominent as r
increases (see figure 2.13). Significantly, the main features of the interaction are
readily apparent from the equation. The function evaluates to zero at r = σ, the
well depth is given by  and the function minimum occurs at r = 2
1
6σ. This enables
the units used in the simulation to be rescaled readily to the natural units of the
potential form, further simplifying the computations required. If distance is given by
σ and energy by , then time is in units of
√
m
σ2
. From this, then, the units of other
required parameters (pressure, velocity etc) can be determined.
It should be noted that there are a large number of alternative pair potentials
which have been developed. Two, which are based on an exponential function, are
given here as examples.
Morse118
V (r) = De(1− e1−a(r−re))2 −De (2.46)
Buckingham31
V (r) = Ae−Br − C
r6
(2.47)
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Figure 2.13: Graph showing how the (1
r
)12 and (1
r
)6 terms in the Lennard-Jones
potential combine to form the repulsive core and attractive tail
Issues
There are several issues which arise with the above schemes simply because they are
pair potentials.54 That is, the fact that the total energy is given by a simple sum
over the each of the neighbours with no consideration of the other neighbours in each
calculation leads to some non–physical results.
The first issue is that the solid structure resulting from pair potentials is a close
packed structure. Therefore more open structures such as BCC or the diamond
structure are not reproduced. Indeed, although the FCC structure is readily formed,
the HCP structure is more energetically favourable.137,149
Pair potentials predict a vacancy formation energy equivalent to the sublimation
energy whereas experimentally the vacancy formation energy is about one third of
the sublimation energy.54,126
However the most well-known issue, when dealing with shear and plasticity, that
pair potentials predict is related to the elastic constants j. Specifically, pair potentials
predict the elastic constant equality C12 = C44. This relation does not hold for
transition metals.59 Indeed, the ratio C12/C44 is around 2 for most metals, and is 3.7 for
gold.54 This issue in particular is important when trying to understand the mechanical
behaviour of the metal being simulated, since these shear moduli govern the nature
jThe elastic constants relate the stress tensor to the strain tensor under infinitessimal strains
(see section 2.4.2).
41
of shear stress development, and hence dislocation formation. Consequently pair
potentials are not ideal for the work being undertaken here.
2.3.3 Many-body Potentials
In order more realistically to reproduce the known behaviours of most elements in
the solid crystalline state requires that the presence of many neighbours be accounted
for within the potential scheme. This applies especially to the elements with more
complex electronic structures and which exhibit allotropes with lower packing densi-
ties and lower symmetries than the close–packed FCC structure. But even the FCC
metals are not simple to model, and many schemes have been developed to deal with
the problem.
In one of the earliest attempts a three–body term is added to an underlying two–
body (pair) function in order to reproduce the solid and liquid structures of silicon.140
A more generic system, however, is based on the concept of the valence electrons
forming a background negatively charged ‘jellium’ into which the positively charged
ions are embedded. This system, known generically as the embedded atom method
(EAM), is the system upon which the potential used in the simulations presented
here is based. Consequently a description of the mathematical scheme is presented
below.
Embedded Atom Method
The EAM scheme as a generic potential method was developed by Daw and Baskes.47,48
The general concept encompasses the idea (like that in the Lennard-Jones scheme
above) that the total energy of each ion (atom) is the sum of a repulsive term and an
attractive part. The repulsive part arises from the ion cores and the Pauli exclusion
principle. The attractive part, on the other hand, arises due to the consideration
of metallic bonding. The metallic bond can be conceived of as a sharing of valence
electrons between all the atoms in the metal. Therefore, if an ion is removed from
its lattice site, the atom is positively ionised, and the remaining lattice is negatively
charged. Therefore the embedding energy is the reduction in energy as the positively
charged ion core is placed into the background ‘sea’ of electrons.
In the EAM scheme whereas the repulsion between ions is a pairwise (i.e. indepen-
dent of the other neighbouring ions) interaction, the attractive (embedding) term is
dependent upon the electron density at the atom site. This, then, requires knowledge
of all the neighbouring atoms, both numbers and distances.
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The potential energy of the system is given by the following expression.
V (q) =
∑
i
Fi(ρ¯i) +
1
2
∑
i
∑
j 6=i
φij(rij) (2.48)
where rij is the distance between the atom i and its j
th neighbour. This expression
can be rewritten as a sum over the atoms.
Vtot =
∑
i
(
Fi(ρ¯i) +
1
2
∑
j 6=i
φij(rij)
)
(2.49)
The calculation for each atom consists of two parts
Vi = Fi(ρ¯i)︸ ︷︷ ︸
embedding
term
+
1
2
∑
j 6=i
φij(rij)︸ ︷︷ ︸
pair term
(2.50)
The embedding function, F (ρ¯i) is associated with the electron density at the site
of atom i, and φij(rij) is the repulsion associated with the ion cores.
The embedding function is comprised of a sum over the neighbours of i
ρ¯i =
∑
j 6=i
ρaj (rij) (2.51)
where ρaj (rij) is the contribution made by the j
th neighbour at a separation of rij to
the electron density at i.
The repulsive term, φij is a description of the ionic interaction. Consequently the
expression for φ can be given in terms of the effective charges
φ(r) =
(Z(r))2
r
(2.52)
It is noted within the papers describing the system that the embedding function,
F (ρ) depends only on the element at i, and that the repulsive function φij is a function
only of the two elements i and j. So for different element types, A and B, the repulsive
term is given by
φAB(rij) =
ZA(rij)ZB(rij)
rij
(2.53)
This means that the scheme is readily adapted to the modelling of alloys, thus showing
the versatility of the scheme. However, in general those workers who have derived
EAM potentials for alloy systems have produced forms which are noticeably different
from those developed for pure elemental studies.
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Figure 2.14: Form of EAM functions as described in Foiles et al.60
The development of a potential model using this scheme requires functional forms
for the embedding energy, repulsive energy and electronic density. In general codes
are built which take these three functions as tables of data and operate a look-up
and interpolation algorithm to determine the values to be used. Foiles et al60 gives
guidance on these functions from an understanding of the general behaviours seen
in ab–initio calculations. The embedding energy (relative to the free–atom energy)
must be zero for zero electron density, have a negative slope and positive curvature.
This is shown schematically in figure 2.14a. The pair term, φ(r), is repulsive and the
effective charge, Z(r), must be positive and decrease with increasing separation, r
(see figure 2.14b).
The exact form of these functions can be varied in order to describe differing
degrees of subtlety in the model, and for illustration two examples are given here.
A scheme derived from ab–initio, given in [60], uses knowledge of functions for the
electronic density and pair repulsion to lead to the function for the embedding energy
by comparing the total energy given by equation 2.48 to the Rose universal equation
of state131 given by
E(a) = −Esub(1 + a∗)e−a∗ (2.54)
Here Esub is the sublimation energy at zero temperature and pressure and a
∗ is a
measure of the volume deviation from equilibrium given by
a∗ =
( a
a0−1)√
Esub
9BΩ0
(2.55)
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where a is the FCC lattice constant at the current volume, a0 is the equilibrium lattice
constant, B is the bulk modulus, and Ω0 is the atomic volume at equilibrium.
The form for the electron density function, ρa, can be taken from ab–initio calcu-
lations. Using Hartree–Fock wave functions, the densities are given by
ρa(r) = nsρs(r) + ndρd(r) (2.56)
where the subscripts s and d refer to the outer s and d electrons; n and ρ are the
corresponding number of electrons and density due to the orbital wavefunctions re-
spectively.
the ns are the numbers of electrons, and the ρs are densities due to the orbital
wavefunctions.
The pair repulsion is a function of Z(r)
Z(r) = Z0(1 + βr
ν)e−αr (2.57)
α, β, and ν are parameters. Z0 is taken as the number of outer electrons of the atom
and hence follows the group in the periodic table. That is, Z0 would be 10 for Ni,
Pd and Pt and 11 for Cu, Ag and Au. The parameters are adjusted to provide a
fit to known elastic constants and vacancy energy. Then the repulsion function, φ(r)
is given by inserting equation 2.57 into equation 2.52. As stated above, the values
for the electron density (equation 2.56) and pair repulsion (equation 2.57) are taken
together and then compared to the Rose universal equation of state (equation 2.54)
to give the embedding term. This, then, enables the potential scheme to be used in
high pressure simulations.
In contrast, Doyama and Kogure50 have developed a simple model based on equa-
tion 2.49. The embedding function F (ρ) is given by
F (ρi) = Dρi ln ρi where ρi =
∑
j 6=i
f(rij) (2.58)
Consequently, two functions are needed, the pair repulsion, φ(rij) and the density,
f(rij).
φ(rij) = A1(rc1 − rij)2e(1−c1rij) (2.59)
f(rij) = A2(rc2 − rij)2e(1−c2rij) (2.60)
The parameters, A1, A2, c1, c2 andD are selected so as to reproduce the Born stability
criteria stability, cohesive energy energy, energy of vacancy formation, stacking fault
energy stacking fault energy and elastic constants, C11, C12 and C44.
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Doyama and Kogure simulated the generation of dislocations through bending
and tensile deformation, and did not assess any pressure dependent properties.
Since the EAM describes a framework potential scheme, many workers have de-
veloped forms for the embedding energy, repulsive energy and electronic density. A
scheme by Finnis and Sinclair58 was developed at the same time as the EAM. Other
workers who had developed parameters for this model have consequently described
their potentials as being ‘Finnis–Sinclair’ form. However, this method can be seen as
falling within the general EAM framework, but having a square root function for the
embedding term.92 Furthermore, the Sutton–Chen141 form is described as an alterna-
tive implementation of the Finnis–Sinclair.92 Other EAM forms have been developed
including those by Ercolessi and Adams53 and Mei and Davenport.108
The work presented in Chapter 3 uses the potential developed by Mishin et al116 for
copper, and labelled within that work as ‘EAM1’. This potential was parameterised
by use of the force-matching method,53 with modifications as described in an earlier
paper by Mishin.115 The forms for the pair interaction, electron density descriptor
and embedding function, together with the parameters, are given in appendix B. The
parameters for the potential have been optimised by comparison to both experimental
data as well as results from ab initio calculations. The fitting procedure ensures a
match to the lattice constant, a0, the cohesive energy, E0, and the bulk modulus, B.
Furthermore, included in the set of experimental data used in the fitting procedure is
the intrinsic stacking fault energy, γSFE. Importantly for this application, the short
range portion of the potential was fit in a separate procedure, following a similar
methodology to the equilibrium r, through the parameters {r(n)s , Sn}n=1,2,3 and Q, to
ab initio calculations of the energies of the FCC structure and a dimer (two–atom
system) under strong compression.
Comparisons
Erhart et al55 compared different EAM potentials for aluminium. That paper men-
tions previous reports of weakness in available EAM Al potentials, but that shock
simulations that have been carried out with, for example, iron potentials not fitted
to high pressure data have enabled insight to be gained. However, the authors do
point out that although the experimental Hugoniot is matched reasonably well, the
development of plasticity (dislocation generation) in the models studied is very poor,
with two potentials displaying a double–elastic behaviour, and the material remains
elastic up to shock melting. Even for those potentials which do exhibit dislocation
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generation under shock loading, this behaviour is observed to occur at anomalously
high pressures.
Bringa et al27 carried out a comparison of some EAM potentials for copper. They
describe the different behaviours observed when single crystals are shocked along the
three principal (high symmetry) crystal directions. The purpose of this work was to
determine the suitability and transferability of these potentials in non equilibrium
molecular dynamics (NEMD) shock simulations.
It should be noted that although the above discourse shows that the EAM has
shown significant improvement over the pair potential schemes, this method is also
spherically symmetric in its description. This, then, provides limitations for many of
the transition metals. These metallic elements posess incomplete d shells within their
electronic structure, and these incomplete shells lead to a loss of spherical symmetry
in their interatomic potentials. Comparisons of Cu and Al EAM potentials against
ab initio calculations carried out by Boyer et al22 and Cˇerny´ et al39 highlight some
of the resulting difficulties. These papers show that the EAM scheme produced by
Mishin produced a better match to the ab initio calculations than that of Ercolessi but
Boyer et al22 note that ‘Aluminium presents a greater challenge to empirical potential
description because of the directional nature of its interatomic bonding.’ This bonding
is a result of the anisotropic electronic densities exhibited by Al. Further work on
Al potential schemes has been attempted by Schultz et al,136 whilst Ni potentials
have been developed by Kum.97,98 In contrast, then, the more spherical nature of the
electronic structure of copper lends itself to fitting by this method.
The difficulties shown for those transition metals exhibiting a highly symmetric
FCC structure are considerably worse for those crystal structures with lower sym-
metry. There are EAM potentials available for bcc metals such as Ta,152 Mo156 and
Fe82,83 but low symmetry structures such as those exhibited by, for example, Pu can-
not be modelled within this framework. An attempt to improve the EAM scheme to
include angular terms has been developed by Baskes et al15 (see appendix A). The
modified embedded atom method(MEAM) scheme breaks down the embedding term
into a set of angularly dependent terms through the use of Legendre polynomials.
2.4 Analysis Methods
Atomistic simulations can be considered to be experiments carried out in a computer.
This has the big advantage that not only can the diagnostics which are used experi-
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mentally be emulated, but the properties of the bulk of the material can be examined
at the same time, thus enabling a test of the assumptions used.
Analysis of the simulation output is the most vital part of carrying out the simu-
lation experiment, as it is the means by which physical insight is enabled. Of course,
the type of analysis carried out, like the type of experimental diagnostic deployed de-
pends upon the nature of the simulation, which in turn depends upon the information
sought.
Analysis of atomistic calculations is also used as part of the development of new
potentials. Often this work is used to compare the behaviour of the simulation with
predictions from ab-initio calculations, and measured quantities, for example elastic
constants, from experiments. The background to such calculations is given in many
texts and papers, see for example Finnis,59 Gu¨lseren and Cohen.68
2.4.1 Velocity
The velocities of the atoms are quantities carried by the MD calculation. Conse-
quently using velocities as part of the analysis of shock simulations is a natural and
simple task. Experimentally, however, only the velocity of the free surface is known,
except where magnetic gauges are used. Note that in both of these cases, the veloci-
ties are known only in the direction of the shock. In the calculation the velocities at
all positions, both at the surface and in the bulk are known, simultaneously for any
time during the simulation.
2.4.2 Stress
In section 2.2 the stress tensor on an atom was given by equation 2.19. This formula
can be used to evaluate the pressure, as given by the trace of the stress tensor,
equation 2.20. As noted, this tensor is written in a stress-volume form. Since the
volume of each atom is not known, an average for a small region can be calculated
by taking an average over some small volume, then dividing by that volume.
Furthermore, since the full stress tensor is available, estimates of the shear stress
can be calculated. The hydrostatic pressure is given by the trace of the stress tensor
P =
1
3
(σx + σy + σz) (2.61)
The von Mises stress is given by
9σ2vm = (σ11 − σ22)2 + (σ22 − σ33)2 + (σ11 − σ33)2 + 6(σ212 + σ213 + σ223) (2.62)
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where σ1, σ2 and σ3 are the principal stresses. As a simple estimate, since the off-
diagonal terms are usually much smaller than the diagonal terms, equation 2.62 can
be approximated by
σshear =
1
2
(
σ1 − 1
2
(σ2 + σ3)
)
(2.63)
Since the stress measure is a fundamental part of the analysis of shock, this cal-
culation is used frequently in shock simulations. The measure of pressure behind the
shock is used as a means of checking the calculation against experimental data.
The measure of stress is of vital importance in the modelling of shock deformation.
However, it is impossible to measure stress experimentally in a dynamic experiment.
An answer to this problem is brought about by relating the strain, which is readily
measurable, to the stress through the elastic constants. Hooke’s law gives a linear
relationship between the stress and strain for a body. For a body under arbitrary
elastic strain, represented by a 3x3 tensor kl the stress (σij or Cauchy stress tensor)
is given by (making use of Einstein’s summation notation)
σij = Cijkl kl. (2.64)
Since the volume stress state of the element is unaltered either by bulk motion or
rotations (the volume element is in equilibrium), the stress tensor must be symmetric,
i.e.
σij = σji. (2.65)
This implies that
Cijkl = Cjikl = Cijlk (2.66)
If the stress and strain are represented in matrix notation, they can be simplified
to Voigt notation. Here
[σ] =

σ11
σ22
σ33
σ23
σ31
σ12
 =

σ1
σ2
σ3
σ4
σ5
σ6
 and [] =

11
22
33
223
231
212
 =

1
2
3
4
5
6
 . (2.67)
From this the stiffness tensor C becomes
[C] =

C1111 C1122 C1133 C1123 C1131 C1112
C2211 C2222 C2233 C2223 C2231 C2212
C3311 C3322 C3333 C3323 C3331 C3312
C2311 C2322 C2333 C2323 C2331 C2312
C3111 C3122 C3133 C3123 C3131 C3112
C1211 C1222 C1233 C1223 C1231 C1212
 =

C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C22 C33 C34 C35 C36
C14 C22 C33 C44 C45 C46
C15 C22 C33 C44 C55 C56
C16 C22 C33 C44 C55 C66

(2.68)
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Now Hooke’s law is written as
σi = Cij j (2.69)
For isotropic materials, symmetry enables the strain to be split into a hydrostatic
(volumetric) term and a deviatoric term
ij =
(
1
3
kkδij
)
+
(
ij − 1
3
kkδij
)
(2.70)
where the volumetric term (the trace of the strain tensor ij) represents a pure change
in size, and the deviatoric part represents a change in shape. Now the stress may be
written as
σij = 3B
(
1
3
kkδij
)
+ 2G
(
ij − 1
3
kkδij
)
(2.71)
where B is the bulk modulus and G is the shear modulus. The bulk modulus can be
determined from
B =
1
3
(C11 + 2C12) (2.72)
The bulk modulus, B, relates the response of the material (pressure, P ) to a
change in volume (v). Thermodynamically the bulk modulus is given by
B = −v ∂P
∂v
∣∣∣∣
T
(2.73)
but since the pressure, P , is related to the change in energy with volume, v
P =
∂E
∂v
∣∣∣∣
T
(2.74)
then
B =
∂2E
∂v2
∣∣∣∣
T
(2.75)
This last relationship can be used in the calculation of the bulk modulus. By
fitting a polynomial function to calculations of the energy at a range of volumes
about the minimum, the second derivative can be determined readily. The shear
modulus (C11 − C12) can be determined from the second derivative of energy with
lattice strain107 by using a volume conserving strain
 =
δ 0 00 −δ 0
0 0 δ
2
1−δ2
 (2.76)
with an energy function
E(δ) = E(−δ) = E(0) + (C11 − C12) v0 δ2 +O(δ4) (2.77)
50
where v0 is the equilibrium volume.
Similarly, the modulus C44 can be determined from the volume conserving mono-
clinic strain107  0 1/2 δ 01/2 δ 0 0
0 0 δ
2
4−δ2
 (2.78)
with a corresponding energy function
E(δ) = E(−δ) = E(0) +1/2C44 v0 δ2 +O(δ4) (2.79)
The advantage of using the volume conserving strains (equations 2.76 and 2.78)
is that ∆v = 0, and appears only as a constant in the energy functions (equations
2.77 and 2.79) which means that there is neither a pressure nor a stress term in these
functions.
2.4.3 Spatial Variations
The calculations described above are given for the entire simulation cell by taking the
average values over the atoms. This methodology allows one to establish the spatial
variation of those same quantities. This approach is not uncommon, and has been
described by Kubota.96 The premise is simple; the simulation cell is divided into a
series of small regions. The variables associated with each atom within each small
region is averaged and, where necessary, the volume of the small region is used in
place of the entire simulation cell volume. In the simplest case, the small regions are
created by dividing the cell dimension in the shock direction uniformly. This then
gives a series of slabs, which enables a graph of value against position to be drawn.
By further dividing each slab into smaller regions, one can determine a spread of
values for each spatial coordinate; an error bar as it were.
The regions are usually created by subdividing the simulation cell uniformly into
small boxes aligned with the cell axes. There is a drawback with this technique, which
gets worse with smaller boxes, in the analysis of simulations where the crystal axes
are aligned with the simulation cell, and hence the calculation. If the spacing of the
small boxes is not an exact multiple of the crystal lattice spacing, then a situation can
occur in which the number of atoms in a cell changes dramatically from neighbouring
cells. The problem is due to an aliasing or Moire´ effect. But the volume of the box
is calculated to be identical to that of the neighbours. The consequence is that any
average calculation which includes some density element (i.e. some quantity summed
over the atoms and hence is a function of N , divided by the cell volume) will display
sudden jumps in the calculated quantity.
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Figure 2.15: An atom in the fcc structure showing only its nearest neighbours. The
face of the cube, of which the atom of interest is in the central position (the face
centred atom) is marked.
Figure 2.16: An atom in the fcc structure showing only its nearest neighbours. The
bonded atoms making up the links in a common neighbour analysis of one of the
i,j pairs are shown. Here the {421} (4 common neighbours, 2 bonds between those
neighbours and longest chain (from neighbour to neighbour) of 1) can be seen to be
produced by a pair of opposing tetrahedra.
2.4.4 Structural Analysis
Common Neighbour Analysis
One of the more difficult visualisation tasks is the identification of local structure.
This is particularly important for those systems which display allotropy. The deter-
mination of crystal structure by observation of atomic positions by eye alone is almost
impossible (see figure 2.15). However, the application of graph theory to local struc-
ture has enabled the separation of atomic neighbourhoods into a few classes. The
common neighbour analysis57 (CNA) derives from the radial distribution function.
The method identifies different local symmetries by comparing the local neighbour
lists of the first (closest) neighbours of the atom under consideration. So for each i, j
pair a primary distinction identified is made between face centred cubic (see fig 2.16),
hexagonal close packed, body centred cubic and an icosahedral structure.
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Centrosymmetry
The centrosymmetry parameter91 is a simple parametrisation of the atoms based on
their local symmetry. The method compares the distance to each neighbour with that
to an opposing neighbour. These differences are then summed over 12 neighbours.
CSP =
6∑
i=1
|~Ri − ~Ri+6|2 (2.80)
For an ideal centrosymmetric structure, the sum is zero. Any number above zero,
then, is to some degree out of ideal.
The CSP sum depends upon knowing the diametrically opposing neighbours among
the 12 nearest. The algorithm within the LAMMPS code accomplishes this by pro-
ducing a list of vectors which are the sum of the position vectors of each neighbour of
the central atom with every other neighbour of the central atom. It can be seen that
for diametrically opposite neighbours, the central atom is located mid-way between
those opposing neighbours. Therefore, for any pair of neighbours, if one subtracts
twice the position vector of the central atom from the sum of the respective neighbour
position vectors, then the vector with the smallest resultant length will arise from di-
ametrically opposing neighbours. In an ideal centrosymmetric lattice the length of
this vector will be zero (which leads to a sum of zero from equation 2.80). Hence the
lengths of the vectors resulting from the aforementioned subtractions are stored, and
the sum of the 6 smallest values from the list of evaluations gives the value of the
CSP.
In this code snippet the array ‘nearest[]’ contains the identities of the 12 nearest
neighbours of the central atom i and the arrays ‘x[]’, ‘y[]’ and ‘z[]’ contain the positions
of the atoms in each dimension of the simulation cell axes.
For (j=0; j<12; j++) {
jj = nearest[j]
for (k=j+1; k<12; k++) {
kk = nearest[k]
dx = x[jj] + x[kk] - 2*x[i]
dy = y[jj] + y[kk] - 2*y[i]
dz = z[jj] + z[kk] - 2*z[i]
pair[n++] = dx*dx + dy*dy + dz*dz
}
}
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Figure 2.17: Schematic showing how space is divided in a Voronoi diagram.
Hence the 6 smallest values in the array ‘pair[]’ are the values |Rj + Rj+6|2 to be
summed.
The values generated under various defect circumstances are dependent upon the
lattice parameter of the material being simulated. For copper with a lattice paramter
of 3.615A˚, partial dislocations give a value of ∼3A˚2 and stacking faults ∼6.5A˚2.
Consequently this scheme highlights the defect structure readily observed in the sim-
ulations of shocked FCC metals.
Voronoi Analysis
The Voronoi (or Dirichlet) tessellation is a means of dividing space up into regions
according to the proximity to a set of points within that space. This analysis method
is extremely powerful for understanding the spatial relationships existing in the data
at hand. This technique has been used for a range of situations, from analysing
football games93 to nerve growth.113 The application to crystals8,41 is now a common
tool enabling the analysis of coordination number and the identification of crystal
structures. However, the calculation of the Voronoi polyhedra is a complex and time–
consuming task, and whilst many algorithms exist,29,99,144 their robustness is variable.
The most common algorithm is that of [11] (Qhull), which has been implemented
into several commercial packages, e.g. mathematica155 and visualisation suites e.g.
ensight .38
Comparison
It is interesting to compare the centrosymmetry, CNA and Voronoi analyses. Whilst
the centrosymmetry is by far the easiest and quickest parameter to calculate, it suffers
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from variations from ideal lattice spacings, particularly in high thermal noise environ-
ments. The Voronoi analysis is often difficult to translate into a computer algorithm,
and the more efficient schemes utilise assumptions which cause the method to fail
when analysing degenerate structures. In order to overcome this, small perturbations
to the atomic positions are made, mimicking thermal noise. However, excessive per-
turbations cause the scheme to identify additional neighbours, faces and edges. These
additional features lead to erroneous analyses. The method of [29] attempts to deal
with this by applying contractions under a set of rules, thereby eliminating falsely
identified neighbours.
The CNA, in contrast, requires the identification of the nearest (coordinating)
neighbours beforehand. This is usually achieved by identifying neighbours within a
spherical shell. The analysis itself is based solely on neighbour lists, and as such
utilises only integers within the algorithm. Consequently, specific atomic positions
are not included in the scheme, and, provided that the neighbour lists are correctly
identified, thermal noise is not an issue.
Visualisation
A major advantage which MD has over experiments is the ability to freeze the sim-
ulation at any desired time and examine the state of all of the atoms. Not only can
subsequent calculations be carried out (post–processing) to yield, for example, spa-
tial variations of quantities (see section 2.4.3), but also the positions of the atoms
can be visualised using appropriate software. Furthermore, the atoms themselves can
be separated out, visually, by either colouring by some quantity being examined, or
alternatively a threshold mechanism can be applied. This enables atoms with some
range of quantity to be included in (or excluded from) an image, with the remainder
excluded from (or included in) the image.
In the following sections both of these methods have been combined to create
illustrative images. In order to show the shock position, the simulation is sectioned
to give a thin slab which is narrow in the plane of the page, but extends to the limits
of the simulation laterally (i.e. in the shock direction and one normal direction). The
atoms in this slab are coloured according to their velocity in the shock direction,
using blue for zero, through green and yellow for intermediate velcities to red for
atoms with the highest velocity. In this way, a background is created which is mostly
blue in stationary (unshocked) regions and has a different colour otherwise. One
consequence of displaying large numbers of atoms in this way is that, when the image
is shown at low magnification, a moire´ fringe effect can be seen where the lattice
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planes are well aligned with the simulation axes (and hence the viewer). This effect
can be seen even in the images used in this document, when shown electronically.
In order to show dislocations and stacking faults, the CSP has been used in combi-
nation with a threshold routine, to show only those atoms with a CSP value greater
than 3.0. Additionally these atoms are represented as small spheres, so that they
stand out clearly against the background velocity colouring. It should be noted that,
due to the temperature of the simulations, there is a degree of thermal noise in the
CSP quantity and a number of atoms are shown which are clearly not part of any
plasticity. In this case the viewer is required to exercise some judgement in ignoring
this effect.
2.5 Conclusions
The MD can be seen then as an appropriate tool to examine the behaviour of metals
at a scale below the grain size, even though the technique is currently not as accurate
as the ab initio method. Furthermore, the Rankine–Hugoniot relations indicate that
shocks can be seen to occur over very small spatial scales since, in theory, the shock
front should have no measureable width. However, one might expect that the manner
in which the shock compression is passed from on discrete atom to the next would
cause some variation from that idealised view.
From the descriptions given in sections 2.2 and 2.1, then we can see that MD is
a suitable tool for studying the rapid processes occuring during shock compression.
Therefore one can use this tool to examine how these processes interact with crystals
found in metallic materials.
The chosen potential, that of Mishin et al,116 has been widely used study a range
of properties and behaviours of copper. The scheme used to develop the potential
has been designed to provide both accurate high pressure properties, as well as being
widely transferable. This is further suported by the absence of reports of unexpected
stable crystal structures which are not observed experimentally. Such a feature would
cause incorrect behaviour to be seen in shock simulations. In contrast, it has been
shown27,28 that simulations of shocks exhibit defect generation through the production
of dislocations and stacking faults, as might be expected experimentally.
In the next part of this work, these interactions will be examined in a range
of circumstances, both as single entities, in pairs and as agglomerations as would
be found in polycrystalline experimental samples. Finally, the MD method will be
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used to examine a situation which relevant to space science research; the impact of
nanometer size particles onto metallic surfaces.
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Chapter 3
Simple Shock Simulations
3.1 Single Crystals
3.1.1 Introduction
Context
The advantage which MD has as a simulation tool lends NEMD ideally to the study
of shocks. The difficulty in dealing with this area of physics experimentally derives
from the timescales involved. The risetimes for shock waves, that is the timescale over
which the state variables such as pressure and particle velocity rise, is of the order of
picoseconds to nanoseconds, 10−12 – 10−9 s. Such timescales are difficult to deal with
experimentally, and so diagnostic devices have large errors in that part of the signal
associated with the shock rise. This issue applies especially to in-situ gauges, such as
pressure gauges which require an equilibration time due to the package design of the
gauge.
By contrast, then, the very fact that shock fronts occur over such short time
scales (and space scales, even though the associated velocities are very high) enables
simulations to be realised within modern computers. This was recognised very early
on in the development of computational techniques for the understanding of shock
behaviour. With the development of readily–available high performance computing,
coupled with the increasing sophistication of freely–available MD codes the variation
of material types studied under shock loading is quite substantial. As a result, this
technique is being used to examine explosives, gases and liquids, as well as crystalline
elemental solids such as metals.
Holian and Straub76 examined the conclusions drawn by earlier workers. The
previous workers had carried out MD simulations which showed that shocks do not
develop to steady conditions in their simulations. However, the results of [76] show
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that the transition to steady shocks occurs invariably for simulations where the ini-
tial temperature is above zero. Furthermore, [76] shows that unsteady shocks are
themselves unstable, and perturbations, such as slippage defects, will cause the one–
dimensional nature of the unsteady shock to produce relaxation mechanisms.
This work is taken further by Holian74 to show the transition from elastic com-
pression through weak plastic shocks to over–driven strong shock conditions. Holian
shows that for ideal perfect crystals, plasticity occurs when the stress exceeds the
theoretical shear strength. This paper also shows that the plasticity observed in MD
simulations, where the shock strength is considerably above the threshold for induc-
ing plasticity, is relatively insensitive to initial defects. It should be noted that this
insensitivity does not imply that the initial defect density does not modify the shock
behaviour; only that it has a secondary order effect.
The extension of the MD method to very large simulations75 shows how rich
the defected microstructure can become. It is an interesting feature of this work
to describe the unusual initial defect nucleation mechanism in such perfect crystals.
Holian75 shows that the shock travels elastically as an unsteady one–dimensional (i.e.
with no relative lateral motion of atoms) compression wave for some distance, before
stacking faults are generated in the compressed material. These defects then travel
back towards the piston, as well as forward towards the receding shock front, thus
making that front non–planar.
Simulation Techniques
There are several methods commonly used in MD to simulate the passage of shocks
through material. The primary goal is to cause the dramatic change of state described
in section 2.1. Such changes are associated with a large strain imposed upon the
material in question. Whilst it is possible to arbitrarily relocate the atoms individually
in order to impose the required strain, such immediate gross changes do not enable
the correct microstructural changes to develop. This can been seen by considering
the Hugoniot relations described in section 2.1. The increase in energy derives in
part from the increase in potential energy, but also there is a large contribution from
the increase in kinetic energy associated with the acceleration of the material. In
simulations where the atoms are moved in a non–physical way in order to increase
the density, only the potential energy contribution to the energy increase is applied.
In the earliest work,76 two shocks were created by reducing the length of the
simulation cell in one dimension. This was achieved by changing the position of the
periodic boundaries. The effect on the atoms at each end was as if the material with
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which it is connected via the periodic boundary was being driven into the sample.
Because this behaviour occurs at both boundaries, two shocks are created which
move towards the centre of the sample. This means that the simulation is, in effect,
mirrored and only half the sample being simulated will yield productive results.
In the simplistic description of a shock given in section 2.1 no account is taken of
the physics associated with driving some large mass at the high velocities required in
order to develop the shock phenomena of interest here. The large mass is required
since the material being compressed (even a gas) will respond, due to Newton’s third
law, to decelerate the piston. In reality, then, shocks are set up in solid media by
either explosive means, or by accelerating a flyer (a thin flat plate) to a high velocitya
prior to that flyer impacting upon the sample.
In a MD simulation it is possible to recreate the flyer experiment by superimposing
an additional uniform velocity upon a subset of the atoms within the simulation.
This method is attractive in that it enables a prima facie faithful representation
of the experimental conditions. However, there is a severe drawback. Since, as in
the experiment, a shock is set up at the flyer–sample interface, two shock fronts are
observed; one travelling forward into the sample and another travelling back into the
flyer. Now the shock travelling into the flyer reaches the free surface at the rear of
the simulation and, as in the experiment, is reflected back into the material as a
release wave. Since the release wave is moving into compressed material, the sound
speed is high and this wave will catch up with the shock travelling forward into the
sample, after which time the amplitude of that shock is eroded. Consequently there
is a relationship between the amount of material included in the flyer and the run
length of the shock within the sample. Therefore, if one wishes to observe relaxation
effects behind the shock, it will be necessary to include a large flyer. This section of
the simulation, viz the flyer, is being carried as nugatory calculational expense, and
will count towards the maximum size of simulation which can be accommodated by
the compute resource to hand.
However, it is also possible to override the physical constraints associated with a
piston–driven experiment. In this case, the atoms at one end of the simulation region
have conditions placed upon them within the integration scheme. Their velocities
are replaced by Up in the direction in which the shock is to be applied, and zero
in orthogonal directions. Furthermore, any change in velocities due to interactions
with atoms in the main part of the simulation are ignored. The region comprising the
aIf the flyer is composed of the same material as the sample, then the flyer velocity will be twice
the particle velocity, Up, of the experiment.
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Figure 3.1: Schematic of piston driven simulation. The entire box is filled with atoms,
but those in the shaded region do not have their forces calculated, or their velocities
modified by the integration scheme. These atoms are initialised with a velocity Up
in the shock direction and zero otherwise. The region denoted by the arrow, then,
comprises the simulated crystal and evolves under NVE conditions.
piston extends as far as the extent of the simulation orthogonal to the shock direction,
but only 4 or 5 planes of atoms into the simulation cell in the shock direction. In
this way a rigid wall, or piston, is created, which drives into the simulation cell at a
velocity of Up.
An alternative scheme utilises the boundaries of the simulation cell. Here a test is
carried out on the motion of the atoms near to the boundary on one side of the cell.
The test examines whether, during the time covered by that timestep, any atom will
pass across the boundary. For any atom where such a motion is predicted, then its
position is not updated, and its velocity towards the wall is reversed. In this way, the
momentum associated with the atoms crossing the boundary is reversed, thus creating
a momentum mirror on one side of the simulation cell. The entire set of atoms in the
simulation is then given a superimposed additional velocity of −Up in the direction
of the momentum mirror. This causes the atoms to compress up against that mirror,
and a shock then propagates at a velocity of Us−Up away from the mirror boundary.
It should be noted that, in this case, the atoms in the compressed region (‘behind
the shock’) are stationary, and the atoms in the uncompressed region (‘ahead of the
shock’) are in motion. This is the reverse of the usual situation, and is in reverse to
that assumed in the analysis described in section 2.1. Account should be taken of
this fact, which necessitates a change in variables to account for the different frame
of reference.
Among the studies of shock behaviour one may wish to understand behaviours
observed some significant time after the shock front has passed the region in ques-
tion. Alternatively, one may wish to examine the evolution of the shock front over a
significant period of time. A difficulty arises in that, in order to allow the necessary
time to pass within the shock simulation, the size of simulation needed is prohibitive.
Although such studies do not form part of this work, it is worth noting that two
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methods have been developed to examine these situations. The Hugoniostat105 uses
the concepts described in section 2.2.2 to create a simulation in which the shock front
is maintained within the simulation cell. For studying regions far behind the shock
front, the method of matched pistons captures a subregion of the simulation cell, after
the shock has compressed the material. The subregion is then allowed to evolve nat-
urally to the long time state desired. This is achieved by utilising a piston to create
the shock in a simulation cell considerably larger than the subregion to be studied,
and then, after the shock has passed, a slab of atoms on the other side (in the sense
of the shock direction) of that subregion is fixed in an identical fashion to the piston
used to set up the shock. In this way the subregion is held clamped at the density
and energy state created by the passage of the shock.
Orientation Effects
It is clear that due to the nature of crystals, and the fact that the shock process
is dominated by uniaxial motion, there will be some difference in the observed be-
haviour of single crystals when oriented differently with respect to the shock direction.
Furthermore, since the primary slip system in FCC crystals is by slip in a 〈110〉 direc-
tion on {111} planes, it can be seen that there are different slip systems which may
operate depending on the orientation of the crystal relative to the shock direction.
Where there are multiple systems which are oriented equally to the shock direction
the orientation is said to be degenerate. Now, for crystals loaded along 〈100〉 or 〈110〉,
there are eight suitable systems oriented for slip.81 In contrast, loading along 〈111〉
is oriented for slip on only 6 systems, along two different 〈110〉 directions on each of
three {111} planes; (111¯), (11¯1) and (1¯11).
In order to relate the results of simulations to those of macroscopic experiments,
it is necessary to understand these differences. Thus an appreciation of the different
behaviours observed in shock simulations under different crystallographic orientations
is necessary as part of that translation from atomic–scale simulation to macroscopic
experiment. In this section simulations in which the three principal directions of the
FCC cube are aligned with the shock direction are compared.
That this difference exists was appreciated by Germann et al64 who examined
the high symmetry directions 〈110〉 and 〈111〉 and compared the observed behaviour
with that of the 〈100〉 oriented simulations reported previously. Here the operation
of the expected slip systems is observed in the 〈100〉 and 〈111〉 oriented simulations,
but the 〈110〉 orientation is shown to behave is a more complicated way. In this case
the operation of slip on four {111} planes is observed. One consequence of slippage
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occurring on these other {111} planes is that the shear is not fully relaxed, and the
slippage occurs in two components; in the [001] direction and in the [11¯1] direction.
Simulations using a momentum mirror show unusual behaviour which they describe
as martensiticlike, and in order to elucidate the processes operating, Germann et al64
used shrinking periodic boundaries to ensure that only the behaviour of bulk material
is observed.
3.1.2 Current Simulation Setup
In this work, the piston method described in section 3.1.1 was used to generate a
single shock in the sample, which was a single crystal of copper. This work was
carried out in order to improve the understanding of the shock behaviours observed
by other workers in the field (see section 3.1.1 above), and furthermore to examine
the microstructures generated by a single shock process.
In order to simulate the behaviour of bulk material, the lateral extents of the
simulation cell were set up with periodic boundaries. By this is meant that the atoms
on one side of the simulation cell have, as computational neighbours, i.e. included
within the calculation of the energy and derivatives, the atoms on the other side of
the cell. The effect of this behaviour is that the simulation cell is repeated periodically,
as if to fill space. Clearly such a computational scheme is inappropriate in the shock
direction; firstly the forces on the atoms which comprise the piston are set to zero
and secondly as the piston moves into the sample, those atoms move at the piston
(particle) velocity away from the atoms at the free end of the sample.
When the crystal lattice is initially created, the atoms sit on the ideal lattice sites
at a spacing specified by the user (usually the equilibrium lattice spacing). The atoms
have no associated velocity and the simulated temperature is 0K. However, this is not
the situation which is exists in reality; nor is it the state one wishes to examine under
shock. Such a condition would lead to erroneous results, as pointed out by Holian.76
The temperature can be specified by randomly associating a velocity to each atom,
such that a histogram of the velocities displays some desired distribution. The velocity
histogram for a given temperature should follow a Boltzmann distribution.70 What is
found is that when atoms, sited at ideal lattice positions, are given velocities (kinetic
energy), after a short time, when simulated in the NVE ensemble, the mean potential
energy has risen and the mean kinetic energy has fallen. This is the operation of
the Hamiltonian with the equipartition principle, which states that the total energy
is spread equally across the different degrees of freedom. What is happening here is
that as soon as the simulation starts then the atoms will move (since they have been
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given velocities) and hence will no longer be on ideal lattice sites. As each individual
atom moves, its potential energy increases, and its kinetic energy falls, whilst the
total energy for the whole sample has remained constant. Subsequently, as it moves
about across the phase space its time averaged kinetic energy becomes constant, as
does its time–averaged potential energy. However, the system will take some time
before all the atoms achieve the state in which any one time–average is the same as
any other. At this point, the system is said to be equilibrated.
In this work the simulation cell was equilibrated by initially reducing the potential
energy via a conjugate gradient minimisation, followed by equilibration under NVE
for 20 ps. The reason for the minimisation is related to the temperature of the sim-
ulation. For this work, the simulated temperature was set at 300K. Now the ideal
lattice spacing for this potential is 3.615 A˚. But this spacing is defined at 0K; at
300K the system will be under a positive pressure when at the density specified by
a lattice spacing of 3.615 A˚. To rectify this short runs were undertaken with varying
lattice spacings, and it was found the the pressure was zero when a lattice spacing of
3.63188 A˚ was defined. However, the initial transient behaviour during equilibration
was found, by trial and error, to be damped out more quickly by use of a minimisa-
tion, especially for those simulations which were not aligned with the 〈100〉 directions
along the simulation axes, even though this caused the system to be initially under
a large negative pressure. Following equilibration the simulations were carried out
under NVE conditions, allowing the temperature in the shocked region to rise to its
natural value.
The simulations in this work were carried out to investigate the behaviour of
copper crystal shocked to a level which produces plasticity. Here we mean that some
crystal defect has been produced within the simulation where there has been some
form of atomic rearrangement. Therefore such plasticity would be readily observed
by examination of the CSP. One of the consequences of such plastic deformation is
the relaxation of the shear stresses produced by the shock compression. Bringa27
states that a transverse size of 25x25 cells will show the relaxation effects of much
larger cross-sections. However, in other work Bringa25 also states that a sample size
of 200x200 cells is required where pre-existing defects are placed in the simulation,
to ensure that the defects are far enough way from their periodic images so as to
prevent cross-talk. Whilst the work presented in this thesis examines the relaxation
effects, there is also a requirement to examine the behaviour and interaction of the
dislocations and stacking faults themselves. Hence a cross-section has been chosen
which is slightly larger than that used for the bulk of the work in [27]. Similarly the
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Dimensions
Orientation X Y Z No. of atoms
nm repeats nm repeats nm repeats
100 21.8 60 21.8 60 109.0 300 4.32×106
110 21.8 60 20.6 40 102.8 200 3.84×106
111 20.6 40 23.1 26 114.0 180 4.50×106
311 23.0 60 22.9 60 120.4 100 5.20×106
134 1264 10 239 5 2324 300 46.2×106
Table 3.1: Setup parameters for the simulation cells used in the single crystal studies.
Note that the repeat numbers given here are not lattice cells, but rather numbers
of repeat vectors. Only the 100 orientation has its lattice vectors aligned with the
simulation cell, and so in this case the number of repeats is equal to the number of
lattice cells. For the 134 orientation, the repeat vector is very long, which means that
even the smallest periodically repeating cell is very large.
length of the simulation is slightly longer than that of [27] to allow relaxation effects
sufficient time to mainfest themselves. The details of the cells are given in table 3.1.
3.1.3 〈100〉 Shock Direction
The conventional, and most common,27 orientation of shock simulations is for the FCC
lattice to be aligned with the simulation cell. This arises because the atomic positions
within the FCC cell are most easily described in relation to the simulation cell axes
as being at (0,0,0)a0, (
1
2
,0,0)a0, (0,
1
2
,0)a0, (0,0,
1
2
)a0 where a0 is the equilibrium lattice
parameter. This leads to the shock direction falling along the 〈100〉 crystallographic
direction. It is reported that for shocks along 〈100〉 the lowest observable plastic front
has a velocity which is very similar to the elastic wave velocity.4,27 This means that
a velocity profile will not show a clear distinction between the elastically compressed
material and that which exhibits plasticity. Also, since in the shocked region the
pressure is related to the particle velocity then the pressure profile will similarly not
show a clear distinction between the elastically compressed and plastically deformed
material.
In [27], the plastic front was described as being slightly behind the elastic wave
front position, as determined by visual examination of the simulations. This be-
haviour was also observed in this work, as is shown in figure 3.2. The transition
from the elastically compressed to over–driven states can be observed by fine–scale
incremental variation of the piston velocity over the range from 600m s−1 to 750m s−1
(see figure 3.3). Figure 3.4 shows clearly the increase in plasticity as the stress level
increases. It should be noted that the stress levels in both the elastically compressed
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plastic front elastic wave
Figure 3.2: 660m s−1 simulation of shock along 〈100〉. Thresholding with the cen-
trosymmetry parameter enables the stacking faults caused by plasticity to be seen
clearly. The background colours are shown by a thin slice of atoms coloured by their
velocity in the shock direction. See section 2.4.4 for more explanation.
and plastically deformed regions are very close, and no difference can be seen in either
the velocity or pressure profiles (see figure 3.3a), as expected. However, the relief of
the shear stress by the activity of the dislocations can clearly be seen in figure 3.3b.
It can be seen in figure 3.3 that there is a distinct sawtooth form to the profiles,
particularly for those traces from the lower piston velocity simulations. This ‘jagged’
feature can also be seen in some of the other profiles in this work (e.g. figure 3.10).
This issue arises due to the subdividing method used to calculate spatial profiles.
This scheme was described earlier (see section 2.4.3). Fortunately, this problem does
not exist where the distortions in the lattice cause the atomic planes to be no longer
aligned with the simulation cell axes. This latter situation occurs where there is
plasticity in the lattice. The plasticity not only causes distortions in the immediate
vicinity (i.e. atoms associated with dilocation cores), but also elastic distortions in the
surrounding crystal. Consequently this numerical artifact is not seen in regions of the
profiles where plasticity has occurred. Although these regions show noise in the signal,
as may be expected, they do not show the sawtooth features of the uncompressed and
elastically compressed parts of the profile.
Figures 3.5 and 3.6 show the increase in plastic activity within the sample with
an increase in piston velocity of only 10m s−1. At 650m s−1, the system remains
elastically compressed for a substantial time before any plasticity is observed. As
described by Holian,75 the stacking fault is observed to initiate at a small distance
behind the shock front, before propagating both backwards towards the piston and
forwards, with the shock front. At this stress level, only a single slip system is
activated. However, at 660m s−1, not only is plastic behaviour observed to begin
earlier in the simulation (12 ps for 650m s−1 cf. 8 ps for 660m s−1), but a different
slip system (albeit crystallographically equivalent) initiates first. Furthermore, at this
higher stress level, again a single slip system operates initially, but a second system
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Figure 3.3: Shear stress profiles of shock along 〈100〉. Snapshots taken at 14ps. The
piston velocities (shown in the legend) are given in m s−1, and correlate to the images
shown in figure 3.4. The oscillations seen in some of the lower velocity curves relate
to the aliasing effect which arises due to the slices taken in order to calculate the
average values along one dimension of the simulation (see section 2.4.3).
(a) 640m s−1 (b) 650m s−1
(c) 660m s−1 (d) 680m s−1
(e) 700m s−1 (f) 750m s−1
Figure 3.4: Simulation of shock along 〈100〉. The images show atoms with a cen-
trosymmetry parameter greater than 3, on a background coloured by velocity along
the z (shock) axis, in order to show the elastic wave position. All snapshots taken at
16 ps from the start of the simulation.
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(a) 10ps (b) 12ps
(c) 14ps (d) 16ps
(e) 18ps
Figure 3.5: 650m s−1 simulation of shock along 〈100〉. All views are rotated so the
viewer is looking along [1¯10] . The images show atoms with a centrosymmetry91
parameter greater than 3. The central bar additionally shows atoms coloured by
velocity along the z (shock) axis, in order to show the elastic wave position. [See
animation F1.1 in the electronic appendix.]
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(a) 6ps (b) 8ps
(c) 10ps (d) 12ps
(e) 14ps (f) 16ps
Figure 3.6: 660m s−1 simulation of shock along 〈100〉. All views are rotated so the
viewer is looking along 〈1¯10〉 . The images show atoms with a centrosymmetry91
parameter greater than 3. The central bar additionally shows atoms coloured by
velocity along the z (shock) axis, in order to show the elastic wave position. [See
animation F1.2 in the electronic appendix.]
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comes into play after a further 4 ps, indicating that although some stress must have
been relieved by the operation of the first system, this did not reduce the stress level
below that required to generate further stacking faults.
It can also be seen that the number of stacking faults within the shocked material
increases with increasing shock pressure. This point leads one to examine how much
the activity observed contributes towards the relief of stress. Examination of fig-
ure 3.4b shows that plastic deformation occurs for shocks driven by a piston velocity
of 650m s−1 or greater. However, it can be seen in figure 3.3b that relief of the shear
stress only occurs for shocks driven above 680m s−1. Returning to figure 3.4, one
can see that this means that a significant degree of multiple slip is required before
noticeable stress relief takes place. That is to say that the action of an individual
dislocation (and its associated stacking fault) makes only a small contribution to the
total change in stress. Even so, there must be some level at which the stress relief
from a single stacking fault will affect the behaviour of the remaining system. Cao et
al35 examined shocks along 〈100〉 and found that the differing slip systems operated
some competing mechanism, which in their work accounted for the change in stacking
fault density with shock strength.
3.1.4 〈110〉 Shock Direction
When the crystal is rotated such that the shock direction lies along the 〈110〉 crystal-
lographic axis, the elastic shock behaviour is noticeably different to that described for
〈100〉 above, as clearly described by Bringa et al27 and in Germann et al.64 In those
papers, the elastically compressed region is preceded by large variations in velocity.
These are brought about by the way in which the atoms are lined up with the direc-
tion of closest packing parallel to the shock direction. This means that the force is
transferred from one atom to the next in the most efficient way. This in turn causes
the atoms at the very leading edge of the shock wave to ‘overshoot’ and approach the
next atom at too close a distance. Consequently, when that atom moves forward, the
first atom ‘bounces’ off the second, and its velocity is reduced, before being driven
forward again by the atoms behind. This motion is efficiently transferred forwards at
a high velocity, creating an isolated spike in velocity. Figure 3.7a shows how a train
of these isolated waves are set up ahead of the elastic wave.
However, the simulations carried out as part of this work do not exhibit this
behaviour. As can be seen in figure 3.8, the 〈110〉 simulation behaves in a more
simplistic fashion, displaying a classic elastic–plastic two wave structure.
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Figure 3.7: Velocity profiles in 〈110〉 showing the soliton precursor behaviour ahead
of the elastic precursor. The extent of the solitons is reduced as the temperature is
raised from 5K (a) to 300K (e).
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Figure 3.8: 〈110〉 pressure profile showing the elastic precursor ahead of the main
shock. Piston velocity is 1400m s−1. Snapshot at 14ps. The red curve shows how
the action of the dislocations relieves the shear stress within the plastically deformed
part of the shock wave.
The reason for the difference lies in the temperature at which the simulations were
run. In order to reduce thermal noise effects, and thus show the plasticity more clearly
when using the centrosymmetry parameter for analysis (see section 2.4.4), Bringa et
al27 ran their simulations at 1.5 K. Figure 3.7 shows the velocity profiles for a series of
simulations run with a piston velocity of 1200m s−1, in which the initial temperature
of the simulation is varied between 5 and 300 K. Germann et al64 describe how these
solitary waves remain stable up to T0 ' Tm/10, where T0 is the temperature at the
start of the simulation and Tm is the melting temperature. For this work that would
imply soliton behaviour up to T0 ' 160 K. In the work presented here (figure 3.7) the
soliton behaviour is reduced with increasing temperature, as opposed to dropping off
suddenly as implied by Germann et al,64 although some oscillations are evident even
up to 300 K.
The main reason for the reduction in this behaviour is due to the degree of idealism
within the single crystal. At very low temperatures the atoms sit very close to their
ideal positions, and rows of atoms are well aligned, leading to a system which can
transfer momentum efficiently down the row. As the temperature is increased, the
atoms become increasingly displaced from their ideal positions, due to the increased
kinetic energy driving the atoms further from the location of the minimum in the
potential well. Consequently the alignment of the atoms atoms within the row is
reduced, reducing the efficiency of the single–atom momentum transfer process.
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plastic front elastic wave
Figure 3.9: 〈110〉 showing the plastically compressed region immediately ahead of
the piston. The elastic wave is indicated, ahead of the plastic front. Up = 800m s
−1.
Snapshot at 14ps.
In these 〈110〉 shock simulations, in contrast to those along 〈100〉 described above,
the initial dislocation activity occurs just ahead of the piston, as shown in figure 3.9,
rather than just behind the shock front. Furthermore, the plasticity very quickly
develops into multiple slip.
3.1.5 〈111〉 Shock Direction
By orienting the crystal so that the 〈111〉 direction is parallel to the shock direction,
and since the slip planes are {111}, there are three planes all at equal angles to the the
vector describing the shock direction. Furthermore, each slip plane contains two 〈110〉
directions, each being also at equal angles to the shock axis described. Therefore the
simulation presents six different, albeit crystallographically equivalent, slip systems
to the shock. This places this system in contrast to the 〈100〉 and the 〈110〉 (with
8 stressed systems). Now, the Schmid factor is nearly the same for the primary slip
systems for all three high symmetry orientations,81 so one may inquire as to whether
this degeneracy means that the single–slip observed in the 〈100〉 simulations above
is also seen here, or rather the material goes directly to the multiple slip condition
as observed in the 〈110〉 simulations. Now, not only does the material go directly to
multiple slip, but unexpectedly, the pressure profile is very different to that observed
in either the 〈100〉 or 〈110〉 orientations.
In this orientation the nucleation of dislocations causes a relief in the observed
pressure in the region surrounding the newly generated dislocations (see figure 3.10).
This reduction in pressure is observed to form what appears to be a release wave on
either side of the slipped region. Toward the piston the velocity, and hence pressure,
is maintained by the piston, and the slope of the velocity curve increases towards a
maximum level. Towards the leading edge of the compression, however, this release
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Figure 3.10: 〈111〉 simulation showing early pressure and shear stress profiles for
shocks just below (920m s−1) and just above (940m s−1) the threshold for plasticity.
Snapshot taken at 14ps from start of simulation.[See animation F1.3 in the electronic
appendix.]
attenuates the pressure. The amplitude in the elastically–compressed region then
decays, as the wave progresses forwards, to some new, lower value.
The question arises as to why the profiles show the dip at the point of dislocation
nucleation. The conventional analysis of stresses indicates that the material cannot
support shear stresses at a higher level than the yield strength. Therefore, when the
material plastically deforms, the pressure should subsequently rise. Clearly, then, the
shear stress required for homogeneous nucleation of dislocations is above the yield
stress of material with an existing defect structure (that is, material containing pre-
existing dislocations). Once dislocations are formed, the stresses both in the shock
direction, and normal to that direction are reduced to a level which the material can
support even in the presence of dislocations. Indeed, the entirety of the material
behind the shock front would be reduced to this level, but for the continuing action
of the piston, acting to maintain the compression and particle velocity. The front of
the elastic wave continues to travel forward at the longitudinal sound speed, whereas
the front of the plastically deformed region moves at the velocity of shear waves.
Comparisons with the experimental Hugoniot27 indicates that the longitudinal sound
speed for bulk polycrystalline copper is 3.96 km s−1. Examination of figure 3.10 shows
that the elastic wave in this simulation is travelling at 6.93 km s−1. This velocity is
excessive for elastic waves in this material, and reflects the fact that the material is
compressed to a higher pressure than the material can normally support elastically.
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The operation of these two processes (viz. the piston maintaining the pressure at
the back of the shock, and plasticity reducing the shear stress which can be supported
by undeformed material at the front of the shock) work together to develop the classic
two–wave structure observed in all weak–shock experiments (see figure 3.11).
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Figure 3.11: Typical experimental trace. This trace taken from the rear surface of
a sample of Ni3Al impacted by Al at 569m s
−1. The trace is derived from a man-
ganin gauge sandwiched between the rear surface of the target and 5mm of PMMA.
(Courtesy of J. Millett)
3.1.6 Low Symmetry
Most work to date has been carried using crystals set up with one of the high sym-
metry directions oriented parallel to the direction of deformation (or shock). Indeed,
when comparisons are made in order to describe orientation effects, it is the main
high symmetry directions which are compared (see, for example [27, 64]). However,
in reality the probability of finding any grain oriented in this way is almost zero.
Understanding low symmetry is important due to the way in which material re-
sponds to shock compression. Along the high symmetry directions the crystal is
degenerate with respect to the available slip systems. That is to say, that the crystal
is oriented so that crystallographically equivalent slip systems are at the same angle
to the compression axis, and hence have the same Schmid factor. Thus, upon arrival
of the plastic front, many slip systems are activated, and the crystal is driven imme-
diately into a regime of multiple slip. Such behaviour is very different to the expected
initial single slip regime.3
In contrast, then, a crystal oriented so that there is a definite single slip system
with a maximal Schmid factor will exhibit single slip deformation readily. For this
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(a) 200m s−1 (b) 400m s−1
(c) 600m s−1 (d) 800m s−1
(e) 1000m s−1 (f) 1200m s−1
Figure 3.12: Shocks in [311] crystal. All snapshots at 16ps. The shock moves from
left to right. The background colour indicates the velocity in the shock direction; the
elastic front can be seen at the right hand end where the stationary (blue) transitions
to moving (red).
work two similar orientations were examined. The [311] orientation is a vector which
lies close to being at equal angles to all three high symmetry directions. Figure 3.12
shows the effect of increasing piston velocity. In contrast to the high symmetry
orientations described above, there is clearly a region of few dislocations at the leading
edge of the plastically deformed region. This is especially noticeable in figure 3.12d.
These dislocations are full dislocations, rather than the partial dislocations which
form a stacking fault behind, as observed in the high symmetry simulations. This
direction, however, is not ideally oriented for single slip as there are two systems with
identical Schmid factor, namely [101]/(111¯) and [110]/(11¯1).
Experimental work is being carried out to examine the behaviour of shocks in
polycrystals. In order to produce the highest contrast between the high symmetry
and the lowest symmetry, the stereographic triangle was examined. Although the
[311] vector is equi-angle to the three high symmetry directions, the centre of the
stereographic triangle is occupied by a vector close to [134]. For this loading direction,
the slip system with the highest Schmid factor is [101]/(1¯11). Hence, as part of this
experimental work a copper single crystal was manufactured in the form of a cylinder
with a vector close to [134] lying along the cylinder axis. This enabled gas gun samples
to be manufactured with the shock direction close to [134]. As part of the work to
determine the expected behaviour of crystals of this orientation, simulations were run
in which a simulation cell was built with the [134] direction of the crystal parallel to
the z–axis of the computational cell. The cell dimensions are given in table 3.1. The
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Figure 3.13: 500m s−1 shock in [134] crystal. The shock moves from left to right.
The background colour indicates the velocity in the shock direction; the elastic front
can be seen at the right hand end where the stationary (blue) transitions to moving
(red). [See animation F1.4 in the electronic appendix.]
cell was necessarily large in order to ensure that the boundaries were periodic.
Figure 3.13 shows the dislocations produced by a 500m s−1 shock. The plastic
deformation can be partitioned into three zones. At the leading edge is a region
characterised by one or two full dislocations. Behind this is a region of multiple slip,
but still characterised by a few full dislocations. Towards the piston is a region where
there is a large number of stacking faults occupying many slip systems.
3.1.7 Effect of Defects
In the preceding section, the generation of stacking faults and dislocations occurs
above some threshold stress, or piston velocity. For those simulations where the
piston velocity is close to the threshold, the simulation runs for some time before the
dislocation activity is initiated. This means that in order to carry out a simulation
in which the steady state (i.e. self–similar) behaviour is to be examined then it is
necessary to create a large simulation cell.
Now it is expected that where there is some pre–existing dislocation structure
within the simulation then not only would the generation of further plasticity require
lower stress levels, but also the observed reduction in stress level within the elastic
zone would occur at earlier times.
It is possible to include single dislocations within a MD simulation, but the genera-
tion of a defect microstructure is more complex. A simple way to cause the simulation
to generate dislocations at low stresses is to create a small void some distance ahead
of the piston. As the shock wave passes over the void, it collapses readily, and in so
doing dislocations are emitted into the surrounding material.45
In order to test this behaviour the simulation cells described in section 3.1.2 were
re–used, but with some atoms removed. The effect of the removal is to create a 2nm
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Figure 3.14: Image from figure 3.13 rotated to show the leading dislocation. The
shock moves from right to left. The coloured bar in the lower part of the image
indicates the velocity in the shock direction; the elastic front is indicated where the
stationary (blue) transitions to moving (red).
diameter void placed 20nm ahead of the piston (see figure 3.15).
Since the dislocations are nucleated by the collapse of the void, the effect seen in
figures 3.5 and 3.6, where the dislocation activity is observed to start spontaneously
just behind the shock front, does not occur. That is, the dislocation activity in the
defected simulations starts as the shock front passes over the void (see figure 3.16).
The stacking faults lie on the {111} planes (the primary slip planes of the FCC
lattice), generating a cross pattern. The dislocations continue to expand away from
the void, wrapping around the periodic boundaries thus creating what appears to be
a network of stacking faults.
For the simulation oriented with 〈100〉 parallel to the shock direction it was found
that dislocations were generated for piston velocities as low as 200m s−1. However,
examination of the pressure and shear stress profiles were similar in shape to those for
a piston velocity of 700m s−1 (see figure 3.3) in perfect crystals. That is to say that
the dislocations are initiated as the elastic wave passes over the void, and the front of
the plastic region continues to grow forward at a similar velocity to the elastic wave.
Due to the time required for the dislocations to be emitted from the void and pass
across to the simulation cell walls, thereby generating the front of the plastic zone,
there is a time lag between the elastic wave and the plastic front. These two parts of
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Figure 3.15: Image of 〈100〉 simulation with a void created by deleting the atoms from
a spherical region. The void is highlighted by the atoms immediately surrounding the
void, which appear (using CSP) to be defected since they have no neighbours on the
void side.
Figure 3.16: Image of 〈100〉 simulation with a void created by deleting the atoms from
a spherical region. The shock has passed over the void (shown by the background
unshocked (blue) and shocked (red) regions). The piston (and hence shock) travels
from left to right. [See animation F1.5 in the electronic appendix.]
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the shock profile are travelling at similar velocities, and travel forward together.
A similar process occurs in the 〈111〉 orientation. Here the generation of disloca-
tions, which occurs when the elastic wave passes over the void as previously described,
causes a reduction in pressure and velocity in the same way as occurs in the unde-
fected crystals described above. Similarly to that described for the 〈100〉 case, there is
a time/distance gap between the elastic wave and the plastic front. However, in con-
trast to the 〈100〉 orientation, and as described for the undefected samples above, the
elastic wave travels faster than the plastic front. Now the elastic wave is reduced in
amplitude as it moves forward, due to the release from the plasticity occurring behind,
and the two parts of the shock wave move apart due to the differing velocities.
This last aspect raises another issue. That is to say that the elastic wave may
be reduced in amplitude in comparison to that in a shock wave with no dislocation
activity, but its magnitude is still very large in comparison to the experimentally
determined value. One possible explanation for the failure of the dislocation activity
to reduce the elastic wave to the expected value is due to the time lag which appears
between the arrival of the elastic wave and the formation of the plastic front. It can
be seen in figure 3.10 that the relief of the shear stress due to the action of dislocations
takes some time (or travel distance, since the figure is given in space at a fixed time).
This means that the minimum of the pressure profile, from which the release travels
forward to reduce the amplitude of the elastic wave, is not at the low level expected
from experimental results. This is due to that minimum being supported by the
higher pressure of the elastic wave ahead, and the continued compression leading to
higher pressures due to the piston behind.
Since the amplitude of the elastic wave in these simulations remains above the
threshold for dislocation generation in the presence of voids, it may be possible to
enable further reduction of the elastic wave amplitude by causing the wave to pass over
more voids. Figure 3.19 shows the velocity profiles for a simulation in which three
voids were placed along the shock path. Furthermore, the simulation was started
with a piston velocity of 200m s−1, corresponding to a level just able to produce
dislocations in the presence of a void. However, the stronger pulse of 920m s−1, which
is at a level just below that which will produce nucleation of dislocations without
voids being present causes an elastic wave to be produced which has a far higher
amplitude than that of the 200m s−1 pulse. This faster elastic wave, then, overtakes
the lower amplitude, slower, elastic wave, and the latter’s effect is negated. However,
the main part of this simulation, viz to examine the reduction in amplitude of the
elastic wave due to the heterogeneous nucleation of dislocations, can be clearly seen.
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Figure 3.17: Graph of velocity profiles in 〈111〉 simulation showing how the production
of dislocations causes a reduction in the particle velocity, which then causes the
particle velocity associated with the elastic wave ahead to decay to some steady lower
level. The legend gives the time associated with each snapshot.
Although such reduction occurs, the reduction in amplitude caused by the second void
is considerably less than that from the first interaction event. Subsequent interaction
events, then, have a diminishing returns effect and the elastic wave can be seen to
asymptote to a level between 300 and 400m s−1.
Now the level of this elastic wave in the presence of multiple voids is still very
high when compared to the experimentally observed value. Indeed, from equation 2.6,
the pressure can be estimated to be ∼210 kbar, considerably above the experimental
HEL for single copper crystals of between 1.3 and 2.0 kbar determined by Jones and
Mote.81 Bringa et al27 estimated the HEL for this potential to be 320±20 kbar,
which compares well to that shown in figure 3.10. So the effect of the voids is seen to
reduce the amplitude of the elastic wave considerably, but not sufficiently to account
for the experimental observations. One reason for this may be the behaviour of this
particular potential. Both Mishin et al116 and Boyer et al22 describe this potential as
supporting considerably more stress than that estimated by DFT, and that the ideal
shear strength is calculated to be ∼29 kbar compared to ∼22 kbar for DFT.22
3.1.8 Analysis of Velocity Profile
It is useful to understand the slope of the plastic front, as this enables comparison
to experimental data. This latter point is valuable as the experimental data are not
taken from the bulk of the material, rather they are either free surface measurements
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Figure 3.18: Graph of 〈111〉 simulation showing how the production of dislocations
causes an increase in temperature. Snapshot time (65ps) corresponds to the last curve
in figure 3.17
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Figure 3.19: Graph of particle velocity in 〈111〉 simulation as the shock passes over
multiple voids. The effect of each successive void on the elastic precursor is seen.[See
animation F1.9 in the electronic appendix.
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or else taken from embedded gauges. Understanding the behaviour of shock waves in
crystalline materials using MD simulations enables better understanding, and hence
interpretation, of experimental data.
As is shown above, in a MD simulation of perfect crystals, the dislocations evident
at the leading edge of the plastic front are not nucleated at the very instant that
a shock simulation is started. Rather, after a short amount of the travel of the
compressive disturbance, dislocations are nucleated homogeneously in the compressed
region. The dislocations are then observed to travel away from the central nucleation
zone. For shocks travelling along the 〈111〉 direction, the relief of stress caused by the
action of the dislocations acts as a release wave on the over–stressed elastic region.
This relief causes a decay in the elastic precursor. Figure 3.17 shows the decay of the
precursor.
The decay of the elastic precursor shown in figure 3.17 shows the same form as the
precursor decay described by Gilman.66 Figure 3.18 shows the temperature profile of
the simulation at 65ps. A distinct rise in temperature can be seen at the same point
as the rise in pressure associated with the front of the plastically deformed region.
The action of the dislocations causes a temperature rise in the shocked material.
Furthermore the shear stress can be seen to fall dramatically over the same spatial
region as the temperature rise (cf. figures 3.17 and 3.18(last trace)). This shows that
the elastic strain energy is being converted into thermal energy. Furthermore, the
continued rise in temperature in the region between the plastic front and the piston
(figure 3.18) shows that dislocation activity continues behind the plastic front, i.e.
the stress state continues to move towards the hydrostat within the shocked material.
This aspect is in contradiction to the shock analysis given in section 2.1. In that
analysis it is assumed that the change in thermodynamic state, due to the action of
the shock, is instantaneous, or at least occurs to completion prior to the equilibrium
condition which would be taken as the shocked state.
Comparison to Experimental data
Embedded gauges have relatively long response times because of the need to ‘ring
up’ to the ambient pressure. That is, an embedded gauge needs to be electrically
isolated from the metallic sample material. This is achieved by encapsulating the
gauge material between thin (2 or 3 µm) layers of insulating material. Even though
the layer of insulating material is very thin, the large difference in shock impedance
means that the pressure seen by the gauge itself is much lower than that of the
incoming wave. The low pressure wave travels through the gauge until it reaches the
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sample material on the other side. Due to the higher impedance there is a reflected
shock back into the gauge, raising the pressure in the gauge package. The reflected
shock travels back and forth across the gauge, the pressure rising each time, until the
pressure in the gauge matches that of the surrounding sample. It is believed that at
least three passages of the wave are required before this occurs. For a shock to transit
20 µm (the typical thickness of the thinnest gauges) of copper takes approximately
3.6 ns. So the ring–up time is certainly longer than 10 ns.
So there is some interest in determining what is the true rise of the shock front.
This latter question relates the empirically–determined relation between the fastest
rate of compression (strain rate, ˙) and the pressure behind the shock. Swegle and
Grady142 examined a large range of shock data. They showed that when plotted as
log(strain rate) against log(pressure), the data for any particular material fit on a
straight line. Moreover, all the data could be fit by lines with a slope of 4, with
varying offsets. From this they deduced the so–called Swegle–Grady relation
˙ = κP 4. (3.1)
Here κ is a constant of proportionality which varies from material to material. In
order to examine this relationship in these simulations, some measure of the slope of
the plastic rise of the is needed. A simple method is to fit the data, using a least
squares method, with a function in which the slope is related to a single parameter.
Here a function is derived based on the error function.
y = a0− a1 ∗ erf(a2 ∗ (x− a3)) (3.2)
In this function, the value a2 governs the slope (see figure 3.21).
Two simulations were run with the unit cell oriented so that the 〈111〉 direction
was parallel to the shock direction. The first used a piston velocity of 1.0 km s−1 and
the second used a piston velocity of 1.2 km s−1. A comparison of the pressure profiles
is shown in figure 3.22. Notably, it can be seen that the amplitude of the elastic wave
varies between the simulations, being 155 vs. 230 kbar for the 1.0 and 1.2 km s−1
piston velocities respectively. This is in contrast to the expected behaviour, observed
experimentally, where the elastic wave would be at the amplitude of the yield stress
under dynamic conditions, known as the Hugoniot elastic limit (HEL). However it is
observed that the elastic waves both travel at the same velocity, 6.42 km s−1.
The main shocks travel at 4.88 and 5.3 km s−1. Estimation of the pressure behind
the shock is made difficult because, for both simulations, the pressure continues to
rise from the end of the main shock back towards the piston. For the 1.0 km s−1
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Figure 3.20: Graph of peak stress vs. strain rate for a range of materials. From [111]
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Figure 3.21: Graph of equation 3.2 showing the effect of the parameter a2. For all
curves, a0 = 500, a1 = 500 and a3 = 500. a2 is as given in the legend.
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Figure 3.22: Shocks in 〈111〉 crystal. Snapshots at 60ps. The shock moves from left
to right. The black curve shows the measured pressure profile; the red curve is the
fit to equation 3.2 (Parameters are given in table 3.2).
1000m s−1 1200m s−1
a0 326.7 390.63
a1 150.9 182.0
a2 0.071 0.133
a3 293.0 316.3
Table 3.2: Comparison of the parameters fit to equation 3.2 for two different piston
velocities.
simulation, the pressure rises from ∼468 to ∼487 kbar. In the 1.2 km s−1 simulation,
the pressure rises from ∼595 to ∼617 kbar. From equation 2.6 the pressure can be
calculated as 43.5 and 56.6 GPa (∼435 and ∼566 kbar) which is slightly lower than
the respective lower values estimated from the profiles in figure 3.22. This discrepancy
may be due to the nature of the shock in the simulation. That is to say, the Rankine–
Hugoniot relations (section 2.1) assume a single shock transition from an initial state
to some final, steady, state. Clearly these simulations show that the material behind
the shock is not steady, but continues to relax the shear stress developed during the
shock compression. This is shown in figure 5.6f, where the shear stress can be seen
to continue to fall behind the initial sharp relaxation of the plastic front, and also
in figure 3.17 where the temperature continues to rise, indicating that motion and
interaction of dislocations continues across the entire region between the plastic front
and the piston.
Figure 3.22 shows that the slope of the main plastic front varies with the increase
in piston velocity. Table 3.2 shows the difference in the fits to equation 3.2 of the main
plastic shock front. The profiles shown here are not set up ideally for a comparison
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with the Swegle–Grady relation given in equation 3.1. However, since the prime
aspect of the relation is the slope of the log-log plot, a comparison with the data
available here is possible. Using this data, the slope of the log(pressure rise with
distance) against log(pressure) has a slope of 4.3, close to the Swegle–Grady value of
4. This dataset includes only two points, and therefore conclusions drawn from this
work must be treated with caution. Furthermore, examination of this data using the
tools shown here (in–material pressure and velocity plots) does not give an adequate
explanation of why this particular relation should exist.
3.1.9 Conclusions
The studies shown here have examined the simulation of ideal and near–ideal crystals
under piston–driven shock loading. In contrast to previous work,27,64,76 these simu-
lations show a behaviour more closely resembling the experimental traces. This has
enabled comparison with observations made in those experimental studies, such as
elastic precursor decay66 and shock steepening.142 However, simulations are not yet
able to create many of the experimentally observed features of real materials, such
as initial dislocation density.81 This fact, taken with the errors described for this
potential,22,116 shows that these simulations cannot be used for detailed quantitative
analysis. That having been said, there is much which can be learned from the be-
haviours exhibited by the material simulated, such as the way in which dislocation
production occurs under a range of circumstances.
3.2 Polycrystal Behaviour
3.2.1 Introduction
Real metals are made of of a very large number of small crystals, all oriented ran-
domly with respect to each other. There are exceptions to this situation including
single crystals used in jet turbines due to the low creep properties afforded by not
having grain boundaries or amorphous metals, which have no crystalline structure,
which are finding increasing technological use, such as in retail store security systems
where advantage is taken of the unusual magnetic properties of some nickel–iron al-
loys. Furthermore, metals processing, such as rolling, drawing and forging produce
deformed grain shapes. As a consequence, the statistical measure of the number of
grains against orientation does not show a truly uniform random distribution, rather
there is preference for some particular orientation. This situation is known as texture.
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Therefore, there is some interest in understanding how grain boundaries between
crystals of differing orientation affects the bulk material behaviour. This situation
arises at two scales; the finest scale relates to the action of a boundary itself – how
the energies of grain boundaries affect the behaviour of atoms and plasticity agents
(dislocations, twins) and how the existence of a boundary affects those agents, acting
as a barrier to motion or continued plasticity. The longer scale considers how the exis-
tence of a large number of grains randomly oriented affects the macroscale behaviour
of the sample. This can be seen, for example, in the way in which the heterogeneous
mechanical response to stress is averaged over the sample either in the Voigt limit,
where the strains are assumed to be constant, or the Reuss limit in which the stresses
are assumed to be constant across all of the constituent grains.
When considering shocks, since the shock velocities and behaviours are different
along different crystallographic orientations, one may expect that shock waves will
respond in some way to the two situations described above. That is, for the case
where there is a grain boundary between two grains, one might expect that there will
be some effect due to the differing grain orientations, and some effect due to the grain
boundary itself. This section describes briefly some work carried out to examine these
situations.
3.2.2 Bicrystals
Cao et al36 examined the behaviour of a [100]/[011¯] copper bicrystal experimentally,
via a shock recovery technique. They found that twinning was present in the [100],
but not the [011¯] crystal, for the shock pressures they examined. They describe this
difference as being attributed to the different behaviour of dislocations, which enable
the twinning process. Although twinning was not observed in the single crystal work
carried out here (see section 3.1), differing dislocation behaviour was observed, which
supports the results of Cao et al.36 It should be noted that, although the recovery
method used ensures that all the stress waves within the sample travel only in the
shock direction, that is to say that the sample is retained in a one dimensional strain
state, the sample nevertheless undergoes a release phase during the recovery process.
Therefore one should be mindful of the effect upon the shock–generated microstruc-
ture of that release phase. Even so, the release phase will, like the shock wave, behave
differently between the two orientations within the bicrystal, making such experimen-
tal work extremely valuable in bringing insight to the effect of orientation within the
understanding of shock processes.
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Dremov and Bringa51 examined the effect of a grain boundary on shock waves.
They compared how the angle of the grain boundary to the shock direction affected
the shock wave. Their work showed that the energy of the atoms in the grain boundary
region was higher than in the bulk crystals, and the additional energy supplied by the
shock wave could cause the grain boundary region to melt preferentially at a shock
pressure lower than that predicted by examination of the phase diagram.
For this work, in order to examine the effect of one grain upon another, pairs of
crystals have been set up such that the grain boundary lies parallel to the direction
of the shock. Thus the shock is set up in each grain independently at the start of the
simulation, and the effects observed are related to the shock properties of one crystal
affecting the behaviour of its neighbour. That work was presented at the Plasticity
2005 conference, see Appendix D.1.
A simulation was set up utilising a nickel potential, with the MEAM model15 (see
Appendix A). The simulation cell occupied a space of 29.1 nm in X, 28.3 nm in Y
and 66.4 nm in Z. The Y extents of the cell were from −14.55 nm to +14.55 nm.
Schematically, then, the cell was split along the plane Y = 0. The top half was filled
with atoms oriented with 〈100〉 parallel to the Z axis. The lower half was filled with
atoms oriented with 〈111〉 parallel to the Z axis. These orientations were used to
maximise the difference in shock velocities between the two crystals. The shock was
created by superimposing a velocity of 2 km s−1 onto the leftmost (Z ≤ 0) 13.3 nm of
both crystals. In this way, the setup of a gas-gun flyer experiment is simulated (see
section 3.1.1). Because both the flyer material and the sample material are the same,
the simulation recreates a symmetric shock. In this arrangement a shock travels at the
same speed away from the interface (in the frame of reference of that interface) into
both the flyer and the sample material. Because of this, the particle velocity behind
the shock is half that of the initial flyer velocity. Hence figure 3.23 shows an initial
maximum particle velocity of 1 km s−1. The second aspect of this type of simulation is
that the shock travelling backwards into the flyer, upon encountering the free surface,
returns then into the simulation cell as a release wave. Examination of the particle
velocity at some fixed point over time, as is shown in figure 3.23 provides the time
for the shock to transit twice the thickness of the flyer, and hence the shock velocity.
For the two crystals simulated, from figure 3.23, this value is 5.5 and 8.5 km s−1 for
the 〈100〉 and 〈111〉 crystals respectively.
From figure 3.23 it is clear that not only is the shock velocity very different between
the two crystals, but the response of the material to the shock compression is also
very different. This is further shown in figure 3.24, where the difference in plastic
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Figure 3.23: Flyer shock in [100](black curves)–[111](red curves) crystal. Traces taken
by examining the velocity at the centre of each crystal at some fixed position (4.5
and 15 nm from the flyer–sample interface) over the whole time of the simulation.[See
animation F2.1 in the electronic appendix.]
response can be seen. Furthermore, both crystals respond in a different way to that
described for the copper single crystals in section 3.1. For this nickel potential, the
〈111〉 crystal is over–driven, i.e. the shock is of a strength that the plastic front travels
faster than the elastic wave. Consequently the elastic wave is not seen. In the copper
results shown in section 3.1 the shock is not over–driven until a particle velocity of
2000 m s−1 (see figure 5.1).
The 〈100〉 crystal, in contrast, displays little or no plasticity. The reason for this
is that the shock is driven such that the crystal passes through the Bain path. This
process occurs because both the FCC and BCC are high symmetry instances of the
body centred tetragonal latticeb. As a consequence, compression of the FCC lat-
tice along 〈100〉 by 1/√2 transforms the structure to a BCC lattice (see figure 3.25).
Whilst for this uniaxial compression the volume is not conserved (that would require
a compensating expansion orthogonal to the compression direction9), volume con-
serving transitions along the Bain path were examined by Mishin et al for copper116
and nickel.115 These works were both aimed at developing EAM models for copper
and nickel respectively, but examination of the ab initio calculations shown in those
papers is useful. For both of these models, there is a local maximum at c/a =
1/√2,
bA tetragonal cell is one where the crystal axes are orthogonal, but one side differs in length
from the other two, those being the same length as each other. The two identical axes are conven-
tionally designated a whereas the other (different length) axes is designated c. Thus the degree of
tetragonality is given by the ratio c/a
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(a) 001 (b) 111
Figure 3.24: Comparison of shocked regions in 〈100〉 and 〈111〉 crystals. Atoms are
coloured by velocity component parallel to the Z axis of the simulation cell (i.e. in
the direction of the shock). The image has been split along Y = 0, so that the top of
3.24b matches the bottom of 3.24a. Thus the extent of the interaction, particularly of
the 〈111〉 upon the 〈100〉 can be seen.[See animation F2.2 in the electronic appendix.]
but in the copper case the local minimum at c/a <
1/√2 is very small. In contrast,
for nickel, the local minimum at c/a <
1/√2 is quite significant, amounting to nearly
0.2 eV/atom. It is noted in the copper paper116 that the maximum at c/a =
1/√2 in-
dicates that the BCC structure is unstable against the volume–conserving tetragonal
distortion applied in that work, but the minimum at c/a <
1/√2 is a form of body
centred tetragonal lattice with the designation Aa and is metastable in some metals
under compression.
Further comparisons between the crystals studied in this bicrystal shock simula-
tion can be made by use of the common neighbour analysis (CNA) (see section 2.4.4).
Compression of the 〈100〉 crystal towards the BCC structure is shown in figure 3.26.
Here it can be seen that the 〈100〉 crystal is composed of layers of BCC and unstruc-
tured material. This output from the CNA procedure is due to a small mismatch in
the stacking of the atoms. Closer examination of the 〈100〉 crystal reveals that the
c/a ratio is slightly less than 0.8. This shows that the material is being compressed
towards the BCC maximum at c/a =
1/√2, ∼ 0.71, but is not sufficiently compressed
to be truly BCC.
It is possible that this difference in behaviour between nickel and copper is re-
lated to a difference in available deformation paths. In copper, there is a metastable
structure which is described as the 9R.116 This structure can be described as the
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a0
1/√2 a0
Figure 3.25: Schematic showing the relationship between the FCC and BCT lattices.
The FCC lattice is shown by solid lines; the BCT by dashed lines. The original
FCC lattice parameter is a0. Therefore the a lattice parameter of the BCT lattice is√
2/2 =
1/√2. It can be seen, then, that compression along [001] will produce a BCC
lattice.
Figure 3.26: Common neighbour analysis of shocked Ni bicrystal. In this image,
atoms identified as being in the FCC structure are coloured blue, those as BCC,
yellow, HCP, red, and those of no identified order are coloured purple. The top half
of the image is the 〈100〉 crystal, the bottom, 〈111〉.
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FCC structure with a stacking fault on every third plane.56 This structure has been
observed for several metals under varying conditions such as copper precipitates in Fe
alloys,69 in ultrafine particulates85 and at grain boundaries.56 However, this structure
does not appear to be commonplace in nickel. This feature, in turn, may be due
to a difference in the stacking fault energies. For copper, this value is reported as
∼ 50 mJ/m2 for the stable stacking fault and ∼ 150 mJ/m2 for the unstable stacking
fault.116 In contrast, the nickel values are ∼ 125 and ∼ 375 mJ/m2 for the stable and
unstable stacking fault energies respectively.115 Now, in these types of simulations,
particularly for shocks along the high symmetry directions, the predominant mode of
shear relaxation is by production of stacking faults, as shown in section 3.1. Therefore
one can surmise that for nickel a higher uniaxial compression along the 〈100〉 direc-
tion may be achieved without the homogeneous production of dislocations, which
then enables alternative means of energy reduction, such as a transformation along
the Bain path.
It can also be seen from figures 3.24 and 3.27 that there is strong lateral interaction
between the 〈100〉 and 〈111〉 crystals. The higher shock velocity in the lower, 〈111〉,
crystal means that there is compressed material adjacent to uncompressed material.
As a consequence the 〈100〉 crystal is compressed laterally (i.e. in the direction of
the the Y axis) before the arrival of the shock. It should be noted that, due to the
periodic boundaries, which are applied to the lateral extents of the simulation cell,
each crystal appears to have a grain boundary on both sides, viz. in the centre of
the simulation cell, and at the outside boundaries of the cell. This, then, causes the
symmetric behaviour observed in each crystal. It may be expected that, since the
shock wave in the 〈111〉 crystal causes the atoms to move at a velocity Up, there
may be some interfacial friction effects observable at the grain boundary in the 〈100〉
crystal. Whilst such effects can be seen upon close inspection, these effects are small
and affect only a few layers of atoms near to the boundary. Therefore the friction
effects do not modify the bulk behaviour of the grains, which is dominated by the
pressure pulse induced by the neighbouring compressed material.
It is important to understand this grain-to-grain interaction fully in order to gain
a better understanding of the nature of shocks in polycrystal materials. This work is
being undertaken both computationally and experimentally (both within the author’s
organisation and elsewhere112) in order to improve the mesoscale modelling of ma-
terial behaviour. In order to investigate the grain-on-grain behaviour for mesoscale
studies, a set of bicrystals were manufactured, from which gas gun samples were
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Figure 3.27: Shocked Ni bicrystal. The top half of the image is the 〈100〉 crystal,
the bottom, 〈111〉. Snapshot at 5 ps. Atoms coloured by velocity component in the
shock direction.
made. Simulations of the manufactured bicrystals were undertaken in order to gain
some understanding of the expected experimental results.
In order to determine the crystal orientations precisely the samples were analysed
using electron backscatter diffraction (EBSD). These then gave pole figures, from
which Euler angles were determined. This information was then used in the simulation
to set up two crystals side-by-side. The nominally 〈100〉 crystal was set up with lattice
vectors shown in table 3.3 and the nominally [134] crystal was set up with lattice
vectors shown in table 3.4. In the single crystal work described in section 3.1.6 the
〈100〉 crystal was oriented in the natural way, that is to say that the [100] direction
was parallel to the x-axis of the simulation cell, [010] parallel to the y-axis and [001]
parallel to the z-axis. Due to crystallographic symmetry, each of these directions is
equivalent. The 〈100〉 crystal created here is set up with [010] parallel to the x-axis,
[1¯00] parallel to the y-axis, and [001] parallel to the z-axis. This should produce a
crystal which is crystallographically equivalent, but rotated around the z axis of the
simulation cell. However, it can be seen from table 3.3 that the crystal is not set
up perfectly, but is slightly under-rotated around that axis, and is rotated to some
small degree away from having the [001] direction parallel to the z axis. Similarly,
the [134] crystal is closer to having the [124] direction parallel to the shock axis.
For simplicity, and in line with previous discussions, these latter orientations will be
referred to (stricto sensu incorrectly) as 〈100〉 and [134].
The misalignment of the [134] crystal is expected to make only a small difference
to the behaviour observed. In the simulation, there is one slip system which is more
favourably oriented to the shock axis. The experimental orientation, similarly, will
have one slip system most favourably oriented. Consequently some difference in the
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Figure 3.28: Shock in [134] crystal. Velocities normal to the shock direction. Piston
velocities are shown in the legend.
stress at which the slip occurs may be observed, but the general behaviour will be
the same.
In contrast one might expect that the 〈100〉 crystal will behave very differently if
there is some degree of misalignment. True degeneracy of the available slip systems
will only exist if the alignment is perfect. In theory, even a small misalignment will
cause one slip system to be favoured over the others. But in practice, especially under
shock loading, all of the degenerate slip systems will experience shear at a level above
the critical resolved shear stress necessary for slip. Consequently there will be multiple
slip in the same way as has been shown for the 〈100〉 single crystal (section 3.1.3).
However, in contrast to the [134] crystal, as the degree of misalignment increases,
rather than a simple change in stress amplitude determining the slip behaviour, one
expects to see a change in the ratio of the activity on each of the slip systems, with
one system at work more than the others.
Prior to the experiments, simulations were carried out to determine if there might
be any unexpected effects which may invalidate the experiments. One such effect
would be lateral motion of one crystal relative to the other, causing the two crystals
to move apart during the experiment.
It is well known that elastic waves travelling along crystal vectors other than
the high symmetry directions will be split into longitudinal and shear components.19
One consequence of this is that the elastic wave generated by the shock front will
induce lateral motion of the atoms. The behaviour, then, of the [134] crystal as the
piston velocity is increased is of interest. In order to understand this effect, the single
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[134] crystal simulations from section 3.1.6 were analysed to determine the extent of
such motion. Figure 3.28 shows the normal particle velocity profiles (i.e. the velocity
profiles of the components of velocity parallel to the X and Y axes of the simulation
cell) at three piston velocities. Firstly it can be seen that the amplitude of the lateral
motion increases with increasing piston velocity. The X component is positive, i.e.
to the right, and the Y component is negative, i.e. out of the page.
This may imply, then, that the very effect one wishes to avoid, viz. the separation
of the crystals, is being generated here. However, closer examination of figure 3.28
shows that, for the 500 m s−1 shock, where plasticity is observed, the curves show
almost no lateral motion. That is to say, behind the plastic front, which is where any
significant bulk motion may be expected to occur, the lateral motion of the atoms
is seen to be negligible. Therefore, the stress on the grain boundary, i.e. whether it
is under tension or compression, should be dominated by the pressure of the main
shock, and so it will remain under compression.
X −0.258 0.965 0.045
Y −0.965 −0.259 0.026
Z 0.037 −0.037 0.999
Table 3.3: Orientation of 〈100〉 crystal. Crystallographic vectors along each of the
simulation cell axes.
X −0.328 0.840 −0.433
Y −0.851 −0.461 −0.25
Z −0.410 0.287 0.866
Table 3.4: Orientation of [134] crystal. Crystallographic vectors along each of the
simulation cell axes.
The shock was set up by creating a piston along the boundary where Z is a
maximum, with a velocity of 500m s−1 in the direction of −Z. This setup was used
to recreate the shock experiments, in relation to the crystal axes as given in tables 3.3
and 3.4. Figure 3.29 shows the simulation after 21 ps. The difference in the elastic
wave velocities is clearly seen. Furthermore, the effect of the faster wave in the [134]
crystal can be seen in the 〈100〉 crystal, where the shock front is curved. It should
be noted that this simulation was set up with periodic boundary conditions along
its lateral extents. This condition is necessary to ensure that the material does not
escape from the simulation under the action of the shock pressure. Such behaviour
would lead to unphysical release waves entering the simulation cell, thus modifying
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the observed behaviour. However, the effect of these boundary conditions is to create
two grain boundaries; the centre boundary, which is clearly seen, and an additional
grain boundary between the leftmost edge of the 〈100〉 crystal and the rightmost edge
of the [134] crystal.
From this it can be seen that whereas the shock front in the 〈100〉 crystal is nearly
symmetric, left to right, the front in the [134] crystal behaves differently depending
on whether the neighbouring 〈100〉 crystal is on its left or right hand side. Where the
slow neighbour is on the left, the front runs at nearly full speed, and the front itself
appears flat. In contrast, where the neighbour is to the right, there is a noticeable
drag effect, causing a curvature in the shock front profile.
The effect of the lateral motion is shown in figure 3.30. It is useful to compare
this image to the graph shown in figure 3.28. Whereas figure 3.28 shows the average
behaviour for a single [134] crystal with no grain boundary, figure 3.30 shows the
[134] crystal with a grain boundary present. In this latter figure, there is noticeable
chirality in both the 〈100〉 and [134] crystals. If one takes into account the periodic
boundaries, then the lateral motion which figure 3.30 appears to show in both crystals
has no discontinuity at either grain boundary (i.e. the centre or the lateral (wrapped)
grain boundary). This supports the conclusion drawn earlier that any lateral motion
will be small in amplitude, and the grains will hold together under pressure.
Figure 3.30 further supports the conclusion drawn that the lateral motion all
but disappears with the onset of plasticity. Comparison of figures 3.30 and 3.29
(particularly the far right portion of both figures) shows the lateral motion ceasing
abruptly where the stacking faults indicate the plastic front.
3.2.3 Polycrystals
In contrast to the two–crystal situation described above, the desire to simulate real
materials leads one to consider a sample which is comprised of many small randomly
oriented crystallites.
Bringa et al24 examined the shock hardening of nanocrystalline materials. This
work examined slip processes which dominate at very small grain sizes. For grain
sizes which are found in regular engineering materials, the well known Hall–Petch
relationship describes the increase in strength as grain size is reduced. However, it is
found that for ultra-small grain sizes, this relationship is reversed.37 Bringa et al24
showed that, whilst the crystal strength increases with pressure due to the pressure–
dependence of the shear modulus, the increase in pressure also suppresses the ability
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Figure 3.29: 500 m/s shock in 〈100〉 (top)–[134](bottom) crystal. The shock moves
from left to right. The background colour indicates the velocity in the shock direc-
tion; the elastic front can be seen where the stationary (green) transitions to moving
(blue). Dislocations and stacking faults are shown as bright red linear features. [See
animation F2.10 in the electronic appendix.]
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Figure 3.30: 500 m/s shock in 〈100〉 (top)–[134](bottom) crystal (boundary indicated
by dashed line). The shock moves from left to right. Colour indicates the velocity in
the X (lateral) direction; red indicates material moving to the bottom; blue indicates
material moving to the top.
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of the grain boundaries to slide. These two features, then, lead to a regime in which
ultra-hard materials may exist.
More pertinent to shock behaviour itself, several workers have considered what
effect the randomly oriented grains have on the shock front. Bringa et al26 considered
how the interaction of the varying wave velocities in the different grains may cause
a broadening of the wave front. This work examined the assumptions used in the
model derived by Meyers et al.110 Both Bringa et al26 and Meyers et al110 show that
the shock width increases as the 1/2 power of grain size.
Barber and Kadau12 further examine the models for shock front broadening,
adding a model of their own. In similarity to the Meyers110 and Bringa26 models,
the Barber and Kadau12 model predicts that the width of the shock front increases
with the 1/2 power of distance travelled into the sample.
In order to examine this behaviour, a simulation cell was created as a nanocrys-
talline material. The algorithm for creating such a material follows the Voronoi based
method of Van Swygenhoven.143 Here the grains are formed by creating a set of grain
centres which are randomly spaced throughout the simulation cell volume. Each
centre is then surrounded by atoms oriented to form a crystal of some random orien-
tation. Atoms which are outside the Voronoi cell associated with the centre forming
that grain are deleted. The number of centres is calculated from the ratio of grain
volume to simulation cell volume. In this simulation the grain size (diameter) was
approximately 5 nm. The material was then shocked by driving a piston from one
end. The variation of the shock front due to the presence of grains is clearly seen in
figure 3.31.
The shock front position was measured at several locations (on a unifiorm grid)
across the sample cross-section for each snapshot. The standard deviation of the front
positions then provides a measure of the shock front dispersion, or width, against time.
Figure 3.32 shows the variation of this standard deviation measure over time for three
piston velocities. Clearly the width of the shock front increases, but only to some
limiting value. The mean value for the measure, taken over the region for which the
measure is not increasing, is 1.24, 0.78 and 0.72 for the 500, 750 and 950 m s−1 piston
velocities respectively. This indicates, then, that stronger shocks will display narrower
front widths. Furthermore, figure 3.32 shows that the steady state is reached earlier
for the stronger shocks.
This behaviour, however, will be dependent on the size of the grains in the sample.
This point highlights one of the issues still facing workers in this field. The creation
of a molecular dynamics simulation which is large enough to accurately represent the
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Figure 3.31: Shock in nanocrystal (boundary indicated by dashed line). The shock
moves from left to right. Colour indicates the velocity in the shock direction. The
shock front is highlighted where the particle velocity transitions from stationary (blue)
to moving (red). Use of the centrosymmetry parameter enables grain boundaries (and
stacking faults) to be shown.See animation F2.12 in the electronic appendix.]
Figure 3.32: Standard deviation of shock front position as the front moves into the
sample. Piston velocities are shown in the legend.
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sizes of grains observed in experimental samples requires numbers of atoms which
is well beyond current computing capability. The simulations shown here contain
>108 atoms, and ∼6000 grains. Work is currently being undertaken to examine large
grain sizes. However, as the grain size increases, which necessitates an increase in
the simulation cell cross-section, the time to steady-state increases, and hence the
simulation cell length increases as well. Therefore the number of atoms increases at
least as the cube of the grain size.
3.2.4 Conclusions
The FCC to BCC transformation along the Bain path has been theoretically postu-
lated for some time, and is observed under tightly controlled conditions experimen-
tally but the observation of this effect is not common. In contrast, the difference in
shock velocities due to grain orientation is well known,81 and yet little experimental
work has been carried out to examine in detail how this may affect the behaviour of
polycrystalline materials.
The examples shown here highlight one of the difficulties which remain in using the
MD method to simulate materials far from equilibrium. That is that the potentials
used to describe the atomic interactions are required to be very robust, and accurately
recreate subtle behaviours which are difficult to recreate in the necessarily small
simulation cells such as are used in the development of those potentials. Therefore
one needs to treat the observation of unusual behaviours seen, such as the Bain path
relaxation, with some caution.
On the other hand, the observations of elastic and plastic behaviour as observed in
the copper examples shown here, can help toward a more generalised understanding
of shock response. Whilst this work may not quantitively recreate the experimental
measurements, the veracity of the qualitative results will enable improved descriptions
of the mesoscale behaviour anticipated in real applications.
Whilst single crystal simulations have demonstrated considerable value in fur-
thering the understanding of the behaviour of metallic materials under shock loading,
the work towards similar understanding in polycrystalline materials will require more
compute resource than is currently commonly available.
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Chapter 4
Particle Impact
4.1 Introduction
The study of impact phenomena lends itself to molecular dynamics because the
timescales for the events of interest, for the size of problems that can be studied
with modern computers fall within the bounds of what is currently feasible. The
restriction here is related to the size of the target sample, which then restricts the
size of the impacting projectile. This, in turn governs the real time over which the
simulation is required to run.
In 1995 an opportunity arose to study the material ejected from the body of a
comet due to its interaction with the solar wind. This phenomenon leads to the most
well known part of the cometary behaviour; i.e. the development of its tail. The
NASA project STARDUST78 was led by Brownlee of the University of Washington
and Tsou from the Jet Propulsion Laboratory. The principal aim was to intercept
the tail of comet P/Wild 2 at a velocity slow enough that particles within the tail
would be captured by aerogel material carried on board the spacecraft. A mechanism
was developed which would return the aerogel samples to earth to enable detailed
microanalysis of the particles. However, during the assembly of the aerogel tray
a thin (100 micron) pure aluminium foil was used to ensure that the aerogel fit
snugly into the sample tray. This meant that in addition to the aerogel there was
metallic collecting material exposed to the cometary tail. Groups at LLNL and the
Natural History Museum (NHM) in London have carried out detailed analysis of
the exposed aluminium. As part of this analysis effort research is being carried
out at Kent University where they are studying the relationship between particle
characteristics (material, density, size, velocity) and crater characteristics (depth,
width, morphology). As part of this study various groups have carried out simulations
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using continuum finite element codes. Simulations with molecular dynamics have also
been carried out to compare the results of the varying modelling methods.
The purpose of the simulations is to enable a better understanding of the interac-
tion of space dust with metallic objects. This understanding will improve the veracity
of continuum simulations, which are orders of magnitude cheaper computationally;
it will improve the understanding of the response of metals to high velocity impact;
and it will enable improved estimations of the damage done to spacecraft by space
dust, thereby increasing their efficacy.
4.2 Background
Simulation of impacts using the molecular dynamic method has been carried out by
many researchers, and for a very wide range of purposes including atomic absorption,
desorption, ion implantation and chemistry. Further, the reaction of clusters them-
selves to bombardment has been studied in order to understand the behaviour of dust
particles in space, sputtering of nanoparticles as part of the secondary ion mass spec-
trometry (SIMS) and secondary neutral mass spectrometry (SNMS) processes,52,163
and to examine laser–matter interaction.148
The purpose of this work is specifically to simulate the interaction of large metallic
particles impacting a metallic body.
Barghorn and Hilf14 simulated the impact of gold clusters onto gold surfaces in
order to understand desorption due to the sputtering process. In simulating the ion
implantation process they describe the initial cluster velocity using a kinetic energy
variable. Because the velocities were very high (30 km s−1), it was necessary for
them to vary the timestep during the course of the simulation. They indicate that
the timestep reduced from the early part of the run to later times by a factor of 20.
In addition, their code allowed a double-timestepping method to be used. That is,
the atoms making up the projectile, and the neighbours of those atoms, have their
positions and velocities updated 10 times for each update of the bulk of the target.
In this paper the boundary condition for the target is discussed. They opted for a
thin bath with an added restoring force Fx,y,z = −αvβx,y,z where the parameters (α,β)
were fit to the critical damping in a one–dimensional chain.
In another study to understand the sputtering of gold, Colla and Urbassek42 stud-
ied the behaviour of the damage cascade due to small gold clusters impacting a gold
surface. They compared a change in cluster size from 1 to 4 atoms at a velocity of
125 km s−1, in order to examine the increase in sputter yield due to a change in cluster
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size. The study also compared the effect of varying cluster size whilst maintaining the
kinetic energy deposited at a constant value. This means that the impacting velocity
of the cluster is reduced by a factor of
√
1/m as the cluster mass is increased up to
12 atoms. This work has been extended by [5] who showed that the energy deposited
per unit distance travelled into the target is a linear function of the initial projectile
cluster kinetic energy.
Shapiro and Tombrello138 showed that in the sputtering process, light ions are
preferentially ejected over heavier ions. Childs, Shapiro and Tombrello40 took this
further and compared their results to experiments which examined the ionic species
ejected when compounds were accelerated into gold targets. It should be noted that
in these works the objective was to study the excitation of core electrons, and thus
the subsequent chemistry, rather than the effects on the target material.
Raz and Levine129 examined the behaviour of clusters of atoms impacting a hard
wall. They examined the region where the cluster velocity is greater than 4 km s−1,
as this was expected to be the velocity of interest when attempting to generate shock
induced chemical reactions. They examined the thermal energy behaviour of the
nanoclusters to show how the directed kinetic energy of the motion of the cluster
body is converted into random thermal kinetic energy. Their setup consisted of a
chain of nanoclusters directed at a rigid wall. This did not allow any exchange of
energy with the target material. Furthermore, the motion of the clusters remained
perpendicular to the wall, indicating that the interaction was poorly described. They
attempted to correct this limitation by approximating the surface with hard cubes.
This, however also showed no dissipation of energy into the surface.
Kholmurodov et al92 were motivated by the deposition of material onto surfaces
for the purpose of novel materials synthesis. They simulated the deposition of alu-
minium clusters onto an aluminium substrate, the aluminium atomic interactions
being described by the Finnis-Sinclair potential. The system was small; the substrate
consisted of 36000 atoms arranged into a block with a surface area of 30 a0 by 30
a0 (where a0=4.0495A˚) and the cluster consisted of 864 atoms arranged as a 6a0
cube. The velocities they studied were 0.5 – 5 km s−1 (which translates to 0.035 – 3.5
eV/atom). In order to control the outgoing shock, which emanates from the impact
event, Kholmurodov et al use a Berendsen thermostat. In their case, the Berendsen
thermostat was applied to all of the substrate atoms. This has the effect of con-
necting the substrate to a heat bath to extract excess heat generated by the impact.
They show that for low energies (<0.15eV/atom, <1.04 km s−1) the substrate is to
a large extent unaffected by the impact. They show that the cluster remains below
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the melting point, its density increases by about 50% and the penetration depth is
less than 2a0. They also show that the temperature in the substrate returns to its
original value after approximately 3ps. Kholmurodov et al call this low energy be-
haviour soft landing. They describe two additional behaviours as droplet spreading
and implantation, based on the cluster behaviour after impact. Only in implantation
(E>3.5eV/atom, 5 km s−1) do they observe a temperature rise sufficient to cause
melting. However, the effect of the thermostat on the substrate will severely reduce
the plastic effects that may be seen at the lower impact energies. As I show below,
the energy variations due to the passage of waves from the impact event are small.
Whilst it is necessary to ensure that the substrate is connected to some energy control
mechanism, by connecting all of the atoms to the heat bath, local excursions from the
equilibrium temperature are greatly reduced. It is these local variations in thermal
energy which enable the plastic effects that may be expected to occur to manifest
themselves. Although the cluster is not thermostatted, the effect of controlling the
thermal energy in the substrate is to present to the cluster a considerably more resis-
tant body than might otherwise be there. So the cluster behaviour, then, is modified
by the inaccurate substrate behaviour.
Yamaguchi and Gspann157–159 saw the surface modification by cluster impact as
their motivation. The impact of argon clusters on natural diamond has the effect
of reducing the surface roughness, thus acting as a micromachining process. They
studied the effects on diamond surfaces of the impact of Ar and CO2 clusters at
high energies (100keV/cluster, approx. 104eV/atom) to examine the surface erosion
process. Unlike Kholmurodov et al,92 Yamaguchi and Gspann surround the substrate
with a thermostatted bath of atoms. The substrate is built as a hexagonal prism
with the impacted surface containing the (111) plane. The substrate is approximately
12nm across. In order to reduce the computational cost, the thermostatted bath is
built on only one side of the hexagonal substrate. The other sides of the substrate
are connected to the thermostatted bath by a sophisticated use of periodic boundary
conditions. There are two aspects of this work which should be noted. Firstly, the
images of the impact sites shown in the paper exhibit a distinct asymmetry, both in
the shape of the impacts and the resultant shock waves. Since the target diamond is
set up symmetrically with respect to the direction of travel of the impacting cluster,
then the likely candidate for producing these asymmetries is the one-sided way in
which the thermostatted bath is created. Secondly, figure 9 in their paper shows
clearly that the downward travelling shock is reflected from the base of the diamond
substrate. This latter aspect results in a reduction in the depth of the impact crater,
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which is seen in their figures. Clearly, then, although these authors have tried to deal
with the simulation cell wall behaviour, their results show that their efforts are not
fully effective.
The study of ion implanting into matter has been undertaken extensively by
Ziegler et al since their early work161 to the extent that there is now a web site162
dedicated to the development of software which can be used to calculate the stopping
of ions deposited at high velocity into substrates.
Ma and Yang104 studied copper clusters impacting copper a substrate at impact-
ing velocities ranging from 2 km s−1 to 10 km s−1. The main part of their study used
a Lennard–Jones potential (see section 2.3.2) but they also carried out supporting
simulations using an EAM potential. In their simulations only the highest velocity
impacts produce craters; the other simulations show the crater being filled by molten
material. That the material is molten is determined by examining the radial dis-
tribution function locally to the impact site. Furthermore, their simulations show a
‘temperature measure’ based on the mean kinetic energy. This measure indicates that
except in the slowest case, the temperature of the entire substrate block is slightly
above the melting temperature. A supporting calculation with a significantly larger
number of atoms, however, indicates a substrate temperature well below the melting
point. Although this point indicates that the main results of their calculations may
be in error, this is not noted either in the text or in the conclusions. Additionally,
their simulations utilise periodic boundary conditions, which will produce anomalous
artifacts as the pressure pulse travels across the boundaries. Their simulation also
utilises a timestep of 0.002 ps, which for the highest velocities will produce an error
in the total energy (see table 4.2).
Germann63 examined the damage behaviour in the impacting cluster itself, rather
than the consequences to the target substrate. This was achieved by using a per-
fectly rigid wall of atoms, into which the projectile was driven. The wall consisted
of atoms with the same potential interaction as the cluster material, but the atoms’
positions were not updated during the integration step. Thus the wall is cold, but
can be adhered to, or wetted in the case of liquid projectiles. Germann compared the
behaviour of large clusters (51.2nm diameter, approx 5 million atoms) at initial tem-
peratures of 300 K, 1000 K (solid projectile), 1500 K and 2000 K (liquid projectile).
The velocities studied were between 500 ms−1 and 1100 ms−1 (a smaller projectile
was simulated with a velocity of 2000 ms−1). The study examined two aspects of
the behaviour – deformation of the cluster, where it was observed qualitatively that
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the plastically deforming solid, particularly when hot, was similar to that of the liq-
uid droplet, and breakup, including hydrodynamic jetting. Additionally there was
a continuous loss of atoms from the deforming particle. This latter behaviour was
described as a sublimation or evaporation process.
Part of the need for understanding the cratering process in the context of space-
craft operation lies in the reverse evaluation; for a given crater size, what is the size
of particle which created it? This has been the central task of Kearsley et al88–90
who have been studying the impact craters on the aluminium foils used in the STAR-
DUST78 mission. Their work has shown that simple linear relationships can be devel-
oped for projectile diameter to crater diameter. Clearly these curves differ between
differing projectile materials, but from their work a logarithmic relationship has been
developed between the projectile density and the projectile diameter to crater diame-
ter ratio. The craters which have been examined from the STARDUST mission have
a range of sizes, as well as a wide range of morphologies. An issue remains in that
the electron microscopic analyses carried out on the STARDUST foil material has
demonstrated the existence of impact craters of a size below that which can currently
be produced in the laboratory. For instance, craters with a diameter of only 100 nm
have been observed,78 and it would be anticipated that craters of even smaller size
exist within the sample material. Since one expects that the frequency of small im-
pact events is very large, if difficult to detect, there is interest in determining if the
linear behaviour observed for projectiles greater than a micron in diameter remains
at very small sizes. Although the total mass collected during the STARDUST mis-
sion was very small (∼ 3 × 10−4 g) the numbers of craters is vast. For example,
the extrapolation to a normalised areal density from impact clusters (that is, from a
small region, the size distribution is given, and then normalised to units of numbers
of impact craters per square metre of exposed foil material) for 1µm diameter craters
varies from ∼ 5×104m−2 to ∼ 107m−2. For 100 nm diameter craters, the extrapolated
number density is estimated as ∼ 108m−2. It should be noted that for one particular
crater cluster the equivalent values are ∼ 5 × 109m−2 for 1µm diameter craters and
∼ 1011m−2 for 100nm craters. Now since the collector was approximately circular
with a diameter of 41cm,78 and approximately 15% of the area was aluminium foil,30
then the area of the foil was approximately 0.02m2, and the expected number of small
(∼100nm) craters is of the order of 2 × 106, or for the high density cluster the ex-
trapolated figure is 2 × 109. There is a wealth of information associated with these
impact craters, but the effort required to extract that information is large. In order
108
to maximise the value of any assessment carried out some confidence is needed as to
the nature of the dust particles which produced the craters.
Burchell and Price at Kent33,34 have been calibrating the cratering process in order
to develop models of that process for use in the analysis of the STARDUST craters. By
using the velocity of impacts known to have occurred during the STARDUST mission
they have been able to provide a best direct comparison between experiments and
the NASA mission. Whereas the original work to calibrate the craters found a linear
relation to the curve of crater diameter, DC , to projectile diameter, DP , and gave a
consistent slope of ∼4.6,87 more recent results show that for very small projectiles a
much shallower relationship may be appropriate.125
4.3 Simulation Setup
Simulations were carried out of small spherical particles impacting a thin foil. The
impacting velocity attributed to the STARDUST mission, 6.1 km s−1 (61 A˚/ps) was
used for the projectile cluster. For simplicity of setup, the same potential (material)
was used for both the foil and the particle. For the same reason the copper potential
which has been used for the majority of the shock studies in this thesis was also used
here.
Many researchers have varied the timestep length during the simulation, so an
investigation was undertaken to examine suitable parameters for these studies.
The LAMMPS code has the capability for freely varied timestep. The actual
number used is calculated based on a maximum distance moved by any atom dur-
ing the step. The code finds the maximum velocity and the maximum acceleration
(=force/mass) within the simulation and then calculates the time required to move
an atom by the user-specified distance based on those velocity and acceleration val-
ues. In order to test the usefulness of this capability within these simulations, a small
simulation was set up, and the timestep at each calculational step printed out. The
maximum distance set was 1% of the lattice spacing.
The output showed that there was little downward movement of the timestep
after impact, but in fact the timestep was increased by this scheme towards 0.01 ps,
a much larger value than is normally used in shock simulations. Since the issue being
addressed is actually energy conservation, that aspect was examined separately. The
same simulation was run, but at different fixed timestep values. For all runs except
the first, there was a variation in the total energy output by the code. The total
energy was observed to increase after impact, and then reduce to a plateau level.
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Projectile
Diameter
(nm)
No. of atoms Kinetic
Energy
(eV)
5 5425 66473.6
10 43923 538197.3
15 147347 1805472.2
20 349747 4285519.9
Table 4.1: Kinetic energy in the projectiles for the scaling study.
∆t(ps) ∆E(eV)
0.0001 0
0.001 1.0e-5
0.002 1.0e-5
0.003 1.9e-5
0.004 3.5e-5
0.005 1.2e-4
0.006 1.2e-4
0.007 1.8e-4
Table 4.2: Error in total energy as timestep is increased. The error can be seen to
increase approximately as ∆t2, which fits with the order of the Verlet scheme used
(see section 2.2.2).
The maximum difference between the starting total energy and that of some later
time (along the energy plateau, approximately 20ps after the start of the simulation)
during the simulation was recorded. The results are shown in table 4.2, and clearly
indicate that for even reasonably large timesteps the error in the total energy is quite
small.
The main reason for the difference in behaviour between my simulation and that
of other researchers who have found it necessary to vary the timestep is due to the
velocities involved. In comparison to either damage cascade work or sputtering sim-
ulations, the velocity of interception of the STARDUST – comet Wild 2, 6.1 km s−1,
is very low. For purposes of comparison, table 4.1 shows the kinetic energy for the
clusters used in these simulations. It can be seen, then, that the atomic kinetic energy
of this simulation, at 12.25 eV/atom, is much lower than that of, for example, [14] at
just under 1 keV/atom. This would lead to lower approach velocities and hence lower
accelerations. It was concluded, then, that the standard timestep used for the shock
simulations (0.001 ps/1.0 fs) is suitable for this work, and would be used throughout.
The study was begun with a simulation containing a particle of 4 nanometers
diameter impacting a thin 4 nm foil. The simulation ran for 37ps. Since the foil
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was very thin compared to the size of the projectile, it was not expected that the
projectile would be stopped at this velocity. As expected, this simulation showed the
particle passing through the foil and continuing its trajectory (see figure 4.1). The
particle appeared molten, and the foil had a circular hole punched in it. The edges of
the hole showed petalling in a similar fashion to that produced by a bullet or other
projectile passing through a metal sheet. Furthermore, there were large numbers of
smaller pieces of material ejected from the body. These ranged in size from tens of
particles down to single atoms.
Figure 4.1: 4nm foil after impact by 4nm projectile.
The depth of the foil was subsequently increased in order to examine how big
the foil needed to be. An increase in ten times the thickness prevented penetration,
but subsequent visualisation indicated that the crater began to shrink, after it had
reached a maximum depth of 7 nm (see figure 4.2). This behaviour is related to
the dislocations which appear under the projectile impact site. Large numbers of
partial dislocations are generated under the crater due to the deformation caused by
the impact event. These partial dislocations bound thin stacking faults, which are
readily observed (see fig 4.3). However, after some time the extent of the stacking
faults was seen to diminish dramatically. This retreating behaviour accompanied the
reduction in depth of the crater described above.
Figure 4.2: 15nm foil after impact by 4nm projectile.[See animation F3.1 in the
electronic appendix.]
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Figure 4.3: Stacking faults and partial dislocations under the impact site. Note also
(pale blue) the shock front expanding away from the site.
A reason for this behaviour was the result of shock and release waves travelling
through the body of the foil. Whereas shock waves are relatively simple to visualise by
comparing velocities of the particles, release waves are more difficult to see due to the
ramped nature of the profile. However, it was surmised that even though the wave
is ramped, there is still a critical surface separating those particles under pressure
and those particles that are close to ambient conditions. Both the compressed atoms
and the fully released atoms have spent some time exchanging energy with their local
neighbours. Thus the potential energy landscape in both of those regions will be
relatively flat. However, where the material is being accelerated the atoms are being
pushed higher up the potential well. In order to observe this, part of the release phase
of the simulation was visualised using the potential energy as the grading variable.
Whilst it was possible to discern the wave front, that front was not clear. This was
because the local variations were small. The visualisation was repeated using the
kinetic energy as the grading variable. Similarly, the front was unclear. Again, this
was due to the small local fluctuations. What describes the front being observed was
the local gradients of the energies. Unfortunately the point mesh in the visualisation
data contained no connectivity information. That is, in the raw data there is no
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indication of which particles are neighbours of which other particles. Consequently it
is not possible to immediately describe the gradients of any variables.
However, the human brain is configured for optimal surveying of moving objects.
Consequently, a movie would more readily exhibit subtle variations in the observed
scene than would still images. In a movie containing several images all visualised
the same way and taken over the later part of the simulation, it was quite clear that
the initial shock wave was arriving at the bottom face of the foil and returning as a
release wave. It was possible to observe the release wave causing the stacking faults to
recombine returning the lattice to its original state. It was also observed that a similar
behaviour was taking place due to interactions with the sides of the box. However,
the size of this interaction was much smaller than for the interaction along the axis of
the projectile motion. That is to say that the amplitude of the outgoing shock, and
therefore the amplitude of the rarefaction, was lower laterally than vertically.
The incoming projectile causes a shock wave to travel out in all directions from
the impact site. The velocity and magnitude of the shock is dependent on the crystal-
lographic orientation, but nevertheless there is a shock wave. When the shock wave
encounters the boundary of the problem, the resultant behaviour is dependent on
that boundary. For most molecular dynamics studies, periodic boundaries are used.
However, in this simulation such boundaries would cause the simulation to behave
as if an identical projectile had arrived at the target surface at the same time, at a
distance L/2 away, where L is the width of the simulation box. That is, when an out-
going shock wave encounters the boundary, an incoming shock wave would appear on
the opposite boundary. For the purposes of this work, that would be an undesirable
effect adding complexity and obfuscating the results. Another boundary option is to
have the boundaries either fixed, or shrink wrapped. In both of these cases there is
no interaction of particles across the boundary. In the case of fixed boundaries the
atom, being forced to cross the boundary, is lost to the problem. In the case of shrink
wrapped boundaries, the particle is tracked as it moves away from its original lattice
site, and the computational boundary is grown to include the new region of space
encompassed by the problem. However, in both of these cases a release wave is set
up, which then travels into the body of the problem, resulting in fictitious behaviour
as described above.
It is thus necessary to set up localised damping at the boundaries. Other workers
(e.g. [159]) have used thermostatted regions in order to produce this effect. An
alternative approach has been developed by Moseler et al.119 Their method considers
the atoms as being in a chain joined by springs. A boundary layer of atoms is built
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around the simulation cell in a similar fashion to a thermostatted bath. An integration
scheme for the bath atoms has equations of motion which are modified depending on
the motion of the neighbouring atoms within the main simulation cell. This enables
coordinated (bulk) movement directed towards the main cell from the bath to be
removed. Consequently a disturbance, for example a pressure pulse, would move
from the cell into the bath region, but no reflection would be propagated. However,
there is no adverse effect on the temperature (random motion) of the cell atoms due
to the bath. This is achieved by separating out the low frequency from the high
frequency motions of the atoms.
However, an option in the LAMMPS code is to use a simple viscosity parameter.
This algorithm reduces the acceleration calculated from the gradient of the potential
via the equation
F = −Γv
where v is the current velocity. The viscous force, F is added to the calculated force
thereby reducing the force felt by the affected atoms. This is similar to the method
used by [14] described in section 4.2 above. One consequence of this is that kinetic
energy is efficiently drained from the system, and the temperature of the entire foil
drops dramatically, even though it is only a relatively small region over which the
viscous algorithm is effected. The viscous region, then, acts as an efficient freezing
bath. That freezing is not a large problem in this simulation, however. The average
temperature of deep space is approximately 3K, whereas my simulation ran at between
30K and 10K.
4.4 Results
The time histories of the crater growth are shown in figure 4.4. In these figures three
measurements are shown; the lowest position underneath the projectile, at X = 0 (i.e.
the centreline of the simulation) (marked as bottom), the position of the top surface
of the projectile, also at X = 0 (marked as top) and the width of the crater, at the
level of the surface of the target (marked as total width). This latter position differs
from the experimentally determined figures. In the work undertaken as part of the
STARDUST recovery analysis,87–90,125 the crater width is taken across the lip of the
crater, at the maximal height of the material. For this work, such a measurement
(particularly for the time histories as they are shown here) would have lead to a
degree of subjectiveness and ambiguity. In this work, determining the level of the
114
target surface was trivial; experimentally such a determination would be excessively
time consuming and complex.
For all measurements, the simulation cell was cut along the planes Y = 0 and
Y = −10A˚, so that a thin slice was apparent in the visualisation, from which the
measurements were taken. From this it can be seen that the craters show some
relaxation after reaching a maximum size. This reflects two aspects of the simulation.
Firstly, the fact that the damping mechanism applied to the boundaries, in order
to prevent shock wave reflection and reverberation, is not perfect. However, and
secondly, one might expect some degree of relaxation since, for an infinite target,
there will be a release wave generated at the impact site as the material locally
returns to zero pressure.
Comparison of the four graphs here may help separate these effects to some degree.
In this study, the target size was held fixed. Therefore the smallest projectile will
show a behaviour closest to that with an infinite sized substrate. That is to say,
for the 5 nm projectile, the extent of the damage zone into an infinite target would
be the smallest. Therefore the degree to which the edge effects affect the impact
zone will be least. So, whereas the measurements for the lowest points of the crater
(bottom and top) show some rebound for all projectile sizes, it is only for the smallest,
5 nm, projectile that such behaviour is seen for the crater width. However, the 20 nm
simulation shows the crater width continuing to rise at the end of the simulation
time. Clearly the crater will not continue to expand indefinitely, indicating that the
simulation time was insufficient to show the entire motion up to an equilibrium state.
However, the 10 nm simulation shows some reverberation of the crater width. For an
inifite sized substrate, no such reverberation would be possible, since there would be
no edges from which the stress waves could be reflected.
Now in the 10 nm and 20 nm cases, the crater width increases to some maximum
value and, the reverberations in the 10 nm case notwithstanding, remains at that
level. So we may consider that there is a projectile size to target size effect in op-
eration. From this we can conclude that two distinct motions dominate, depending
on whether the measurement being considered is the crater lateral expansion, or the
depth (excavation) of the crater. For the former, the release behaviour is minor, and
the motion observed here is dominated by the reflections from the simulation cell
boundaries. In contrast, the motion of the bottom of the crater shows the release
behaviour from the shock. This is supported by the the 5 nm simulation. In this
case, comparison of the top and bottom traces (difference shown in figure 4.5) shows
the projectile material initially being compressed, and then expanding to some lower
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Figure 4.4: Crater growth for a range of projectile sizes
pressure (and lower density) state. If this motion were the result of a wave return-
ing from below, one might expect the trace of the bottom to show some movement
upwards (hence to a lower value in figure 4.4a) ahead of a similar motion in the top
trace. However, such fluctuation is not observed.
Part of this work was to compare these results with those of the Burchell et al.87,125
Table 4.3 shows the crater widths (maximum value) for each of the simulations. This
data can be fitted by the line
y = −1.7 + 2.314× x. (4.1)
This line has a much lower slope than that demonstrated experimentally for larger
projectiles.87 However, recent work using very small projectiles shows a slope of 1.6
for projectiles less than 3 µm. The caveat to be noted is that, unlike the work of
Burchell et al, the density of the projectiles simulated here is the same as the target
substrate. Kearsley et al89 shows a linear trend of crater depth to diameter ratio
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Figure 4.5: Difference between the bottom and top traces from figure 4.4a, showing
the compression and subsequent expansion of the projectile material.
against projectile density, which shows that for more dense projectiles the crater is
deeper than it is wide, whereas less dense projectiles produce shallower, more spherical
craters. For the simulation data, comparison of the crater depth and diameter data
shows a ratio of 0.64. From [89], this would fit with a projectile density of ∼5 g/cc.
However, it should be noted that whilst for this work the projectiles have a density of
8.9 g/cc, which is nearly double that expected from this comparison, the target also
has a density of 8.9 g/cc, which is more than 3 times the density of the targets used
(aluminium – 2.7 g/cc) in both the experimental work and the STARDUST mission.
So one may expect that a different target material would exhibit a different rela-
tionship for the crater depth to diameter ratio against projectile density, and so one
cannot directly compare the DP /DC ratio shown here with that of Kearsley.
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Another point of note relates to the intercept found in equation 4.1. This value
implies that for projectiles smaller than 0.735nm (approximately two lattice unit
cells) the crater would have negative size. Clearly this is not going to be the case,
and there are two possible descriptions of this behaviour. If it is considered that the
crater width against projectile size is a linear function, clearly the function would be
zero valued at zero projectile size. Now a fit to the data using a function of the form
“y = Ax” yields a value for A of 2.20067. This is surprisingly close to the slope of
2.314 found in equation 4.1. This is not surprising; they are both linear fits, and the
intercept in equation 4.1 is not large. Furthermore, the correlation coefficients for the
two fits are 0.9996842 and 0.9996840 suggesting that the two fits are as statistically
significant as each other. However, the RMS error is 0.02% for equation 4.1 whereas
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Projectile
Diameter
(nm)
Crater Width
5 10.2
10 21.1
15 32.7
20 44.9
Table 4.3: Crater width against projectile size.
that value is 0.05% for the line passing through zero crater width at zero projectile
size.
However, the data for larger projectiles, given in [87], shows a larger slope than
that observed here. Smaller projectiles again may show a yet smaller slope. This
implies, then, that the data may follow a very shallow parabola. A fit to the data
with a form “y = a0x + a1x
2” yields a curve which fits the data with a correlation
coefficient of 0.999999. For this fit the RMS error is 0.00095%, or 1 part in 105.
4.5 Conclusions
The need to identify the minerals which make up the body of comets within the
solar system remains a current research topic. Improved analysis of the STARDUST
mission is showing that the anticipated size distribution of the particulate material
embedded in the icy matrix of comets such as Wild-2 may have an increased small
fragment ratio than anticipated. This, then is highlighting the need for more work
at the very fine scale examining the impact behaviour of ultra-small particles. This,
then leads MD to appear at the boundary between what is possible computationally,
and that accessible experimentally.
The work here has shown that the need to develop accurate potentials is of great
importance in enabling this work to go forward. Futhermore, there remains a need
to understand the behaviour of simulation boundaries and the transmission of energy
through shock waves.
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Chapter 5
General Discussion and
Conclusions
5.1 Discussion
The work undertaken here makes use of a model scheme which was developed to
study the behaviour of bulk material properties. The scheme itself (MD using EAM
potentials) has been shown to successfully demonstrate not only the action of plas-
ticity through the modelling of dislocations, stacking faults and twinning56 but also
more challenging aspects of material behaviour such as phase changes.84 However in
this work the modelling scheme has been used within a dynamic NEMD context to
examine the microscopic behaviour of copper under shock loading. Such modelling
has been shown previously76 to be a valuable tool to aid understanding of shocks in
condensed media. More recently the benefits of improved potentials have enabled
this modelling to be successfully compared to experimental data.27 Here the study
has used the advantage of these improved potentials to investigate the mechanisms
which occur under shock loading. By the use of sufficiently large samples, enabled
by advances in computer resources, in which the atoms were thermalised to room
temperature before the simulation was undertaken this work has demonstrated more
clearly than previously the action of the elastic precursor ahead of the main plastic
front, thus showing classical wave–splitting behaviour in 〈110〉 and 〈111〉 oriented
single crystals. This behaviour has been taken further to show that NEMD simula-
tions of shocks in copper match the empirically demonstrated relationship between
pressure rise and rate of that rise for shocks.142
One of the most surprising behaviours is that exhibited by the 〈111〉 orientation.
This point is illustrated in figure 5.1. For those curves describing shocks below the
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Figure 5.1: 〈111〉 simulation comparing pressure profiles for increasing piston veloci-
ties. Piston velocities are given in the legend. Snapshots taken at 14 ps from start of
simulation. The transition from purely elastic to elastic–plastic behaviour is seen as
the piston velocity is increased from 800m s−1 to 1000m s−1.
HEL, figure 5.1 shows an increasing elastic wavespeed with increasing shock ampli-
tude. Consideration of the explanation of the HEL in section 2.1.2 suggests that this
behaviour is a form of non-linear elasticity where the effective stiffness depends on the
rate of application of the load. However, further examination of these results shows
that closer consideration of the physical situation is needed. Whereas for experimen-
tal data the HEL is low, and the pressures experienced in purely elastic shocks are
close to ambient, figure 5.1 shows that in the simulation this is not the case. Since the
HEL is very high, significant pressures (ca. 30GPa) are achieved in the purely elastic
simulations. Now it might be expected from the shape of the potential functiona that
the elastic constants increase with increasing pressure. Figure 5.2 shows the variation
in elastic constants with pressure for the potential used in these calculations.
It is possible to calculate the elastic wavespeed using the elastic constants. Equa-
tions for the speed of sound are usually given in terms of the experimentally measured
elastic constants. Thus for the longitudinal wavespeed in polycrystalline material the
aAt volumes below equilibrium the change in energy as the atomic nuclei approach each other is
increasingly positive.
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〈100〉 sim U100el = 4418.7 + 29.3 ∗ P
eqn. 5.3a U100el = 4321.2 + 55.1 ∗ P
〈110〉 sim U110el = 5030.8 + 79.0 ∗ P
eqn 5.3b U110el = 4952.0 + 60.2 ∗ P
〈111〉 sim U111el = 5317.1 + 41.1 ∗ P
eqn 5.3c U111el = 5145.1 + 61.8 ∗ P
B (eqns 5.1 & 5.2) Uel = 323.2 + 33.675 ∗ P
Table 5.1: Comparison of the elastic wave speed against pressure derived by various
methods.
relation is
Uel =
√
B
ρ
. (5.1)
where B is the bulk modulus. This can be derived from the Cij using
B =
1
3
(C11 + 2C12) (5.2)
However, this calculation is based on the average properties of polycrystalline mate-
rials. It is also possible to calculate elastic wavespeeds in single crystals directly from
the Cij. From Meyers
110
U100el =
√
C11
ρ
(5.3a)
U110el =
√
C11 + C12 + 2C44
2.ρ
(5.3b)
U111el =
√
C11 + 2C12 + 4C44
3.ρ
(5.3c)
A comparison of the elastic-plastic behaviour of the three orientations is shown in
figures 5.4, 5.5 and 5.6.
Figure 5.4 was created by taking snapshots at a series of uniformly spaced times
from which particle velocity profiles are produced. By measuring the shock front
position at a constant particle velocity for each snapshot the velocity of the front can
be determined. Using a particle velocity slightly above zero the front measured is the
elastic wave. In figure 5.4 these curves are denoted by the letter ‘E’. In contrast, by
using a particle velocity which is slightly above the HEL, the velocity of the plastic
front in the weak shock can be ascertained. These curves are denoted ‘P’ in figure 5.4.
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Figure 5.2: Variation of the elastic constants C11, C12 and C44 with pressure. This
data measured for samples at 300K. GGA values (calculated at 300K) from [101].
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Figure 5.3: Variation of the elastic wavespeed with pressure. Comparison of the data
derived from from equation 5.3 with that from simulations.
122
0 1000 2000 3000 4000
Piston velocity (ms-1)
2000
4000
6000
8000
10000
Sh
oc
k 
ve
lo
ci
ty
 (m
s-1
)
100 E
110 E
110 P
111 E
111 P
Figure 5.4: Comparison of the shock velocity – piston velocity curves for each of the
three high symmetry orientations: 〈100〉, 〈110〉, 〈111〉.
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Figure 5.5: Hugoniots in the pressure–particle velocity plane for each of the three
high symmetry orientations: 〈100〉, 〈110〉, 〈111〉.
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Figure 5.6: Pressure and shear profiles in the three high symmetry directions. Piston
velocity 1400m s−1. Snapshots at 14ps.
In the strong shock regime the elastice wave is over–driven by the plastic front and
hence the ‘E’ and ‘P’ curves are coincident.
Figure 5.4 contains a great deal of detail regarding the behaviours observed in
this work. The difference in behaviour between the 〈110〉 and 〈111〉 orientations
compared to the 〈100〉 orientations with respect to elastic–plastic transitions and
wave splitting is clearly shown. Beyond that, the behaviour of each orientation is
revealed. Therefore the curves need to be considered one by one. For consistence,
the slope of an individual curve will be denoted by
dUs
dUp
∣∣E|P
dir
(Up) (5.4)
to indicate the slope of a curve from an orientation dir taken below the HEL (‘E’) or
above (‘P’) at a particle velocity Up.
Consider initially the behaviour of the 〈110〉 case. Taking the slope at dUs
dUp
∣∣E
110
(200),
we can see that this curve is linear up to Up=600m s
−1, after which the slope reduces
towards zero. This is the point at which the HEL is approached, and there is no
increase in the elastic wave velocity because there is no increase in the pressure or
particle velocity within the elastically compressed region. It may be expected, then,
that the slope between dUs
dUp
∣∣E
110
(600) and dUs
dUp
∣∣E
110
(2000) would remain at zero, at which
point the plastic front would be expected to overtake the elastic wave, and the shock
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would be over–driven. However it can be seen that the slope of the curve actually
increases in this region, and the elastic front can be seen to be overtaken between
Up=2000m s
−1 and Up=2500m s−1.
In comparison, then, a consideration of the behaviour of the 〈111〉 elastic front
shows some similarities to, as well as some differences from, the 〈110〉 elastic wave.
Here we can see that the velocity of the elastic wave increases linearly up to the
point at Up =1000m s
−1. The slope of the curve between Up =1000m s−1 and
Up =1200m s
−1 is negative; the HEL at Up =1200m s−1 is lower than that at Up =
1000m s−1. This is explained in section 3.1.5 as being due to overstress in the elastic
wave, which is then reduced when dislocations are created. This behaviour can be
seen in figure 5.1. In this figure the curve corresponding to Up=1000m s
−1 (orange)
shows a peak at the leading edge of the elastic wave, which then falls due to the onset
of plasticity. It can be seen, however, that the amplitude of that peak (which governs
the elastic wavespeed) is higher than the amplitude of the elastic wave for the curves
corresponding to both Up=1200m s
−1 and Up=1400m s−1. Figure 5.1 further shows
the increase in amplitude of the elastic wave as the plastic front begins to overtake it
and the shock becomes over–driven.
In the 〈110〉 and 〈111〉 cases the elastic wave is clearly much faster than the
plastic front for the same piston velocity. Furthermore the slopes dUs
dUp
∣∣E
110&111
(400) is
much higher than the slope of the curves in the over–driven state, dUs
dUp
∣∣E
110&111
(3000).
Therefore, with increasing particle velocity, there must be a substantial change in the
slopes of the wavefront velocity curves as the shock transitions from the underdriven to
over–driven states. It is this period of stagnation, when the increase in wave velocity
due to the increased particle velocity ceases, which allows the system to display the
classic two-wave structure. In contrast, the 〈100〉 case does not show this behaviour
clearly. Nonetheless, this behaviour does exist for the 〈100〉 case. The slope of the
plastic front velocity, dUs
dUp
∣∣P
100
(3000)=1.5496 (m s−1 per m s−1) which gives an intercept
(Us at Up=0m s
−1) of 3726m s−1. Now the shock velocity, Us, for the slowest shock,
Up =200m s
−1 is 4582m s−1 and the slope dUs
dUp
∣∣E
100
(200) is 1.3686 (m s−1 per m s−1),
implying an intercept of 4309m s−1. So we can see that there is indeed a difference
in the elastic and plastic front velocities. However, this difference much smaller than
for both the 〈110〉 and 〈111〉 cases; since the slope of the Us–Up curve, dUsdUp
∣∣E
100
(600), is
already lower than that of the plastic front dUs
dUp
∣∣P
100
(2000), there is no noticable change
in slope required and the stagnation observed in the 〈110〉 and 〈111〉 cases is not seen
for the 〈100〉 case.
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Figure 5.7: Hugoniots for the three high symmetry directions in the P -v plane.
The phenomenon of the elastic wave being in a state of super-stress (observed in
the 〈111〉 case) together with the rise in HEL (and hence wavespeed) as the piston
velocity is increased towards the elastic wave being over–driven implies a time de-
pendent behaviour in the initiation of plasticity and the development of the plastic
front. What is interesting is to compare the three orientations with respect to this
time dependency. Section 3.1.3 clearly shows that for the 〈100〉 case there is a sig-
nificant time delay between the beginning of the shock simulation and the onset of
plastic behaviour when the shock pressure is slightly higher than the HEL. Similarly,
figure 3.10 in section 3.1.5 shows that for the 〈111〉 orientation there is a delay prior
to the production of plasticityb. In contrast, the 〈110〉 case does not show this delay;
even for shocks with Up slightly above the HEL, where the velocity of the shock front
is very low (see figure 5.4, orange curve), plasticity develops quickly and the delay
observed in the 〈100〉 and 〈111〉 is not seen.
Figure 5.5 shows the Hugoniot in the pressure–particle velocity plane. It can be
seen that, apart from small regions at velocities near Up =800m s
−1 and near Up =
3000m s−1, the three curves are coincident. This point reflects two aspects of studies of
shock behaviour. Firstly the plastic front velocities are almost coincident for the three
orientations, which reflects the physics described by the Rankine-Hugoniot relations
bThis time-delayed behaviour is readily seen in the electronic appendix.
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(section 2.1) which are based in continuum conservation laws, giving identical starting
conditions for the different orientations. Secondly figure 5.5 also reflects the fact
that in this plane the Hugoniot curves are not particularly subtle; fairly dramatic
differences in the Us–Up are needed to produce a difference in the Hugoniot curve,
even before practicalities and errors in experimental work are accounted for. Table 5.1
shows that large differences in the Us–Up relationships do exist, but figure 5.4 shows
that these differences exist only in the elastic regime.
A comparison of the three orientations using traces of the pressure and stress
profiles is given in figure 5.6. The lack of an elastic precursor in the 〈100〉 direction,
present in both the 〈110〉 and 〈111〉 directions, can be seen. Examination of the shear
stress profiles reveals the reason for this difference. Whereas both the 〈110〉 and 〈111〉
show a high shear in the elastically compressed region, the 〈100〉 shows only a spike
at the shock front. All three profiles show the shear stress falling to near zero behind
the plastic front. From figure 5.4 it can be seen that the velocities of the plastic fronts
are very similar for all three orientations. However, the velocities of the elastic waves
are very different. It is the much higher elastic wave velocities seen in the 〈110〉 and
〈111〉 directions which enable the elastic wave to travel ahead of the plastic front, and
hence form a precursor.
However, there are issues remaining within this modelling scheme. Although
wavesplitting and the HEL have been demonstrated, the amplitude of the simulated
HEL is considerably larger than that observed experimentally. Attempts to reduce the
magnitude of the simulated HEL by including defects, and thus reducing the stress at
which dislocations are spontaneously produced, have had only limited successc. It is
anticipated that this is related to two, directly connected, issues which currently exist
with this modelling method. These issues relate to the existing microstructure in the
material being simulated. The first issue is that of the behaviour of perfect crystals;
such samples do not exist in reality and hence this modelling necessarily displays
some degree of artificiality. The second issue is that of an inability to initialise the
simulation with a realistic defect microstructure.
Whereas the simulations here start with perfect crystals, and even the defected
crystals have only isolated voids, in contrast, real metals, even the purest single
crystals, contain a network of pre-existing dislocations. Therefore the shock front
cThe behaviour of a shock in the 〈111〉 orientation with multiple voids can be seen in figure F1.9
in the electronic appendix. In this case, not only can the plastic front be seen to be characterised by
the production of full dislocations (as opposed to stacking faults seen in the other high-symmetry
orientations) but the overall dislocation density appears to be lower.
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will, at all times, be passing over some material which has dislocations within it,
acting as a continuous source of dislocation nucleation sites.
Now as there are no dislocations pre-existing in the simulated sample, we may
compare the observed HEL to the ideal shear strength of the material. Discourses of
the theoretical strength of a crystal are given in many textbooks. A classic description
is given by Cottrell,43 in which the critical shear stress is given by
σ =
b
a
G
2pi
(5.5)
where G is the shear modulus, a is the separation of the planes of atoms, and b is the
separation of the atoms in the plane, in the direction of slip. Since a ≈ b, then σ is ap-
proximately G/2pi. Further refinements, by consideration of more realistic interatomic
potentials as well as stable configurations at intermediate positions (such as the BCC
configuration {see section 3.2.2}) has reduced this estimation to approximately G/30.
Using the shear modulus C44 from figure 5.2 gives, at P = 0, a value for σ of
11.1GPa. Alternatively the shear modulus relation
C ′ =
C11 − C12
2
(5.6)
can be used to give an approximation to the continuum mechanics shear modulus
G. Now for this material equation 5.6 gives a value (at room pressure) of 23.5GPa.
This leads to an estimate for σ in equation 5.5 of 3.74GPa. Both from Bringa’s
calculation27 (PHEL = 32GPa) and from this work (from figure 5.6, P
110
HEL = 22GPa;
P 111HEL = 30GPa) it can be seen that the HEL calculated using this method is signifi-
cantly higher even than the expected ideal shear stress.
However, it is not yet possible to recreate such a microstructure within a MD
simulation. The reason for this lies in the nature of relaxed dislocations at low
densities. Dislocations cause the lattice to be strained locally around them, thus
setting up a strain field. This causes the dislocations to repel each other and become
widely spaced.
In annealed, ultrahigh–purity single crystal copper the dislocation density can be
as low as 102 cm−2.160 Now, in a simulation cell which is considerably larger than
those used in this work, it is possible using current computing resource to simu-
late a sample of material which is 400 nm (4x10−5 cm) across. This sample has an
area of 1.6x10−9 cm2, so the lowest dislocation density which can be simulated is
6.25x108 cm−2, clearly far higher than that of the real single crystals being simulated.
The work shown here for bicrystals, and even more so for nanocrystalline samples
makes this point about insufficient size even more acutely. The bicrystals may be
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suitable to show the initial stages of the interaction processes, but their size prevents
the interaction in a relaxed state being observed. Furthermore the examination of
these behaviours in a low symmetry orientation exacerbates this issue due to the very
large simulation cell required to produce lateral periodic boundaries.
Among the experimental issues related to producing large bicrystal discs one which
is worthy of note is the possibility of recrystallisation. This problem is a possibility
arising from the manufacturing process used to produce the samples. The experimen-
tal samples were made from large single copper crystals by slicing along predetermined
angles so as to produce cylindrical crystals with the required lattice direction parallel
to the cylinder axis. These cylinders were further sliced along the cylinder axis so as
to create prisms with a semicircular cross-section. Pairs of prisms were matched up
and joined so as to produce a complete cylinderwith a boundary across the diameter
of the circular section and with one orientation on one side of the boundary and a
different orientation on the other side of the boundary. In order to ensure that there
was no material with a different density (e.g. void, air or glue) which may modify
the shock, or otherwise interfere with the lateral movement of stress waves passing
from one crystal into the other, the two halves were diffusion bonded together. The
diffusion bonded cylinders were sliced normal to the cylinder axis to produce a series
of discs which are the targets in a flyer plate shock experiment. The surfaces of the
discs were examined in a scanning electron microscope to determine whether the pairs
of crystals had remained intact or had, during processing, suffered some degree of re-
crystallisation which would negate the experiment. This procedure determined that
for the end slices there was some small degree of recrystallisation along the boundary,
for the remainder of the samples there was a negligible degree of recrystallisation.
Certainly any observed recrystallisation is less than 5µm wide, which is below the
resolution of the line VISAR used in the dynamic experiments.
5.2 Conclusions
• The nature of shocks has been demonstrated to be such that the molecular dy-
namics method can be used to great advantage to gain insight into the processes
operating at the atomic scale.
• The examination of single crystals shows that, despite the theory governing
individual dislocation motion and the resultant deformation mechanisms being
very well established, there is still much to be learned about how the multipli-
cation and interaction of dislocations feed back into the strengthening which is
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known to occur at the very high rates observed in shocks. Even though compu-
tational capacity is now at a level where it is believed that the simulation shows
all of the behaviour that is expected from a much larger sample, the systems
being simulated are not sufficient to allow the expected relaxation processes to
continue to completion.
• A very large discrepancy remains between the amplitude of the elastic wave
observed in these simulations and that of experiments. It is shown that the
existence of defects within the crystal can account for at least some of this dis-
crepancy. However, computational limitations not only prevent the creation of
realistic sample sizes, but also prevent the simulation of realistic defect den-
sities and microstructures. This computational limtation, then, means that it
is not currently possible to recreate the low Hugoniot elastic limits observed
experimentally.
• The inability of atomistic simulations to recreate experimental data notwith-
standing, useful analysis of shock behaviour is demonstrated. This fortuity is
used to examine the behaviour of bicrystals under shock loading. It is shown
that the difference in shock speed, together with the difference in response of
the two crystal orientations leads to an interaction which modifies the behaviour
from that observed in single crystal simulations.
• Use is made of the ability of modern simulation methods to recreate salient
features of dynamic processes to examine the behaviour of metallic substrates
under high–speed impact from nanometer sized particles. Here the plasticity of
the substrate is shown to be vital to ensuring that the simulation results are
faithful to experiment, and hence to space science work. In order to capture
this behavioour correctly, issues of substrate size and boundary behaviour are
seen to be key.
5.3 Further Work
The value of this work is demonstrated by the applications in which this work has
been of assistance (see Appendix E). Whereas for some of the papers presented in
appendix E the modelling using MD is an aid to understanding of the results of
experiments, paper E.1 uses MD directly to provide the main results for the paper.
One aspect of the modelling of polycrystals which is noticeable here is the lack of a
HEL seen in the profiles shown. This issue relates to the way in which nanocrystal
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samples are created within a MD simulation, and also to the reversal of the well-
known Hall-Petch effect which relates the strength of a material to its grain size.
The issue is that not only are the grain boundaries relatively low density regions, in
comparison ot the remaining part of the crystals, but since the grains are so small,
the relative proportion of the material which is associated with the boundary is large.
Now the relative low density of the grain boundary in these simulations causes this
part of the sample to have very low strength, and deformation by grain boundary
sliding occurs immediately upon arrival of the compression wave. In section 5.1 it
was shown that for higher piston velocities (i.e. in the strong shock regime, when
the plastic front has overdriven the elastic wave) the variation in shock velocity with
particle velocity is the same for all orientations. Furthermore, since figure 5.5 shows
that the variation of pressure with particle velocity is the same for all orientations,
it may be expected that where there is a plastic front, but no elastic precursor, the
simulation would show no dispersion. In the nanocrystal work, the material shows
the particle velocity profile of an overdriven shock, but the dispersion expected of
an elastic wave is observed. This shows that, although the precursor is not visible
in the profiles, and the generation of dislocations is evident in the simulation (see
figure 3.31 and animation F2.12), the elastic behaviour is still present. Furthermore,
the animation (F2.12) clearly shows an elastically compressed region between the
shock front and the region where dislocations are generated. The lack of a distinct
elastic precursor in the profile, even though an elastically compressed region exists,
shows that the manner in which the elastic compression occurs is not identical to that
for the single crystal samples.
The general thrust of the work in this thesis is leading towards a physics based
understanding of the metallurgical processes which take place during shock loading.
Such a development is analogous to the early work on material strength, and takes
those ideas further by including in the property–behaviour relationships the effects
of high pressure and high rates of deformation and work. To this end, then, it can
be seen that the current research into material behaviour using atomistic simulation
techniques, such as MD, are somewhat nascent and have not yet reached the level of
maturity required to contribute fully to the understanding of material response under
dynamic loading conditions.
Within the shock response of the EAM model used here it has been shown in
section 5.1 that the stress amplitudes at which plasticity occurs is unphysically high.
Nevertheless paper E.2 shows that the increase in the amplitude of atomic motion
caused by shock heating and plastic work is sufficient to allow the variation in the
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Fourier response to be used to develop a diagnostic tool for temperature measurement.
Furthermore, the reduction in amplitude due to compression, which in turn modifies
the Debye temperature, is seen.
The development of experimental diagnostics is further aided by the use of MD
in paper E.3. Here the use of Fourier analysis is used to determine the expected
experimental output from the x-ray diffraction of shocked polycrystals. As with
paper E.2, the fact that the pressure amplitudes are far higher than might be expected
experimentally does not detract from the suitability of the use of MD in examination
of the behaviour of the diagnostic tool.
The foregoing discussion indicates that much improvement is required both in the
scale and the veracity of the simulations to move the analysis from being qualitative
to being quantitative. Nevertheless, work is continuing to take the results shown here
further. The study of the shock front broadening, and particularly the determination
of its limiting value with increasing grain size will provide results which are of use
to the wider community. The examination of low symmetry single crystals, with the
lower dislocation densities and lower hardening rates, is providing an opportunity to
examine in detail how the hardening behaviour continues behind the shock front.
It is very noticeable from this work that there is a need to repeat the impact study
using a reliable potential interaction for aluminium. There is a great deal of interest in
understanding the behaviours demonstrated in this work, but the translation of these
results to those of the system of interest cannot be carried out with confidence. This
concept can be taken further by the simulation of oxide materials for the impacting
projectile. There is considerable experience of simulating isolated clusters of metal
and silicon oxides. This expertise can be brought to bear in improving the modelling
of fine–scale impacts. With the continuing improvement in compute capability the
issues of size are becoming less of a hurdle to the use of MD in this type of endeavour.
In contrast, the lack of suitable potentials is preventing workers from taking advantage
of this advance.
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Appendix A
Modified Embedded Atom Method
An extension to the EAM which considers the angular behaviour of the embedding
function.16
The embedding function, F (ρ) is given by
F (ρ) = AEc
ρ
ρ0
ln
ρ
ρ0
(cf equation 2.58)
where the parameter A is arbitrary and ρ0 is a density scaling parameter.
The electronic density, ρ¯ is a function combining a set of partial electron densities.
This is where the angular information is included in the model. Now the square of
the electron density is given by a sum of the partial densities
ρ¯2 =
3∑
h=0
t(h)ρ(h)2 (A.1)
The differing contributions (h) are associated with the symmetries attributed to s, p,
d, f orbitals. The symmetry is included via use of Legendre polynomials. The various
contributions are
ρ(0) =
∑
j
ρa(0)(rj) (A.2a)
(ρ(1))2 =
∑
α
[∑
j
ρa(1)(rj)
rjα
rj
]2
(A.2b)
(ρ(2))2 =
∑
α,β
[∑
j
ρa(2)(rj)
rjαr
j
β
rj2
]2
− 1
3
[∑
j
ρa(2)(rj)
]2
(A.2c)
(ρ(3))2 =
∑
α,β,γ
[∑
j
ρa(3)(rj)
rjαr
j
βr
j
γ
rj3
]2
(A.2d)
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The t(h) in equation A.1 are given by
t(h) =
∑
j
t
(h)
j
ρ
a(0)
0
ρ(0)
The ρa(h) terms are exponentially decreasing contributions
ρa(h)(r) = ρa0 e
−β(h)( r
re−1 )
This version of the MEAM scheme, however, does not reproduce the properties of
some BCC metals correctly.100 It should be noted that in the MEAM the neighbour
atoms are assumed to be first neighbours. The effect of distance is then used to treat
neighbours at a greater distance than the closest. In the ideal BCC structure there
are eight closest atoms, but the next nearest atoms are only 15% further out, and
can move to be at a similar distance due to thermal motion. The second nearest–
neighbour MEAM (also known as “2NN–MEAM”) scheme deals with this issue by
adding a screening function. The screening for each neighbour, j, is given as a product
of screening factors due to the remaining neighbours, k.
Sij =
∏
k 6=i,j
Sikj
The factors, Sikj are based on an elliptical geometric construction. The ellipse passes
through atoms i, j and k, with the x axis aligned along the i–j vector. The equation
for the ellipse is
x2 +
(
1/C
)
y2 =
(
1/2rij
)2
where
C =
2(Xik +Xkj)− (Xik −Xkj)2 − 1
1− (Xik −Xkj)2
and the factors X are
Xik =
(
rik
rij
)2
and Xkj =
(
rkj
rij
)2
From this, the screening terms, Sikj are given by
Sikj = fc
[
(C − Cmin)
(Cmax − Cmin)
]
(A.3)
Cmax and Cmin are limiting values, and the cutoff function, fc is
fc =

1 x ≥ 1
[1− (1− x)4]2 0 < x < 1
0 x ≤ 0
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Several workers (see for example [146]) have examined the relationships between
the different angular-dependent schemes to explore the similarities and differences.
A comparison of some static properties related to melting has been assembled by
Ryu and Cai.132 They showed that although the MEAM scheme closely predicted the
experimental melting points, the thermal expansion prediction was poor. They note,
then, that a substantial improvement is gained for both FCC and BCC by reducing
the parameter Cmin (equation A.3) substantially.
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Appendix B
Mishin Copper Potential
The embedded atom method potential scheme developed by Mishin et al.116
Recall that the potential energy from the EAM scheme is given by
V (q) =
∑
i
Fi(ρ¯i) +
1
2
∑
i
∑
j 6=i
φij(rij) (B.1)
φ(rij) = [E1M(r, r
(1)
0 , α1) + E2M(r, r
(2)
0 , α2) + δ]
×Ψ
(
r − rc
h
)
−
3∑
n=1
H(r(n)s − r)Sn(r(n)s − r)4
(B.2)
Here M is a Morse exponential function
M(r, r0, α) = exp[−2α(r − r0)]− 2exp[−α(r − r0)] (B.3)
and H(x) is a unit step function. The function Ψ(x) is a cutoff function where
Ψ(x) =
{
0 if x ≥ 0
x4
(1+x4)
if x < 0
. (B.4)
Equation B.2 contains 15 fitting parameters
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E1 (eV) 2.01458×102
E2 (eV) 6.59288×10−3
r
(1)
0 (A˚) 0.83591
r
(2)
0 (A˚) 4.46867
α1 (A˚
−1) 2.97758
α2 (A˚
−1) 1.54927
δ (A˚) 0.86225×10−3
h (A˚) 0.50037
rc (A˚) 5.50679
r
(1)
s (A˚) 2.24000
r
(2)
s (A˚) 1.80000
r
(3)
s (A˚) 1.20000
S1 (eV/A˚
4) 4.00000
S2 (eV/A˚
4) 40.00000
S3 (eV/A˚
4) 1.15000×103
The embedding function f(ρ¯i) is given by either
F (ρ¯) = f (0) +
1
2
f (2)(ρ¯− 1)2 +
4∑
n=1
qn(ρ¯− 1)n+2
if ρ¯ < 1, or
F (ρ¯) =
f (0) + 1
2
f (2)(ρ¯− 1)2 + q1(ρ¯− 1)3 +Q1(ρ¯− 1)4
1 +Q2(ρ¯− 1)3 (B.5)
if ρ¯ > 1.
The overall electronic density is given as a sum of the electronic density contribu-
tions from the other atoms in the system
ρ¯i =
∑
j 6=i
ρ(rij). (B.6)
The individual electronic density contributions are given by
ρ(r) = [ a exp(−β1(r − r(3)0 )2) + exp(−β1(r − r(4)0 )) ]
×Ψ
(
r − rc
h
)
(B.7)
where the function Ψ(x) is the cutoff function as before.
This latter set of functions (equations B.5 to B.7) then utilise a further 13 param-
eters.
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a 3.80362
r
(3)
0 (A˚) -2.119885
r
(3)
0 (A˚) -2.61984×102
β1 (A˚)
−2 0.17394
β2 (A˚)
−2 5.35661×102
f (0) (eV) -2.28235
f (2) (eV) 1.35535
q1 (eV) -1.27775
q2 (eV) -0.86074
q3 (eV) 1.78804
q4 (eV) 2.97571
Q1 0.40000
Q2 0.30000
It is noted in the paper describing this potential116 that not all the parameters
shown here are free parameters; the functions ρ(r) are normalised to ρ¯ = 1 in the
equilibrium fcc crystal,
ρ¯ =
∑
m
Nmρm = 1, (B.8)
and the function V (r) satisfies mechanical equilibrium of the fcc crystal at a lattice
period a0, the experimentally determined value, so that∑
m
N −mRmV ′m = 0. (B.9)
In the equations B.8 and B.9, Vm = V (Rm) and ρm = ρ(Rm), where Rm and Nm are
the radius and number of atoms at the mth coordination shell. From this, equations
B.8 and B.9 can be solved for a and E1. Furthermore, the coefficient f
(0) can be
obtained from the cohesive energy, E0,
f (0) = E0 − 1
2
∑
m
NmVm (B.10)
and f (2) from the bulk modulus,B,
1
2
∑
m
NmV
′′
mR
2
m + f
(2)
(∑
m
Nmρ
′
mRm
)
= 9BΩ0, (B.11)
where Ω0 is the equilibrium volume. Finally, q1 can be determined by setting f(0) = 0
(equation B.5). Hence there are overall 23 free fitting parameters, which are optimised
following the methodology of [115].
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Appendix C
Schmid Factors
In any crystal there are many ways in which atoms can be moved, one at a time, so as
to enable the passage of a dislocation. However, the atomic movement which is most
favoured is that which requires the smallest energy. Therefore the atoms themselves
should move the smallest distance. This implies that the atomic movement will be
in the direction of closest packing of atoms within the lattice. In a FCC lattice
the atoms are packed in layers of atoms in a hexagonal arrangement. It can be
seen, then, that there are 6 eqivalent directions of closest packing. Furthermore,
by re-orienting the lattice, it can be seen that there are 4 planes which exhibit the
close-packed hexagonal formation. This results in 24 crystallographically equivalent
plane/direction pairs which can allow dislocations to move. These plane/direction
pairs are known as slip systems.
In order to determine which slip system will operate under some particular loading
arrangement, it is necessary to consider the shear force which is being applied to each
system. Consider figure C.1. The slip system shown consists of slip in the direction
P in the plane A. The shear stress acting on this slip system is given by
τ =
resolved force on plane
area of slip plane
. (C.1)
Now the resolved force is
Fr = F cosΦ (C.2)
and the area of the slip plane is given by
A =
A0
cosΘ
(C.3)
If we define the stress on the system as
σ =
F
A0
(C.4)
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ΘΦ
F
N
P
A0
A
F Load
A Area of slip plane
A0 Area of cylinder base
P Slip direction
N Normal to slip plane
Figure C.1: Illustration of determination of shear stress.
then the shear stress on the slip system is
τ = σ cosΘ cosΦ. (C.5)
It has been found that for any material (i.e. for a given purity and dislocation
density) the resolved stress, τc, at which dislocations begin to move is a constant.
This is Schmid’s law. The quantity cosΘ cosΦ is the Schmid factor, and the value of
σ when τ = τc is the yield stress. For any crystal under stress the slip system which
will be activated first (i.e. at lowest stress) is that system for which the Schmid factor
is highest.
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Appendix D
Plasticity 2005
D.1 Atomistic simulations of shock generated dis-
locations in nickel
This work was centred around the need to understand how shock waves behave in
polycrystalline metals. The study focussed on the effect on one crystal of there being
a crystal of different orientation alongside; whether there was a frictional effect acting
at the grain boundary, how crystal ‘preshocking’ – caused by the faster shock in the
material of the lower shock speed – interfered with the shock behaviour of that lower
shock speed crystal.
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ATOMISTIC SIMULATIONS OF SHOCK GENERATED DISLOCATIONS IN NICKEL
Nigel T. Park
Design Physics Department,
AWE Aldermaston, Reading, UK.
nigel.park@awe.co.uk
ABSTRACT- The time scales associated with molecular dynamics are very short, being of 
the order of a few to a few hundred picoseconds (1E-12s up to 1E-10s). Consequently the 
strain rates simulated are above those observed experimentally, except in laser driven 
shock experiments. Simulations of shock flyer experiments in Ni show the generation of 
plastic deformation and the initiation and growth of voids in the spall process. I used NVE 
molecular dynamics with the MEAM potential scheme to observe a difference in the 
behaviour of crystals oriented with the [001] direction parallel to the shock direction, as 
opposed to a crystal with the [111] direction parallel to the shock direction.
INTRODUCTION: Molecular dynamics is a technique in which the Newtonian mechanics 
of the motion of individual atoms is tracked over time. This necessarily restricts both the 
numbers of atoms in the sample and the simulated time in order to make the computation 
practicable. This reduced time produces simulated conditions which are rarely seen in real 
world experience; such timescales are used experimentally only in the arena of shock 
physics. In the last 25 years, work has been carried out on different aspects of shock-
crystal interaction. Holian and Straub [1979] considered the validity of the Rankine-
Hugoniot conditions in MD shocks. Wagner et al. [1992] carried out simulations in 
two dimensions, in which a flyer plate was used to set up a stress pulse, leading to 
spallation. Kum [2003] investigated the orientation effects upon the passage of a shock 
front, as described by three different potentials.
Little work is available describing the interplay of shock waves and crystal boundaries. 
This is important to understand, as a polycrystalline material is made up of a very large 
number of small crystals, and so contains a significant number of such boundaries. This 
work investigates the interplay of shocks set up in two different crystals with a grain 
boundary normal to the shock direction.
PROCEDURES, RESULTS AND DISCUSSION: The simulations represent a standard 
gas-gun flyer test. For this, I created a simulation cell consisting of a slab of atoms, with a 
boundary along {y=0}. The region {y>0} contains a single crystal oriented with [001] 
parallel to the x-axis. The region {y<0} contains a crystal oriented with [111] parallel to the 
x-axis. The flyer has a thickness of 133 Å, into a sample of 464 Å. Both crystals are 
1420 Å in the z direction and approximately 705 Å each in the y direction. All of the atoms 
are nickel, and the potential scheme is the modified embedded atom method (Lee and 
Baskes [2000]). 
The two crystals were built with a 0.44 Å (~1/8 cell width) gap. The atoms were initialised 
with velocities from the Boltzmann distribution representing a temperature of 300ºK then 
allowed to thermalise for 20,000 timesteps, equivalent to 100 ps, under NVT conditions 
using a Nosé-Hoover thermostat. At this time, the computational cell had full periodic 
boundary conditions. During this equilibration time, the two crystals relax towards each 
other to form a grain boundary. 
In order to create a flyer, all the atoms in the leftmost 133 Å have superimposed a velocity 
of 19.8 Å ps-1 (=1.98 mm/µs). The periodic boundary along the x-axis is removed, and the 
timestep was reduced to 0.0001ps. The timestep reduction was required to overcome 
computational errors. The thermostat is also removed, so the simulation runs under NVE 
conditions.
Initially a shock can be seen in both crystals. The shock velocity in the [001] crystal is 
4.75nm/ps (≡mm/µs), whereas the shock velocity in the [111] crystal is 8.5nm/ps. This 
compares well to the quoted value of 7.43nm/ps (Marsh [1980]), bearing in mind the 
quoted value is for polycrystalline material. Figs. 1 and 2 show the shocks in each crystal, 
represented by the {x} component of the velocity, averaged over the atoms in a small 
region in each crystal. The regions from which these data are obtained are in the centres 
of the crystals, and consequently are independent at the times shown.
Fig. 1 shows the shock position at early time. Here it is clearly seen that the shock in the 
[111] crystal is faster than that in the [001] crystal. It can also be seen that the [001] crystal 
behaves in the more traditional 'shock physics' manner; that is, the material in the shocked 
region all has the same velocity, which is half of the flyer velocity. This velocity persists to 
later times, see Fig. 2. 
 
Figure 1: 0.8ps Figure 2: 3.90ps
Velocity-position plots showing the shocks in both crystals.
The [111] crystal, however appears to exhibit a two-wave structure due to the particle 
velocity in the shocked region not being half of the flyer velocity. This result is consistent 
with the Hugoniot elastic limit (HEL) having been exceeded in the [111] crystal. 
Visualisation of the atomic positions shows that indeed there is evidence of crystal 
damage in the [111] crystal behind the shock front, whereas no damage is seen in the 
[001] crystal. 
Fig. 2 shows the shocks at some time later. The release wave in the [111] crystal, having 
arrived at the back surface first, has caused the entire shock pulses to be shifted relative 
to each other. Also note that the velocity rise in the [111] crystal has remained sharp, 
whereas that in the [001] crystal, being fully elastic and therefore below the sound speed, 
has begun to form a ramp.
The consequence of the one shock being ahead of the other is that a pulse is driven into 
the [001] crystal, normal to the shock direction. The grain boundary position is moved in 
the direction of this pulse. After the leading pulse has passed, the position reverses, and 
the grain boundary is moved back towards the [111] crystal. After both shocks have 
passed the grain boundary is no longer smooth, but exhibits a 'wavy' topology. The width 
of the grain boundary has increased from being almost smooth initially to include several 
atomic planes.
In the traditional 'shock-physics' paradigm, spall occurs on a single plane. This locus is 
where the rarefaction from the free surface of the sample, travelling back into that sample, 
meets the rarefaction at the rear of the shock pulse. In neither crystal seen here is the 
rarefaction sharp enough to produce this result. Whilst the [001] crystal spalls over a 
narrow region, the [111] crystal contains much more damage, and voids occur over a zone 
covering nearly one half of the thickness of the sample.
CONCLUSIONS: The difference in behaviour under shock of two orientations of FCC 
nickel is large enough for the shock waves to have an effect on neighbouring crystals. The 
shock velocities are radically different, resulting in a large difference in the positions of 
those fronts. The grain boundary between the crystals becomes perturbed following shock 
passage. The spall behaviour is more markedly different between these orientations, due 
to the differing levels of crystal damage created by similar shocks.
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Appendix E
Additional Papers
E.1 The Atomistic Modeling of Wave Propagation
in Nanocrystals
The work towards this paper arose from the need to understand shocks in Inertial
Confinement Fusion (ICF) capsules.120 It had been previously been determined that
a variation in the arrival time of the shock at the inner surface of the ICF capsule
would cause Rayleigh-Taylor instabilities to be set up in the interface, reducing the
efficiency of the capsule.
The original calculations were carried out by Bringa and caro. This author’s
involvement concerned the discussion surrounding the ’two speed’ model being used to
predict a relationship between the observed shock front width and the microstructure
of the material under investigation. The three authors of the paper discussed the ideas
behind the model, and the resultant implications. This author’s major input to that
paper was in clarifying how the ideas were put across. In particular, figure 3 of that
paper, which clarifies the connection between the width of the shock, as measured
by the velocity profile averaged over the cross section of the sample (which would be
measured experimentally by VISAR for instance), and the width of the fluctuations in
the cross section, which would be the ones really leading to hydrodynamic instabilities.
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 Nanoscale MaterialsOverview
 This paper presents non-equilibrium 
molecular dynamics simulations of wave 
propagation in nanocrystals. The width 
of the traveling wave front increases with 
grain size, d, as d1/2. This width also 
decreases with the pressure behind the 
front. When the results are extrapolated 
to micro-crystals, reasonable agreement 
with experimental data is obtained. In 
addition, this extrapolation agrees with 
models that only take into account the 
various velocities of propagation along 
different crystalline orientations without 
including grain boundary effects. The 
results indicate that, even at the 
nanoscale, the role of grain boundaries 
as scattering centers or as sources of 
plasticity does not increase signiﬁcantly 
the width of the traveling wave. 
INTRODUCTION 
 Nanocrystals have been extensively 
studied, both in experiments1 and simu-
lations,2–4 for their numerous beneﬁcial 
properties such as strength. In general, 
continuum-scale plasticity models only 
include polycrystalline effects by averag-
ing over various crystalline directions to 
obtain some effective isotropic material.5 
There are several models that do include 
full polycrystalline anisotropy, but where 
grain boundaries (GB) are considered 
inﬁnitesimally thin or not inﬂuencing 
the deformation of the material.6 Few 
recent models have tried to incorporate 
the role of grain boundaries,7,8 but the 
connection to atomic-scale processes has 
only recently begun to emerge.9 
 Many current experiments1 and most 
atomistic simulations on nanocrys-
tals2–4 involve homogeneous deformation 
of the material (i.e., the whole system is 
subjected to the same deformation). 
However, there may be instances, espe-
cially at very high strain rates, where 
this would be no longer true;10 a wave 
The Atomistic Modeling of Wave  
Propagation in Nanocrystals*
E.M. Bringa, A. Caro, M. Victoria, and N. Park
will travel through the material with 
deformed material behind the wave front. 
This article will focus on how the nano-
crystalline structure can change the wave 
propagation due to polycrystalline 
effects. It is important to understand in 
detail the response of polycrystalline 
materials to wave propagation for a 
number of applications. For instance, 
the National Ignition Facility (NIF)11 at 
ticity or phase transformations). A 
polycrystal introduces different wave 
velocities in each grain, with preferred 
wave propagation directions, as shown 
in Figure 1b. This fact alone would 
greatly enhance the wave front width if 
the difference between propagation 
velocities is not negligible. For instance, 
for many face-centered cubic (fcc) 
metals, the sound velocity along the fast 
direction can be 10–25% greater than 
the velocity along the slow direc-
tion.17,18,24 Some models do include the 
role of anisotropy leading to refraction 
of the wave, for instance, by increasing 
the effective path it travels.18 In addition 
to the polycrystal anisotropy, GB could 
play a role as scattering centers, or bar-
riers to the wave transmission, with a 
fraction of the wave dissipated as indi-
cated in Figure 1c. Finally, Figure 1d 
shows that GB can also act as sources 
of dislocations where the plastic defor-
mation may change the width of the wave 
front. There are several calculations17,18,21 
estimating the effect sketched in Figure 
1b, but no analytical or semi-analytical 
models predict shock width for a given 
grain size. Although there have been a 
few studies for single grain boundar-
ies,25,26 there are no studies regarding the 
effects sketched in Figure 1c and d in 
polycrystals. Based on Figure 1, the 
general expression of the width of the 
front, ∆z, could be assumed to be the 
sum of (as a ﬁrst approximation) inde-
pendent contributions from Figure 1b–
c: 
 ∆z = ∆z
aniso
 + ∆z
GBscatt
 + ∆z
plastic
 (1)
 An upper estimate of ∆z
aniso
 can be 
obtained from a two-dimensional (2-D) 
propagation case as follows. Imagine 
two rows of grains, one consisting only 
of grains where the velocity is slow and 
A polycrystal  
introduces different 
wave velocities in each 
grain, with preferred 
wave propagation 
directions.
Lawrence Livermore National Labora-
tory will require polycrystalline ignition 
targets where the wave front has to be 
extremely smooth to avoid Rayleigh-
Taylor12 instabilities caused by perturba-
tions due to the grain structure. Such 
instabilities can grow, resulting in a ﬁnal 
compression diminished below the 
desired value. 
 Numerous studies, both experimen-
tal13–16 and continuum modeling,10,17–23 
have been conducted on wave propaga-
tion in polycrystals, and samples with 
different grain size do show grain-size 
dependence in wave propagation.13,16,18,21 
However, models that include atomic-
level information are lacking. Figure 1 
shows a schematic of a wave traversing 
a polycrystal. In Figure 1a, the wave is 
crossing a single crystal and the wave 
front is “straight,” since there are no 
perturbations (except for possible plas-
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the other where the velocity is fast. The 
spread ∆z of the front after a time t will 
be ∆v t, where ∆v is the velocity dif-
ferential. For a sample of ﬁxed length 
L, with grains of size d, L/d = N
g
 is the 
mean number of traversed grains, and t 
= L/<v>. Therefore, 
 ∆z = (∆v/<v>) d N
g
 = A
v
 d N
g
 (2)
where (∆v/<v>) = A
v
 is called the anisot-
ropy factor. For a sample with many rows 
and grains of size d, with the same 
number of slow and fast grains randomly 
distributed, one would still expect a linear 
dependence of ∆z with the anisotropy 
factor. However, there will be a large 
number of rows where the number of 
slow and fast grains will be roughly the 
same, giving ∆z
aniso
~ 0. Assuming a 
power law form for the grain size depen-
dence, dα, this would give a dependence 
with α < 1. The fact that the shock width 
increases with grain size has been 
experimentally observed for metals13 and 
oxides.16 Recent modeling21 of this pro-
cess for wave propagation in beryllium 
polycrystals gave α ~ 1/2. Note that 
Equation 2 also predicts that a wave will 
continue widening with time or as it 
traverses more and more grains.
ATOMISTIC SIMULATIONS 
 Typical GBs in real materials are only 
~1 nm thick and are difﬁcult to model 
using continuum models. In this study, 
the authors use the massively parallel 
code MDCASK27 to carry out atomistic 
molecular dynamics (MD) simulations 
of embedded-atom method (EAM) 
copper samples.27 Prismatic samples 
were built using the Voronoi construction 
with random texture.3 Dislocation cores 
were identiﬁed using a centro-symmetry 
parameter ﬁlter.29 The study focused on 
the propagation of waves moving faster 
than the speed of sound (i.e., shock 
waves). There are numerous MD simu-
lations of shocks in single crystals,24,30–32 
but only a limited number on polycrys-
talline materials.31–33 The authors have 
simulated samples with 0.5–64 million 
atoms, and average grain sizes of 5 nm, 
10 nm, and 20 nm on 32–768 central 
processing units. Further analysis of 
these simulation results is in progress 
and will be published elsewhere.33 
 The samples had free surfaces along 
the shock wave direction and periodic 
boundary conditions in the transverse 
direction. The ﬁrst few surface layers on 
one side were chosen as a piston. A step 
velocity function was applied to these 
piston atoms at the desired piston veloc-
ity, U
p
, to create a traveling wave with 
velocity U
s
.24 The stress along the shock 
direction (the shock pressure) behind the 
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Figure 1. A schematic 
of wave propagation 
in a polycrystal. The 
dotted line indicates 
the wave front. (a) 
single crystal, (b–d) 
polycrystals showing: 
(b) anisotropy due to 
different crystalline 
orientations, (c) GB 
acting as scattering 
centers, and (d) GB 
enhancing plasticity 
induced by the wave 
front. 
Figure 2. Snapshots of the MD simulation that show the wave front at two different times. 
Grain boundary atoms are overlapped as small black dots. d = 5 nm, P = 22 GPa, Up = 0.5 
km/s and 10% strain. Atoms are colored according to their kinetic energy (red, high-moving 
at Up; blue, low-unshocked). The upper frame shows a sharp front inside the grains, with 
some refraction due to orientation. Note that the energy levels track the GB, and that in 
frame (b) the front itself tracks the shape of one of the grains. Some of the stacking faults 
generated by the wave are marked with blue circles. 
Figure 3. Three snapshots from 
an MD simulation for d = 20 
nm and P = 47 GPa showing 
velocity proﬁles, averaged in 
slices one lattice parameter, 
a0, thick, perpendicular to the 
shock propagation direction. 
The measurement of the width 
∆z at t = 12 ps is indicated. 
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front is given by the Hugoniot equations30 
dealing with mass, momentum, and 
energy conservation at the front: P
H 
= 
ρ
0
U
p
U
s
. The strain behind the front is 
constant and given by ε = U
p
/U
s
. Assum-
ing a linear Hugoniot relationship, U
s 
= 
c
0
 + s
1
U
p
. For copper, c
0 
= 4.0 km/s and 
s
1 
= 1.5.24 The MD simulations24 found 
that this equation is a reasonable approx-
imation for this EAM potential, espe-
cially for strong shocks.
 Figure 2 shows snapshots of a simula-
tion with d ~ 5 nm and P = 22 GPa (strain 
is ~10%). Despite the small grain size, 
significant dislocation activity is 
observed, driven by the large applied 
stress. Partial dislocations are emitted 
from the GB and cross the grain leaving 
a stacking fault behind,33 as in the previ-
ous homogeneous deformation simula-
tions of larger grains.2,3 Given the large 
level of plastic activity, one could expect 
strong inﬂuences at the shock front for 
the simulated cases, as suggested in 
Figure 1d. In addition, both frames of 
Figure 2 show refraction of the wave, as 
seen in Figure 1b.
 Figure 3 shows several snapshots of 
the velocity proﬁles in one of the simu-
lations. As the piston advances, the wave 
front advances, too, at a faster velocity. 
The piston drive is a step function, but 
the wave front develops a characteristic 
width, which is related to the gradient 
in kinetic energy (velocity) observed in 
Figure 2. A working deﬁnition of width 
is the distance between the edge of the 
front and the point where the velocity is 
95% U
p
, as shown in Figure 3. The 
proﬁle in Figure 3 has been averaged 
perpendicularly to the propagation direc-
tion over about ten grains. However, the 
width of the wave can be identiﬁed along 
the shock direction with the width of the 
ﬂuctuations normal to the direction of 
propagation. Close inspection of simula-
tion snapshots, like those in Figure 2, 
shows that this identiﬁcation is roughly 
valid. 
 Figure 4 shows the width, normalized 
to the grain size, versus pressure and 
grain size. A simple functional form has 
been adapted to ﬁt the calculations in 
this work. For copper, A
v
 ~ 0.25 will 
depend on pressure only weakly in the 
interval studied and it is assumed con-
stant. Assuming a power law behavior 
with grain size and pressure, the observed 
width can be ﬁt using the following 
relationship:
 
 ∆z/d = C A
v
 (d/d
o
)α (P/P
o
)β (3)
Setting d
o
 = 10 nm and P
o
 = 47 GPa, the 
data is ﬁt to get C ~ 5.4, α ~ –1/2, and 
β ~ –3/4. As the shock pressure increases 
plasticity also increases, but the overall 
result is a decrease in the width of the 
front, as seen in experiments and pre-
dicted by viscoplastic models.34 This 
leads to a steep increase of the strain rate 
with pressure, as measured for strong, 
overdriven shocks. As mentioned previ-
ously, the d1/2 grain size dependence is 
the same dependence that was recently 
found in simulations21 of micro-scale 
polycrystalline beryllium which did not 
include GB effects, indicating that this 
dependence may be somewhat general 
and that the role of GBs may be relatively 
small for all cases. In fact, dislocation 
activity does not seem to signiﬁcantly 
widen the relatively sharp front inside 
grains, as seen in Figure 2.
 A continuum-level model has shown 
that the wave front width actually 
increases with time17 (i.e., the irregu-
larities in the front are enhanced as the 
wave traverses more grains). Experimen-
tal data, however, remains scarce and 
gives only marginal effects.14,15 Figure 5 
shows results for samples that are ~400 
fcc cells (~150 nm) long. After a transient 
stage, a steady-state increase in width is 
reached, which can be modeled with a 
power law ﬁt including the number of 
grains, as: 
∆z/d = C A
v
 (d/d
o
)–1/2 (P/P
o
)–3/4 
  (N
g
/N
go
)γ (4)
with N
go 
~ 1 for the 20 nm grains, with 
γ ~ 1/5. The length of the samples may 
be too small to carry out an appropriate 
ﬁtting of this dependence. A ﬁt to the 
continuum model results in Reference 
15 gives γ ~ 1/2.
WAVE PROPAGATION IN 
MICROMETER-SIZED 
GRAINS 
 From Figures 4 and 5, a simple ana-
lytical form can be obtained that is in 
good agreement with the simulation data. 
However, given the relatively small 
simulation data set and the narrow range 
of grain sizes and pressures accessible 
to atomistic simulations, it may not be 
valid to extrapolate these results to the 
micro-scale. Chhabildas and Asay14 have 
measured an upper limit to the rise time 
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grain size, versus (a) pressure and (b) 
grain size. Solid lines show the ﬁtting from 
Equation 3. Width was measured when 
the wave front had traveled ~70 nm. 
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Figure 6. Experimental results13 compared 
to the continuum level model by Meyers18 
and the extrapolation of MD results using 
Equation 4.
Figure 5. Evolution of the width with scaled 
time for two simulated cases showing the 
power law evolution that gives γ = 1/5. 
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of shocks in copper targets with d ~ 5 
µm at a few different pressures. They 
obtained times of 1.4–2.2 ns, close to 
their experimental resolution, while the 
model in this study gives times that are 
15–25 times smaller. A worst-case sce-
nario for the model would occur for grain 
sizes larger than 1 µm at low shock pres-
sure, where the width is expected to be 
large. Figure 6 shows experimental data 
for the elastic wave in such a case. Cal-
culations from a numerical model by 
Meyers,18 which only includes anisotro-
pies as in Figure 1b, without GB effects, 
are also shown. Extrapolation of the 
simulation data to the experimental 
conditions for a nickel disk of ~19 mm13 
is shown in Figure 6, using A
v
 ~ 0.17 for 
nickel in Equation 4 and t
rise
 = ∆z/U
s
. 
Results are obtained that are lower by a 
factor of ~3 than the experimental results 
and the continuum-level model. That 
these results are of the same order could 
be considered somewhat fortuitous, 
given the simple functional form used, 
the extrapolation from nano- to micro-
scale, and the change of material from 
copper to nickel. However, the fact that 
the continuum model has the same 
behavior with grain size is likely indicat-
ing that the same basic governing prin-
ciples are at play here. Since that model 
only considers the ﬁrst term in Equation 
1 (i.e., the anisotropy in the velocity of 
propagation of the wave for different 
grains), this term appears to dominate 
the development of the width of the wave 
front. In the simulations, this seems to 
be the case even for nanostructured 
materials where one would expect the 
other two terms in Equation 1 to con-
tribute relatively more than in microm-
eter-sized materials. On the other hand, 
copper has a particularly high anisotropy 
factor, which could mask the role of the 
GB-related terms in developing the width 
of the front. 
 The results may be relevant to the 
design of NIF targets using micrometer-
sized grains. Since anisotropy dominates 
the extent of the shock width, using 
targets with preferential texture, such 
as the candidate beryllium targets21 (A
v 
~ 0.1), would signiﬁcantly reduce ﬂuc-
tuations at the shock front. The same 
effect would be achieved using a target 
with a polycrystalline material having 
small sound velocity anisotropies, as in 
the case of polycrystalline carbon (A
v 
~ 
0).35 Future simulations of wave propa-
gation in nanocrystals with hexagonal 
close packed and diamond crystalline 
structures, and with different values of 
the anisotropy parameter, are needed to 
assess the range of applicability of these 
ﬁndings which use fcc copper nanocrys-
tals. Furthermore, a new generation of 
interferometry techniques15,36,37 will 
allow for improved measurements of 
shock width, including the possible role 
of ﬂuctuations.36
CONCLUSION
 The width of the wave is a function 
of grain size, pressure, and time. Simple 
analytical ﬁts show the same scaling 
with grain size as models not including 
GB effects21 (i.e., as d1/2). In addition, 
extrapolation to micro-scale experi-
ments13 and models18 shows reasonable 
agreement. The simulations suggest that 
the effect of GB on the width of the wave 
front is small compared to the effect of 
anisotropy from crystal to crystal. As 
a result, continuum-level models of 
wave propagation could provide front 
widths not signiﬁcantly different from 
those in more computationally expen-
sive atomistic simulations. Additional 
MD simulations in nanomaterials are 
needed to establish the soundness of 
this hypothesis, including materials with 
low anisotropy. These simulations would 
allow more accurate power-law ﬁts and 
possibly a better understanding of the 
origin of the exponents governing shock 
width. Finally, despite all the limitations 
of atomistic simulations, these results 
clearly show that nanocrystalline NIF 
targets would guarantee small ﬂuctua-
tions in the shock front, decreasing the 
probability for unwelcome instabili-
ties.12
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E.2 Molecular dynamics simulations of the Debye-
Waller effect in shocked copper
This work is being undertaken as part of an experimental campaign, led by Justin
Wark at Oxford University, to develop lattice–level diagnostic tools for shock driven
experiments. One of the most pertinent questions relating to shock physics, and which
is vital to connecting much macroscale continuum theory to experimental measure-
ments is the determination of temperature in dynamically loaded systems (i.e. both
shock compressed and ramp compressed samples).
In the room pressure field of crystallography it is known that the effect of tem-
perature on x-ray diffraction can be accounted for through the Debye–Waller factor.
This paper sets out the experimental possibility of using this knowledge, by examin-
ing the line broadening caused by increased thermal motion of the atoms, by which
the measurement of temperature at these extreme conditions may be accomplished.
However, two aspects need to be considered. Firstly, as the paper shows, the cur-
rent experimental capability is only at the cusp of realising this goal, and difficulties
remain to be solved. Secondly, some form of calibration, or estimate of precision
rather, is needed. It has been shown that MD can be used in the simulation of shock
experiments, coupled with Fourier analysis (see section E.3), to give an indication of
expected experimental results.
Whereas Murphy carried out this analysis work as part of his own PhD thesis,
the present author assisted by carrying out multi-million atom simulations which
were used to reduce the errors produced by carrying out Fourier transforms on small
datsets.
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We present an analysis of the directionally dependent x-ray structure factors and, hence, intensities pre-
dicted by nonequilibrium molecular dynamics simulations of statically compressed and shocked single crystals
of copper, and comment on the feasibility of using experimentally measured intensities to infer temperature
information. We further consider the behavior of the diffracted intensity from isentropically compressed
samples.
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I. INTRODUCTION
The use of x-ray diffraction to interrogate the structure of
shocked crystals on subnanosecond time scales is now a
well-established technique, with recent experimental results
providing some information on upper time limits necessary
for plastic flow within various materials,1 as well as on the
underlying mechanisms of the widely studied shock-induced
- transition in laser-compressed single crystals of iron.2 In
parallel with the development of short-time-scale shock and
diffraction experiments, the prediction of the response of
matter to shock compression by means of nonequilibrium
molecular dynamics NEMD simulations has been a bur-
geoning field, with a similar concentration of interest in
shock-induced plasticity3,4 and phase transitions.5,6 With the
rapid increase in computing power and storage over recent
years, the length and time scale of such simulations are now
starting to become directly comparable with those of the la-
ser shock-compression experiments. The simulation of crys-
tals with spatial dimensions of a reasonable fraction of a
micron for durations of hundreds of picoseconds are now
quite feasible, if not entirely routine. This convergence of
scales has understandably led to direct comparisons being
made between the x-ray diffraction patterns predicted by the
NEMD simulations and those directly observed in experi-
ments. For example, Bringa et al.7 recently used NEMD
simulations to calculate the shift in both the Bragg reflected
and Laue transmitted peaks in shock-compressed copper.
Their work provided information on the time-dependent
shape of the unit cell of a sample of shocked copper, which
in turn offers insight into plastic flow. Hawreliak et al.8 di-
rectly compared the diffraction patterns predicted by NEMD
with the experimental data for the - transition in shocked
iron, noting, among many other things, good agreement be-
tween the predicted x-ray linewidths in the  phase and those
seen experimentally—an observation which is consistent
with the predicted mean size of two families of crystallites
with orthogonal c axes.
However, while diffraction patterns have been simulated
by use of NEMD calculations, to date an analysis of them
has largely concentrated on the position or width of the dif-
fraction peaks, rather than explicitly their intensity. The in-
tensity of diffracted radiation associated with a particular
Bragg peak i.e., set of Miller indices relative to the inten-
sity diffracted from an uncompressed sample will be a func-
tion of the local structure factor of the crystal, and this struc-
ture factor can be significantly altered by the action of shock
compression of the crystal. In particular, the reflectivity will
alter both due to the shock-induced temperature rise and the
compression. This temperature rise will influence the inten-
sity of a particular reflection owing to the well-known
Debye-Waller effect9 as the increase in temperature results in
a larger rms displacement of a particular atom around its
mean position. However, the Debye-Waller factor is also a
function of the effective Debye temperature , and we note
that under compression  will also change. For example, one
might normally expect compression to steepen the potential,
with a resultant increase in the effective Debye temperature,
which will tend to reduce the rms displacement of the atoms.
Such an increase in the effective Debye temperature would
tend to increase the structure factor at finite temperatures;
thus, the relative intensity of a particular Bragg reflection is
not entirely trivial to calculate.
In this paper we present an initial analysis of NEMD cal-
culations of the effect of shock compression on the expected
intensities of Bragg reflections. We present the analysis in
terms of effective Debye temperatures predicted by the
NEMD for uniaxially compressed, hydrostatically com-
pressed, and shock-compressed single crystals of copper, and
compare these results with those predicted by analytic
means. Given that the x-ray reflectivity is a function of tem-
perature, we comment on the feasibility of using reflectivities
as a temperature diagnostic of shocked crystals. Finally, as
rapid isentropic compression is an area of great topical inter-
est, we discuss the expected behavior of the relative x-ray
intensities of crystals subject to such loading, noting that the
x-ray reflectivity of higher diffraction orders can actually in-
crease under these conditions.
II. DEBYE-WALLER FACTOR
In the absence of phase transitions which we do not con-
sider here, the main factor that will alter the relative inten-
sity of the angularly integrated x-rays within a given peak
will be the Debye-Waller factor, which is a function of both
PHYSICAL REVIEW B 78, 014109 2008
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the temperature T and the effective Debye temperature .
The overall intensity of a particular reflection is a function of
many factors, including the degree of perfection of the crys-
tal. For a perfect crystal we must use dynamical diffraction
theory, whereas for completely imperfect crystals the kine-
matic approximation must be used.10 In each case, however,
the influence of a shock is twofold: first, the positions of the
peaks are altered, as the change in lattice spacing results in a
change in Bragg angle. For small one-dimensional compres-
sions, the change in the position of a particular peak is given
by a simple differentiation of Bragg’s law,
 = − tan 
2d
2d
, 1
where  is the Bragg angle associated with the plane of spac-
ing d. For large compressions, we must recalculate the angu-
lar position of the peak from the full form of Bragg’s law;
but in any case such a calculation is trivial and finding the
location of a particular reflection in the case where compres-
sion occurs along all three orthogonal directions for ex-
ample, as a crystal changes from elastic toward hydrostatic
conditions under shock compression is also not difficult.
The intensity of the peak, however, will depend on the
structure factor. Within the Debye-Waller theory, for a recip-
rocal lattice vector G, the structure factor SGT at a temperature
T, is given by
SG
T
= SG
0 exp− M , 2
where SG
0 is the structure factor for the perfect, unheated
lattice, which is the sum over atoms at positions ri of the
atomic form factors f i over all atoms in the unit cell,
SG
0
= 
i
f i exp− iG · ri . 3
Note that for the compressions we consider here, there
should be no change in the atomic form factor: we are not
dealing with conditions such that pressure ionization occurs.
The atomic form factor is, however, angularly dependent,
and this should be taken into account when calculating real
intensities. The temperature dependence enters into the factor
M in Eq. 2. In the kinematic limit the intensity I of a
particular reflection is proportional to the square of the struc-
ture factor, and thus,
IT = I0exp− 2M , 4
where
2M =
3h2NAG2
mkB
 T

T  + 14 , 5
and
y =
1
y	0
y
x
ex − 1
dx . 6
T is the temperature in kelvin, h is Planck’s constant, NA is
Avogadro’s number, m is the atomic mass, and kB is Boltz-
mann’s constant. For the sake of brevity, as we are only
presenting the simple Debye theory for reasons of illustra-
tion, we have assumed an isotropic solid, which is also valid
for a cubic system due to the manner in which the resolved
displacement is summed. In an anisotropically compressed
crystal, there will be a directional dependence.
In the normal Debye theory the function y takes into
account that the phonon modes in the crystal are populated
according to Bose–Einstein statistics, and the factor of 1/4 in
Eq. 5 takes into account zero-point motion. Clearly in clas-
sical NEMD calculations such as those we present here, this
is not appropriate, and the vibrational modes present within
the simulation obey Boltzmann statistics. In the simulations
in this paper we calculate the effect of compression and tem-
perature on Bragg reflections by calculating the Fourier
transform of the atomic coordinates provided by the NEMD
simulations. Integration in reciprocal space around particular
Bragg reflections provides a relative measure of the x-ray
structure factor for the reflection in question, and the varia-
tion of this integral with reciprocal lattice vector for a par-
ticular temperature can be used to deduce an effective Debye
temperature. As the NEMD simulations are classical, when
quoting an effective Debye temperature, it will be related to
the exponential falloff in integrated intensity by
2M =
3h2NAG2
mkB
 T

 . 7
III. ANALYTIC CALCULATIONS
The main thrust of this paper is to use NEMD simulations
as a tool to investigate how the intensity of x-rays diffracted
by crystals is affected by temperature and compression.
However, both as a comparison with NEMD simulations and
as a tool in its own right, we can also use analytic models
based on previously published forms of the Grüneisen pa-
rameter to predict the manner in which compression affects
the Debye temperature. The Grüneisen parameter  used in
the Grüneisen equation of state is defined as
V = −
 ln 
 ln V
, 8
and thus,

0
= exp− 	
V0
V V
V
dV , 9
where V is the volume.
We investigate four different forms of V for copper.
The simplest model is to assume that  /V is constant.11,12
More generally, the Grüneisen parameter can be expressed as
a power of the volume. Pandya et al.13 used a theoretical
model based in perturbation theory taking into account terms
due to the atomic orbitals of the material. Ramakrishnan et
al.14 gave an empirical result based on measuring how the
temperature of a sample is affected by adiabatic pressure
changes. The compressions used in that study were low com-
pared with the regime normally probed by shock experi-
ments. These three models can be summarized as all being of
the form
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V = 0 VVo
q
, 10
with the following values of 0 and q for copper: 0
=1.98, q=1.0,11,12 0=1.93, q=1.085,13 and 0
=2.008, q=1.33.14
The fourth model which we shall consider is that provided
by Walsh et al.,15 who used experimental Hugoniot data in
conjunction with the Mie–Grüneisen equation of state to de-
duce a polynomial fit for the Grüneisen parameter as a func-
tion of volume,
V = 0 + AVoV − 1 + BVoV − 1
2
+ CVoV − 1
3
,
11
where for copper they found 0=2.04, A=−3.296, B
=10.493, and C=−19.264. We note that Walsh et al.15 per-
formed experiments on long time scales compared with the
NEMD calculations, and the Hugoniot elastic limit HEL of
copper was small compared with the pressures of interest;
thus, their Grüneisen parameter corresponds to that which
one might expect for close to hydrostatic compression of the
lattice.
The four models for the Grüneisen parameter are used to
predict the Debye temperature as a function of hydrostatic
compression. All four are plotted alongside the NEMD hy-
drostatic and uniaxial compression data in Fig. 1, and we
discuss how they compare with NEMD predictions in Sec.
IV.
IV. MOLECULAR DYNAMICS CALCULATIONS
The intensity of x-rays scattered by a crystal neglecting
the effects of absorption and extinction can be calculated
from NEMD by taking the Fourier transform of the atomic
coordinates at a particular moment in time. This gives the
intensity in k space, Ik,
Ik = 
j exp− ik · r j
2, 12
where now the sum is over all of the atomic positions in the
simulation. For a particular experimental geometry, the over-
all structure factor associated with a given incident x-ray
with wave vector k0 and a scattered x-ray with wave vector
ks can be found by using k=k0−ks. Note that Eq. 12 is a
sum over specific coordinates; thus, we have not explicitly
taken into account the dependence of the atomic form factor
on scattering angle, but as this is tabulated16 it can also be
included in explicit intensity calculations if necessary. While
fast Fourier transform techniques can do this Fourier trans-
form over the whole of the meaningful region of k space,17
here we are only interested in the regions of intensity
maxima surrounding specific Bragg reflections, and in this
case it was computationally efficient to use a simple, rather
than fast, Fourier transform. For all of the NEMD simula-
tions presented here, the atomic coordinates were calculated
using the MD code LAMMPS,18 with the copper sample simu-
lated using Mishin’s EAM1 potential.19
A. Debye temperature: Uncompressed sample
In the simple Debye theory the Debye temperature itself
is independent of temperature. As a first test of the predic-
tions of the NEMD simulations, we calculated the Fourier
transform of the atomic positions of an uncompressed
sample at different temperatures and calculated the Debye
temperature from the predicted x-ray reflectivities i.e., from
the relative integrated intensity of the Bragg peaks in recip-
rocal space. A 606060 conventional cell sample of cop-
per with lattice parameter a=3.615 Å was thermalized for
10 ps with periodic boundary conditions at temperatures T
=300, 600, 900, and 1200 K.
According to Eq. 5 we expect that the logarithm of the
integrated intensity is proportional to −G2T /2. Thus, in
Fig. 2 we plot the logarithm of the integrated intensity of the
Bragg peaks as a function of G2 for a variety of tempera-
tures, and the gradient of this line provides the Debye tem-
perature. From this Fig. 2 a value for the Debye tempera-
ture was calculated see Table I. The average agrees well
with literature values, indicating the applicability of the
Mishin potential. The calculated Debye temperature de-
creases slightly as the temperature of the sample is increased.
This is possibly due to the atoms exploring further into the
anharmonic region of the potential as the temperature is in-
creased.
B. Uniaxially compressed samples
To date NEMD simulations of the shock compression of
single metal crystals predict elastic limits far higher than
FIG. 1. Debye temperature as a function of compression calcu-
lated from MD and analytic models. The lines represent the analytic
models from literature, and the points represent the results from
MD simulations of the hydrostatic and uniaxial case compressed
along 001. Results parallel and perpendicular to the compression
direction are shown separately.
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those seen in the majority of experiments. Indeed, the elastic
limits are consistent with the theoretical limiting shear
strength of a solid under compression and are typically up to
2 orders of magnitude higher than seen in long-time-scale
hundreds of nanoseconds experiments. For example, in the
work of Bringa et al.,7 when a single crystal of copper simu-
lated with the Mishin potential is shocked along the principal
axis, completely elastic compression is seen up to compres-
sions of order 15%, corresponding to pressures of order 350
kbar. While the addition of defects and a ramped pressure
drive can somewhat reduce this value,7 it is clear that at
present NEMD simulations predict that very high elastic re-
sponse can be observed on short time scales. We note also
that for bcc crystals of iron, close to purely elastic response
has been observed experimentally up to compressions of
6%,20 in agreement with NEMD calculations.21
Thus, before simulating the change in intensities due to
shock compression, in this section we consider how uniaxial
elastic compression along a cube axis of a copper single
crystal alters the calculated x-ray reflectivities. As in Sec.
IV A, 864 000 atoms were taken, and for a variety of
uniaxial compressions up to 12%, thermalized at 300 K. The
crystal was compressed along the 001 axis, and the inte-
grated reflectivities of Bragg spots in k space were calculated
for the reflections corresponding to directions both along and
perpendicular to the compression axis. From the variation of
reflectivity with the square of the reciprocal lattice vector, a
Debye temperature was again calculated. The Debye tem-
peratures for the directions parallel and perpendicular to the
compression are shown in Fig. 1, where they have been nor-
malized to the Debye temperature for the uncompressed case
discussed above. We note that, as expected with a steepening
of the potential under compression, the Debye temperature
increases roughly linearly under compression.
It can be seen, however, that for compressions above
about 9%, there is a radical change in the Debye tempera-
tures. Above this point the Debye temperature reduces with
compression along the compression direction, such that
above 11% compression it is significantly lower in the com-
pression direction than in the orthogonal direction. This is
counterintuitive as one might expect that constraining the
atoms in one direction would increase the effective Debye
temperature for that direction.
This more complex behavior of the Debye temperatures is
due to the effect of the Bain path. It is well known that
uniaxial compression of a face-centered-cubic lattice along
the 001 direction by a factor of 1 /2 leads to a body-
centered-cubic lattice, for which the shear stress must be
zero. The stresses in the compression direction, 	zz, and in
the orthogonal direction, 	xx, as a function of uniaxial com-
pression along the z direction are shown in Fig. 3. These
results were determined for a 101010 conventional unit
cell sample simulation compressed in a canonical ensemble
at 510−5 K to make temperature effects negligible and
prevent shear relaxation by dislocations. As expected, the
stresses are equal at the volume at which the lattice becomes
body-centered-cubic. Between this point and zero compres-
sion, the stress in the compression direction is higher than
that in the orthogonal direction, as expected. However, the
FIG. 2. MD simulations of the relative intensity of diffracted
peaks as a function of reciprocal lattice vector for an uncompressed
copper crystal.
TABLE I. The Debye temperature calculated from samples ther-
malized at different temperatures.
T /K  /K
300 322
600 321
900 316
1200 310
Average 317
Literature 315
FIG. 3. Stress along the x axis 	xx and the z axis 	zz calcu-
lated from NEMD simulations of low-temperature Cu for compres-
sion along the 001 direction.
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Mishin potential predicts that while the gradient of 	xx in-
creases monotonically with compression along the z direc-
tion, this is not the case for 	zz. From these gradients we
calculate the C13 and C33 components of the elastic modulus
tensor. As cubic symmetry is lost on uniaxial compression,
there are more than three independent terms in this tensor. In
Fig. 4 we plot these elastic modulus terms as a function of
uniaxial compression along z. It is evident that the maximum
in the stiffness in the z direction occurs at the same compres-
sion as the maximum in the Debye temperature deduced
from the integration of the intensities in k space.
C. Hydrostatically compressed samples
At high shock compressions of face-centered-cubic per-
fect single crystals, NEMD simulations predict the homoge-
neous generation of defects at the shock front, the motion of
which can alleviate the shear stress. This results in the lattice
tending toward the hydrostatic state, although the strength of
the material may support some residual shear stress and pre-
vent it from becoming completely hydrostatic. It should be
noted that this remains an area of active interest: the mecha-
nism of defect generation and motion has been predicted to
be a function of the direction of shock compression. Com-
pression of single crystals along the 001 direction activates
a partial dislocation resulting in a stacking fault; in contrast
compression along the 111 direction results in full disloca-
tions via two partial loops.22 In any case, for perfect crystals
the elastic limit is extremely high compared with values
found experimentally on longer time scales. As noted in Sec.
IV B, Bringa et al.7 showed that pre-existing defects can re-
duce the effective elastic limit, although no simulation has
yet been performed that reproduces the comparatively low
elastic limits seen in long-time-scale experiments.
However, in any case the generation and motion of the
defects acts so as to remove the shear stress, and the lattice
which is initially tetragonal with a large aspect ratio under
elastic compression tends more toward a compressed cube as
the shear stress is released and the hydrostat approached.23 It
is thus of interest to use the NEMD simulations to calculate
the effective x-ray Debye temperatures for hydrostatically
compressed samples. These Debye temperatures, deduced by
identical means to those outlined in Sec. IV A, are shown
alongside analytically fitted Grüneisen parameters in Fig. 1.
It can be seen that these more closely follow the higher com-
pression Grüneisen parameter predictions, and reasonable
agreement with the analytic model based on experimental
data of Walsh et al.15 is seen for larger compressions.
D. Shock-compressed samples
Under shock compression we not only expect the Debye
temperature to change, but we also expect a rise in tempera-
ture. We stress that as these simulations have been performed
with shock compression of a perfect copper crystal along the
001 axis, stacking faults are not generated at the shock
front until compressions in excess of 15%.
The simulated sample was a 3030130 conventional
cell crystal oriented with the principal axis along x, y, and z
with periodic boundary conditions in the x and y directions
and shrink wrapped boundary in the z direction. This was
thermalized to 293 K to match the experimental parameters
of Walsh et al.15 To generate the shock all atoms within five
lattice parameters of z=0 were fixed together and then driven
as a unit into the crystal in the positive z direction at the
desired shock speed Up=108, 181, 362, 542, 651, 687, and
723 ms−1. A 303030 conventional unit cell section
situated 80 conventional cells behind the shock front when it
reached the other end of the crystal was used to calculate the
corresponding reciprocal space intensity.
We note that the samples considered here, which were
initially thermalized to room temperature, predict an increase
in the diffracted intensity for higher-order reflections for low
shock compressions. Only once we reach compressions of
between 7% and 10% do we start to observe a decrease in the
diffracted intensity. Physically this corresponds to the con-
straining of the atoms by the increased steepness of the po-
tential under compression being more important than any
temperature rise associated with the compression. As the
Hugoniot for a weak shock lies very close to the isentrope,
we shall return to this point when we discuss isentropic com-
pression in Sec. V.
The data of Walsh et al.15 described in Sec. III can also be
used to predict the change in intensity under shock compres-
sion, as Walsh et al. also used the experimental data to pre-
dict the temperature rise as a function of shock compression,
as well as the compression-dependent Grüneisen parameter.
The falloff in diffracted intensity as a function of the relative
volume according to the data of Walsh et al. is shown for
copper in Fig. 5, alongside the NEMD predictions. It can be
seen that the model of Walsh et al. exhibits qualitatively the
same response as the NEMD shock simulations.
Shocking the sample to a point above the Hugoniot elastic
limit generated a large number of dislocations. These have
the effect of broadening the peaks in reciprocal space, par-
ticularly the higher-order peaks see Fig. 6. To calculate the
FIG. 4. C11 and C33 components of the elastic modulus tensor as
a function of compression deduced from gradients of Fig. 3.
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intensity in reciprocal space, a 1.9106 atom block was
taken from the shocked region and the Fourier transform of
the atomic coordinates calculated. Integrating over the result-
ant Bragg peaks and subtracting the background gives a re-
sult close to the prediction based on the figures of Walsh et
al.15 the data point labeled “Dislocations Present” in Fig. 5.
Due to the relaxation of the shear stress by the generation
and motion of the dislocations, there is no noticeable direc-
tional dependence in the Debye-Waller factor within the er-
ror bars.
E. Strong-shock limit
In the strong-shock regime, where the velocity of the plas-
tic wave exceeds that of the elastic wave it is usually found
that the shock speed Us is related to the particle velocity Up
by
Us = C0 + s1Up, 13
where s1 is a constant and C0 is close to the bulk sound
speed. It can be shown that the Grüneisen parameter is a
function of the volumetric compressive strain, =1−V /V0,
and s1, such that in the limit of =0, =2s1−1.23,24 Further-
more, the observation that s1 is a constant for strong shocks
implies that there is a limit to the compression,25 =1 /s1,
and that at this limiting compression =2s1−1. Therefore
at the limiting compression under shock conditions, the Grü-
neisen parameter is exactly 1 less than under ambient condi-
tions.
In order to test how well the Debye temperatures deduced
from the NEMD obey the above relations, we plotted  as a
function of hydrostatic compression, as shown in Fig. 7. The
atomic coordinates were generated by setting up an ideal
606060 conventional cell crystal already compressed by
decreasing the lattice parameter and then thermalizing this to
300 K.
The data were fitted with a polynomial
ln = A− lnV/V02 + B− lnV/V0 + C , 14
which yielded the coefficients A=−0.56
0.01, B
=1.71
0.03, and C=5.76
0.02. This upon differentiation
yields
 = −
d ln
d lnV/V0
= − 2A lnV/V0 + B . 15
Thus, for =0, we deduce =1.71
0.03, which we note is
in reasonable agreement with the analytic Grüneisen coeffi-
cients discussed in Sec. III, and experiments give a value of
s1=1.489,23 which implies =1.98. This experimental value
of s1 implies a limiting compression of 0.67. If we solve Eq.
FIG. 5. Exponent of the Debye-Waller factor per reciprocal vec-
tor squared −2M / G2 for copper shocked to V /Vo times its origi-
nal volume, calculated from MD simulations of single crystals
shocked along the principle axis and from data of Walsh et al. Ref.
15.
FIG. 6. Color online Intensity in the plane in k space corre-
sponding to the 100 plane intersecting with the origin for a MD
simulation of a shock in the 001 direction to above the Hugoniot
elastic limit HEL.
FIG. 7. Log-log plot of Debye temperature vs compression for
MD simulated copper sample compressed hydrostatically fitted with
a polynomial. The gradient gives the Grüneisen parameter.
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15 for =0.71, i.e., 1 less than the value under ambient
conditions, we deduce a limiting compression of 0.59
0.03,
which is lower than the experimental figure, but it should be
noted that this is a very high compression, and we would not
necessarily expect the potential used in the NEMD to be
valid at the high shock pressures necessary to asymptote to-
ward this value.
V. ISENTROPIC COMPRESSION
The possibility of compressing a crystal along an isen-
trope, via ramped compression, has attracted considerable
attention in recent years,26,27 as such a technique may allow
the creation of solid state matter at compressions far in ex-
cess of those achievable in diamond anvil cells.
Given the growing interest in isentropic compression on
short time scales and the stated desire by some workers to
diagnose the lattice compressed in such a way via x-ray dif-
fraction, it is clearly of relevance to explore how we would
expect the Debye-Waller factor to behave under such condi-
tions. In this section we show that very simple considerations
indicate that for a sample compressed at finite temperature,
we would actually expect an increase in the intensity of the
higher-order diffraction peaks.
Let us consider a simple model of a solid, where we take
the Grüneisen parameter to be constant. In such a model

0
=  VV0
−
, 16
and along an isentrope
T
T0
=  VV0
−
. 17
If G0 is the reciprocal lattice vector of a particular reflection
under ambient conditions, then G=G0V /V0−1/3 for hydro-
static compression. Now the exponent in the Debye-Waller
factor M scales as
M 
G2T
2

G02T0
0
2  VV0
−2/3
, 18
and thus
M
M0
=  VV0
−2/3
. 19
Thus, as 2 /3, we find that M decreases under com-
pression, and as the intensity of a Bragg peak is proportional
to exp−2M in the kinematic limit, at finite temperatures we
expect an increase in diffracted intensity under isentropic
compression.
The physical reason for this increase in reflectivity is that
under isentropic compression the increase in the stiffness of
the lattice is a more important effect than the temperature
rise. For, although the thermal energy of an atom is in-
creased, the rms amplitude of its vibration not only decreases
in absolute terms, but, importantly for the intensity of dif-
fracted radiation, actually decreases as a fraction of the lat-
tice spacing even though the lattice is being compressed. For
small compressions the shock adiabat lies close to the isen-
trope, and thus we would expect that for small shock com-
pressions, starting at finite temperature, there is actually an
increase in the reflectivity of higher-order reflections. For the
case of copper here, only once the compression due to the
shock exceeds 10% does the increase in temperature start
to dominate over the increased strength of the lattice and the
structure factor start to decrease. This effect can also be seen
in Fig. 5.
Walsh et al.15 used a Mie–Grüneisen equation of state to
calculate isentropic figures for temperature and compression.
By using these, the Debye temperature can be calculated and
the Debye-Waller factor deduced see Fig. 8. These agree
with our prediction that the intensity of the diffracted signal
increases the more the material is compressed isentropically.
VI. RELATION TO EXPERIMENTS
Given that x-ray diffraction experiments on picosecond
and nanosecond time scales are currently being performed, it
is useful to consider to what degree the effects discussed
above may be observable experimentally. Our analysis has
concentrated on the degree to which the Debye-Waller factor
is altered by shock compression, insomuch that the tempera-
ture of the lattice changes, but so also does its effective De-
bye temperature. As the Debye-Waller factor M is propor-
tional to the square of the reciprocal lattice vector, it is
evident that the effects will be most apparent for high-order
reflections, which in turn require high-energy, short-
wavelength x-rays in order to be observed.
In the field of laser-plasma interactions, where much of
the work on time-resolved diffraction from shocked samples
is being performed, x-rays of durations ranging from a few
tens of picoseconds to several nanoseconds can be produced
FIG. 8. Exponent of Debye-Waller factor per reciprocal vector
squared for copper compressed via shock compression circles and
isentropic compression squares. Values are calculated from data of
Walsh et al. Ref. 15.
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by focusing high power optical radiation to intensities of
order 1014–1016 W cm−2 onto solid targets. In such experi-
ments, the x-rays are emitted from transitions within highly
ionized atoms; and typically in the past the resonance line of
helium-like ions has been used. Given the laser energies and
intensities available with the systems that have been used for
shock compression and diffraction experiments, the highest
photon energies used to date correspond to the helium reso-
nance line of copper at 8.4 keV although it has been shown
that this could be extended to the resonance line of He-like
Ge.28
On the other hand, in the picosecond and subpicosecond
regime, the huge intensities that can be produced
1018 W cm−2 induce the excitation and breaking of plasma
waves, resulting in short bursts of energetic electrons pen-
etrating the underlying target, producing a short burst of K
emission in an analogous manner to a conventional x-ray
tube. It has been shown that such techniques can readily
produce K-shell radiation up to 22 keV.29 With such radiation
sources, in principle at least, it should be possible to record
reflections from copper crystals with Miller indices up to
h2+k2+ l2 of order 12. For an unshocked sample at room
temperature, assuming a Debye temperature of 315 K, we
would expect the intensity of such orders to be 2.8% of the
002 reflections taking into account the dependence of the
atomic form factor on scattering angle. If copper was
shocked to 0.8 times its original volume, the ratio of the
579 to the 002 peak would be almost 2.5 times less than
would be expected for the uncompressed sample at room
temperature.
For the case of distinguishing between isentropic and
shock compression the figures are even more promising.
Consider copper compressed to 0.8 times its original volume.
If it is compressed isentropically, the ratio of the 579 peak
to the 002 peak will be more than ten times larger than if it
is shocked to the same compression.
It is clear that the temperature affects the intensity of the
diffraction patterns markedly. The problem lies in separating
this effect from the compression effect. The compression it-
self can be measured readily from the peak shift but the
limiting factor is deducing what effect this has on the Debye
temperature.
VII. SUMMARY
The effect of temperature on the diffraction pattern of a
shocked sample has been investigated through the use of
NEMD and also by examining empirical and theoretical fits
to the Grüneisen parameter from literature values. These two
approaches give qualitatively similar results. It is apparent
that the temperature has a significant effect on the intensity
of the diffracted peak. However the effect is complicated by
the effect of compression. This means that the Debye-Waller
factor gives the combined effect of the temperature and De-
bye temperature. In order to isolate the temperature, the De-
bye temperature must first be deduced and this requires an
accurate form for the Grüneisen parameter. Even without this
parameter, the combined effect gives a figure for T /2
which in itself may be interesting.
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E.3 Simulating picosecond x-ray diffraction from
shocked crystals using post-processing molec-
ular dynamics calculations
The group at Oxford, led by Justin Wark, has been studying shocks both experimen-
tally and via MD simulation for some time. As part of that work, the use of Fourier
analysis to simulate exerimental output has of late become invaluable. The main au-
thor of this paper examined how strength effects may become manifest within those
results, and how one might go about extracting useful information suchn as disloca-
tion densities.
The present author, having carried out many large (multi-million atom) simu-
lations of nanocrystalline samples for the work presented here, was able to supply
simulation output to the Oxford group. These datasets were then analysed by Kim-
minau in order to demonstrate the feasibility of the proposed experimental analysis.
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Abstract
Calculations of the patterns of x-ray diffraction from shocked crystals derived from the results
of non-equilibrium molecular dynamics (NEMD) simulations are presented. The atomic
coordinates predicted from the NEMD simulations combined with atomic form factors are used
to generate a discrete distribution of electron density. A fast Fourier transform (FFT) of this
distribution provides an image of the crystal in reciprocal space, which can be further processed
to produce quantitative simulated data for direct comparison with experiments that employ
picosecond x-ray diffraction from laser-irradiated crystalline targets.
(Some figures in this article are in colour only in the electronic version)
1. Introduction
Non-equilibrium molecular dynamics (NEMD) simulations
have started to provide exceptional insights into the atomistic
behaviour of materials under shock compression. A significant
amount of effort has concentrated on the study of the
elastic–plastic transition within both single and polycrystalline
materials [1–4] as well as shock-induced polymorphic phase
transitions [5–7]. In recent years, the impressive advances
in computing power and storage space that have been made
permit the size of such NEMD simulations to approach
hundreds of millions (and in certain cases billions) of
atoms, corresponding to samples of side-length approaching
a micron, for simulated time-spans of up to hundreds of
picoseconds [8, 9]. Given the vast amounts of data that
can be generated by such simulations, a judicious choice
of data-reduction and visualization systems is required in
order to extract physical understanding from the raw data
comprising the time-dependence of atomic coordinates. To
date, most structural analysis has been limited to traditional
short range methods such as obtaining radial distribution
functions, centrosymmetry parameters [10] and coordination
numbers.
However, simulations with these large spatial and
temporal dimensions are starting to approach conditions
found in experiments where matter, of thickness microns
to several tens of microns, is shock compressed by high-
power laser–matter interactions, and diagnosed by (amongst
other techniques) in situ x-ray diffraction [11, 12]. These
experiments have typically employed x-ray flashes of durations
of several hundred picoseconds to a few nanoseconds, although
picosecond resolution has been obtained by use of streak-
0953-8984/08/505203+08$30.00 © 2008 IOP Publishing Ltd Printed in the UK1
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camera technology [13], and laser-plasma x-ray sources with
durations of order 100 fs can now be produced routinely [14].
It is also expected that this field will benefit from the extremely
bright femtosecond sources that will be afforded by future x-
ray free-electron-laser technology [15].
As the NEMD simulations provide direct physical insight
into the shock-deformation of materials at the lattice level,
and the experimental and simulated time and length scales
are converging, it is appropriate to make direct comparisons
between the experimentally observed x-ray diffraction signals,
and those predicted by the NEMD simulations. Indeed, such
connections have started to be made: for example, Bringa
and co-workers recently used NEMD simulations to calculate
the shift in both the Bragg (reflected) and Laue (transmitted)
peaks in shock compressed copper [8], which were directly
related to the time-dependent shape of the unit cell, and via
this provided information regarding the degree of plastic flow.
Hawreliak et al directly compared the diffraction patterns
predicted by NEMD with the experimental data for the α–
transition in shocked iron, noting, amongst many other things,
good agreement between the predicted x-ray line widths in the
 phase and those seen experimentally—an observation which
is consistent with the predicted mean size of two families
of domains with orthogonal c-axes [12]. However, whilst
simulated diffraction patterns have been presented, to date
the procedure by which one can take the output of a NEMD
simulation and produce quantitative predictions of what will be
observed in an experiment has not been discussed in any detail.
In this paper we present such an analysis, outlining how to
post-process the NEMD data to efficiently produce diffraction
patterns that can be directly compared with data obtained in
commonly-employed experimental geometries.
2. Calculation of reciprocal space
Neglecting the effects of absorption, and in the kinematic
approximation, when an x-ray of wavevector k0 is incident on
a crystal, the intensity I (ks) of the elastically scattered x-ray
of wavevector ks = k0 + q is proportional to the modulus-
squared of the Fourier component of the electron density of the
lattice with reciprocal lattice vector q. If, in a very simplified
approach, we represent the atoms by point scatterers located
at the spatial coordinates provided by the MD simulation, then
the scattered intensity is given by
I (ks) ∝ |F(q)|2 ∝
∣
∣
∣
∣
N∑
j=1
Z j exp(iq · r j )
∣
∣
∣
∣
2
, (1)
where Z j is the atomic number of the j th atom, located at
position r j , and the sum is over all N atoms within the crystal.
Whilst such a simple calculation can be of use in sampling
specifically defined regions of reciprocal space which require
the calculation of a very limited number of Fourier components
(for example, a volume around a particular Bragg peak), it is
inefficient when applied to calculations of the full range of
reciprocal space due to the O(N2) computational operations
required. Information about the full range of reciprocal
space is potentially useful in many situations: for example to
understand the polycrystalline response to shock compression,
or to single crystal analysis where the large defect densities
generated may give rise to significant scattering between the
Bragg peaks.
Likewise performing an FT by this method is also sensible
when the number of atoms is small. However, it is because
the number of atoms in modern NEMD simulations is so large
that this becomes prohibitive. While there is plenty of useful
information to be gained from small scale equilibrium MD
simulations, applications such as shock waves often require
very large spatial and temporal dimensions in order not to
hinder effects such as defect motion and to avoid reflection
from the boundaries. In such NEMD simulations, the initial
system, usually a perfect single crystal or a many grained
polycrystal, is thermalized under equilibrium conditions before
being deformed. As shock waves are assumed to be adiabatic
there is no additional coupling of the atoms to a heat bath in
NEMD.
In order to calculate reciprocal space from a large
scale NEMD simulation we need a more efficient means
of performing the Fourier transform than that given in
equation (1). The method we employ is the fast Fourier
transform (FFT) approach, the details of which are well known
and will not be repeated here, save to recall that an FFT is an
efficient method to compute a discrete Fourier transform (DFT)
in O(N log2 N) operations rather than O(N2). Whereas the
summation used in the simple method of equation (1) exploited
the fact that the position vectors of the atoms provided by the
MD simulations could be used directly as delta functions, a
DFT requires an evenly spaced sample array in real space,
making it unsuitable. However, atomic coordinates from
the MD actually represent the centres of atoms which have
a spatially extended electron distribution. By associating
an electron distribution with each atomic coordinate we can
construct a discrete regular array of electron density upon
which we can perform the FFT.
Calculations of spherically-symmetric electron distribu-
tions for the elements are available from a number of
sources [16]. Certain very simple analytic forms exist which
represent the distributions in real space as a sum of a finite
number of Gaussian profiles [17]. The Fourier transform of
these radial distributions, the atomic form factors, are also
available based on a number of approximations, such as the
Thomas–Fermi or Dirac–Fock methods [16], and we use such
forms here for the quantitative calculation of diffraction pat-
terns.
Once an electron distribution has been associated with
each atomic coordinate, the level of real space sampling is
determined by the range of interest in reciprocal space, with the
number of samples per unit cell in real space determining the
range of the transformation in reciprocal space. For example,
if we wish to explore reciprocal space out to the fifth order
(based on a conventional unit cell in real space) then we require
a range of at least 10 reciprocal lattice vectors, corresponding
to 10 samples per side of a conventional unit cell, i.e. 103 over
the conventional cell volume. On the other hand the resolution
in reciprocal space is determined by the number of unit cells in
the MD calculation, and hence the requirement for large MD
2
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simulations if we wish to have high resolution in reciprocal
space, and in the resultant calculated diffraction patterns.
Although we can use the physical electron distribution to
calculate a realistic array of electron density, it is advantageous
to exploit this method for greater efficiency. Difficulties arise
because of the interplay between the width of the electron
distribution in real space and the radial extent of the intensity
of the Fourier components in reciprocal space. If the spatial
profile is too narrow, the Fourier components in reciprocal
space could still have significant amplitude at the edges of the
chosen range of reciprocal space, resulting in the pattern being
reflected back (as FFTs are periodic), or overlapping, which
is known as aliasing. On the other hand, too wide a profile
in real space for a chosen range of reciprocal space implies
that the intensity of high orders in reciprocal space will be
too weak, and information may be lost. In cases where we
have selected a specific range of reciprocal space, we have
found it useful to choose a Gaussian profile in real space such
that the 4σ position of the Gaussian envelope (amplitude) in
reciprocal space lies on the edge of the reciprocal space array.
Thus we are no longer assigning a physical electron density, but
are instead ‘dressing’ each atomic coordinate with a Gaussian
which allows us optimal control.
The approach of ‘dressing’ each atomic coordinate works
due to the relationship of a convolution in real space and
multiplication in reciprocal space. The Fourier transform of
the real space convolution of the atomic distribution function
with a Gaussian electron density is just the product of the
Fourier transforms of the atomic distribution function and the
Gaussian profile. Therefore, the Fourier transform of the
atomic distribution function with a physically realistic electron
density function is just:
F[ADF
⊗
ρ(r)] = F[ADF
⊗
G(r)] × F[ρ(r)]F[G(r)]
= F[ADF
⊗
G(r)] × F(k)
G˜(k)
, (2)
where F is the Fourier transform operator, ADF is the atomic
distribution function which is simply a delta function placed
at each of atomic coordinates taken from MD, ρ(r) is the
electron density for one atom, G(r) is the Gaussian profile
of our choosing in real space and hence G˜(k) is the Fourier
transform of it and F(k) is the atomic form factor which is the
Fourier transform of ρ(r).
By exploiting the properties of Fourier transforms,
using a non-physical radial electron density in this way for
convenience does not compromise the physical validity of the
calculation. By using a convenient Gaussian atomic electron
density of know width, we avoid aliasing, and we are able
to infer the FFT of the atomic distribution. After performing
the FFT of the atomic distribution function convolved with the
Gaussian profile we can then divide by the Fourier transform
of the Gaussian profile (which we know analytically) to give us
the FFT of the atomic distribution function. We then proceed
to multiply by the atomic form factor which produces output
equivalent to using the physically realistic electron density in
the first place, as shown in equation (2).
It is evident that evaluating reciprocal space at high
orders increases the size of the calculation significantly, but
given the number of atoms involved, the FFT is still a more
computationally efficient means of viewing reciprocal space
compared with the normal FT, unless only a very small
sub-set of reciprocal space is of interest. For example,
calculating reciprocal space up to 5th order from several
million atoms can be computed in a matter of minutes on a
typical workstation. The main limitation of the FFT method
is the memory usage which is around 4 GB per million unit
cells if calculating reciprocal space up to 5th order at single
precision. Large shared memory machines are particularly
well suited to calculating FFTs of 10s or 100s of millions
of atoms. The method also works on MPI (message passing
interface) clusters, but with the disadvantage of requiring extra
memory for the FFT transposes and node overhead. However,
for analysis of MD simulations, it is often desirable to calculate
reciprocal space with some spatial resolution, and, as such, the
sample can be divided up into sections which can be calculated
quickly on single nodes. Likewise on polycrystalline or
highly defected samples where it may be necessary to gain
information about the entire sample, the reciprocal peaks are
often broad enough to allow a lower resolution, and hence the
intensities of smaller FFTs can be summed.
3. Quantitative calculations
In section 4 we will show how we can post-process
the representation of the crystal in reciprocal space to
obtain simulated diffraction patterns for specific experimental
geometries. This processing is reliant on the fact that the
intensity of the scattered radiation is proportional to the square
of the relevant Fourier component, as stated in equation (1).
Although the spatial scales of MD simulations are starting
to converge, it is still generally the case that experiments use
crystals of thickness between one and two orders of magnitude
greater than the simulations. Furthermore, there could often be
situations where due to constraints on computational resources
it is desirable to perform a simulation that has a spatial scale
significantly smaller than that used in an experiment, yet
there is a requirement to have some predictive capability for
the experimental intensity to compare with features in the
simulations. Therefore, in order to have a means estimating
what intensities might actually be found in an experiment, we
need to associate each value of |F(q)|2 in reciprocal space with
a reflectivity that corresponds to that which may be expected in
the experimental configuration.
Such an association can be made by noting that the
efficiency of scattering from a single atom is known. If
unpolarized x-rays of wavevector k0 are incident on a single
atom, and are elastically scattered into wavevector ks = k0+q,
then the differential cross-section, dσ/d is given by
dσ
d
= r 2e
(1 + cos2 θ)
2
f 2(|q|, Z), (3)
where re is the classical radius of an electron, θ is the angle of
deflection and f (|q|, Z) is the atomic form factor for element
Z , which is proportional to the Fourier transform of the
spherically-symmetric electronic density distribution discussed
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Figure 1. Experimental setup of single crystal diffraction from a diverging x-ray point source. For illustration the path of some x-rays of
1.85 A˚ diffracting from the (002) plane of Fe are shown.
in section 2. Let us consider the case where we have performed
an NEMD simulation of a crystal which contains N atoms,
dσ
d
= r 2e
(1 + cos2 θ)
2
∣
∣
∣
∣
N∑
i=1
fi (|q|, Z)ei q·r j
∣
∣
∣
∣
2
. (4)
We note that if our system has only one type of atom the atomic
form factor can be separated out
dσ
d
= r 2e
(1 + cos2 θ)
2
f 2(|q|, Z)
∣
∣
∣
∣
N∑
i=1
ei q·r j
∣
∣
∣
∣
2
, (5)
and in this particular case we can easily remove the effect of
the form factor after performing the FFT by deconvolution
with the Gaussian in Fourier space associated with the form
factor. Absolute intensities can be obtained by noting that as
the electron density is real, the rms value of the electron density
within the system is not a function of the correlations. This
means that the integral of the intensity of Fourier components
of the electron density over the whole of reciprocal space is
a constant for a given number of atoms in a fixed volume.
This is simply a form of Parseval’s theorem which provides us
with a means of normalizing the intensity of the components
in reciprocal space, such that a given intensity density in
reciprocal space corresponds to a quantitative measure of the
scattered x-ray intensity.
This approach both neglects absorption within the
crystal (and thus would not be valid for crystal thicknesses
approaching or exceeding an absorption depth), and neglects
the effect of extinction—that is to say re-scattering within
the crystal. The proper handling of extinction effects require
wave–wave interactions that are described by dynamical
diffraction theory. The assumption of kinematic diffraction
is likely to be valid for crystals containing large numbers of
defects, or large strain gradients, as is the case in the shocked
samples considered here. It may, however, not be a valid
assumption for diffraction from large unshocked regions of the
crystal if the sample has a high degree of perfection.
We can thus, using the above approach, calculate (within
the approximations given) an absolute scattered x-ray fraction
from the MD simulation. Furthermore, it is now simple to scale
a calculated intensity. That is to say based on a simulation
of a small system, we can infer the intensity that would be
scattered in a larger system (as long as the path lengths of
the scattered rays do not traverse distances greater than of
order an absorption depth), as the intensity in this case is
directly proportional to sample thickness. Of course, it may
be that the physics of the MD simulation in question cannot be
scaled linearly, but that is a separate matter from the diffraction
calculation.
4. Experimental diffraction geometries
4.1. Single crystal diffraction
One of the primary motivations for this work is to enable
the comparison of the predictions of MD simulations with
picosecond x-ray diffraction from laser-shocked crystals. Once
the FFT has been performed, and we have the values for the
intensities of the Fourier components |F(q)|2 in reciprocal
lattice space (and know how these can be translated into
scattering cross-sections for an experimental sample), we can
proceed to calculate the pattern observed experimentally. Our
intent in this paper is to outline how such calculations are
performed, and give example output alongside experimental
results. We do not, however, go into detail concerning the
physics that may be gleaned from these comparisons, leaving
such discussions for future work dedicated to that specific
purpose.
One of the most widely used experimental geometries
for picosecond diffraction from shocked crystals has been the
diverging beam geometry [18], described by Kalantar and co-
workers [19] and explained in more detail in the appendix.
In this geometry, shown schematically in figure 1, the output
of a high-power ns optical laser is focused onto a thin foil,
generating a highly ionized plasma which in turn emits a short
pulse of quasi-monochromatic x-rays. The x-ray source is
approximated as an isotropic point source for this simulation.
Another laser beam is used to drive the shock wave in the
crystal by ablating the front surface. The x-rays penetrate far
4
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enough into the crystal to diffract from the regions both in front
and behind the shock front and the resulting lines are recorded
on the surrounding film packs.
To calculate the intensity incident on the film and hence
the number of photons per pixel, we sample the film by ray-
tracing back to the point source using the Laue formalism:
q = k = ks −k0, where k0 is the incident wavevector, ks the
diffracted wavevector and q a vector in reciprocal space with
known scattering intensity.
For each sample on the film, x-rays can arrive via any
point on the crystal surface and as such the entire crystal needs
to be well sampled for each film sample. We do this by
dividing up our crystal in the surface plane into an array of sub
crystals, each of which is illuminated by a collimated beam and
hence corresponds to a single sample in reciprocal space per
film sample. Obviously the sub-crystal must be small enough
to be reasonably represented by a single reciprocal space
sample which in turn can be found by linearly interpolating
our FFT output and multiplying by the appropriate coefficients
to calculate the cross-section. One advantage of sampling (as
opposed to photon mapping) in both the film and crystal planes
is that the sampling need not be uniform which can improve
efficiency in certain situations.
As an example of this procedure we have simulated the
diffraction from a single crystal of iron shocked along the [001]
axis. The NEMD simulation was performed using the SPaSM
code [20, 21] with the Voter–Chen potential [22]. A sample
with dimensions 40.2 nm × 40.2 nm × 57.4 nm consisting of
8 million atoms were launched along the [001] direction at
a velocity of 471 m s−1 into a momentum mirror. Previous
work using this potential have shown that at this particle
velocity the iron undergoes a transition from the body-centred-
cubic α phase into the hexagonal-close-packed  phase. An
image of the crystal after a simulation time of 8.46 ps is
shown in figure 2, where the atoms are coloured according to
coordination number. Here we can clearly see the 3 distinct
sections consisting of the unshocked region coloured grey
(right), the uniaxially compressed region in blue (middle) and
the phase changed region in red (left). For further detail about
the simulation one should refer to the original work [6].
Using the atomic coordinates provided by the MD
simulation, the diffraction pattern was calculated according
to the procedure described above. The reciprocal space was
calculated by using a real space matrix of 1024 × 1024 ×
1458 and hence requiring 6 GB of memory. This generated
reciprocal space beyond 3.2 2π
a
which is the highest order
experimentally accessible using Fe He-α x-rays at 1.85 A˚.
This contains 140 samples per reciprocal unit cell in the x
and y directions and 187 in the z direction corresponding to
the number of unit cells in each dimension. We set the origin
of our world coordinates to be the position of the x-ray point
source and define the crystal to be in the x–y plane, centred at
(0,1.5, −1) mm. The crystal is 3 × 3 mm in extent with the
crystallographic axis rotated by 13◦ around [001] to the world
axis. In order to calculate the absolute intensities we assumed
the crystal had a thickness of 10 μm as in the experiment. The
film packs are then positioned 60 mm away with the normal
along the [011] direction. The main rectangle is 130 mm in
Figure 2. MD simulation of Fe shocked along [001] at 471 m s−1.
Atoms are coloured according to coordination number displaying the
unshocked region coloured grey (right), the uniaxially compressed
region in blue (middle) and the phase changed region in red (left).
From [6]. Reprinted with permission from AAAS.
the [01¯1] direction and 65mm along [100]. The triangular
pack (used in the experiments) is then positioned adjacent to
this with the same extents but rotated inwards by 60◦. Some
minor rotations and offsets are then performed in order to fit the
simulation to the exact experimental geometry. To produce this
figure the film was sampled at 200 μm and the crystal surface at
50 μm resolution. Generating reciprocal space from an ASCII
file containing atomic coordinates took 3 min and the tracing
took 40 min on an 8-core Xeon Mac Pro. Lower quality but
still meaningful figures can be traced in a fraction of the time.
The simulated diffraction pattern is shown in figure 3 next
to an example of experimental data taken on the Vulcan laser
[23] under experimental conditions very similar to the work
performed by Kalantar and co-workers [11]. The Fe single
crystal was coated with 20 μm of parylene-N and driven with
a 230 J pulse at 1053 nm and 6 ns duration. The x-ray source
was generated with a 1ns pulse of approximately 150 J at
527 nm, delayed by 4.5 ns with respect to the drive pulse. On
both the simulated and experimental diffraction patterns the 3
lines corresponding to unshocked, uniaxially compressed and
phase changed lattice are clearly visible. This allows a direct
comparison of NEMD simulations with experimental results.
Even without detailed analysis we can clearly see that the
strain in the uniaxially compressed region differs significantly
between the NEMD simulation and the experiment from the
position of the line while the unshocked and HCP lines either
side match well. The line widths of the HCP features in the
simulated and experimental data are comparable and the peak
intensities are within an order of magnitude (after background
subtraction) if we assume an x-ray conversion efficiency of
10−3 and sensitivity for Fujifilm MS type-image plate of
around 100 photons per unit PSL per pixel [24]. Given that the
image plate has a sensitivity of five orders of magnitude [25]
and the images displayed are logarithmic, we conclude that
the estimated absolute intensities that would be recorded are
sufficiently accurate to aid in the design of experiments.
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Figure 3. Simulated (left) and experimental (right) film recordings of x-rays diffracted from shock compressed iron. See the text for details.
Both clearly show the unshocked, uniaxially compressed and phase changed lines. Miller indices for several reflections are indicated. The
plotted intensity is logarithmic for the simulated diffraction with a range of 5 orders of magnitude with, a maximum number of photons per
unit area of 3 × 10−3 m−2 of the total number emitted by the source in the helium alpha line.
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Figure 4. Polycrystalline experimental setup.
4.2. Polycrystalline diffraction
Although many experiments involving picosecond diffraction
from shocked materials have been performed with single
crystals, it has recently been shown that single shot diffraction
patterns can be obtained from polycrystalline samples using
laser-plasma x-ray sources [26]. In this case, a collimated
beam of quasi-monochromatic radiation, once more produced
from the resonance lines of helium-like atoms, is incident on
a foil of polycrystalline metal. In the experimental work of
Hawreliak et al, the source to foil distance was 5 cm, and the
diffracted x-rays were recorded on a cylindrical film pack co-
axial with the incident x-rays. Here we simulate an experiment
of similar dimensions, though we place a planar film pack
behind the target in a normal Debye–Scherrer geometry, with
similar target to film distances as those used in the experiment
(conversion to a cylindrical film pack geometry provides no
extra information). The geometry is shown in schematic form
in figure 4.
In terms of the post-processing of the reciprocal space
data, we note that in this case the direction of the incident beam
is fixed, and its orientation with respect to the reciprocal space
axes is simply determined by the angle ψ which the surface
normal of the foil makes to the incident beam. In this case
the experimentally observed diffraction pattern is determined
by the angle of the ks vector as k0 is fixed in direction by the
collimation and in magnitude by the monochromatic nature of
the source. As a result, ks traces out a shell in reciprocal space
which touches the origin. This in turn intersects the shells
of Ghkl of strong reflections, which are centred at the origin,
resulting in a pattern of rings on film—the well-known Debye–
Scherrer pattern.
In our calculations the crystal surface is placed at 45◦ to
the collimated x-ray beam. This allows the shell that is traced
out by ks to intersect both the x–y components (orthogonal
to shock) and the z-components (shock direction) of the Ghkl
shells and hence give an indication of the level of compression
along different crystal axes.
As an example of this procedure we have simulated the
diffraction from a polycrystal sample of Cu with x-rays of
wavelength 1.48 A˚. The NEMD simulation was performed
using the LAMMPS package [27] using the Mishin EAM1
potential [28]. A sample with dimensions 72 nm × 72 nm ×
72 nm consisting of 30 million atoms in approximately 3000
grains was used. The initial sample was created with the
Atomeye utilities [29] before undergoing energy minimization
by the conjugate gradient algorithm and thermalization at
300 K. A piston was set moving into the sample at 900 ms−1
and the simulation was run for 15 ps to allow the shock wave
to travel the full extent of the sample which compressed by
approximately 20% volumetrically.
In order to compare diffracted intensities with those
observed experimentally, it was assumed that the illuminated
sample is a foil 25 μm thick and 1mm square. The diffraction
was traced in the same manner as the single crystal case except
that as the beam is collimated only one sample on the crystal
is needed for every sample of the film. The target was placed
50 mm from an x-ray point source and the beam approximated
as collimated. The 12 × 12 cm film was then placed 15mm
from the sample. The FFT was performed using 8 processors
and 32 GB of RAM on an SGI Altix 4700 in 26 min with the
tracing taking seconds.
The diffraction patterns for both the unshocked (left) and
shocked (right) foils are shown in figure 5. The maximum
intensity observed is once more within an order of magnitude
6
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Figure 5. Simulated diffraction from polycrystalline Cu. The figure
is split with the left side showing diffraction from the unshocked
crystal and the right-hand side from the same crystal but shocked at
900 m s−1. The plotted intensity is logarithmic with a range of 5
orders of magnitude with a maximum number of photons per unit
area of 10−5 m−2 of the total number emitted by the source in the
helium alpha line. See the text for further details.
of those found in experiments. The expansion of the diffraction
rings due to a compression of the lattice is clearly visible in the
shocked sample.
5. Summary
We have presented calculations of the x-ray diffraction
patterns from shocked crystals derived from the results of
non-equilibrium molecular dynamics (NEMD) simulations.
The atomic coordinates predicted by the NEMD simulations
combined with atomic form factors are used to generate
a discrete array of electron density. A fast Fourier
transform (FFT) of this array provides an image of the
crystal in reciprocal space, which can be further processed
to produce simulated quantitative data for direct comparison
with experiments that employ picosecond x-ray diffraction
from laser-irradiated crystalline targets. Estimates of absolute
intensities that may be observed in real experiments have been
obtained from a knowledge of x-ray scattering cross-sections,
and scaling the intensity scattered by the MD predictions
accordingly. Good agreement is found between computed and
experimental diffraction patterns, and the technique should
be useful in both designing novel experiments, as well as
in analysis of the signals obtained by using of picosecond
diffraction from shocked crystals.
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Appendix. Experimental geometry
In the diverging beam geometry, shown schematically in
figure 1, a short pulse of x-rays is generated by focussing
the output of a high-power ns optical laser onto a thin foil.
The laser intensities are such that a highly ionized plasma is
formed, and copious x-rays are produced. Depending upon the
element used, for laser intensities in the range of 1014–1016
W cm−2, a significant fraction of the radiation is emitted in the
n = 2 → 1 resonance line of the helium-like ion. These x-rays
are quasi-monochromatic in that alongside the resonance line
itself, which corresponds to the 1s2p 1P → 1s2 1S transition,
in the plasma environment there is also significant emission
in the intercombination line, 1s2p 3P → 1s2 1S, as well as
emission into dielectronic satellites. The fractional bandwidth
of these transitions taken together is of order 5×10−3. Typical
conversion efficiencies from optical laser light into these lines
is of order 10−2–10−4 [30, 31], and typical source diameters
are of order 100 μm.
The x-rays that are emitted from the hot plasma diverge
into 4π steradians. Therefore, in order to maximize the
information gleaned from diffracting from the shocked crystal,
the x-ray source is placed close to the crystal (with typical
source to crystal distances of order 1 mm), such that the
shocked crystal subtends a relatively large solid angle to the
x-ray source. The diameter of the region of the crystal which
is shocked by the laser, determined largely by considerations
of the laser energy, is typically of order 3 mm. X-rays
diffracted from the shocked crystal are recorded on large area
flat film packs placed several cm from the crystal, which are
arranged to cover as large a solid angle as possible given
the constraints imposed by experimental considerations such
as the need to provide access for the optical laser beams.
When the surface layer of thick crystals are shocked, the
diffracted radiation is collected in the reflection geometry (so-
called Bragg diffraction). Experiments with thin crystals,
with thicknesses of order 10 μm, have also simultaneously
allowed diffraction in transmission geometry (so-called Laue
diffraction). The scattered x-rays are recorded on either x-ray
film or image plates. The direct path between the x-ray source
and film packs is obscured by highly absorbing beam blocks.
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