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ABSTRACT	  
	  
Carbon	  Sequestration	  in	  Saline	  Aquifers:	  
Modeling	  Diffusive	  and	  Convective	  Transport	  
Of	  the	  Carbon-­‐Dioxide Cap	  
	  
Rebecca	  Allen	  
	  
An	  increase	  in	  the	  earth’s	  surface	  temperature	  has	  been	  directly	  linked	  to	  the	  
rise	  of	  carbon	  dioxide	  (CO2)	  levels	  in	  the	  atmosphere	  and	  an	  enhanced	  greenhouse	  
effect.	  	  CO2	  sequestration	  is	  one	  of	  the	  proposed	  mitigation	  strategies	  in	  the	  effort	  to	  
reduce	  atmospheric	  CO2	  concentrations.	  	  Globally	  speaking,	  saline	  aquifers	  provide	  an	  
adequate	  storage	  capacity	  for	  the	  world’s	  carbon	  emissions,	  and	  CO2	  sequestration	  
projects	  are	  currently	  underway	  in	  countries	  such	  as	  Norway,	  Germany,	  Japan,	  USA,	  and	  
others.	  	  Numerical	  simulators	  serve	  as	  predictive	  tools	  for	  CO2	  storage,	  yet	  must	  model	  
fluid	  transport	  behavior	  while	  coupling	  different	  transport	  processes	  together	  
accurately.	  
With	  regards	  to	  CO2	  sequestration,	  an	  extensive	  amount	  of	  research	  has	  been	  
done	  on	  the	  diffusive-­‐convective	  transport	  that	  occurs	  under	  a	  cap	  of	  CO2-­‐saturated	  
fluid,	  which	  results	  after	  CO2	  is	  injected	  into	  an	  aquifer	  and	  spreads	  laterally	  under	  an	  
area	  of	  low	  permeability.	  	  The	  diffusive-­‐convective	  modeling	  reveals	  an	  enhanced	  
storage	  capacity	  in	  saline	  aquifers,	  due	  to	  the	  density	  increase	  between	  pure	  fluid	  and	  
CO2-­‐saturated	  fluid.	  
This	  work	  presents	  the	  transport	  modeling	  equations	  that	  are	  used	  for	  diffusive-­‐
convective	  modeling.	  	  A	  cell-­‐centered	  finite	  difference	  method	  is	  used,	  and	  simulations	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are	  run	  using	  MATLAB.	  	  Two	  cases	  are	  explored	  in	  order	  to	  compare	  the	  results	  from	  
this	  work’s	  self-­‐generated	  code	  with	  the	  results	  published	  in	  literature.	  	  Simulation	  
results	  match	  relatively	  well,	  and	  the	  discrepancy	  for	  a	  delayed	  onset	  time	  of	  convective	  
transport	  observed	  in	  this	  work	  is	  attributed	  to	  numerical	  artifacts.	  	  In	  fact,	  onset	  time	  in	  
this	  work	  is	  directly	  attributed	  to	  the	  instability	  of	  the	  physical	  system:	  this	  instability	  
arises	  from	  non-­‐linear	  coupling	  of	  fluid	  flow,	  transport,	  and	  convection,	  but	  is	  triggered	  
by	  numerical	  errors	  in	  these	  simulations.	  
Results	  from	  this	  work	  enable	  the	  computation	  of	  a	  value	  for	  the	  numerical	  
constant	  that	  appears	  in	  the	  onset	  time	  equation	  that	  is	  derived	  from	  linear	  stability	  
analysis.	  	  Novel	  work	  includes	  the	  determination	  of	  onset	  as	  the	  moment	  in	  time	  when	  
non-­‐zero	  velocities	  exist,	  and	  the	  impact	  of	  opening	  size.	  	  Results	  from	  this	  work	  confirm	  
the	  enhanced	  CO2	  storage	  capacity	  that	  may	  be	  predicted	  by	  modeling	  diffusive-­‐
convective	  transport.	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1 Introduction	  of	  Research	  Topic	  and	  Work	  
Research	  on	  climate	  change	  has	  revealed	  that	  an	  increase	  in	  atmospheric	  CO2	  
concentrations	  has	  led	  to	  an	  increase	  in	  the	  earth’s	  surface	  temperature,	  which	  has	  
been	  caused	  by	  the	  greenhouse	  effect.	  	  CO2	  is	  considered	  to	  be	  the	  worst	  of	  the	  
greenhouse	  gases	  that	  are	  being	  emitted	  by	  anthropogenic	  sources.	  	  Thus	  governments	  
and	  scientists	  are	  being	  motivated	  to	  fund	  and	  participate	  in	  research	  that	  discovers	  
ways	  to	  reduce	  the	  amount	  of	  CO2	  emitted	  to	  and	  accumulating	  in	  the	  atmosphere.	  	  This	  
area	  of	  research	  is	  broadly	  called	  carbon	  capture	  and	  storage	  (CCS),	  and	  focuses	  on	  the	  
capture	  of	  carbon	  emissions	  from	  industry	  before	  they	  are	  released	  into	  the	  
atmosphere,	  and	  subsequent	  storage	  or	  sequestration	  of	  carbon	  in	  geological	  
formations	  such	  as	  aquifers	  or	  depleted	  oil	  reservoirs.	  
In	  this	  work,	  the	  second	  part	  of	  CCS,	  namely	  storage,	  is	  studied	  in	  terms	  of	  the	  
fluid	  transport	  processes	  that	  must	  be	  considered	  for	  robust	  and	  predictive	  modeling	  of	  
CO2	  sequestration	  in	  geological	  formations.	  	  In	  particular,	  this	  work	  focuses	  on	  modeling	  
the	  diffusive	  and	  convective	  transport	  of	  CO2	  in	  saline	  aquifers.	  	  The	  global	  storage	  
capacity	  of	  CO2	  in	  deep	  saline	  aquifers	  is	  estimated	  to	  be	  around	  12,000	  gigatonnes	  
[Firoozabadi	  and	  Cheng,	  2010],	  and	  CO2	  sequestration	  is	  claimed	  to	  be	  a	  safe	  and	  
feasible	  option	  [EGUMedia,	  2011],	  although	  proper	  site	  selection	  is	  critical	  to	  ensure	  
long-­‐term	  storage	  [F	  Yang	  et	  al.,	  2010].	  
CO2	  sequestration	  in	  saline	  aquifers	  has	  been	  occurring	  through	  pilot	  and	  
commercial	  projects	  around	  the	  world.	  	  An	  important	  part	  of	  these	  projects	  has	  been	  
predicting	  the	  storage	  capacity	  of	  the	  geological	  formation.	  	  Prediction	  can	  be	  carried	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out	  by	  using	  numerical	  simulators	  that	  model	  the	  flow	  behavior	  of	  the	  CO2	  in	  the	  fluid	  
phases.	  	  Several	  commercial	  simulators	  have	  been	  used	  and	  developed	  for	  CO2	  
sequestration	  projects,	  and	  work	  is	  being	  done	  to	  make	  the	  simulators	  more	  robust	  and	  
capable	  of	  coupling	  hydrogeological,	  geochemical	  and	  geomechanical	  processes	  
[Michael	  et	  al.,	  2009b].	  
The	  diffusive	  and	  convective	  transport	  modeling	  is	  of	  particular	  interest	  to	  
researchers	  and	  simulator	  developers	  because	  of	  its	  implication	  for	  enhanced	  CO2	  
storage.	  	  After	  CO2	  is	  injected	  into	  a	  saline	  aquifer,	  a	  plume	  of	  CO2	  gas	  is	  transported	  
upwards	  due	  to	  buoyant	  forces.	  	  However,	  once	  this	  plume	  reaches	  a	  caprock	  in	  the	  
geological	  formation	  or	  a	  region	  of	  low	  permeability,	  it	  spreads	  laterally	  under	  the	  
caprock	  and	  develops	  into	  a	  ‘CO2	  cap’.	  	  Since	  the	  CO2	  cap	  is	  a	  layer	  of	  CO2-­‐saturated	  
fluid,	  the	  CO2	  dissolves	  into	  the	  pure	  fluid	  below.	  	  As	  CO2	  dissolves	  and	  subsequently	  
diffuses	  into	  the	  pure	  fluid,	  the	  resulting	  fluid	  density	  is	  higher	  than	  before.	  	  The	  density	  
increase	  leads	  to	  gravitational	  instability,	  which	  triggers	  convective	  transport,	  and	  CO2	  is	  
driven	  further	  below	  the	  caprock	  by	  gravitational	  forces,	  thus	  enhancing	  storage	  in	  the	  
aquifer.	  
Modeling	  studies	  have	  been	  done	  on	  the	  particular	  scenario	  described	  above,	  
and	  in	  this	  work,	  cases	  are	  modeled	  with	  a	  self-­‐generated	  numerical	  code.	  	  The	  aim	  of	  
this	  work	  is	  to	  compare	  the	  results	  produced	  by	  the	  self-­‐generated	  code	  to	  the	  results	  
published	  in	  literature.	  
A	  literature	  review	  is	  presented	  in	  chapter	  2	  to	  answer	  questions	  pertaining	  to	  
the	  scientific	  work	  on	  climate	  change,	  the	  storage	  of	  CO2	  in	  saline	  aquifers,	  and	  the	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status	  of	  the	  numerical	  modeling	  of	  CO2	  sequestration.	  	  After	  the	  groundwork	  is	  laid	  for	  
this	  research	  topic,	  the	  mathematical	  model	  and	  numerical	  method	  that	  is	  used	  in	  this	  
work	  is	  explained	  in	  detail	  in	  chapters	  3	  and	  4,	  respectively.	  	  The	  beginning	  of	  chapter	  5	  
presents	  the	  details	  of	  the	  base	  case,	  and	  then	  the	  rest	  of	  the	  chapter	  is	  devoted	  to	  an	  
analysis	  of	  the	  numerical	  simulation	  details	  such	  as	  spatial	  and	  temporal	  discretization.	  	  
After	  appropriate	  numerical	  simulation	  details	  are	  selected,	  simulation	  results	  for	  the	  
base	  case	  are	  presented	  in	  chapter	  6.	  	  Another	  case	  is	  presented	  in	  chapter	  7,	  along	  with	  
simulation	  results.	  	  Final	  conclusions	  and	  further	  work	  are	  discussed	  in	  chapter	  8.	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2 Literature	  Review	  
2.1 Summary	  of	  Scientific	  Work	  on	  Climate	  Change	  
For	  centuries,	  scientists	  and	  philosophers	  have	  been	  forming	  and	  testing	  their	  
theories	  about	  what	  climate	  is,	  if	  it	  is	  changing,	  and	  what	  is	  to	  blame	  for	  causing	  a	  
proposed	  change	  [Hulme,	  2009].	  	  Mike	  Hulme	  presented	  a	  condensed	  timeline	  of	  
important	  discoveries	  and	  the	  individuals	  that	  have	  shaped	  the	  meaning	  of	  ‘climate	  
change’	  in	  his	  book	  titled	  “Why	  we	  disagree	  about	  climate	  change”.	  	  At	  many	  of	  the	  
milestones	  in	  his	  timeline,	  skepticism	  existed.	  	  Yet,	  the	  timeline	  revealed	  how	  each	  
individual	  built	  off	  the	  work	  of	  the	  previous	  one,	  and	  how	  ‘climate	  change’	  has	  
developed	  from	  ideas	  to	  experimentally	  confirmed	  studies	  that	  have	  shaped	  today’s	  
environmental	  policies.	  
Below	  is	  a	  summary	  of	  Hulme’s	  timeline,	  in	  order	  to	  highlight	  the	  milestones	  of	  the	  
climate	  change	  journey.	  
• The	  idea	  behind	  the	  ‘greenhouse	  effect’	  was	  first	  established	  by	  a	  physicist	  
named	  Jean-­‐Baptiste	  Joseph	  Fourier	  in	  1824.	  	  Fourier	  noted	  that	  incoming	  solar	  
energy	  and	  outgoing	  energy	  are	  not	  in	  equilibrium	  with	  each	  other:	  incoming	  
energy	  passes	  through	  the	  atmosphere	  more	  readily	  than	  outgoing	  energy.	  
	  
• Then,	  the	  understanding	  that	  atmospheric	  gases	  have	  different	  energy	  
absorption	  properties	  was	  discovered	  by	  John	  Tyndall	  in	  1859	  through	  his	  
experimental	  work.	  
	  
• Another	  important	  milestone	  occurred	  in	  1895	  when	  a	  physicist	  named	  Svante	  
August	  Arrhenius	  related	  the	  level	  of	  atmospheric	  CO2 to	  the	  temperature	  of	  the	  
earth’s	  surface	  air,	  claiming	  that	  an	  increase	  or	  decrease	  in	  CO2 would	  similarly	  
increase	  or	  decrease	  the	  temperature.	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• Further	  work	  of	  CO2’s	  relationship	  with	  temperature	  was	  done	  by	  Guy	  Stewart	  
Callendar	  in	  1938,	  when	  he	  used	  calculations	  to	  estimate	  an	  increase	  in	  
temperature	  over	  time	  due	  to	  CO2 concentrations.	  
	  
• Then	  in	  1958,	  measurement	  of	  CO2 in	  the	  atmosphere	  began	  at	  Mauna	  Loa	  
Observatory,	  Hawaii,	  by	  Charles	  David	  Keeling	  and	  data	  quickly	  revealed	  that	  CO2 
levels	  were	  indeed	  increasing.	  
	  
• By	  1975,	  climate	  models	  were	  being	  used	  to	  estimate	  how	  sensitive	  the	  
temperature	  was	  to	  CO2 levels,	  and	  the	  model	  by	  Syukuro	  Manabe	  and	  Richard	  
Wetherald	  was	  another	  milestone.	  
	  
• An	  important	  year	  was	  1988,	  when	  the	  need	  was	  revealed	  for	  a	  reduction	  in	  
1988’s	  CO2 emissions	  by	  20%	  by	  the	  year	  2005,	  and	  the	  Intergovernmental	  Panel	  
on	  Climate	  Change	  (IPCC)	  was	  formed	  shortly	  after.	  
	  
2.1.1 What	  do	  classical	  and	  current	  climate	  models	  indicate	  about	  Climate	  Change?	  
	  
As	  mentioned	  in	  the	  condensed	  timeline	  above,	  the	  work	  by	  Manabe	  and	  others	  
on	  climate	  modeling	  has	  led	  to	  better	  climate	  change	  estimates	  and	  predictions.	  	  
Manabe	  and	  Wetherald	  recognized	  the	  need	  for	  advancement	  in	  climate	  modeling.	  	  In	  
one	  of	  their	  classic	  studies	  titled	  “The	  effects	  of	  doubling	  the	  CO2 concentration	  on	  the	  
climate	  of	  a	  general	  circulation	  model”	  [Manabe	  and	  Wetherald,	  1975],	  they	  revealed	  
what	  could	  be	  concluded	  from	  a	  simplified	  circulation	  model,	  namely	  in	  regards	  to	  CO2  	  
concentration	  and	  temperature.	  	  They	  stated	  that	  an	  increase	  in	  CO2 raised	  the	  
temperature	  due	  to	  an	  amplified	  greenhouse	  effect,	  and	  also	  made	  the	  hydrological	  
cycle	  more	  intense	  with	  higher	  precipitation	  and	  evaporation	  rates.	  	  They	  also	  observed	  
the	  impacts	  of	  CO2 on	  humidity,	  snow	  cover	  and	  albedo	  (the	  energy	  an	  object	  reflects	  
back	  into	  space	  [Baird	  and	  Cann,	  2008]),	  heat	  balance,	  and	  other	  factors	  in	  their	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circulation	  model.	  	  Within	  their	  study,	  Manabe	  and	  Wetherald	  cautioned	  against	  taking	  
the	  results	  of	  the	  model	  too	  seriously,	  due	  to	  its	  simplicity.	  	  Their	  goal	  of	  the	  study	  was	  
to	  reveal	  the	  physical	  factors	  and	  mechanisms	  that	  lead	  to	  climate	  change	  when	  
increased	  levels	  of	  CO2 persist	  [Manabe	  and	  Wetherald,	  1975].	  
Since	  that	  time,	  climate	  models	  have	  been	  developed	  further,	  and	  have	  been	  
used	  as	  predictive	  tools.	  	  The	  University	  of	  Victoria	  Earth	  System	  Climate	  Model	  [Davis	  
et	  al.,	  2010]	  is	  one	  such	  example.	  	  Using	  this	  model,	  Davis	  and	  his	  colleagues	  estimated	  
that	  if	  the	  amount	  of	  CO2 that	  was	  currently	  (as	  of	  2010)	  being	  emitted	  by	  industrial	  and	  
transportation	  sectors	  return	  back	  to	  its	  pre-­‐industrial	  era	  values	  in	  the	  next	  fifty	  years,	  
then	  the	  CO2 levels	  in	  the	  atmosphere	  would	  be	  stabilized	  at	  around	  410ppm.	  	  This	  
would	  result	  in	  a	  temperature	  change	  of	  1.4	  degrees	  Celsius	  higher	  than	  before	  [Davis	  et	  
al.,	  2010].	  	  However,	  they	  did	  not	  include	  infrastructure	  growth	  or	  an	  increase	  in	  CO2 
emitting	  sources	  in	  their	  estimates,	  so	  these	  results	  represent	  an	  idealistic	  scenario.	  
Despite	  continuing	  advances	  in	  climate	  models,	  different	  factors	  remain	  to	  be	  
incorporated	  into	  the	  general	  circulation	  model	  such	  as	  the	  biological,	  chemical,	  and	  
physical	  aspects	  of	  the	  planet	  [Karl	  and	  Trenberth,	  2003].	  
	  
2.1.2 What	  is	  the	  role	  of	  CO2 in	  global	  warming	  or	  the	  greenhouse	  effect?	  
	  
To	  understand	  the	  role	  that	  CO2 has	  in	  global	  warming,	  one	  must	  understand	  the	  
greenhouse	  effect.	  	  After	  solar	  energy	  reaches	  the	  earth’s	  surface	  and	  is	  used	  in	  life-­‐
sustaining	  processes	  on	  the	  planet,	  some	  of	  this	  energy	  is	  emitted	  back	  through	  the	  
atmosphere	  and	  into	  space.	  	  However,	  gases	  that	  are	  present	  in	  the	  atmosphere	  are	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capable	  of	  absorbing	  the	  outgoing	  energy	  (infrared)	  and	  re-­‐emitting	  it	  back	  to	  the	  
earth’s	  surface,	  or	  converting	  it	  to	  heat	  energy	  that	  in	  turn	  warms	  the	  surrounding	  air.	  
This	  is	  the	  ‘greenhouse	  effect’,	  and	  is	  actually	  a	  natural	  and	  beneficial	  mechanism	  
because	  it	  keeps	  the	  temperature	  at	  the	  earth’s	  surface	  warm	  enough	  for	  adequate	  
survival	  conditions	  [Karl	  and	  Trenberth,	  2003].	  	  However,	  as	  the	  greenhouse	  gases	  
increase	  in	  concentrations,	  more	  outgoing	  energy	  is	  absorbed	  and	  re-­‐emitted	  back	  to	  
the	  earth	  or	  emitted	  as	  heat	  energy,	  causing	  an	  increase	  in	  the	  earth’s	  surface	  
temperature	  [Baird	  and	  Cann,	  2008].	  
The	  gases	  responsible	  for	  the	  greenhouse	  effect	  are	  water	  vapor,	  CO2,	  ozone,	  
methane,	  and	  nitrous	  oxide.	  	  Out	  of	  the	  gases	  produced	  by	  human	  activity,	  CO2 is	  
considered	  the	  worst	  greenhouse	  gas,	  and	  is	  responsible	  for	  the	  greatest	  percentage	  of	  
human-­‐induced	  global	  warming	  [Baird	  and	  Cann,	  2008;	  Rackley,	  2010].	  	  Since	  CO2 is	  
emitted	  by	  industrial	  processes	  like	  the	  production	  of	  cement	  and	  burning	  of	  fossil	  fuels	  
(coal,	  oil,	  natural	  gas),	  the	  latter	  of	  which	  has	  been	  increasing	  since	  the	  industrial	  
revolution	  [Baird	  and	  Cann,	  2008],	  the	  quest	  to	  reduce	  anthropogenic	  carbon	  emissions	  
is	  driving	  a	  great	  deal	  of	  work	  and	  research	  within	  governments	  and	  the	  scientific	  
community.	  
	  
2.1.3 What	  is	  the	  scientific	  evidence	  for	  a	  CO2-­‐induced	  temperature	  change?	  
	  
As	  mentioned	  in	  the	  timeline	  of	  significant	  scientific	  discoveries	  regarding	  
climate	  change,	  data	  that	  was	  collected	  from	  the	  world’s	  highest	  volcano	  in	  Hawaii	  
[Hulme,	  2009]	  revealed	  an	  increasing	  trend	  in	  CO2 concentration	  over	  time.	  	  A	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comparison	  between	  the	  CO2 concentrations	  measured	  at	  the	  Mauna	  Loa	  Observatory	  
[Tans	  and	  Keeling]	  that	  were	  begun	  in	  1958,	  and	  globally	  average	  temperature	  
measurements	  [Hansen]	  is	  presented	  in	  Figure	  2-­‐1.	  	  From	  the	  figure,	  an	  increasing	  trend	  
in	  both	  the	  temperature	  and	  CO2	  concentrations	  is	  evident.	  	  Note	  that	  a	  cyclical	  pattern	  
in	  the	  concentration	  curve	  is	  occurring.	  	  This	  is	  because	  during	  one	  year,	  photosynthesis	  
that	  takes	  place	  from	  May	  to	  September	  in	  the	  northern	  hemisphere	  consumes	  CO2 
which	  noticeably	  reduces	  global	  levels	  in	  the	  atmosphere	  [Rackley,	  2010].	  	  	  
	  
Figure	  2-­‐1:	  Comparison	  of	  CO2 Concentration	  and	  Temperature	  Data	  over	  time	  (concentration	  data	  
obtained	  from	  NOAA/Scripps	  [Tans	  and	  Keeling],	  and	  temperature	  data	  obtained	  from	  GISS	  [Hansen])	  
	  
In	  the	  fourth	  assessment	  report,	  labeled	  ‘AR4’,	  that	  was	  produced	  by	  the	  IPCC	  in	  
2007,	  it	  was	  stated	  that	  the	  surface	  temperature	  of	  the	  earth	  had	  risen	  by	  0.74	  (+/-­‐	  0.18)	  
degrees	  Celsius	  in	  the	  last	  century,	  and	  that	  with	  90%	  certainty	  the	  temperature	  had	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risen	  from	  an	  increase	  of	  greenhouse	  gas	  levels	  [Rackley,	  2010].	  	  From	  the	  assessment,	  a	  
goal	  was	  established	  known	  as	  the	  ‘two	  degree	  target’.	  	  It	  has	  been	  stated	  that	  a	  
reduction	  in	  CO2 emissions	  will	  be	  met	  not	  by	  one	  method	  but	  through	  a	  range	  of	  
solutions	  [Rackley,	  2010].	  	  One	  solution	  is	  the	  underground	  storage	  of	  CO2 in	  geological	  
formations.	  
	  
2.2 CO2 Sequestration	  
2.2.1 What	  is	  it,	  and	  why	  do	  it?	  
	  
The	  idea	  behind	  CO2 sequestration	  is	  the	  injection	  and	  underground	  storage	  of	  
the	  gas	  for	  a	  long	  period	  of	  time	  while	  taking	  care	  to	  avoid	  leakage	  and	  minimize	  any	  
groundwater	  contamination	  risks.	  	  The	  purpose	  of	  trapping	  CO2 in	  an	  underground	  
storage	  site	  is	  to	  reduce	  the	  amount	  of	  CO2 that	  is	  accumulating	  in	  the	  atmosphere	  and	  
subsequently	  controlling	  the	  temperature	  of	  the	  earth	  [Lacis	  et	  al.,	  2010].	  	  Currently,	  an	  
estimated	  28	  gigatons	  (or	  31	  gigatonnes)	  of	  CO2 is	  being	  released	  into	  the	  atmosphere	  
per	  year	  [Firoozabadi	  and	  Cheng,	  2010],	  and	  if	  emission	  rates	  increase	  each	  year	  as	  a	  
result	  of	  higher	  global	  populations	  and	  energy	  demand,	  a	  quadratic	  increase	  in	  
atmospheric	  CO2	  concentration	  is	  predicted	  to	  take	  place	  [Baird	  and	  Cann,	  2008].	  
	  
2.2.2 Where	  can	  CO2 be	  sequestered,	  and	  what	  is	  the	  best	  option?	  
	  
Possible	  storage	  sites	  include	  geological	  formations	  (mature	  oil	  fields,	  high	  saline	  
aquifers,	  coal	  beds).	  	  Additionally,	  natural	  sequestration	  of	  CO2	  occurs	  in	  oceans	  and	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terrestrial	  ecosystems	  (soil	  and	  leaf	  litter),	  and	  by	  mineral	  carbonation	  [Baird	  and	  Cann,	  
2008;	  Rackley,	  2010].	  	  In	  regard	  to	  geological	  storage,	  studies	  [e.g.,	  Firoozabadi	  and	  
Cheng,	  2010;	  Michael	  et	  al.,	  2009b]	  have	  claimed	  that	  saline	  aquifer	  storage	  is	  the	  most	  
natural	  choice	  for	  CO2 sequestration	  because	  these	  underground	  formations	  offer	  more	  
than	  enough	  storage	  capacity	  for	  the	  anthropogenic-­‐emitted	  CO2.	  	  By	  considering	  the	  
saline	  aquifers	  that	  are	  located	  in	  five	  different	  regions	  in	  the	  world	  (Canada/USA,	  
China,	  Brazil,	  EU,	  and	  Australia),	  Firoozabadi	  et	  al.	  (2010)	  calculated	  a	  CO2 storage	  
capacity	  between	  3,300	  and	  12,600	  gigatons	  (or	  3,638	  and	  13,892	  gigatonnes).	  	  
Similarly,	  in	  a	  presentation	  at	  the	  EGU	  General	  Assembly	  2011,	  worldwide	  CO2	  storage	  
capacity	  was	  reported	  to	  be	  11,760	  gigatonnes	  [EGUMedia,	  2011].	  	  Despite	  the	  
apparently	  large	  storage	  capacity,	  Firoozabadi	  et	  al.	  (2010)	  cautioned	  that	  high	  
permeability	  aquifers	  should	  be	  used	  first	  because	  they	  offer	  optimal	  storage,	  and	  more	  
study	  on	  aquifer	  permeability	  needs	  to	  be	  carried	  out.	  
In	  a	  press	  conference	  at	  the	  European	  Geophysics	  Union	  (EGU)	  General	  
Assembly	  2011,	  Hermann	  Held	  (Chair	  of	  “Sustainability	  and	  Global	  Change”	  at	  University	  
of	  Hamburg)	  said	  carbon	  capture	  and	  storage	  (CCS)	  is	  of	  moderate	  economic	  value	  when	  
trying	  to	  reach	  the	  ‘two	  degree	  target’,	  but	  that	  CCS	  becomes	  indispensible	  if	  a	  stricter	  
target	  like	  a	  350ppm	  CO2 level	  is	  set,	  and	  if	  mitigation	  is	  delayed	  [EGUMedia,	  2011].	  	  
Held	  also	  said	  approximately	  1000	  gigatonnes	  of	  CO2 is	  economically	  feasible	  for	  
sequestration	  if	  the	  residence	  time	  of	  CO2 is	  greater	  than	  10,000	  years	  (e.g.,	  secure	  
storage	  in	  dense	  geological	  formation),	  but	  that	  cost	  increases	  as	  storage	  duration	  
becomes	  shorter	  due	  to	  leakage.	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Similarly	  at	  the	  EGU	  General	  Assembly,	  Michael	  Kuhn	  (Center	  for	  CO2 storage,	  
GFZ	  German	  Research	  Center	  for	  Geosciences)	  talked	  about	  the	  chances	  and	  risks	  
associated	  with	  CO2 storage	  [EGUMedia,	  2011].	  	  Two	  risks	  mentioned	  were	  the	  
existence	  of	  leakage	  pathways	  through	  active	  or	  abandoned	  wells,	  and	  that	  a	  large	  
volume	  of	  salt	  water	  displaced	  when	  CO2 is	  injected	  could	  contaminate	  ground	  or	  
drinking	  water.	  	  Despite	  these	  risks,	  Kuhn	  stated	  CCS	  is	  a	  feasible	  technology,	  and	  
claimed	  it	  is	  a	  long	  term	  and	  safe	  option	  as	  shown	  by	  natural	  CO2 reservoirs	  that	  contain	  
almost	  100%	  of	  CO2.	  
Alternatively,	  an	  advantage	  of	  sequestering	  CO2 into	  mature	  oil	  fields	  and	  for	  the	  
use	  of	  enhanced	  oil	  recovery	  (EOR)	  is	  that	  site	  geology	  information	  is	  already	  available,	  
where	  as	  a	  saline	  aquifer	  would	  require	  surveying	  and	  geological	  studying	  before	  the	  
project	  could	  begin	  [Rackley,	  2010].	  	  Also,	  using	  CO2 for	  EOR	  serves	  two	  functions:	  oil	  
extraction	  and	  CO2 storage	  [Rackley,	  2010].	  	  However,	  the	  benefit	  of	  sequestering	  CO2 
into	  saline	  aquifers	  lies	  in	  the	  fact	  that	  the	  sites	  are	  free	  from	  previously	  drilled	  holes	  
and	  therefore	  contain	  less	  points	  of	  leakage	  [Rackley,	  2010].	  	  Injection	  into	  saline	  
aquifers	  can	  be	  done	  in	  connection	  with	  a	  CO2	  emitting	  industrial	  process.	  	  The	  first-­‐ever	  
saline	  aquifer	  injection	  project	  known	  as	  Sleipner,	  located	  off	  the	  coast	  of	  Norway	  in	  the	  
North	  Sea,	  was	  an	  example	  of	  such	  a	  sequestration	  case.	  
	  
2.2.3 Has	  geological	  storage	  of	  CO2 in	  saline	  aquifers	  been	  done	  before?	  
	  
CO2 sequestration	  in	  saline	  aquifers	  has	  taken	  place	  around	  the	  world,	  in	  
countries	  such	  as	  Algeria,	  Japan,	  Germany,	  Norway,	  Canada,	  USA,	  and	  Australia.	  	  The	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projects	  have	  been	  categorized	  into	  pilot,	  demonstration,	  commercial	  scales,	  and	  
Michael	  et	  al.	  (2010)	  defines	  these	  scales	  in	  terms	  of	  their	  purpose,	  injection	  rate,	  and	  
project	  lifetime.	  	  Pilot	  and	  demonstration	  projects	  do	  not	  exhibit	  large	  storage	  
capacities,	  whereas	  commercial	  projects	  have	  the	  highest	  storage	  capacity.	  	  A	  summary	  
of	  the	  projects	  that	  have	  been	  done,	  are	  currently	  underway,	  or	  are	  planned	  for	  the	  
future	  has	  been	  reported	  in	  literature	  [e.g.,	  Firoozabadi	  and	  Cheng,	  2010;	  IEAGHG,	  
2011;	  Michael	  et	  al.,	  2009a;	  Michael	  et	  al.,	  2010;	  Rackley,	  2010].	  	  Figure	  2-­‐2	  presents	  a	  
comparison	  of	  the	  total	  CO2 storage	  that	  has	  been	  estimated	  for	  several	  projects.	  
	  
Figure	  2-­‐2:	  Estimated	  Total	  CO2	  Storage	  in	  Saline	  Aquifer	  Sequestration	  Projects	  
	  
In	  Figure	  2-­‐2,	  the	  four	  largest	  storage	  capacities	  pertain	  to	  commercial	  projects,	  whereas	  
the	  others	  pertain	  to	  either	  demonstration	  or	  pilot	  projects.	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Along	  with	  the	  growing	  list	  of	  commercial,	  demonstration,	  and	  pilot	  scale	  
projects,	  there	  is	  a	  growing	  list	  of	  organizations	  and	  bodies	  that	  are	  driving	  more	  
research,	  modeling	  development,	  and	  large	  scale	  projects	  to	  take	  place.	  	  Examples	  of	  
such	  bodies	  and	  projects	  include	  the	  IPCC	  (International	  Panel	  on	  Climate	  Change),	  EGU	  
(European	  Geosciences	  Union),	  UNFCCC	  (United	  Nations	  Framework	  Convection	  on	  
Climate	  Change),	  IEAGHG	  R&D	  (International	  Energy	  Agency	  Greenhouse	  Gas	  Research	  
and	  Development)	  program,	  NETL	  (National	  Energy	  Technology	  Laboratory),	  US	  DOE	  
RCSP	  (Regional	  Carbon	  Storage	  Partnership)	  program,	  SACS	  (Saline	  Aquifer	  CO2 Storage)	  
project,	  CO2CRC	  (Cooperative	  Research	  Centre	  for	  Greenhouse	  Gas	  Technologies),	  and	  
CO2STORE	  project	  (funded	  by	  EU)	  to	  name	  a	  few.	  
	  
2.3 Modeling	  
Several	  numerical	  simulators	  have	  been	  developed	  to	  model	  the	  transport	  
processes	  involved	  in	  CO2 sequestration	  in	  saline	  aquifers,	  as	  well	  as	  in	  hydrocarbon	  
reservoirs,	  and	  coal-­‐beds.	  	  In	  the	  past,	  the	  models	  used	  to	  consider	  the	  simplest	  case,	  
involving	  homogeneous	  media	  and	  a	  simple	  geometry,	  but	  now	  models	  are	  able	  to	  
incorporate	  realistic	  site	  characteristics	  [Michael	  et	  al.,	  2009b].	  	  More	  realistic	  
simulation	  is	  taking	  place	  as	  the	  models	  are	  now	  able	  to	  couple	  different	  fields	  of	  study	  
together,	  namely	  hydrogeology,	  geochemistry,	  and	  geomechanics,	  and	  some	  even	  
include	  reactive	  transport	  [Michael	  et	  al.,	  2009b].	  	  Further	  calibration	  of	  the	  models	  with	  
real	  world	  storage	  projects	  needs	  to	  take	  place	  [Michael	  et	  al.,	  2009b],	  although	  some	  
calibration	  is	  currently	  taking	  place	  at	  a	  few	  projects	  in	  the	  world.	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An	  extensive	  summary	  of	  the	  modeling	  studies	  done	  recently	  has	  been	  presented	  
by	  Schnaar	  et	  al.	  (2009).	  	  The	  summary	  reveals	  that	  numerical	  as	  well	  as	  analytical	  
models	  have	  been	  used	  to	  model	  a	  variety	  of	  problems,	  including	  model	  calibration	  with	  
large	  scale	  projects,	  geochemical	  reactions,	  storage	  by	  EOR,	  well	  leakage,	  CO2 plume	  
evolution	  and	  migration,	  reaction	  modeling,	  as	  well	  as	  many	  other	  problems	  [Schnaar	  
and	  Digiulio,	  2009].	  	  A	  majority	  of	  the	  studies	  that	  have	  been	  published	  have	  used	  the	  
TOUGH2	  (or	  one	  of	  the	  TOUGH	  family	  codes)	  numerical	  simulator,	  but	  another	  
frequently	  cited	  simulator	  is	  ECLIPSE.	  	  Recent	  developments	  have	  been	  made	  in	  both	  
the	  TOUGH2	  and	  ECLIPSE	  numerical	  simulators,	  for	  the	  specific	  modeling	  of	  CO2 
sequestration	  in	  saline	  aquifers.	  	  The	  new	  TOUGH2	  simulator	  is	  called	  TOUGH2+CO2 
[Zhang	  et	  al.,	  2011],	  and	  the	  newly	  coupled	  ECLIPSE	  simulator	  is	  called	  ECLIPSE-­‐
OpenGeoSys	  [Graupner	  et	  al.,	  2011].	  	  These	  as	  well	  as	  other	  commercial	  and	  non-­‐
commercial	  numerical	  simulators	  that	  have	  been	  used	  for	  CO2 storage	  studies	  are	  
discussed	  below.	  
	  
2.3.1 Model	  Comparisons	  
	  
A	  ‘code	  intercomparison’	  study	  was	  undertaken	  by	  the	  Lawrence	  Berkley	  
National	  Laboratory	  [Pruess	  et	  al.,	  2004]	  to	  see	  how	  different	  simulators	  and	  codes	  
compared	  with	  one	  another.	  	  A	  total	  of	  ten	  groups	  participated	  that	  were	  based	  in	  the	  
USA,	  Canada,	  Germany,	  Australia,	  France,	  and	  New	  Zealand.	  	  The	  codes	  used	  by	  these	  
groups	  included	  ones	  from	  the	  TOUGH	  family,	  ECLIPSE,	  and	  others.	  	  There	  were	  a	  total	  
of	  eight	  problems	  to	  be	  solved	  by	  each	  participating	  group,	  such	  as	  lateral	  density	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gradient	  mixing,	  CO2 discharge	  along	  a	  fault,	  mineral	  trapping,	  and	  even	  CO2-­‐oil	  
displacement	  and	  phase	  behavior.	  	  In	  the	  end,	  the	  study	  revealed	  that	  the	  different	  
simulators	  produced	  results	  that	  matched	  relatively	  well,	  yet	  pointed	  out	  areas	  of	  
modeling	  that	  needed	  further	  development.	  	  Differences	  in	  the	  results	  were	  blamed	  on	  
discrepancies	  in	  thermophysical	  properties	  of	  the	  model,	  the	  level	  of	  complexity	  of	  the	  
problem’s	  flow	  and	  transport	  processes,	  CO2 aqueous	  solubility,	  as	  well	  as	  CO2 density	  
and	  viscosity	  in	  the	  gas	  phase.	  	  The	  discrepancy	  in	  results	  from	  one	  particular	  problem	  
revealed	  the	  importance	  of	  appropriate	  grid	  resolution	  for	  modeling.	  
Another	  and	  more	  recent	  model	  comparison	  was	  undertaken	  by	  Class	  et	  al.	  
(2009)	  through	  a	  benchmark	  study	  that	  was	  comprised	  of	  three	  problems	  related	  to	  CO2 
storage	  [Class	  et	  al.,	  2009].	  	  The	  problems	  pertained	  to	  CO2 leakage	  through	  an	  
abandoned	  well,	  enhanced	  methane	  recovery	  with	  CO2 storage,	  and	  CO2 injection	  into	  a	  
geological	  site	  with	  a	  heterogeneous	  characteristic.	  	  Several	  of	  the	  groups	  mentioned	  in	  
the	  code	  intercomparison	  study	  by	  Pruess	  et	  al.	  (2004)	  also	  participated	  in	  the	  
benchmark	  study	  by	  Class	  et	  al.	  (2009).	  	  These	  groups	  and	  their	  respective	  models	  are	  
listed	  in	  Table	  2-­‐1,	  as	  well	  as	  details	  regarding	  the	  model’s	  numerical	  method.	  
	  
Table	  2-­‐1:	  Summary	  of	  Models	  and	  Numerical	  Methods	  referenced	  in	  code	  intercomparison	  study	  and	  
benchmark	  study	  
Model/Code	   Originally	  Developed	  by/at	  
Model’s	  Numerical	  
Method	  
Participated	  in	  
‘code	  inter-­‐
comparison’	  
study	  [Pruess	  
et	  al.,	  2004]	  
benchmark	  
study	  [Class	  
et	  al.,	  2009]	  
COORES	  
(CO2 Reservoir	  
Environmental	  Simulator)	  
Institut	  Francais	  du	  
Petrole	  (IFP)	  
Finite	  Volume	  
	   ✓	  
DuMux	  
	  
University	  of	  
Stuttgart	  
BOX	   	   ✓	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ECLIPSE	  100	  
(black	  oil)	  
Schlumberger	   Integrated	  Finite	  
Difference	  Method	   	   ✓	  
ECLIPSE	  300	  
(compositional)	  
Schlumberger	   Integrated	  Finite	  
Difference	  Method	   ✓	   ✓	  
ELSA	  
(Estimating	  Leakage	  Semi-­‐
Analytically)	  
Princeton	  
University	  
Grid-­‐free	  
	   ✓	  
FEHM	  
(Finite	  Element	  Heat	  and	  
Mass	  Transfer	  Simulator)	  
Los	  Alamos	  
National	  Laboratory	  
Control	  Volume	  
Finite	  Element	   	   ✓	  
FLOTRAN	   Los	  Alamos	  
National	  Laboratory	  
Mixed	  Finite	  Element	  
Method*	   ✓	   	  
GEM	  
(Generalized	  Equation-­‐of-­‐
state	  Model	  compositional	  
reservoir	  simulator)	  
Computer	  
Modeling	  Group,	  
Alberta	  
Integrated	  Finite	  
Difference	  Method	   ✓	   ✓	  
GPRS	  
(General	  Purpose	  Research	  
Simulator)	  
Stanford	  University	   Finite	  Volume	  
 ✓ 
IPARS-­‐CO2 	  
(Integrated	  Parallel	  Accurate	  
Reservoir	  Simulation)	  
University	  of	  Texas	  
at	  Austin	  
Mixed	  Finite	  Element	  
Method	   	   ✓	  
MoReS	  
(Modular	  Reservoir	  
Simulator)	  
Shell	   Finite	  Volume	  
	   ✓	  
MUFTE_UG	  
(Multiphase	  Flow	  Transport	  
and	  Energy	  on	  Unstructured	  
Grids)	  	  
University	  of	  
Stuttgart	  
BOX	  
✓	   ✓	  
NUFT	  
(Nonisothermal	  Unsaturated-­‐
Saturated	  Flow	  and	  
Transport)	  
Lawrence	  
Livermore	  National	  
Laboratory	  
Integrated	  Finite	  
Difference	  Method**	   ✓	   	  
RockFlow	   BGR	  and	  University	  
of	  Hanover	  
Finite	  Element	   	   ✓	  
RTAFF2	   The	  French	  
Geological	  Survey	  
Finite	  Element	  
Method	   	   ✓	  
SIMUSCOPP	  
(Simulation	  des	  Sites	  
Contamines	  par	  des	  Produits	  
Petroliers)	  
Institut	  Francais	  du	  
Petrole	  (IFP)	  
Finite	  Difference***	  
✓	   	  
STOMP	  
(Subsurface	  Transport	  Over	  
Multiple	  Phases)	  
Pacific	  Northwest	  
National	  Laboratory	  
Integrated	  Finite	  
Difference	  
Method****	  
✓	   	  
TOUGH2	  and	  others	  from	  
TOUGH-­‐family	  
Lawrence	  Berkeley	  
National	  Laboratory	  
Integrated	  Finite	  
Difference	  Method	   ✓	   ✓	  
VESA	  
(Vertical	  Equilibrium	  with	  
Sub-­‐scale	  Analytical)	  
Princeton	  
University	  
Finite	  Difference	  
	   ✓	  
*	  [from	  Holder	  et	  al.,	  2000],	  **	  [from	  Nitao,	  1998],	  ***	  [from	  Bohy	  et	  al.,	  2006],	  ****	  [from	  White	  et	  al.,	  1995]	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2.3.2 Modeling	  Density-­‐Driven	  Convection	  
	  
In	  this	  work,	  the	  density-­‐driven	  natural	  convection	  that	  occurs	  when	  CO2 mixes	  
with	  fluid	  in	  fully	  saturated	  porous	  media	  is	  of	  particular	  interest.	  	  Convective	  transport	  
is	  driven	  by	  gravity	  because	  when	  CO2 dissolves	  into	  solution,	  the	  resulting	  mixture	  
increases	  in	  density,	  and	  the	  denser	  and	  heavier	  mixture	  then	  sinks	  into	  the	  lighter	  
solution	  below.	  	  A	  mixture’s	  density	  increases	  approximately	  linearly	  with	  concentration	  
[Weir	  et	  al.,	  1996].	  	  How	  this	  plays	  a	  role	  in	  CO2 sequestration	  has	  been	  studied	  by	  many	  
researchers	  [e.g.,	  Farajzadeh	  et	  al.,	  2007;	  Kneafsey	  and	  Pruess,	  2010;	  Pau	  et	  al.,	  2010;	  
Pruess	  and	  Zhang,	  2008;	  Rapaka	  et	  al.,	  2008;	  Slim	  and	  Ramakrishnan,	  2010;	  C	  Yang	  and	  
Gu,	  2006].	  
Farajzadeh	  et	  al.	  (2007)	  reported	  that	  natural	  convection	  cannot	  be	  simulated	  
numerically	  for	  a	  homogeneous	  domain	  (the	  simulated	  convection	  would	  be	  triggered	  
by	  numerical	  error,	  thus	  is	  not	  naturally	  induced	  by	  the	  physical	  system),	  and	  thus	  they	  
imposed	  a	  perturbation	  in	  the	  domain	  to	  initiate	  convective	  instabilities	  [Farajzadeh	  et	  
al.,	  2007].	  	  They	  then	  quantified	  how	  both	  Rayleigh	  number	  (a	  value	  for	  the	  flow	  
through	  porous	  media	  that	  is	  a	  function	  of	  fluid	  and	  media	  properties:	  !" = ∆!"#$/!"#)	  and	  aspect	  ratio	  (the	  ratio	  of	  domain	  width	  to	  height)	  impacted	  the	  development	  
of	  the	  convective	  fingers	  through	  the	  dimensionless	  domain	  and	  over	  dimensionless	  
time.	  	  Results	  from	  their	  study	  revealed	  that	  a	  domain	  with	  a	  high	  Rayleigh	  number	  
simulated	  a	  faster	  moving	  concentration	  front	  and	  a	  higher	  CO2 flux	  into	  the	  domain.	  
Using	  the	  TOUGH2	  code	  and	  the	  ECO2N	  fluid	  property	  module,	  an	  in-­‐depth	  study	  
was	  done	  at	  the	  Lawrence	  Berkeley	  National	  Laboratory	  to	  observe	  numerical	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simulation	  of	  the	  dissolution-­‐diffusion-­‐convection	  (DDC)	  transport	  of	  CO2 through	  
saturated	  porous	  media	  [Pruess	  and	  Zhang,	  2008].	  	  The	  impact	  of	  grid	  resolution	  on	  flow	  
modeling	  was	  apparent	  through	  the	  study,	  and	  it	  found	  that	  coarse	  gridding	  did	  not	  
accurately	  model	  early	  time	  diffusive	  transport	  but	  led	  to	  an	  underestimation	  of	  the	  
diffusive	  flux	  and	  then	  later	  an	  overestimation.	  	  The	  study	  also	  highlighted	  many	  aspects	  
relevant	  to	  the	  dynamics	  of	  CO2 sequestration,	  including	  that	  the	  diffusive	  boundary	  
layer	  thickness	  and	  onset	  time	  could	  be	  calculated	  through	  the	  linear	  stability	  analysis	  
(LSA)	  presented	  by	  others	  [e.g.,	  Ennis-­‐King	  et	  al.,	  2005;	  Riaz	  et	  al.,	  2006].	  	  Other	  aspects	  
of	  the	  fluid	  dynamics	  included	  the	  relationship	  between	  finger	  penetration	  in	  the	  
domain	  and	  fresh	  water	  upwelling	  near	  the	  top	  boundary,	  a	  stabilized	  boundary	  flux	  
over	  time	  and	  its	  impact	  on	  accumulated	  CO2,	  the	  role	  of	  heterogeneity	  on	  CO2 
transport,	  and	  the	  main	  stages	  of	  the	  DDC	  over	  time	  [Pruess	  and	  Zhang,	  2008].	  	  The	  
main	  stages	  of	  the	  DDC	  process	  were	  described	  with	  four	  different	  periods,	  namely	  the	  
early	  diffusive	  period	  (pure	  diffusion),	  the	  period	  of	  convective	  instability	  initiation	  and	  
growth,	  the	  development	  of	  convective	  fingers	  into	  the	  domain	  (as	  they	  merge	  together	  
and	  lengthen),	  and	  lastly	  the	  period	  when	  long-­‐term	  CO2 plumes	  reach	  the	  bottom	  
boundary	  [Pruess	  and	  Zhang,	  2008].	  	  
Pau	  et	  al.	  (2009)	  also	  give	  a	  good	  overview	  of	  what	  takes	  place	  during	  the	  
dissolution,	  diffusion,	  and	  convective	  transport	  of	  CO2 through	  brine-­‐saturated	  porous	  
media,	  and	  the	  aspects	  that	  affect	  the	  accuracy	  of	  the	  simulation,	  such	  as	  grid	  resolution	  
and	  domain	  size.	  	  In	  their	  study,	  they	  applied	  an	  adaptive	  mesh	  refinement	  (AMR)	  
technique	  to	  their	  model	  to	  gain	  finer	  resolution	  where	  needed,	  in	  particular	  in	  the	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transitional	  areas	  between	  the	  diffusive	  boundary	  layer	  and	  the	  convective	  fingers	  [Pau	  
et	  al.,	  2010].	  	  	  
Through	  the	  experimental	  and	  numerical	  work	  done	  by	  Neufeld	  et	  al.	  (2010),	  a	  
nonlinear	  scaling	  value	  was	  suggested,	  and	  was	  used	  in	  the	  computation	  of	  the	  
convective	  flux	  of	  CO2 into	  porous	  media	  [Neufeld	  et	  al.,	  2010].	  	  The	  convective	  flux	  they	  
estimated	  for	  an	  idealized	  site	  led	  them	  to	  conclude	  that	  convective	  dissolution	  
enhances	  the	  storage	  capacity	  in	  a	  geological	  formation.	  
Although	  density-­‐driven	  natural	  convection	  has	  been	  confirmed	  with	  
experimental	  work	  in	  the	  past,	  a	  recent	  study	  [C	  Yang	  and	  Gu,	  2006]	  stated	  that	  not	  
enough	  work	  has	  been	  done	  to	  quantify	  the	  mixture’s	  density	  increase	  at	  realistic	  
reservoir	  conditions,	  namely	  high	  temperature	  and	  pressure.	  	  At	  higher	  pressures,	  more	  
CO2 is	  able	  to	  dissolve	  in	  water	  or	  brine,	  and	  thus	  a	  greater	  increase	  in	  the	  density	  of	  the	  
top	  diffusive	  layer	  follows.	  	  The	  higher	  density	  gradient	  that	  is	  created	  by	  this	  heavier	  
layer	  would	  lead	  to	  an	  accelerated	  flux	  of	  CO2 into	  the	  solution,	  according	  to	  Yang	  et	  al.	  
(2006).	  	  After	  performing	  experimental	  work	  with	  a	  high	  pressure	  PVT	  cell,	  they	  
presented	  a	  modified	  diffusion	  equation	  to	  be	  used	  for	  a	  range	  of	  high	  pressures	  and	  
temperatures,	  and	  they	  concluded	  density-­‐driven	  convection	  increased	  the	  rate	  that	  
CO2 dissolved	  into	  solution.	  
In	  a	  similar	  way,	  Farajzadeh	  et	  al.	  (2009)	  studied	  the	  enhanced	  mass	  transfer	  of	  
CO2 into	  water	  both	  experimentally	  and	  numerically,	  and	  although	  the	  study	  did	  not	  
consider	  porous	  media,	  the	  purpose	  of	  the	  work	  was	  to	  further	  understand	  the	  
transport	  processes	  involved	  in	  CO2 sequestration	  [Farajzadeh	  et	  al.,	  2009].	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2.3.3 Model	  Validation	  with	  Experimental	  Results	  
	  
In	  a	  study	  by	  Kneafsey	  et	  al.	  (2010),	  laboratory	  work	  was	  carried	  out	  to	  visualize	  
the	  density-­‐driven	  convection	  of	  CO2 into	  fluid	  (pure	  water).	  	  Although	  the	  experiments	  
occurred	  in	  a	  fluid-­‐filled	  container	  and	  not	  a	  saturated	  porous	  media,	  the	  visual	  results	  
were	  compared	  to	  the	  simulated	  results	  produced	  by	  the	  TOUGH2/ECO2N	  numerical	  
simulation	  with	  the	  porosity	  parameter	  set	  to	  zero.	  	  Through	  their	  study,	  they	  visually	  
observed	  that	  convective	  fingers	  form,	  merge	  together,	  grow	  in	  length,	  and	  penetrate	  
deeper	  into	  the	  container.	  	  These	  stages	  of	  convective	  finger	  development	  were	  also	  
observed	  through	  numerical	  simulation	  and	  the	  onset	  time	  of	  convective	  activity	  
matched	  between	  the	  visualization	  and	  simulation	  tests	  well.	  	  They	  noticed	  boundary	  
effects	  in	  the	  visualization	  experiments,	  where	  CO2 penetrated	  into	  the	  container	  faster	  
at	  the	  sides	  [Kneafsey	  and	  Pruess,	  2010].	  	  Due	  to	  this	  boundary	  effect,	  several	  simulation	  
studies	  [e.g.,	  Pau	  et	  al.,	  2010;	  Pruess	  and	  Zhang,	  2008]	  have	  used	  a	  ‘periodic	  boundary’	  
instead	  of	  an	  impermeable	  right	  and	  left	  side	  boundary	  in	  their	  domain	  set-­‐up.	  	  A	  more	  
realistic	  domain	  size	  might	  be	  one	  that	  is	  very	  wide,	  as	  seen	  in	  Hassanzadeh	  et	  al.	  
(2007),	  in	  order	  to	  model	  the	  CO2 migration	  without	  any	  lateral	  impact.	  	  In	  fact,	  Pau	  et	  
al.	  (2010)	  stated	  that	  a	  wide	  domain	  is	  required	  to	  properly	  model	  the	  development	  of	  
convective	  fingers,	  and	  that	  the	  domain	  geometry	  needs	  to	  be	  much	  larger	  than	  a	  
critical	  wavelength	  value	  obtained	  from	  LSA.	  
Neufeld	  et	  al.	  (2010)	  also	  presented	  experimentally	  observed	  and	  numerically	  
simulated	  results	  for	  the	  convective	  dissolution	  of	  CO2 in	  fluid.	  	  Unlike	  Kneafsey	  et	  al.	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(2010),	  they	  considered	  a	  brine	  solution	  by	  using	  solutions	  of	  methanol	  and	  ethylene-­‐
glycol	  (MEG)	  to	  mimic	  the	  dissolution	  of	  CO2 in	  brine	  [Neufeld	  et	  al.,	  2010].	  	  Their	  
experimental	  work	  matched	  well	  with	  their	  numerical	  results,	  and	  they	  were	  able	  to	  see	  
three	  separate	  regions	  that	  developed	  in	  the	  domain:	  a	  diffusive	  boundary	  layer,	  a	  
mixing	  region,	  and	  far	  field	  regions	  at	  the	  sides.	  	  They	  characterized	  the	  transport	  
behavior	  of	  CO2 through	  the	  three	  regions:	  convective	  fingers	  form	  in	  the	  diffusive	  
boundary	  layer	  due	  to	  instability,	  then	  the	  fingers	  merge	  together	  in	  the	  mixing	  region	  
just	  below	  the	  diffusive	  boundary	  layer,	  and	  then	  they	  develop	  into	  larger	  plumes	  in	  a	  
field	  far	  from	  the	  CO2-­‐solution	  interface	  and	  remain	  as	  plumes	  over	  time.	  	  They	  also	  
pointed	  out	  that	  CO2 plumes	  descend	  while	  fresh	  fluid	  upwelling	  occurs,	  and	  lateral	  
diffusion	  takes	  place	  between	  these	  plumes	  because	  there	  is	  a	  CO2 concentration	  
difference.	  	  They	  stated	  that	  this	  lateral	  diffusion	  would	  take	  place	  until	  a	  balance	  exists	  
with	  the	  vertical	  advection	  of	  the	  plumes.	  
	  
2.3.4 Impact	  of	  thermodynamics	  
	  
When	  injecting	  CO2 into	  a	  deep	  geological	  formation,	  it	  is	  important	  to	  take	  into	  
account	  the	  impact	  of	  temperature	  and	  pressure.	  	  Since	  temperature	  and	  pressure	  
conditions	  impact	  a	  fluid’s	  viscosity	  and	  density,	  work	  has	  been	  done	  to	  implement	  an	  
equation	  of	  state	  (EOS)	  into	  CO2 sequestration	  models.	  	  Pruess	  and	  Garcia	  (2002)	  did	  a	  
study	  on	  the	  multiphase	  flow	  dynamics	  of	  CO2 sequestration,	  and	  present	  a	  tabular	  EOS	  
based	  on	  the	  past	  work	  by	  Altunin	  (1975)	  [as	  cited	  by	  Pruess	  and	  Garcia,	  2002].	  	  Their	  
tabular	  EOS	  visually	  showed	  that	  an	  increase	  in	  temperature	  reduced	  CO2’s	  density,	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while	  an	  increase	  in	  pressure	  increased	  the	  density.	  	  Similarly,	  it	  visually	  showed	  that	  an	  
increase	  in	  temperature	  reduced	  CO2 viscosity,	  while	  an	  increase	  in	  pressure	  increased	  
it.	  
A	  comparison	  of	  two	  specific	  EOS	  models	  (Modified	  Redlich-­‐Kwong,	  and	  Span	  
and	  Wagner)	  has	  been	  presented	  [Han	  and	  McPherson,	  2008].	  	  Also,	  Duan	  et	  al.	  (2008)	  
collected	  work	  done	  by	  many	  other	  researchers	  on	  the	  theromphysical	  properties	  of	  
CO2-­‐H2O	  and	  CO2-­‐H2O-­‐NaCl	  systems,	  and	  then	  presented	  a	  model	  to	  compute	  the	  
densities	  of	  the	  system	  mixtures	  [Duan	  et	  al.,	  2008].	  	  	  
	  
2.3.5 Impact	  of	  fluid	  and	  media	  characteristics	  
	  
Many	  studies	  have	  included	  a	  focus	  on	  quantifying	  how	  the	  model	  parameters	  
(like	  fluid	  properties	  and	  media	  characteristics)	  impact	  the	  numerical	  simulation	  of	  CO2 
sequestration,	  in	  particular	  on	  the	  convective	  transport	  and	  mixing	  of	  CO2 into	  brine	  
solution.	  	  A	  study	  by	  Hassanzadeh	  et	  al.	  (2007)	  related	  the	  Rayleigh	  number	  to	  the	  time	  
when	  convective	  activity	  begins,	  and	  to	  the	  wavelength	  of	  the	  convective	  instabilities	  
[Hassanzadeh	  et	  al.,	  2007].	  	  For	  example,	  a	  model	  that	  has	  a	  small	  Rayleigh	  number	  will	  
simulate	  a	  later	  onset	  time	  than	  a	  model	  that	  has	  a	  large	  Rayleigh	  number	  [Hassanzadeh	  
et	  al.,	  2007].	  
Other	  studies	  have	  used	  linear	  stability	  analysis	  (LSA)	  to	  compute	  the	  onset	  time,	  
and	  have	  related	  the	  analytically	  computed	  onset	  time	  to	  their	  numerically	  simulated	  
onset	  time	  with	  a	  numerical	  constant	  (see	  Equ.	  3-­‐16)	  [e.g.,	  Ennis-­‐King	  and	  Paterson,	  
2003;	  Ennis-­‐King	  et	  al.,	  2005;	  Pruess	  and	  Zhang,	  2008;	  Riaz	  et	  al.,	  2006;	  Slim	  and	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Ramakrishnan,	  2010].	  	  Yet	  these	  studies	  have	  reported	  a	  large	  range	  of	  possible	  values	  
for	  what	  the	  numerical	  constant	  could	  be,	  in	  order	  to	  relate	  the	  LSA	  calculations	  to	  their	  
simulated	  results.	  	  Thus,	  Hassanzadeh	  et	  al.	  (2007)	  used	  only	  the	  numerical	  simulation	  
results	  to	  define	  how	  onset	  time	  related	  to	  the	  model	  parameters,	  to	  avoid	  more	  
discrepancy	  in	  the	  numerical	  constant	  value	  due	  to	  LSA	  assumptions	  [Hassanzadeh	  et	  
al.,	  2007].	  
CO2 sequestration	  into	  saline	  aquifers	  involves	  modeling	  fluid	  flow	  in	  highly	  
saline	  solution,	  and	  thus	  it	  is	  important	  to	  understand	  the	  role	  salinity	  has	  on	  CO2 
dissolution.	  In	  a	  study	  by	  Alkan	  et	  al.	  (2010),	  the	  effect	  of	  salinity	  observed	  through	  their	  
numerical	  simulation	  agreed	  with	  research	  done	  by	  others	  in	  that	  CO2 becomes	  less	  
soluble	  as	  the	  solution	  increases	  in	  salinity	  [Alkan	  et	  al.,	  2010].	  
	  
2.3.6 What	  is	  the	  future	  work	  to	  improve	  the	  models?	  
	  
From	  the	  code	  intercomparison	  study	  by	  Pruess	  et	  al.	  (2004),	  good	  agreement	  
between	  modeling	  results	  was	  discovered	  but	  it	  was	  stated	  that	  many	  simplifications	  
have	  been	  made	  in	  the	  models.	  	  Future	  work	  to	  overcome	  these	  simplifications	  include	  
the	  consideration	  of	  complex	  heterogeneity,	  3D	  modeling	  of	  flows,	  geochemical	  and	  
geomechanical	  coupling,	  non-­‐isothermal	  conditions,	  and	  variation	  in	  time	  scale	  [Pruess	  
et	  al.,	  2004].	  	  3D	  modeling	  has	  taken	  place	  in	  work	  done	  by	  some	  [e.g.,	  Lindeberg	  and	  
Bergmo,	  2003;	  Pau	  et	  al.,	  2010;	  Rapaka	  et	  al.,	  2008].	  
Michael	  et	  al.	  (2009a)	  summarized	  the	  numerical	  modeling	  gaps	  into	  technical	  
simulation,	  theoretical,	  and	  data	  issue	  categories.	  	  Technical	  simulation	  issues	  to	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overcome	  include	  better	  modeling	  of	  CO2 liquid	  to	  gas	  phase	  transition,	  density	  effects	  
due	  to	  reactive	  transport,	  and	  more	  robust	  coupling	  of	  geochemical	  and	  geomechanical	  
models.	  	  Theoretical	  issues	  to	  overcome	  include	  simulating	  upscaling	  processes	  (like	  
trapping	  and	  solubility),	  simulating	  hydrogeological	  effects	  on	  CO2 injection	  and	  
migration,	  as	  well	  as	  simulating	  leakage	  rates	  through	  cement	  wellbore,	  surface,	  faults	  
and	  fractures.	  	  In	  general,	  the	  data	  issues	  to	  overcome	  pertain	  to	  the	  collection	  of	  data	  
sets	  for	  model	  calibration	  and	  validation.	  	  More	  model	  validation	  could	  be	  achieved	  
from	  large-­‐scale	  projects	  [Michael	  et	  al.,	  2009b].	  
In	  the	  same	  manner,	  Schnaar	  et	  al.	  (2009)	  summarized	  the	  future	  work	  and	  
challenges	  to	  overcome	  regarding	  computational	  modeling.	  	  These	  include	  the	  need	  for	  
a	  better	  understanding	  of	  how	  CO2 dissipates	  due	  to	  pressure,	  and	  the	  nature	  of	  CO2 
migration.	  	  More	  robust	  estimates	  of	  storage	  capacity	  for	  sequestration	  will	  be	  possible	  
with	  better	  modeling	  of	  multiphase	  and	  reactive	  transport	  [Schnaar	  and	  Digiulio,	  2009].	  
Shukla	  et	  al.	  (2010)	  stated	  more	  research	  should	  be	  done	  on	  the	  caprock	  
integrity	  in	  the	  presence	  of	  high	  pressure	  and	  temperature.	  	  Also,	  they	  recommended	  
experimental	  study	  of	  the	  interaction	  between	  CO2 and	  brine,	  and	  more	  focus	  on	  how	  
CO2 injection	  causes	  a	  pressure	  field	  in	  the	  domain	  [Shukla	  et	  al.,	  2010].	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3 Mathematical	  Model	  
	  
3.1 Transport	  Equation	  
	  
In	  order	  to	  properly	  account	  for	  the	  mass	  that	  enters,	  accumulates,	  or	  passes	  
through	  a	  domain,	  a	  differential	  equation	  is	  used	  to	  keep	  an	  account	  of	  the	  substance	  
concentration	  with	  respect	  to	  time.	  	  Other	  components	  that	  impact	  the	  transport	  of	  a	  
species	  include	  the	  velocity	  of	  the	  fluid	  phase	  through	  the	  porous	  media,	  and	  the	  
diffusion	  of	  the	  species	  through	  the	  fluid	  phase.	  	  As	  the	  fluid	  phase	  begins	  to	  flow	  in	  a	  
domain,	  the	  velocity	  that	  is	  created	  drives	  the	  convective	  transport	  of	  a	  species	  through	  
the	  porous	  media.	  	  Also,	  a	  concentration	  gradient	  drives	  the	  diffusion	  of	  a	  species.	  
In	  this	  work,	  after	  assuming	  that	  there	  is	  no	  reaction,	  and	  no	  sink	  or	  source	  within	  
the	  domain,	  the	  convection-­‐diffusion	  transport	  equation	  becomes	  [Chen,	  2007;	  Clark,	  
2009]	   ! !"!" + ! ∙ !! − !"#$ = 0	  
Equ.	  3-­‐1	  
where	  !	  is	  the	  CO2 concentration,	  !	  is	  the	  time,	  !	  is	  the	  Darcy’s	  velocity,	  !	  is	  the	  
effective	  diffusion	  coefficient	  of	  CO2 in	  the	  aqueous	  phase	  in	  the	  porous	  media	  [Ennis-­‐
King	  and	  Paterson,	  2003;	  Xu	  et	  al.,	  2006],	  and	  !	  is	  the	  porosity	  of	  the	  media.	  	  This	  
equation	  only	  reflects	  the	  transport	  phenomenon	  stated	  above,	  including	  
concentration-­‐driven	  and	  velocity-­‐driven	  transport	  of	  a	  substance.	  
It	  should	  be	  noted	  that	  the	  diffusive	  mass	  flux	  term	  in	  the	  transport	  equation	  is	  
from	  Fick’s	  law	  [Chen,	  2007],	  where	   ! = −!"#$	  
Equ.	  3-­‐2	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In	  this	  form	  of	  the	  equation,	  !	  represents	  the	  molecular	  diffusion	  or	  dispersion	  of	  a	  
species	  through	  the	  fluid	  phase	  in	  porous	  media	  that	  has	  been	  scaled	  with	  tortuosity	  
[Chen,	  2007].	  	  In	  other	  words,	  the	  effective	  diffusion	  coefficient	  may	  be	  written	  as	  
[Clark,	  2009]	   !!"" = !!"!′	  
Equ.	  3-­‐3	  
where	  	  !!"	  represents	  the	  diffusion	  coefficient	  of	  fluid	  phase	  !	  going	  into	  the	  pure	  fluid	  
phase	  !,	  and	  !′	  represents	  the	  tortuosity	  factor.	  	  The	  value	  of	  the	  tortuosity	  is	  equal	  to	  
or	  less	  than	  unity	  in	  this	  equation,	  since	  fluid	  phase	  !	  diffuses	  more	  slowly	  into	  porous	  
media	  that	  is	  saturated	  with	  fluid	  phase	  !	  than	  it	  diffuses	  into	  pure	  fluid	  phase	  !	  [Clark,	  
2009].	  
Past	  studies	  on	  CO2 sequestration	  in	  saline	  aquifers	  do	  not	  always	  report	  what	  
tortuosity	  factor	  was	  used	  in	  their	  model,	  but	  just	  state	  the	  effective	  diffusion	  
coefficient	  directly.	  	  The	  study	  by	  Pruess	  and	  Zhang	  (2008)	  simply	  state	  a	  ‘diffusivity’	  
value	  of	  2x10-­‐9	  m2/s.	  	  The	  study	  by	  Pau	  et	  al.	  (2010)	  does	  not	  state	  what	  tortuosity	  factor	  
they	  used,	  however	  it	  explicitly	  states	  a	  value	  of	  2x10-­‐9	  m2/s	  was	  used	  for	  the	  ‘effective	  
diffusivity’.	  	  Other	  studies	  [e.g.,	  Ennis-­‐King	  and	  Paterson,	  2003;	  2005;	  Xu	  et	  al.,	  2006]	  
state	  a	  value	  of	  1x10-­‐9	  m2/s	  for	  the	  ‘effective	  diffusivity’,	  and	  again	  do	  not	  state	  what	  
tortuosity	  factor	  value	  they	  used.	  	  The	  diffusion	  of	  CO2 into	  fluid	  depends	  on	  
temperature	  and	  pressure	  conditions,	  however,	  so	  a	  closer	  look	  at	  the	  conditions	  used	  
in	  the	  papers	  might	  reveal	  the	  reasons	  why	  different	  values	  were	  used.	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3.2 Density	  of	  CO2-­‐water	  or	  CO2-­‐brine	  Mixture	  
	  
As	  mentioned	  in	  section	  2.3.2,	  several	  studies	  have	  looked	  at	  the	  impact	  of	  CO2 
dissolution	  on	  the	  density	  of	  the	  solution.	  	  When	  CO2 dissolves	  into	  water	  or	  brine,	  the	  
resulting	  solution	  density	  is	  approximately	  1	  to	  2%	  higher	  than	  the	  pure	  fluid	  [Li	  and	  
Firoozabadi,	  2009].	  	  This	  density	  increase	  is	  nearly	  linear	  with	  concentration	  [Ennis-­‐King	  
et	  al.,	  2005;	  Slim	  and	  Ramakrishnan,	  2010],	  and	  can	  be	  represented	  with	  [Slim	  and	  
Ramakrishnan,	  2010]	  	  
	   !!"# = !!"#$ + ∆!!"#$!!"# !!!"#	  
Equ.	  3-­‐4	  
where	  !!"#	  is	  the	  density	  of	  the	  CO2-­‐water	  mixture,	  !!"#$	  is	  the	  density	  of	  water	  with	  
no	  CO2 dissolution,	  ∆!!"#$!!"#	  is	  the	  density	  increase	  between	  a	  fluid	  with	  no	  CO2 
dissolution	  and	  a	  fluid	  fully	  saturated	  with	  CO2,	  !	  is	  the	  CO2 concentration,	  and	  !!"#	  is	  
the	  saturated	  CO2 concentration.	  	  Furthermore,	  the	  density	  increase	  is	  computed	  by	  
[Slim	  and	  Ramakrishnan,	  2010]	  
	   ∆!!"#$!!"# = !!"# − !!"#$	  
Equ.	  3-­‐5	  
where	  !!"#	  is	  the	  density	  of	  a	  fluid	  that	  is	  fully	  saturated	  with	  CO2,	  and	  !!"#$	  is	  the	  
density	  of	  a	  fluid	  with	  no	  CO2 dissolution.	  	  Since	  the	  density	  of	  a	  fluid	  is	  a	  function	  of	  
pressure	  and	  temperature,	  it	  is	  intuitive	  that	  ∆!!"#$!!"#	  is	  also	  dependent	  of	  the	  
thermodynamic	  conditions	  of	  the	  reservoir.	  	  The	  values	  for	  ∆!!"#$!!"#	  that	  have	  been	  
reported	  and	  used	  in	  modeling	  studies	  vary	  depending	  on	  the	  assumed	  conditions	  of	  the	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reservoir.	  	  Table	  3-­‐1	  presents	  several	  studies	  that	  have	  used	  different	  values	  for	  ∆!!"#$!!"#	  and	  the	  corresponding	  reservoir	  conditions.	  
	  
Table	  3-­‐1:	  Values	  of	  ∆!pure-­‐sat	  reported	  and	  used	  in	  past	  studies	  
Study	   ∆!!"#$!!"#	  
(kg/m3)	  
Explicitly	  Stated	  Conditions,	  or	  
Conditions	  implied	  by	  a	  Storage	  depth	  
[Pruess	  and	  
Zhang,	  2008]	  
10.45	   T=45	  Celsius,	  P=100	  bar,	  XNaCl=0	  (mass	  fraction	  of	  sodium	  
chloride)	  
[Ennis-­‐King	  et	  
al.,	  2005]	  
10	   Reported	  as	  a	  parameter	  for	  likely	  subsurface	  storage	  site	  
[Hassanzadeh	  et	  
al.,	  2007]	  
20	   Reported	  as	  density	  difference	  between	  pure	  brine	  and	  
CO2 -­‐saturated	  brine	  
[Neufeld	  et	  al.,	  
2010]	  
10.5	   Reported	  for	  conditions	  at	  depth	  of	  1km	  from	  surface	  for	  
analytical	  calculation	  
[Pau	  et	  al.,	  
2010]	  
10.45	   T=45	  Celsius,	  P=100	  bar,	  XNaCl=0	  
Reported	  as	  typical	  for	  typical	  terrestrial	  crust	  at	  1km	  
depth	  
[Lindeberg	  and	  
Bergmo,	  2003]	  
10	   Reported	  as	  approximate	  density	  difference,	  and	  study	  
considered	  Utsira	  formation	  in	  model	  (Sleipner	  project)	  
[Lindeberg	  and	  
Wessel-­‐Berg,	  
1997]	  
14.42	   T=30,	  50,	  70,	  90	  Celsius	  and	  P=100,	  150,	  200,	  300	  bar	  
respectively,	  corresponding	  to	  conditions	  in	  North	  Sea	  with	  
3.5%	  brine	  
[Slim	  and	  
Ramakrishnan,	  
2010]	  
10	   Reported	  as	  representative	  parameter	  value	  
(after	  stating	  representative	  reservoir	  conditions	  of	  T=50	  
Celsius,	  P=200	  bar)	  
	  
	  
Other	  equations	  have	  been	  used	  to	  compute	  the	  density	  of	  the	  aqueous	  solution	  
of	  CO2-­‐water	  or	  CO2-­‐brine.	  	  In	  the	  user	  manual	  for	  a	  fluid	  property	  module	  developed	  
for	  the	  TOUGH2	  simulator	  called	  ECO2N,	  the	  following	  equation	  is	  used	  to	  compute	  the	  
aqueous	  density	  [Pruess	  and	  Spycher,	  2007]	  
	   1!!" = 1 − !!"!!!"#$% + !!"!!!"!	  
Equ.	  3-­‐6	  
where	  !!"!  	  is	  the	  mass	  fraction	  of	  dissolved	  CO2 in	  the	  aqueous	  solution,	  and	  !!"!  	  is	  
the	  partial	  density	  of	  the	  dissolved	  CO2.	  	  The	  mass	  fraction	  of	  dissolved	  CO2 in	  solution	  is	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a	  function	  of	  temperature.	  	  In	  the	  ECO2N	  fluid	  property	  model	  [Pruess	  and	  Spycher,	  
2007],	  the	  partial	  density	  of	  CO2 is	  computed	  in	  kg/m3	  with	  
	   ρCO2   = MCO2  V! ∗ 10!	  
Equ.	  3-­‐7	  
where	  !!"!  	  is	  the	  molecular	  weight	  of	  CO2 (44g/mole),	  and	  !! 	  is	  the	  molar	  volume	  of	  
CO2.	  	  Garcia	  (2001)	  presents	  a	  novel	  correlation	  to	  compute	  the	  molar	  volume	  of	  CO2,	  
based	  on	  work	  done	  by	  others.	  	  Garcia’s	  equation	  for	  the	  molar	  volume	  of	  CO2 is	  
	   !! = ! + !" + !"! + !"!	  
Equ.	  3-­‐8	  
where	  !	  =37.51,	  !=-­‐9.59x10-­‐2,	  !=8.74x10-­‐4,	  and	  !=-­‐5.04x10-­‐7,	  and	  where	  !	  is	  the	  
temperature	  in	  Celsius,	  and	  !! 	  is	  computed	  in	  cm3/g-­‐mole	  [Garcia,	  2001].	  
The	  above	  approach	  for	  computing	  the	  aqueous	  solution	  density	  assumes	  the	  
volumes	  of	  the	  water	  or	  brine	  fluid	  and	  the	  dissolved	  CO2 in	  the	  fluid	  are	  additive	  
[Pruess	  and	  Spycher,	  2007].	  	  In	  other	  words,	  application	  of	  the	  equation	  assumes	  the	  
volume	  of	  the	  solution	  does	  not	  change	  with	  CO2 dissolution	  [Pau	  et	  al.,	  2010].	  
Also	  reported	  in	  literature	  is	  the	  impact	  that	  salinity	  has	  on	  CO2 solubility.	  	  As	  
salinity	  or	  mass	  fraction	  of	  sodium	  chloride	  (NaCl)	  increases,	  the	  CO2 dissolution	  
decreases	  [Alkan	  et	  al.,	  2010;	  Pruess	  and	  Spycher,	  2007].	  	  Accordingly,	  as	  less	  CO2 
dissolves	  in	  an	  increasingly	  saline	  brine	  solution,	  the	  value	  for	  ∆!!"#$!!"#	  becomes	  
smaller	  [Pruess	  and	  Spycher,	  2007].	  
In	  several	  studies	  that	  deal	  with	  CO2 dissolution	  during	  sequestration	  [e.g.,	  Ennis-­‐
King	  and	  Paterson,	  2005;	  Farajzadeh	  et	  al.,	  2007;	  Rapaka	  et	  al.,	  2008;	  Xu	  et	  al.,	  2006],	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the	  authors	  mention	  that	  the	  density	  of	  the	  fluid	  with	  dissolved	  CO2 may	  be	  computed	  
by	   !!"# = !!"#$(1 + !!!)	  
Equ.	  3-­‐9	  
where	  !! 	  is	  the	  coefficient	  of	  volumetric	  expansion	  from	  CO2 dissolution.	  	  However,	  
some	  of	  these	  studies	  further	  explain	  that	  the	  apparent	  molar	  volume	  is	  weakly	  
dependent	  on	  CO2 concentration	  and	  thus	  the	  density	  increase	  from	  CO2 dissolution	  is	  
approximately	  linear	  [Ennis-­‐King	  and	  Paterson,	  2005;	  Xu	  et	  al.,	  2006].	  	  Thus,	  other	  
studies	  [e.g.,	  Hassanzadeh	  et	  al.,	  2007;	  C	  Yang	  and	  Gu,	  2006]	  present	  a	  similar	  equation	  
	   !!"# = !!"#$(1 + !")	  
Equ.	  3-­‐10	  
but	  replace	  the	  coefficient	  of	  volumetric	  expansion	  with	  another	  coefficient,	  !,	  which	  is	  
the	  coefficient	  of	  density	  increase	  with	  CO2 concentration.	  
Thus,	  in	  this	  project,	  the	  volumetric	  expansion	  due	  to	  CO2	  dissolution	  in	  the	  
aqueous	  solution	  is	  neglected,	  because	  it	  is	  reportedly	  small	  for	  temperatures	  below	  
200	  degrees	  Celsius	  [Ennis-­‐King	  and	  Paterson,	  2005].	  	  Correspondingly,	  this	  work	  
assumes	  there	  is	  no	  change	  in	  fluid	  volume	  from	  CO2 dissolution,	  and	  is	  a	  reasonable	  
assumption	  at	  the	  temperature	  conditions	  considered.	  
	  
3.3 Mass	  Balance	  Equation	  
	  
Similar	  to	  the	  vast	  majority	  of	  the	  studies	  done	  on	  CO2 modeling	  in	  water	  or	  brine	  
saturated	  porous	  media	  [e.g.,	  Ennis-­‐King	  and	  Paterson,	  2003;	  2005;	  Ennis-­‐King	  et	  al.,	  
2005;	  Farajzadeh	  et	  al.,	  2009;	  Hassanzadeh	  et	  al.,	  2007;	  Lindeberg	  and	  Wessel-­‐Berg,	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1997;	  Pau	  et	  al.,	  2010;	  Rapaka	  et	  al.,	  2008;	  Slim	  and	  Ramakrishnan,	  2010],	  the	  
Boussinesq	  approximation	  [Deen,	  1998]	  is	  applied	  to	  simplify	  the	  description	  of	  the	  fluid	  
density	  in	  the	  system.	  	  The	  Boussinesq	  approximation	  assumes	  the	  fluid’s	  density	  
change	  is	  very	  small	  compared	  to	  the	  initial	  density	  [Deen,	  1998].	  
Applying	  the	  Boussinesq	  approximation	  where	  the	  density	  is	  assumed	  to	  be	  
constant	  (thus,	  the	  fluid	  is	  incompressible),	  the	  mass	  balance	  equation	  for	  a	  system	  with	  
no	  source	  or	  sink	  is	   ! ∙ ! = 0	  
Equ.	  3-­‐11	  
where	  !	  is	  the	  Darcy’s	  velocity	  of	  a	  fluid	  phase.	  	  According	  to	  Darcy’s	  law,	  the	  volumetric	  
flow	  rate	  of	  a	  fluid	  through	  a	  porous	  media	  is	  a	  function	  of	  the	  media’s	  permeability,	  the	  
fluid’s	  viscosity,	  the	  pressure	  gradient	  between	  two	  points,	  and	  the	  cross	  sectional	  area	  
that	  the	  fluid	  flows	  through	  [Chen,	  2007].	  	  By	  dividing	  the	  volumetric	  flow	  by	  the	  cross	  
sectional	  area,	  Darcy’s	  velocity	  may	  be	  computed	  by	  
	   ! = − !! (!" − !"#$)	  
Equ.	  3-­‐12	  
where	  !	  is	  the	  permeability,	  !	  is	  the	  viscosity,	  !	  is	  the	  pressure,	  !	  is	  the	  fluid	  density,	  !	  
is	  gravitational	  acceleration,	  and	  !	  is	  the	  location	  on	  the	  vertical	  axis.	  	  This	  equation	  
implies	  that	  the	  movement	  of	  a	  fluid	  is	  driven	  from	  an	  area	  of	  high	  pressure	  to	  low	  
pressure,	  and	  is	  driven	  in	  the	  direction	  parallel	  to	  the	  force	  of	  gravitational	  acceleration.	  	  
When	  the	  pressure-­‐driven	  flow	  acts	  in	  the	  opposite	  direction	  to	  the	  gravity-­‐driven	  flow,	  
the	  ultimate	  velocity	  of	  the	  fluid	  will	  depend	  on	  the	  trade-­‐off	  between	  the	  pressure	  
gradient	  and	  the	  force	  of	  gravity.	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3.4 Analytical	  Calculations:	  Pure	  Diffusion	  and	  Onset	  Time	  
	  
When	  substance	  !	  diffuses	  into	  underlying	  fluid	  !,	  the	  concentration	  of	  the	  
substance	  at	  any	  point	  in	  the	  fluid	  depends	  on	  the	  diffusion	  coefficient	  of	  !	  into	  !,	  the	  
distance	  that	  !	  has	  diffused	  into	  !	  (from	  the	  boundary),	  and	  the	  elapsed	  time.	  	  A	  
complementary	  error	  function	  is	  used	  to	  calculate	  how	  much	  substance	  has	  diffused	  
from	  the	  interface	  [Clark,	  2009]	  when	  the	  boundary	  concentration	  remains	  constant	  
over	  time.	  	  For	  purposes	  of	  this	  project	  where	  CO2 diffuses	  into	  water,	  the	  equation	  is	  
!!"!(!, !) = !!"!,!!!!"#$ !2 !!"!!!!!! 	  
Equ.	  3-­‐13	  
where	  !!"! is	  the	  CO2 concentration	  at	  depth	  !	  and	  time	  !,	  !!"!,!!!	  is	  the	  constant	  CO2 
concentration	  at	  the	  boundary,	  and	  !!"!!!!!	  is	  the	  diffusion	  coefficient	  (or	  effective	  
diffusion	  coefficient	  when	  porous	  media	  is	  considered)	  of	  CO2 in	  H2O.	  	  Using	  the	  above	  
equation,	  the	  flux	  per	  interface	  area	  (mol/s/m2	  or	  kg/s/m2)	  of	  the	  fluid	  species	  that	  is	  
penetrating	  through	  the	  boundary	  (at	  y=0)	  is	  [Clark,	  2009]	  
!!"! = −!!"!!!!! !!!"!!" !!! = !!"!,!!! !!"!!!!!!" 	  
Equ.	  3-­‐14	  
By	  integrating	  the	  flux	  at	  the	  interface,	  an	  equation	  for	  the	  total	  fluid	  species	  per	  
interface	  area	  (mol/m2	  or	  kg/m2)	  transferred	  into	  the	  underlying	  liquid	  is	  [Clark,	  2009]	  
!!"! = 2!!"!,!!! !!"!!!!!!! 	  
Equ.	  3-­‐15	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The	  equations	  for	  CO2 flux	  through	  the	  boundary	  (Equ.	  3-­‐14)	  and	  the	  accumulated	  CO2 
(Equ.	  3-­‐15)	  describe	  diffusive	  transport	  only,	  and	  do	  not	  include	  other	  transport	  
processes	  like	  convection.	  	  In	  this	  work,	  diffusion	  and	  convection	  is	  modeled,	  but	  the	  
analytical	  calculations	  for	  pure	  diffusion	  are	  still	  useful	  for	  validating	  the	  pure	  diffusive	  
behavior	  that	  may	  be	  simulated.	  	  Also,	  these	  analytical	  calculations	  are	  useful	  for	  
determining	  the	  point	  in	  time	  when	  convection	  begins	  in	  the	  project	  simulations,	  since	  
the	  analytically	  computed	  flux	  or	  accumulated	  CO2 will	  not	  match	  up	  with	  the	  simulated	  
flux	  or	  accumulated	  CO2 once	  convective	  transport	  is	  present.	  
In	  fact,	  the	  point	  in	  time	  when	  the	  simulated	  flux	  or	  simulated	  accumulated	  mass	  
deviates	  from	  the	  pure	  diffusion	  solution	  has	  been	  called	  ‘onset	  time’	  or	  ‘incubation	  
time’	  in	  literature.	  	  Several	  studies	  have	  mentioned	  how	  the	  onset	  time	  of	  convective	  
activity	  might	  be	  computed	  using	  linear	  stability	  analysis	  [e.g.,	  Ennis-­‐King	  and	  Paterson,	  
2005;	  Ennis-­‐King	  et	  al.,	  2005;	  Hassanzadeh	  et	  al.,	  2007;	  Pau	  et	  al.,	  2010;	  Pruess	  and	  
Zhang,	  2008;	  Riaz	  et	  al.,	  2006;	  Xu	  et	  al.,	  2006].	  	  These	  studies	  present	  the	  equation	  for	  
onset	  time	  in	  the	  form	  
!!"#$% = !! !!!!!(∆!)!!!!!	  
Equ.	  3-­‐16	  
where	  !!	  is	  a	  numerical	  constant.	  	  The	  value	  for	  the	  numerical	  constant	  may	  be	  
determined	  after	  the	  onset	  time	  is	  simulated	  by	  the	  model.	  	  However,	  the	  value	  for	  the	  
numerical	  constant	  has	  been	  reported	  as	  a	  range	  of	  values	  in	  literature	  [e.g.,	  Ennis-­‐King	  
and	  Paterson,	  2003;	  2005;	  Pau	  et	  al.,	  2010;	  Pruess	  and	  Zhang,	  2008;	  Xu	  et	  al.,	  2006].	  	  
Furthermore,	  it	  has	  been	  reported	  that	  the	  calculation	  for	  !!"#$%	  is	  not	  very	  precise	  due	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to	  the	  arbitrary	  measurement	  for	  instability	  [Ennis-­‐King	  and	  Paterson,	  2005].	  	  In	  order	  to	  
avoid	  the	  lack	  of	  precision	  in	  the	  analytical	  calculation	  for	  instability,	  some	  studies	  rely	  
on	  their	  numerical	  simulations	  results	  directly	  to	  determine	  !!"#$%.	  	  For	  example,	  Pau	  et	  
al.	  (2010)	  defines	  !!"#$%	  as	  the	  moment	  when	  the	  simulated	  mass	  flux	  at	  the	  top	  
boundary	  deviates	  1%	  relative	  to	  the	  pure	  diffusive	  mass	  flux,	  and	  Rapaka	  et	  al.	  (2008)	  
defines	  it	  as	  the	  moment	  when	  the	  simulated	  velocity	  increases	  by	  one	  to	  three	  orders	  
of	  magnitude.	  
In	  this	  project,	  the	  definition	  for	  !!"#$%	  follows	  that	  of	  Pau	  et	  al.	  (2010),	  although	  
the	  degree	  of	  velocity	  disturbance	  is	  analyzed	  as	  well.	  
	  
	  
3.5 Model	  Algorithm	  
	  
The	  goal	  of	  this	  work	  is	  to	  model	  the	  transport	  of	  dissolved	  CO2 in	  a	  domain	  that	  is	  
fully	  saturated	  with	  water	  or	  brine,	  both	  temporally	  and	  spatially.	  	  The	  steps	  used	  to	  
accomplish	  that	  are	  summarized	  below.	  	  Note:	  the	  discretization	  scheme	  of	  the	  
transport	  and	  mass	  balance	  equations	  are	  explained	  in	  next	  section.	  	  Also	  note:	  step	  1	  of	  
the	  algorithm	  is	  carried	  with	  the	  initial	  conditions	  of	  the	  problem	  that	  occur	  at	  ! = !,	  
but	  it	  solves	  for	  !	  at	  the	  next	  time	  step,	  ! = ! + 1.	  
	  
Step	  1:	  	   Using	  the	  transport	  equation	  (Equ.	  3-­‐1	  or	  Equ.	  4-­‐3),	  implicitly	  solve	  for	  
	   	   !!,!!!!	  using	  LU	  decomposition,	  where	  ! ∈ ℝ.	  
	  
Step	  2:	   Using	  equation	  Equ.	  3-­‐4,	  compute	  !!"#,!,!!!! .	  
	  
Step	  3:	   Using	  the	  mass	  balance	  equation	  (Equ.	  3-­‐11	  or	  Equ.	  4-­‐2),	  solve	  for	  !!,!!!!	  
with	  LU	  decomposition.	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Step	  4:	   Using	  equation	  Equ.	  3-­‐12,	  compute	  !!,!!!!! 	  and	  !!!!!,!! .	  
(Note:	  initially,	  there	  is	  no	  fluid	  velocity	  inside	  domain	  when	  CO2	  diffuses	  
into	  water	  or	  brine,	  but	  fluid	  velocity	  develops	  from	  density-­‐driven	  
convection).	  
	  
Step	  5:	  	   Using	  Darcy’s	  velocities	  computed	  in	  step	  4,	  return	  to	  step	  1	  to	  solve	  for	  !!,!!!!,	  and	  repeat	  algorithm.	  
	  
	  
Some	  other	  details	  to	  the	  model	  algorithm	  include	  the	  method	  used	  to	  compute	  
permeability,	  viscosity,	  and	  density	  at	  the	  nodal	  points	  in	  the	  domain	  (since	  only	  the	  cell	  
centered	  point	  values	  are	  specified).	  	  According	  to	  Chen	  (2007,	  page	  150),	  the	  
permeability	  (media	  property)	  should	  be	  computed	  using	  the	  harmonic	  average,	  and	  the	  
viscosity	  and	  the	  density	  (fluid	  properties)	  using	  the	  arithmetic	  average	  of	  the	  two	  
adjacent	  cell	  values.	  	  Chen	  (2007)	  states	  the	  diffusion	  values	  at	  the	  nodes	  should	  be	  
computed	  using	  the	  upstream	  weighting	  technique,	  however	  this	  problem	  assumes	  the	  
effective	  diffusion	  coefficient	  is	  constant	  in	  all	  directions,	  thus	  the	  weighting	  technique	  
is	  not	  applied.	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4 Numerical	  Method	  
	  
The	  Cell	  Centered	  Finite	  Difference	  (CCFD)	  method	  is	  used	  in	  this	  model,	  and	  is	  
based	  on	  the	  Finite	  Volume	  method,	  which	  is	  locally	  conservative	  and	  widely	  used	  in	  
modeling	  studies	  (refer	  to	  Table	  2-­‐1).	  	  The	  transport	  equation	  is	  implicitly	  solved	  for	  
concentration.	  	  The	  implicit	  scheme	  enables	  a	  larger	  time	  step,	  thus	  is	  more	  practical	  for	  
simulation	  CPU	  time.	  
	  
4.1 Domain	  Discretization	  
	  
The	  CCFD	  method	  is	  used	  for	  the	  spatial	  discretization	  of	  the	  transport	  and	  mass	  
balance	  equations,	  and	  is	  based	  on	  dividing	  a	  rectangular	  domain	  into	  a	  mesh	  of	  
uniform	  or	  non-­‐uniform	  cells.	  	  For	  example,	  a	  2-­‐D	  domain	  that	  has	  an	  x-­‐axis	  in	  the	  
horizontal	  direction	  and	  a	  y-­‐axis	  in	  the	  vertical	  direction	  (parallel	  to	  the	  force	  of	  gravity),	  
and	  that	  is	  discretized	  into	  !	  by	  !	  cells,	  has	  the	  following	  pattern	  at	  cell	  (!, !):	  
	  
Figure	  4-­‐1:	  Domain	  discretization	  using	  CCFD	  method	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Concentration	  and	  pressure	  values	  are	  calculated	  at	  the	  center	  of	  the	  cells,	  and	  Darcy’s	  
velocity	  is	  calculated	  at	  the	  edge	  centers.	  	  Other	  parameters	  such	  as	  permeability,	  
porosity,	  and	  fluid	  density	  are	  computed	  at	  the	  edge	  centers	  with	  different	  averaging	  
techniques	  (see	  section	  3.5	  for	  more	  information).	  
	  
4.2 Mass	  Balance	  Discretization	  
	  
The	  mass	  balance	  equation	  may	  be	  discretized	  into	  one,	  two,	  or	  three	  
components,	  depending	  on	  the	  dimensions	  of	  the	  problem	  (1-­‐D,	  2-­‐D,	  or	  3-­‐D).	  	  When	  the	  
domain	  represented	  is	  two	  dimensional,	  the	  discretized	  form	  of	  the	  mass	  balance	  
equation	  is	  derived	  in	  the	  following	  steps,	  ! ∙ ! = 0	  
	   !!!!" + !!!!" = 0	  
	   !!!!" + !!!!"!!,! dxdy  =  0	  
	   !!!!!!,! − !!!!!!,!!!!!!,! − !!!!!,! ∆!!∆!! +
!!!,!!!! − !!!,!!!!!!,!!!! − !!,!!!! ∆!!∆!! = 0	  
	   !!!!!!,!∆!!!"#$%  !"#$  !"#$!"#$  !"#! − !
!!!!!,!∆!!!"#$%  !"#$  !"#$!"#$  !"#! + !
!!,!!!!∆!!!"#$%  !"#$  !"#$!"#$!  !"#! − !
!!,!!!!∆!!!"#$%  !"#$  !"#$!"#$!  !"#! = 0	  
Equ.	  4-­‐1	  
	  
where	  dx  =  (!!!!! − !!!!!) = ∆!!,	  dy  =  (!!!!! − !!!!!) = ∆!!,	  and	  !!,! 	  represents	  the	  cell	  
volume.	  	  The	  discretized	  equation	  that	  is	  used	  to	  calculate	  Darcy’s	  velocity	  at	  edge	  (! + !! , !)	  and	  at	  edge	  (!, ! + !!)	  is	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!!!!!,!! = − !!!!!,!!!!!!,! !!!!,! − !!,!!!!!,! − !!,!     	  
	  !!,!!!!! = − !!,!!!!!!,!!!! !!,!!! − !!,!!!,!!! − !!,! − !!,!!!!!!!! 	  
	  
where	  !!! = !!,!+1−!!,!!!,!+1−!!,! = 1	  
	  
	  
The	  Darcy’s	  velocities	  at	  edge	  (! − !! , !)	  and	  edge	  (!, ! − !!)	  are	  computed	  in	  a	  similar	  
manner,	  but	  with	  the	  corresponding	  cell	  center	  and	  edge	  center	  locations.	  	  Notice	  that	  
the	  gravitational	  acceleration	  term	  is	  included	  in	  the	  computation	  of	  Darcy’s	  velocity	  in	  
the	  y-­‐direction,	  but	  not	  for	  Darcy’s	  velocity	  in	  the	  x-­‐direction:	  this	  is	  because	  the	  domain	  
is	  situated	  such	  that	  gravity	  is	  parallel	  to	  the	  y-­‐axis	  and	  therefore	  impacts	  the	  fluid	  flow	  
in	  the	  y-­‐direction.	  	  The	  force	  of	  gravity	  has	  no	  direct	  impact	  on	  the	  fluid	  flow	  in	  the	  x-­‐
direction.	  
After	  substituting	  the	  equations	  for	  Darcy’s	  velocity	  into	  the	  discretized	  mass	  
balance	  equation,	  the	  mass	  balance	  for	  cell	  (!, !)	  becomes	  
	  
− !!!,!!!!,! !!!!,! − !!,!!!!! − !! ∆!!
!"#$%  !"#$  !"#$  !"#$  !"#! − − !!!,!!!!,! !!,! − !!!!,!!! − !!!! ∆!!
!"#$%  !"#$  !!"#  !"#$  !"#!                                                               
+ − !!!,!,!!!! !!,!!! − !!,!!!!! − !! − !!,!!!!!!!! ∆!!!"#$%  !"#$  !"#$  !"#$!  !"#! − −
!!!,!,!!!! !!,! − !!,!!!!! − !!!! − !!,!!!!!!!! ∆!!!"#$%  !"#$  !"#$  !"#$!  !"#! = 0	  
Equ.	  4-­‐2	  
	  
Assuming	  that	  the	  fluid	  and	  media	  properties	  are	  known	  (namely,	  viscosity	  and	  
permeability),	  the	  unknowns	  in	  this	  equation	  are	  only	  the	  pressure	  terms.	  	  Thus,	  to	  solve	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this	  equation,	  a	  linear	  solver	  can	  be	  used.	  	  In	  a	  domain	  that	  is	  spatially	  discretized	  such	  
that	  the	  number	  of	  pressure	  unknowns	  is	  larger	  than	  105	  or	  106,	  an	  iterative	  sparse	  
solver	  like	  GMRES	  (Generalized	  Minimal	  Residual	  method)	  is	  needed.	  	  In	  a	  domain	  that	  is	  
spatially	  discretized	  such	  that	  the	  number	  of	  pressure	  unknowns	  is	  less	  than	  105,	  a	  
sparse	  direct	  solver	  can	  be	  used,	  which	  is	  based	  on	  smart	  reordering	  of	  unknowns	  and	  
equations	  before	  carrying	  out	  sparse	  LU	  decomposition.	  	  In	  this	  work,	  MATLAB’s	  built	  in	  
direct	  sparse	  solver	  is	  used,	  which	  is	  based	  on	  UMFPACK	  (or	  ‘Unsymmetric	  MultiFrontal	  
method’).	  
	  
4.3 Transport	  Equation	  Discretization	  
	  
For	  the	  transport	  equation,	  each	  term	  must	  be	  integrated	  with	  respect	  to	  each	  
finite	  cell	  volume,	  and	  the	  CCFD	  method	  is	  again	  applied	  for	  discretization.	  
	   ! !"!" !"!#!!,! + ! !! − !"# !!!" + ! !! − !"# !!!" !"!#!!,! = 0	  
	  
	  
In	  the	  first	  integral	  of	  the	  transport	  equation,	  the	  concentration	  at	  cell	  (!, !)	  is	  cell-­‐wise	  
constant,	  thus	  is	  integrated	  with	  respect	  to	  time,	  and	  the	  porosity	  term	  is	  removed	  from	  
the	  integral	  because	  it	  is	  constant	  in	  the	  domain.	  	  The	  second	  integral	  term	  in	  the	  
transport	  equation	  is	  broken	  down	  into	  the	  !!!∗	  and	  !!!∗	  terms	  that	  represent	  the	  
convective	  fluxes	  located	  on	  the	  cell	  edges	  (where	  !∗	  is	  evaluated	  with	  the	  upwind	  
scheme),	  and	  into	  the	  !"#	  terms	  that	  represent	  the	  diffusive	  flux	  located	  on	  the	  cell	  
edges.	  	  The	  transport	  equation	  is	  solved	  implicitly	  and	  the	  time	  step	  is	  specified	  with	  the	  
notation	  !	  or	  ! + 1.	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! !!,!!!! − !!,!!!!!! − !! ∆!!∆!!
!"##  !"#$%&  !"#!$#%&'%("#  !!!"#$+ ∆!!(!!!∗)|!!!!,!!!! − ∆!!(!!!∗)|!!!!,!!!! + ∆!!(!!!∗)|!,!!!!!!! − ∆!!(!!!∗)|!,!!!!!!!!"#$%!&'$%  !"#$  !"#$  !"#$  !"#$  !"#$!  !"#  !"#$!  !"#!$  !"#$"%&'(")*− ! !!!!,!!!! − !!,!!!!!!!!,! − !!,! ∆!! + ! !!,!!!! − !!!!,!!!!!!,! − !!!!,! ∆!! − ! !!,!!!!!! − !!,!!!!!!,!!! − !!,! ∆!! + ! !!,!!!! − !!,!!!!!!!!,! − !!,!!! ∆!!!"##$%"&'  !"!"  !"#$  !"#$  !"#$  !"#$!  !"#  !"#$!  !"#!$  !"#$"%&'(")* = 0	  
Equ.	  4-­‐3	  
	  
In	  order	  to	  properly	  discretize	  the	  transport	  equation,	  the	  upwind	  scheme	  is	  
applied.	  	  This	  scheme	  uses	  the	  concentration	  value	  that	  is	  directly	  upwind	  from	  a	  
Darcy’s	  velocity	  vector	  when	  computing	  the	  concentration	  at	  the	  next	  time	  step.	  	  For	  
example,	  at	  cell	  (! − !! , !),	  the	  concentration	  value	  that	  will	  be	  used	  is	  summarized	  here:	  
	   !!!!!,!∗ = !!!!,! , !!!!!,!! > 0        !!,! ,                    !!!!!,!! < 0	  
	  
	  
The	  other	  concentration	  values	  are	  obtained	  in	  a	  similar	  manner,	  but	  with	  the	  
corresponding	  cell	  center	  and	  edge	  center	  notations	  to	  its	  specific	  location.	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5 Numerical	  Simulation	  Details	  for	  Base	  Case	  
	  
In	  this	  section,	  an	  analysis	  of	  the	  model’s	  temporal	  and	  spatial	  discretization	  is	  
presented	  for	  the	  base	  case.	  	  From	  this	  analysis,	  the	  most	  appropriate	  time	  step	  and	  
mesh	  resolution	  that	  adequately	  models	  early	  time	  pure	  diffusion	  is	  selected.	  	  Also,	  an	  
analysis	  of	  numerical	  error	  is	  presented	  in	  order	  to	  determine	  the	  impact	  that	  an	  added	  
perturbation	  (in	  the	  form	  of	  a	  relative	  error)	  has	  on	  the	  initiation	  of	  convective	  
instability	  in	  the	  system.	  
Recall	  that	  the	  pure	  diffusive	  transport	  of	  dissolved	  CO2 into	  an	  underlying	  pure	  
fluid	  can	  be	  analytically	  modeled	  by	  Equ.	  3-­‐14	  and	  Equ.	  3-­‐15,	  in	  terms	  of	  the	  top	  
boundary	  flux	  and	  accumulated	  mass,	  respectively	  [Clark,	  2009].	  	  In	  this	  work,	  the	  
curves	  that	  are	  labeled	  ‘pure	  diffusion’	  or	  ‘analytical’	  are	  obtained	  with	  those	  equations.	  
Also	  recall	  that	  the	  onset	  time	  of	  convective	  behavior	  has	  been	  reported	  in	  
literature	  with	  different	  definitions.	  	  Through	  the	  linear	  stability	  analysis,	  the	  onset	  time	  
has	  been	  calculated	  with	  Equ.	  3-­‐16	  [Ennis-­‐King	  and	  Paterson,	  2003],	  although	  it	  has	  also	  
been	  defined	  as	  the	  moment	  in	  time	  when	  the	  diffusive-­‐convective	  simulation	  curve	  
deviates	  by	  1%	  relative	  to	  the	  pure	  diffusion	  curve	  [Pau	  et	  al.,	  2010],	  or	  as	  the	  moment	  
in	  time	  when	  the	  fluid’s	  velocity	  profile	  is	  disturbed	  by	  one	  to	  three	  orders	  of	  magnitude	  
[Rapaka	  et	  al.,	  2008].	  	  In	  this	  work,	  the	  onset	  time	  is	  determined	  by	  using	  the	  definition	  
by	  Pau	  et	  al.	  (2010).	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5.1 Base	  Case	  Details	  
5.1.1 Initial	  and	  Boundary	  Conditions	  
	  
The	  porous	  media	  in	  the	  domain	  is	  initially	  fully	  saturated	  with	  pure	  water	  
(salinity	  of	  aquifer	  is	  not	  considered	  for	  simplification).	  	  No	  CO2 is	  present	  in	  the	  domain,	  
thus	  the	  concentration	  of	  CO2 is	  zero	  (!!!! = 0),	  and	  the	  fluid	  in	  the	  domain	  has	  a	  
density	  of	  !!"#$,	  which	  is	  a	  function	  of	  the	  temperature	  and	  pressure	  conditions.	  	  Since	  
gravity	  is	  considered	  in	  the	  model,	  a	  hydrostatic	  pressure	  gradient	  is	  present	  in	  the	  
domain,	  yet	  the	  domain	  is	  assumed	  to	  be	  at	  equilibrium	  with	  its	  surroundings	  so	  there	  is	  
no	  fluid	  phase	  flow	  within	  the	  domain	  (! = 0).	  	  There	  is	  no	  sink	  or	  source	  in	  the	  domain,	  
thus	  fluid	  cannot	  enter	  or	  leave	  the	  domain.	  	  	  
Also,	  although	  non-­‐isothermal	  conditions	  are	  expected	  to	  be	  present	  in	  a	  
vertically	  situated	  domain	  (temperature	  increases	  as	  reservoir	  depth	  increases	  below	  
earth	  surface),	  this	  model	  is	  simplified	  by	  assuming	  isothermal	  conditions	  throughout	  
the	  domain.	  	  This	  assumption	  is	  reasonable	  at	  the	  scale	  simulated	  in	  this	  work.	  
All	  boundaries	  are	  impermeable	  to	  fluid	  flow	  (! ∙ ! = 0),	  thus	  homogeneous	  
Neumann	  boundary	  conditions	  are	  applied.	  	  Under	  these	  conditions,	  the	  pressure	  
equation	  (Equ.	  4-­‐2)	  presents	  a	  unique	  solution	  for	  velocity,	  however	  pressure	  is	  unique	  
only	  with	  an	  additive	  constant.	  	  Meanwhile,	  the	  resultant	  matrix	  in	  the	  discretized	  
pressure	  equation	  is	  singular.	  	  This	  singularity	  will	  cause	  a	  problem	  in	  the	  linear	  solver,	  
so	  to	  address	  this	  challenge,	  a	  condition	  is	  added	  such	  that	   !!,! = 0.	  
There	  is	  a	  layer	  of	  CO2-­‐saturated	  fluid	  along	  the	  top	  boundary	  (!!"#).	  	  This	  layer	  is	  
in	  continual	  supply,	  thus	  the	  concentration	  of	  the	  CO2 in	  top	  layer	  fluid	  remains	  constant	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over	  time	  (!! = !!"#).	  	  The	  geometry	  and	  boundary	  conditions	  for	  this	  case	  are	  
presented	  in	  Figure	  5-­‐1.	  
	  
	  
Figure	  5-­‐1:	  Geometry	  and	  Boundary	  Conditions	  of	  Base	  Case	  
	  
In	  general,	  the	  boundary	  conditions	  for	  the	  base	  case	  are	  similar	  to	  the	  conditions	  used	  
in	  several	  studies	  [e.g.,	  Ennis-­‐King	  and	  Paterson,	  2005;	  Hassanzadeh	  et	  al.,	  2005;	  Pruess	  
and	  Zhang,	  2008].	  
	  
5.1.2 Fluid	  and	  Media	  Properties	  
	  
For	  this	  case,	  the	  fluid	  and	  media	  parameters	  are	  set	  to	  values	  that	  were	  used	  in	  
Pruess	  and	  Zhang	  (2008)	  and	  in	  Pau	  et	  al.	  (2010)	  in	  order	  to	  validate	  the	  simulation	  
results	  obtained	  from	  this	  project’s	  numerical	  model	  and	  code.	  	  The	  parameter	  values	  
are	  summarized	  in	  Table	  5-­‐1	  and	  Table	  5-­‐2.	  	  Note	  that	  the	  permeability	  value	  used	  in	  
this	  case	  is	  high,	  and	  the	  scale	  of	  this	  domain	  is	  small.	  	  This	  is	  beneficial	  in	  that	  is	  leads	  to	  
a	  faster	  simulation	  with	  reduced	  CPU	  time,	  yet	  maintains	  the	  flow	  behavior	  
characteristics	  of	  the	  model.	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Table	  5-­‐1:	  Fluid	  Properties	  for	  Base	  Case	  [after	  Pau	  et	  al.,	  2010;	  Pruess	  and	  Zhang,	  2008]	  
Temperature	   T=45	  °C	  (318	  K)	  
Pressure	   P=100	  bar	  (10	  MPa)	  
Dissolved	  CO2 concentration	  (initially)	   C=0	  
Fluid	  Viscosity	  (same	  as	  CO2-­‐water	  viscosity)	   μ=0.5947	  cP	  (5.947x10
-­‐4	  Pa/s)	  
Pure	  Fluid	  Density	  (with	  no	  CO2 dissolved)	   ρ!"#$%=994.56	  kg/m3	  
Concentration	  of	  CO2-­‐saturated	  fluid	  at	  top	  boundary	   C!"#=1126.19	  mol/m3	  
Density	  increase	  of	  fluid	  phase	  from	  CO2 dissolution	   ∆ρ=10.45	  kg/m3	  
Fluid	  Mixture	  Density	  Calculation	   ρ!"# = ρ!"#$% + ∆ρ C C!	  
Effective	  Diffusion	  coefficient	  in	  saturated	  porous	  media	   Deff=!τ′=2x10-­‐9	  m2/s	  
Gravitational	  acceleration	   9.81	  m/s2	  (positive	  down)	  
Molar	  Weight	  of	  CO2 	   Mco2=44	  g/mol	  
	  
Table	  5-­‐2:	  Media	  Properties	  for	  Base	  Case	  
Porosity	   ϕ=0.3	  
Permeability	   k=1x10-­‐11	  m2	  (10	  Darcys)	  
	  
	  
5.2 Temporal	  Discretization	  
	  
In	  this	  analysis,	  simulations	  are	  run	  at	  15min,	  30min,	  60min,	  and	  90min	  time	  
steps.	  	  All	  simulations	  are	  run	  using	  the	  same	  spatial	  discretization.	  	  The	  results	  for	  top	  
boundary	  CO2 mass	  flux	  and	  accumulated	  CO2 mass	  are	  presented	  in	  Figure	  5-­‐2.	  
	  
Figure	  5-­‐2:	  Simulation	  Results	  for	  Top	  Boundary	  Average	  Mass	  Flux	  (left)	  and	  Accumulated	  Mass	  (right)	  
with	  different	  Time	  Steps	  (dt)	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It	  is	  evident	  that	  the	  time	  step	  has	  a	  great	  impact	  on	  simulation	  results,	  since	  Figure	  5-­‐2	  
shows	  that	  convective	  behavior	  begins	  earlier	  when	  the	  simulation	  is	  run	  with	  a	  smaller	  
time	  step.	  	  Figure	  5-­‐3	  presents	  the	  exact	  onset	  times	  that	  are	  computed	  using	  the	  
previously	  explained	  1%	  deviation	  definition,	  and	  again,	  it	  is	  evident	  that	  a	  smaller	  
simulation	  time	  step	  produces	  an	  earlier	  onset	  of	  convective	  behavior.	  
	  
	  
Figure	  5-­‐3:	  Computed	  Onset	  Times	  produced	  with	  different	  Time	  Steps	  (dt)	  
	  
5.3 Spatial	  Discretization	  
	  
Studies	  that	  have	  modeled	  the	  movement	  of	  CO2 through	  a	  domain	  over	  time	  
have	  used	  different	  mesh	  sizes	  for	  their	  domain	  discretization	  [e.g.,	  Lindeberg	  and	  
Wessel-­‐Berg,	  1997;	  Pruess	  and	  Zhang,	  2008].	  	  The	  objective	  of	  Lindeberg	  and	  Wessel-­‐
Berg	  (1997)	  is	  to	  study	  the	  long-­‐term	  CO2 accumulation	  in	  an	  underground	  reservoir,	  up	  
to	  several	  thousand	  years.	  	  In	  their	  model,	  the	  mesh	  size	  was	  selected	  based	  on	  what	  
was	  required	  to	  make	  their	  solution	  converge	  (between	  simulated	  values	  and	  
analytically	  calculated	  values).	  	  With	  a	  domain	  measuring	  10	  by	  13	  meters,	  their	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selected	  mesh	  was	  made	  up	  of	  68,000	  cells	  with	  a	  size	  of	  4	  by	  5	  cm	  each	  [Lindeberg	  and	  
Wessel-­‐Berg,	  1997].	  
In	  the	  study	  by	  Pruess	  and	  Zhang	  (2008),	  they	  reported	  that	  the	  simulated	  values	  
for	  top	  boundary	  mass	  flux	  and	  accumulated	  mass	  were	  accurately	  modeled	  with	  a	  
mesh	  resolution	  of	  1mm	  near	  the	  boundary	  where	  CO2 diffuses	  through,	  but	  locations	  
away	  from	  the	  diffusion	  boundary	  only	  required	  a	  mesh	  size	  on	  10mm.	  	  They	  explained	  
that	  a	  small	  cell	  size	  is	  needed	  to	  accurately	  model	  the	  early	  time	  diffusion	  of	  CO2,	  and	  a	  
larger	  cell	  size	  is	  adequate	  away	  from	  the	  diffusive	  boundary	  where	  diffusive	  transport	  is	  
not	  as	  significant.	  	  For	  one	  of	  their	  cases	  that	  considered	  a	  small	  domain	  of	  1	  by	  5	  
meters,	  52,300	  cells	  were	  used	  with	  cell	  size	  ranging	  from	  1	  by	  10	  mm	  to	  10	  by	  10	  mm	  
[Pruess	  and	  Zhang,	  2008].	  	  
In	  this	  analysis,	  simulations	  were	  run	  with	  different	  mesh	  resolution	  cases	  to	  
determine	  the	  impact	  that	  spatial	  discretization	  has	  on	  the	  numerical	  simulation	  results.	  	  
In	  all	  cases,	  the	  discretization	  in	  the	  horizontal	  direction	  is	  10mm,	  and	  the	  discretization	  
in	  the	  vertical	  direction	  is	  either	  1mm	  or	  0.5mm	  near	  the	  top	  boundary,	  and	  then	  
changes	  to	  10mm	  towards	  the	  bottom	  boundary.	  	  Table	  5-­‐3	  presents	  the	  details	  of	  the	  
mesh	  resolution	  cases,	  and	  Figure	  5-­‐4	  presents	  the	  simulation	  results	  produced	  by	  the	  
different	  cases.	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Table	  5-­‐3:	  Spatial	  Discretization	  for	  Mesh	  Resolution	  Cases	  
	   Case1	   Case2	   Case3	   Case4	   Case5	  
Horizontal	  
mesh	  size,	  dx	  
[X	  interval]	  
10mm	  [0,1]	   10mm	  [0,1]	   10mm	  [0,1]	   10mm	  [0,1]	   10mm	  [0,1]	  
Vertical	  
mesh	  size,	  dy	  
[Y	  interval]	  
10mm	  [0,1]	   10mm	  [0,0.75]	  
5mm	  [0.75,0.8]	  
1mm	  [0.8,1]	  
10mm	  [0,0.7]	  
5mm	  [0.7,0.75]	  
1mm	  [0.75-­‐0.8]	  
0.5mm	  [0.8,1]	  
10mm	  [0,0.65]	  
5mm	  [0.65,0.7]	  
1mm	  [0.7,1]	  
10mm	  [0,0.6]	  
5mm	  [0.6,0.65]	  
1mm	  [0.65-­‐0.7]	  
0.5mm	  [0.7,1]	  
#	  cells	  in	  y-­‐
direction	  
100	   285	   530	   375	   720	  
	  
	  
	  
	  
Figure	  5-­‐4:	  Simulation	  Results	  for	  Top	  Boundary	  Average	  Mass	  Flux	  (left)	  and	  Accumulated	  Mass	  (right)	  
with	  different	  Mesh	  Resolutions	  
	  
It	  is	  evident	  that	  a	  smaller	  mesh	  resolution	  near	  the	  top	  boundary	  produces	  a	  
more	  accurate	  representation	  of	  the	  early	  time	  pure	  diffusion,	  since	  a	  resolution	  of	  
1mm	  near	  the	  top	  produces	  results	  that	  match	  better	  with	  the	  analytical	  curves	  
compared	  to	  the	  results	  produced	  with	  a	  resolution	  of	  1cm.	  	  However,	  this	  analysis	  
shows	  that	  refining	  the	  mesh	  resolution	  near	  the	  top	  to	  0.5mm	  for	  this	  case	  does	  not	  
provide	  any	  significant	  difference	  in	  accuracy	  compared	  with	  the	  1mm	  resolution	  
results.	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Figure	  5-­‐5:	  Computed	  Onset	  Times	  produced	  with	  different	  Mesh	  Resolutions	  (expressed	  as	  #	  cells	  in	  
vertical	  direction)	  
	  
Thus,	  a	  mesh	  resolution	  is	  selected	  based	  on	  Pruess	  and	  Zhang’s	  (2008)	  approach:	  select	  
the	  mesh	  size	  that	  produces	  the	  most	  accurate	  representation	  of	  early	  time	  pure	  
diffusion.	  	  Like	  Pruess	  and	  Zhang	  (2008)	  revealed	  in	  their	  study,	  a	  mesh	  resolution	  of	  
1mm	  produced	  simulation	  results	  that	  are	  closer	  to	  the	  analytically	  calculated	  pure	  
diffusion	  curve	  than	  the	  1cm	  mesh	  resolution	  results.	  	  However,	  the	  onset	  time	  
observed	  here	  in	  this	  project’s	  model	  is	  not	  identical	  to	  the	  onset	  time	  observed	  with	  
their	  model.	  	  Since	  the	  onset	  of	  convection	  is	  triggered	  by	  numerical	  error	  during	  the	  
simulation,	  it	  is	  possible	  for	  the	  onset	  time	  in	  one	  model	  to	  differ	  from	  the	  onset	  time	  in	  
another	  model	  depending	  on	  the	  numerical	  modeling	  approach	  or	  numerical	  accuracy	  
(see	  section	  5.4	  for	  more	  details).	  
Another	  indication	  of	  the	  onset	  time	  is	  given	  by	  the	  moment	  in	  time	  when	  non-­‐
zero	  fluid	  velocity	  exists	  inside	  the	  domain.	  	  Recall	  that	  initially	  there	  is	  no	  flow	  inside	  
the	  domain.	  	  However,	  as	  CO2 diffuses	  in	  and	  mixes	  with	  the	  fluid,	  the	  heavier	  CO2-­‐fluid	  
layer	  becomes	  gravitationally	  unstable	  and	  leads	  to	  convective	  activity,	  which	  creates	  a	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fluid	  velocity	  profile	  in	  the	  domain.	  	  By	  this	  definition,	  the	  onset	  time	  is	  observed	  to	  be	  
the	  moment	  in	  time	  when	  non-­‐zero	  velocities	  exist	  in	  the	  domain,	  and	  is	  presented	  in	  
Figure	  5-­‐6.	  
	  
Figure	  5-­‐6:	  Comparison	  of	  Max	  Absolute	  Velocities	  (vertical	  component)	  for	  different	  mesh	  resolution	  
	  
An	  onset	  time	  with	  a	  vertical	  mesh	  resolution	  of	  1cm	  (Case1	  resolution)	  is	  observed	  to	  
be	  approximately	  6	  days,	  whereas	  an	  onset	  time	  with	  a	  vertical	  mesh	  resolution	  of	  1mm	  
(Case2	  resolution)	  or	  of	  0.5mm	  (Case3	  resolution)	  near	  the	  diffusive	  boundary	  is	  
observed	  to	  be	  approximately	  4	  days.	  	  The	  impact	  of	  a	  smaller	  mesh	  resolution	  is	  thus	  
an	  early	  onset	  time,	  but	  a	  resolution	  of	  1mm	  is	  seen	  to	  be	  adequate,	  and	  a	  smaller	  
resolution	  does	  not	  lead	  to	  a	  significant	  onset	  difference.	  
	  
5.4 Numerical	  Error	  
	  
Simulations	  were	  run	  with	  the	  same	  time	  step	  and	  mesh	  resolution,	  but	  with	  an	  
imposed	  perturbation	  in	  the	  form	  of	  a	  relative	  error.	  	  Although	  the	  physical	  explanation	  
for	  onset	  time	  pertains	  to	  gravitational	  instability	  in	  the	  fluid,	  the	  model	  used	  in	  this	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work	  cannot	  simulate	  naturally	  occurring	  density-­‐driven	  convection	  for	  domain	  that	  
contains	  purely	  homogeneous	  porous	  media	  [refer	  to	  Farajzadeh	  et	  al.,	  2007;	  
Hassanzadeh	  et	  al.,	  2005;	  Rapaka	  et	  al.,	  2008].	  	  Instead,	  the	  onset	  of	  convective	  activity	  
is	  triggered	  by	  the	  numerical	  error	  that	  arises	  from	  a	  combination	  of	  numerical	  round-­‐
off,	  the	  linear	  solver,	  and	  the	  operator	  splitting	  of	  the	  transport	  and	  mass	  balance	  
equations	  during	  each	  time	  step	  or	  iteration.	  
The	  method	  to	  introduce	  a	  disturbance	  or	  perturbation	  during	  the	  simulations	  
involved	  the	  addition	  of	  an	  error	  to	  each	  concentration	  value	  computed:	  !!,! = !!,! + !,	  
where	  ! = ± !!"#! ×!!"#.	  	  Thus	  the	  perturbation	  was	  in	  the	  form	  of	  a	  relative	  error,	  !!"#.	  	  
The	  impact	  of	  the	  perturbation	  is	  observed	  in	  Figure	  5-­‐7	  and	  Figure	  5-­‐8.	  
	  
	  
Figure	  5-­‐7:	  Simulation	  Results	  for	  Top	  Boundary	  Average	  Mass	  Flux	  (left)	  and	  Accumulated	  Mass	  (right)	  
with	  different	  imposed	  perturbations	  (in	  terms	  of	  relative	  error)	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Figure	  5-­‐8:	  Computed	  Onset	  Times	  produced	  with	  different	  imposed	  perturbations	  (in	  terms	  of	  relative	  
error)	  
	  
From	  Figure	  5-­‐8,	  it	  is	  evident	  that	  an	  earlier	  onset	  time	  is	  triggered	  by	  a	  larger	  relative	  
error.	  	  However,	  the	  onset	  time	  of	  convective	  instability	  is	  not	  impacted	  by	  a	  relative	  
error	  that	  is	  higher	  than	  1x10-­‐10.	  	  This	  implies	  that	  one	  of	  the	  contributing	  factors	  of	  
numerical	  error	  (e.g.,	  errors	  that	  arise	  from	  round-­‐off,	  linear	  solver,	  or	  operator	  
splitting)	  is	  of	  order	  1x10-­‐10.	  
	  
5.5 Numerical	  Simulation	  Detail	  Conclusions	  
	  
From	  the	  temporal	  discretization,	  spatial	  discretization,	  and	  numerical	  error	  
analysis	  presented	  above,	  the	  numerical	  simulation	  details	  that	  may	  be	  used	  to	  
accurately	  model	  diffusive-­‐convective	  transport	  in	  this	  particular	  case	  are	  presented	  in	  
Table	  5-­‐4.	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Table	  5-­‐4:	  Numerical	  Simulation	  Details	  for	  Base	  Case	  
Temporal	  
Discretization	  
Spatial	  Discretization	   Perturbation	  
(in	  form	  of	  
Relative	  Error)	  Horizontal	  mesh,	  dx	  [interval]	   Vertical	  mesh,	  dy	  [interval]	  
dt	  =	  60	  minutes	   10mm	  [0,1]	  	  
10mm	  [0,0.75]	  
5mm	  [0.75,0.8]	  
1mm	  [0.8,1]	  
ε ≦ 1x10!!"	  
	  
The	  temporal	  discretization	  greatly	  impacts	  onset	  time,	  and	  should	  be	  selected	  carefully.	  	  
A	  time	  step	  of	  60	  minutes	  is	  selected	  to	  reduce	  the	  CPU	  time	  that	  each	  simulation	  takes	  
to	  run,	  although	  a	  smaller	  time	  step	  is	  preferred.	  
The	  time	  step	  has	  an	  impact	  on	  the	  numerical	  error	  that	  arises	  from	  operator	  
splitting.	  	  For	  example,	  using	  a	  smaller	  time	  step	  implies	  that	  more	  iterations	  have	  
occurred	  at	  any	  elapsed	  simulation	  time	  compared	  with	  a	  larger	  time	  step.	  	  If	  more	  
iterations	  have	  occurred,	  the	  initiation	  of	  convective	  instability	  will	  also	  have	  occurred	  
earlier	  in	  the	  simulated	  time.	  	  Since	  a	  perturbation	  (in	  the	  form	  of	  a	  relative	  error)	  of	  
1x10-­‐10	  produces	  the	  same	  convective	  instability	  as	  smaller	  perturbations,	  the	  model	  has	  
a	  numerical	  precision	  of	  1x10-­‐10.	  
The	  spatial	  discretization	  analysis	  revealed	  the	  early	  time	  pure	  diffusion	  is	  
adequately	  modeled	  with	  a	  mesh	  resolution	  of	  1mm	  near	  the	  diffusive	  boundary,	  and	  
reducing	  the	  mesh	  size	  to	  0.5mm	  does	  not	  produce	  a	  significant	  difference	  in	  results.	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6 Simulation	  Results	  for	  Base	  Case	  
	  
In	  this	  section,	  the	  results	  for	  the	  base	  case	  are	  presented	  with	  concentration	  
profiles,	  average	  mass	  flux	  at	  the	  top	  boundary,	  accumulated	  mass	  in	  the	  domain,	  
velocity	  plots,	  and	  the	  calculation	  of	  a	  numerical	  constant	  for	  the	  equation	  that	  
computes	  the	  onset	  time	  from	  linear	  stability	  analysis.	  	  A	  summary	  of	  the	  results	  is	  
presented	  at	  the	  end	  of	  this	  section.	  
	  
6.1 Concentration	  Profile	  in	  Domain	  over	  time	  
	  
Several	  characteristics	  of	  the	  diffusive	  and	  convective	  transport	  of	  CO2 through	  
water	  saturated	  porous	  media	  become	  evident	  by	  looking	  at	  the	  concentration	  profiles	  
in	  Figure	  6-­‐1	  and	  Figure	  6-­‐2.	  	  These	  characteristics	  have	  been	  reported	  before	  [Pruess	  
and	  Zhang,	  2008],	  and	  are	  discussed	  below.	  
	  
	  
Figure	  6-­‐1:	  Concentration	  Profiles	  (in	  mol/m3)	  at	  early	  times	  for	  Base	  Case	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Initially,	  pure	  diffusion	  of	  CO2 through	  the	  top	  boundary	  is	  occurring.	  	  The	  concentration	  
profile	  plots	  at	  0.25,	  1,	  and	  3	  days	  contain	  a	  uniformly	  distributed	  concentration	  
gradient	  of	  CO2 in	  the	  vertical	  direction,	  and	  is	  called	  the	  diffusive	  boundary	  layer	  (DBL)	  
[Pruess	  and	  Zhang,	  2008].	  	  In	  this	  work,	  the	  CO2 front	  that	  is	  visibly	  represented	  with	  the	  
concentration	  profile	  color	  bar	  is	  defined	  as	  2%	  of	  the	  saturated	  CO2 concentration,	  and	  
penetrates	  to	  a	  depth	  of	  approximately	  0.75	  meters	  by	  day	  3.	  
After	  5	  days,	  the	  start	  of	  a	  disturbance	  within	  the	  DBL	  is	  noticeable.	  	  This	  
disturbance	  signals	  the	  beginning	  of	  convective	  transport,	  and	  is	  more	  obvious	  at	  day	  6,	  
where	  it	  has	  become	  amplified	  within	  the	  concentration	  gradient.	  	  During	  this	  time	  
when	  convective	  instabilities	  are	  growing	  in	  the	  DBL,	  the	  CO2 front	  is	  not	  advancing	  into	  
the	  domain,	  but	  remains	  level	  at	  approximately	  0.6	  meters.	  
	  
	  
Figure	  6-­‐2:	  Concentration	  Profiles	  (in	  mol/m3)	  at	  later	  times	  for	  Base	  Case	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By	  day	  7,	  the	  convective	  instability	  in	  the	  DBL	  is	  larger,	  and	  recognizable	  ‘fingers’	  
of	  highly	  concentrated	  CO2 extend	  from	  the	  top	  boundary	  into	  the	  domain.	  	  Also,	  the	  
phenomena	  known	  as	  ‘up-­‐welling’	  [Pruess	  and	  Zhang,	  2008]	  is	  beginning	  to	  take	  place,	  
and	  is	  more	  noticeable	  after	  9	  days:	  areas	  near	  the	  top	  boundary	  that	  once	  contained	  
high	  concentrations	  of	  CO2 now	  contain	  lower	  CO2 concentrations	  as	  the	  CO2 is	  being	  
redistributed	  into	  highly	  concentrated	  fingers.	  
The	  concentration	  profiles	  after	  15,	  20,	  and	  25	  days	  show	  the	  later	  stages	  of	  
finger	  development.	  	  The	  fingers	  penetrate	  further	  into	  the	  domain	  while	  they	  merge	  
into	  each	  other,	  resulting	  in	  fewer	  fingers	  than	  before.	  	  However,	  new	  fingers	  emerge	  
from	  the	  region	  of	  highly	  concentrated	  CO2 that	  exists	  very	  close	  to	  the	  top	  boundary,	  
and	  over	  time,	  merge	  into	  adjacent	  fingers.	  	  As	  noted	  in	  Pruess	  and	  Zhang	  (2008),	  the	  
tips	  of	  some	  fingers	  can	  ‘pinch’	  off	  from	  the	  rest	  of	  the	  finger	  and	  result	  in	  isolated	  areas	  
of	  concentrated	  CO2 in	  the	  domain,	  and	  this	  is	  evident	  by	  day	  20.	  
By	  day	  25,	  the	  CO2 front	  has	  reached	  the	  bottom	  boundary.	  	  Although	  the	  goal	  of	  
this	  project	  is	  not	  to	  model	  long-­‐term	  convective	  transport	  since	  the	  domain	  size	  does	  
not	  reflect	  a	  realistic	  reservoir,	  the	  concentration	  profile	  after	  25	  days	  illustrates	  that	  
the	  CO2 front	  transports	  laterally	  at	  deeper	  depths	  by	  this	  point	  in	  time.	  
	  
6.2 Top	  Boundary	  Flux	  and	  Accumulated	  CO2 over	  time	  
	  
The	  plots	  for	  the	  top	  boundary	  flux	  and	  accumulated	  mass	  reveal	  the	  significance	  
of	  modeling	  the	  diffusive-­‐convective	  transport	  of	  CO2,	  in	  terms	  of	  the	  storage	  prediction	  
of	  CO2 sequestration	  projects.	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Figure	  6-­‐3:	  Simulation	  Results	  for	  Top	  Boundary	  Average	  Mass	  Flux	  (left)	  and	  Accumulated	  Mass	  (right)	  
for	  Base	  Case	  
	  
The	  top	  boundary	  flux	  in	  Figure	  6-­‐3	  (left)	  shows	  accurate	  modeling	  of	  the	  early	  time	  
pure	  diffusion	  until	  the	  onset	  of	  convective	  activity.	  	  Once	  convective	  transport	  is	  
initiated,	  the	  top	  boundary	  flux	  increases	  to	  approximately	  1.5x10-­‐6,	  and	  then	  fluctuates	  
around	  that	  value	  over	  time.	  	  The	  initial	  increase	  in	  flux	  arises	  because	  CO2 penetrates	  
into	  the	  domain	  at	  a	  faster	  rate	  by	  convection	  and	  subsequently	  allows	  for	  more	  CO2 to	  
diffuse	  through	  the	  top	  boundary.	  	  The	  flux	  then	  converges	  to	  an	  average	  value	  of	  
1.5x10-­‐6	  but	  with	  fluctuations	  over	  time	  due	  to	  the	  nature	  of	  the	  finger	  development	  
and	  distribution	  throughout	  the	  domain.	  	  These	  results	  have	  been	  stated	  previously	  by	  
Pruess	  and	  Zhang	  (2008).	  
The	  accumulated	  mass	  in	  Figure	  6-­‐3	  (right)	  reveals	  that	  the	  diffusive-­‐convective	  
modeling	  of	  CO2 into	  pure	  fluid	  predicts	  higher	  CO2 storage	  capacities	  in	  geological	  
domains.	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6.3 Velocity	  Plots:	  Convective	  Cell	  Generation	  
	  
Initially,	  there	  is	  no	  fluid	  flow	  within	  the	  domain,	  and	  CO2 enters	  the	  domain	  by	  
pure	  diffusion.	  	  However,	  once	  convective	  transport	  is	  initiated,	  convective	  cells	  in	  the	  
fluid	  become	  generated,	  as	  seen	  in	  the	  following	  figures.	  	  The	  development	  of	  
convective	  cells	  has	  been	  reported	  in	  literature	  [e.g.,	  Firoozabadi	  and	  Cheng,	  2010;	  
Hassanzadeh	  et	  al.,	  2005].	  
	  
	  
Figure	  6-­‐4:	  Velocity	  Plots	  at	  7	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  component	  
(m/s),	  and	  magnitude	  (m/s)	  of	  velocity	  
	  
	  
Figure	  6-­‐5:	  Velocity	  Plots	  at	  10	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  component	  
(m/s),	  and	  magnitude	  (m/s)	  of	  velocity	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Figure	  6-­‐6:	  Velocity	  Plots	  at	  12	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  component	  
(m/s),	  and	  magnitude	  (m/s)	  of	  velocity	  
	  
Figure	  6-­‐7:	  Velocity	  Plots	  at	  15	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  component	  
(m/s),	  and	  magnitude	  (m/s)	  of	  velocity	  
	  
Figure	  6-­‐8:	  Velocity	  Plots	  at	  20	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  component	  
(m/s),	  and	  magnitude	  (m/s)	  of	  velocity	  
	  
In	  all	  the	  figures	  presented	  above,	  convective	  cells	  are	  evident	  in	  the	  plots	  that	  illustrate	  
flow	  direction.	  	  By	  day	  7	  (Figure	  6-­‐4),	  the	  cells	  are	  very	  small	  and	  concentrated	  near	  the	  
top	  boundary	  where	  convective	  transport	  has	  begun.	  	  The	  fluid	  towards	  the	  bottom	  of	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the	  domain	  remains	  at	  a	  very	  low	  velocity	  that	  is	  practically	  zero,	  but	  flow	  direction	  is	  
still	  observed.	  	  Then,	  by	  day	  10	  and	  12	  (Figure	  6-­‐5	  and	  Figure	  6-­‐6	  respectively),	  the	  
convective	  cells	  are	  more	  noticeable	  and	  are	  developing	  further	  away	  from	  the	  top	  
boundary.	  	  By	  day	  20	  (Figure	  6-­‐8),	  the	  convective	  cells	  practically	  fill	  the	  domain,	  since	  
the	  CO2 front	  has	  almost	  reached	  the	  bottom	  boundary.	  
The	  plots	  that	  present	  the	  horizontal	  and	  vertical	  component	  of	  velocity	  at	  all	  
days	  reveal	  that	  fluid	  velocity	  is	  generally	  higher	  in	  the	  vertical	  direction,	  either	  in	  the	  
positive	  (towards	  top	  boundary)	  or	  negative	  (towards	  bottom	  boundary)	  direction.	  	  This	  
is	  due	  to	  the	  density-­‐driven	  convection	  and	  force	  of	  gravity.	  	  Also,	  upwelling	  is	  evident	  in	  
the	  vertical	  component	  of	  velocity	  plots,	  particularly	  at	  days	  12	  and	  15	  (Figure	  6-­‐6	  and	  
Figure	  6-­‐7	  respectively).	  
The	  ‘magnitude	  of	  velocity’	  plots	  highlight	  the	  regions	  of	  low	  flow	  and	  high	  flow	  
as	  they	  develop	  in	  the	  domain.	  	  These	  plots	  match	  well	  with	  the	  concentration	  profiles,	  
since	  regions	  of	  high	  concentration	  also	  have	  high	  velocity,	  relative	  to	  regions	  of	  low	  or	  
zero	  concentration.	  
Figure	  6-­‐9	  confirms	  that	  the	  fluid	  velocity	  is	  typically	  higher	  in	  the	  direction	  of	  
gravitational	  acceleration	  (Y	  or	  vertical	  direction)	  than	  it	  is	  laterally	  (X	  or	  horizontal	  
direction).	  	  The	  exception	  to	  this	  statement	  occurs	  when	  the	  bottom	  boundary	  
noticeably	  impacts	  the	  concentration	  distribution	  in	  the	  domain.	  	  The	  horizontal	  
component	  of	  velocity	  becomes	  higher	  than	  the	  vertical	  component	  once	  the	  CO2 front	  
reaches	  the	  bottom	  boundary	  (e.g.,	  after	  20days,	  Figure	  6-­‐8)	  and	  cannot	  penetrate	  any	  
further	  in	  the	  vertical	  direction,	  thus	  is	  forced	  to	  move	  horizontally.	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Figure	  6-­‐9:	  Maximum	  Absolute	  Velocity	  Components	  in	  Domain	  over	  time	  
	  
Also	  confirmed	  by	  Figure	  6-­‐9	  is	  the	  absence	  of	  fluid	  flow	  in	  the	  domain	  until	  non-­‐zero	  
velocities	  are	  generated	  by	  convective	  activity.	  	  If	  the	  definition	  for	  onset	  time	  refers	  to	  
the	  moment	  when	  non-­‐zero	  velocities	  are	  generated	  in	  the	  domain,	  this	  figure	  appears	  
to	  suggest	  an	  earlier	  onset	  time	  than	  seen	  in	  Figure	  6-­‐3.	  	  However,	  Rapaka	  et	  al.	  (2008)	  
suggests	  the	  onset	  time	  is	  the	  moment	  when	  the	  velocity	  disturbance	  increases	  by	  a	  
factor	  or	  1	  to	  3	  orders	  of	  magnitude.	  	  This	  reveals	  the	  difficulty	  of	  defining	  onset	  time	  in	  
an	  absolute	  sense	  [Pau	  et	  al.,	  2010].	  
	  
6.4 Calculation	  of	  numerical	  constant	  in	  LSA’s	  onset	  time	  equation	  
	  
Using	  the	  equation	  for	  onset	  time	  presented	  in	  Equ.	  3-­‐16,	  the	  numerical	  constant	  
that	  corresponds	  to	  this	  model	  is	  calculated	  by	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An	  onset	  time	  of	  5.3	  days	  (4.6x105	  seconds)	  is	  simulated	  by	  the	  model,	  when	  the	  1%	  
deviation	  definition	  proposed	  by	  Pau	  et	  al.	  (2010)	  is	  used,	  and	  thus	  the	  corresponding	  
numerical	  constant	  is	  computed	  to	  be	  c! = 7607.	  	  However,	  this	  value	  is	  much	  larger	  
than	  the	  values	  reported	  in	  literature	  and	  should	  not	  be	  directly	  compared	  because	  this	  
work’s	  simulated	  onset	  time	  is	  generated	  based	  on	  convective	  instability	  that	  is	  
triggered	  by	  numerical	  round	  off	  error,	  the	  linear	  solver,	  and	  the	  operator	  splitting	  of	  
the	  transport	  and	  mass	  balance	  equations.	  	  As	  mentioned	  previously,	  adjusting	  the	  time	  
step	  impacts	  the	  numerical	  error	  that	  arises	  from	  the	  operator	  splitting.	  	  For	  example,	  
using	  a	  smaller	  time	  step	  implies	  that	  more	  iterations	  have	  occurred	  by	  any	  elapsed	  
simulation	  time	  compared	  with	  a	  larger	  time	  step.	  	  If	  more	  iterations	  have	  occurred,	  the	  
numerically-­‐triggered	  convective	  instability	  will	  also	  have	  occurred	  earlier	  in	  the	  
simulated	  time.	  
	  
6.5 Discussion	  of	  Base	  Case	  Results	  
	  
In	  this	  case,	  CO2-­‐saturated	  water	  is	  imposed	  along	  the	  entire	  top	  boundary	  of	  the	  
domain.	  	  Since	  the	  domain	  is	  fully	  saturated	  with	  water,	  CO2 initially	  diffuses	  into	  the	  
porous	  media	  due	  to	  the	  concentration	  gradient.	  	  As	  CO2 penetrates	  into	  the	  domain	  
and	  mixes	  with	  the	  pure	  water,	  the	  density	  of	  the	  CO2-­‐water	  solution	  changes	  (increases	  
linearly	  with	  CO2 saturation).	  	  The	  heavier	  CO2-­‐water	  solution	  that	  develops	  near	  the	  top	  
of	  the	  domain	  leads	  to	  density-­‐driven	  convection.	  	  In	  the	  simulation,	  the	  fluid	  instability	  
that	  arises	  from	  numerical	  errors	  initiates	  the	  convective	  activity.	  	  Once	  initiated,	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convective	  fingers	  grow	  and	  lengthen	  in	  the	  domain,	  until	  the	  CO2 front	  reaches	  the	  
bottom	  boundary.	  
The	  concentration	  profiles	  illustrate	  the	  development	  of	  the	  DBL	  and	  the	  
convective	  instability	  in	  the	  DBL,	  which	  signals	  the	  onset	  of	  convective	  transport.	  	  The	  
profiles	  also	  illustrate	  the	  development	  and	  growth	  of	  the	  convective	  fingers,	  and	  the	  
subsequent	  fluid	  upwelling	  that	  occurs	  as	  the	  fingers	  penetrate	  deeper	  into	  the	  domain.	  
The	  plot	  of	  average	  mass	  at	  the	  top	  boundary	  reveals	  that	  convective	  transport	  
increases	  the	  amount	  of	  CO2 that	  diffuses	  into	  the	  domain.	  	  Also,	  the	  plot	  of	  
accumulated	  mass	  reveals	  that	  more	  CO2 is	  transported	  into	  a	  domain	  when	  a	  layer	  of	  
CO2-­‐saturated	  fluid	  is	  present	  above	  a	  pure	  (no	  CO2)	  fluid.	  	  This	  is	  significant	  because	  the	  
diffusive-­‐convective	  modeling	  of	  CO2 predicts	  more	  storage	  in	  a	  geological	  formation.	  
The	  velocity	  plots	  illustrate	  the	  generation	  of	  convective	  cells	  in	  the	  fluid,	  and	  
reveal	  that	  the	  vertical	  component	  of	  velocity	  is	  generally	  higher	  than	  the	  horizontal	  
component	  until	  the	  CO2 front	  reaches	  the	  bottom	  boundary.	  
This	  case	  contains	  several	  simplifications	  regarding	  porous	  media	  characteristics	  
such	  as	  isotropic	  and	  homogeneous	  conditions,	  as	  well	  isothermal	  conditions.	  	  Due	  to	  
these	  simplifications,	  the	  aim	  of	  this	  work	  is	  not	  to	  quantify	  long	  term	  CO2 sequestration	  
in	  porous	  media,	  but	  instead	  to	  observe	  and	  study	  the	  transport	  behavior	  of	  CO2 during	  
the	  initial	  stages	  of	  sequestration.	  	  Also,	  this	  case	  serves	  as	  a	  validation	  for	  the	  model,	  
since	  the	  fluid	  and	  media	  properties	  match	  those	  used	  in	  Pruess	  and	  Zhang	  (2008)	  and	  
Pau	  et	  al.	  (2010).	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Although	  the	  base	  case	  presents	  a	  scenario	  where	  CO2-­‐saturated	  solution	  is	  
imposed	  along	  the	  entire	  top	  boundary	  of	  the	  domain,	  this	  case	  does	  not	  represent	  a	  
realistic	  scenario	  because	  the	  impermeable	  side	  boundaries	  may	  influence	  the	  CO2 
transport	  by	  ‘channeling’	  the	  CO2 through	  the	  domain	  depth.	  	  Thus,	  in	  the	  next	  section,	  
a	  case	  is	  presented	  where	  the	  CO2-­‐saturated	  solution	  is	  imposed	  only	  along	  the	  middle	  
section	  of	  the	  top	  boundary,	  away	  from	  the	  domain’s	  side	  boundaries.	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7 Case	  Two:	  Comparison	  of	  a	  Centrally-­‐Located	  Opening	  of	  Variable	  Size	  
	  
The	  numerical	  simulation	  details	  that	  were	  presented	  in	  section	  5	  for	  the	  base	  case	  
provide	  a	  starting	  point	  for	  the	  modeling	  of	  other	  cases.	  	  Accordingly,	  the	  same	  
discretization	  details	  and	  numerical	  precision	  that	  are	  listed	  in	  Table	  5-­‐4	  are	  used	  for	  the	  
following	  case.	  
	  
7.1 Case	  Two	  Details	  
7.1.1 Initial	  and	  Boundary	  Conditions	  
	  
The	  initial	  conditions	  for	  case	  two	  are	  identical	  to	  the	  base	  case	  (refer	  to	  section	  
5.1.1	  for	  details).	  	  The	  boundary	  conditions	  are	  similar	  to	  the	  base	  case	  except	  for	  the	  
size	  of	  the	  imposed	  CO2-­‐saturated	  fluid	  layer	  along	  the	  top	  boundary.	  	  Instead	  of	  being	  
imposed	  along	  the	  entire	  top	  boundary,	  the	  saturated	  fluid	  is	  imposed	  along	  a	  smaller	  
area	  called	  an	  ‘opening’.	  	  Figure	  7-­‐1	  presents	  the	  geometry,	  and	  initial	  and	  boundary	  
conditions	  for	  this	  case.	  
	  
Figure	  7-­‐1:	  Geometry,	  Initial	  and	  Boundary	  Conditions	  of	  Case	  Two	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Simulations	  are	  run	  with	  three	  different	  opening	  sizes;	  20	  cm,	  40	  cm,	  and	  60	  cm,	  and	  are	  
all	  centrally	  located	  on	  the	  top	  boundary.	  
The	  boundary	  conditions	  of	  case	  two	  are	  similar	  to	  the	  Elder	  problem	  that	  was	  
published	  over	  forty	  years	  ago,	  and	  that	  has	  been	  modified	  and	  studied	  by	  other	  
researchers	  for	  ground	  water	  problems	  and	  CO2 storage	  [Hassanzadeh	  et	  al.,	  2005].	  	  
Hassanzadeh	  et	  al.	  (2005)	  uses	  the	  Elder	  problem	  as	  a	  benchmark	  for	  their	  convective	  
modeling	  of	  CO2,	  and	  is	  used	  to	  validate	  the	  results	  of	  case	  two	  in	  this	  work.	  	  It	  should	  
be	  noted	  that	  the	  geometry	  of	  this	  case	  is	  much	  smaller	  in	  scale	  than	  the	  geometry	  used	  
by	  Hassanzadeh	  et	  al.	  (2005).	  	  However,	  their	  study	  will	  serve	  to	  validate	  the	  transport	  
behavior	  of	  CO2 produced	  by	  this	  work’s	  model,	  not	  the	  ultimate	  storage	  capacity	  of	  the	  
domain.	  
	  
7.1.2 Fluid	  and	  Media	  Properties	  
	  
The	  fluid	  and	  media	  properties	  for	  case	  two	  are	  identical	  to	  the	  base	  case.	  	  Refer	  
to	  Table	  5-­‐1	  and	  Table	  5-­‐2	  for	  details.	  
	  
7.2 Simulation	  Results	  for	  Case	  Two	  
	  
Results	  for	  this	  case	  are	  presented	  with	  concentration	  profiles,	  velocity	  plots,	  and	  
top	  boundary	  flux	  and	  accumulated	  CO2.	  	  The	  analytically	  computed	  curves	  for	  flux	  and	  
accumulated	  mass	  due	  to	  pure	  diffusion	  are	  not	  presented	  for	  this	  case,	  and	  the	  LSA	  
equation	  for	  onset	  time	  is	  not	  analyzed.	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7.2.1 Concentration	  Profile	  in	  Domain	  over	  time	  
	  
Concentration	  profiles	  are	  shown	  for	  each	  opening	  case	  at	  the	  time	  intervals	  of	  
0.25,	  0.5,	  1,	  3,	  6,	  and	  10	  days.	  	  These	  time	  intervals	  were	  selected	  to	  illustrate	  the	  early	  
development	  of	  the	  convective	  fingers,	  and	  their	  subsequent	  growth	  and	  merging	  
behavior	  over	  time.	  	  Results	  for	  the	  20cm,	  40cm,	  and	  60cm	  opening	  are	  presented	  in	  
Figure	  7-­‐2,	  Figure	  7-­‐3,	  and	  Figure	  7-­‐4,	  respectively.	  
	  
	  
Figure	  7-­‐2:	  Concentration	  Profiles	  (in	  mol/m3)	  at	  different	  elapsed	  times	  for	  Case	  Two,	  20cm	  opening	  
	  
X, meters
Y,
 m
et
er
s
after 0.25days
0 0.5 1
0
0.2
0.4
0.6
0.8
1
after 0.5days
0 0.5 1
0
0.2
0.4
0.6
0.8
1
after 1days
0 0.5 1
0
0.2
0.4
0.6
0.8
1
after 3days
0 0.5 1
0
0.2
0.4
0.6
0.8
1
after 6days
0 0.5 1
0
0.2
0.4
0.6
0.8
1
after 10days
 
 
0 0.5 1
0
0.2
0.4
0.6
0.8
1
0
200
400
600
800
1000
	   76	  
	  
Figure	  7-­‐3:	  Concentration	  Profiles	  (in	  mol/m3)	  at	  different	  elapsed	  times	  for	  Case	  Two,	  40cm	  opening	  
	  
	  
Figure	  7-­‐4:	  Concentration	  Profiles	  (in	  mol/m3)	  at	  different	  elapsed	  times	  for	  Case	  Two,	  60cm	  opening	  
	  
As	  seen	  in	  the	  concentration	  profile	  plots,	  the	  outer	  fingers	  that	  have	  developed	  by	  day	  
1	  for	  all	  three	  opening	  sizes	  are	  approximately	  the	  same	  length,	  but	  then	  by	  day	  3,	  the	  
concentration	  distribution	  within	  the	  fingers	  in	  the	  20cm	  opening	  case	  is	  not	  the	  same	  in	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the	  40	  or	  60cm	  opening	  cases.	  	  In	  the	  20cm	  opening	  case,	  the	  outer	  fingers	  are	  close	  to	  
completely	  merging	  together	  by	  day	  3,	  and	  the	  high	  concentration	  region	  of	  the	  fingers	  
remain	  close	  to	  the	  top	  boundary.	  	  In	  other	  words,	  high	  concentration	  does	  not	  
penetrate	  into	  the	  domain	  as	  deep	  for	  the	  20cm	  opening	  case	  as	  it	  does	  for	  the	  wider	  
openings	  after	  the	  same	  amount	  of	  elapsed	  time.	  
By	  comparing	  the	  concentration	  profiles	  after	  6	  days	  for	  all	  the	  opening	  size	  
cases,	  it	  is	  evident	  that	  more	  fingers	  develop	  from	  larger	  opening	  sizes.	  	  Then,	  after	  10	  
days,	  the	  fingers	  that	  were	  seen	  at	  day	  6	  have	  merged	  into	  surrounding	  fingers,	  and	  a	  
reduction	  in	  the	  total	  number	  of	  fingers	  relative	  to	  day	  6	  is	  seen	  for	  all	  cases.	  
	  
7.2.2 Top	  Boundary	  Flux	  and	  Accumulated	  CO2 over	  time	  
	  
The	  impact	  of	  opening	  size	  is	  illustrated	  with	  the	  plots	  presented	  in	  Figure	  7-­‐5.	  
	  
	  
Figure	  7-­‐5:	  Simulation	  Results	  for	  Top	  Boundary	  Flux	  (left)	  and	  Accumulated	  Mass	  (right)	  for	  Different	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In	  Figure	  7-­‐5	  (left),	  the	  early	  time	  flux	  is	  not	  significantly	  different	  between	  the	  three	  
opening	  sizes.	  	  However,	  the	  top	  boundary	  flux	  increases	  first	  for	  the	  smallest	  opening,	  
and	  the	  largest	  opening	  has	  the	  latest	  increase	  in	  flux.	  	  As	  evident	  in	  the	  concentration	  
profile	  plots	  in	  Figure	  7-­‐2,	  Figure	  7-­‐3,	  and	  Figure	  7-­‐4,	  it	  takes	  longer	  for	  convective	  
activity	  to	  disturb	  the	  whole	  diffusive	  boundary	  layer	  when	  the	  diffusive	  boundary	  layer	  
is	  wider.	  	  The	  time	  when	  the	  top	  boundary	  flux	  begins	  to	  increase	  reflects	  the	  time	  it	  
takes	  for	  the	  entire	  diffusive	  boundary	  layer	  to	  be	  disturbed.	  
As	  expected,	  CO2 mass	  will	  accumulate	  in	  the	  domain	  at	  a	  faster	  rate	  with	  a	  large	  
opening	  size	  in	  comparison	  to	  a	  smaller	  one	  (see	  Figure	  7-­‐5	  (right)).	  
	  
7.2.3 Velocity	  Plots	  
	  
	  
	  
Figure	  7-­‐6:	  Velocity	  Plots	  at	  1	  and	  10	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  
component	  (m/s),	  and	  magnitude	  (m/s)	  of	  velocity,	  20cm	  opening	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Figure	  7-­‐7:	  Velocity	  Plots	  at	  1	  and	  10	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  
component	  (m/s),	  and	  magnitude	  (m/s)	  of	  velocity,	  40cm	  opening	  
	  
	  
Figure	  7-­‐8:	  Velocity	  Plots	  at	  1	  and	  10	  days:	  flow	  direction,	  horizontal	  component	  (m/s),	  vertical	  
component	  (m/s),	  and	  magnitude	  (m/s)	  of	  velocity,	  60cm	  opening	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The	  velocity	  plots	  at	  1	  day	  that	  are	  presented	  for	  all	  three	  opening	  sizes	  reveal	  that	  
opening	  size	  does	  not	  impact	  the	  initial	  generation	  of	  convective	  cells	  close	  to	  the	  top	  
boundary,	  nor	  does	  it	  impact	  the	  symmetrical	  distribution	  of	  velocities	  in	  the	  horizontal	  
and	  vertical	  direction.	  	  The	  velocity	  plots	  at	  10	  days	  for	  all	  three	  opening	  sizes	  reveal	  
that	  opening	  size	  does	  not	  significantly	  impact	  magnitude	  of	  the	  long-­‐term	  fluid	  velocity	  
components:	  all	  three	  sizes	  produce	  the	  same	  maximum	  vertical	  component	  of	  velocity	  
(approximately	  4x10-­‐7	  m/s).	  	  The	  following	  figure	  provides	  a	  better	  comparison	  of	  the	  
vertical	  component	  of	  velocity.	  
	  
Figure	  7-­‐9:	  Comparison	  of	  Maximum	  Absolute	  Vertical	  Component	  of	  Velocity	  in	  Domain	  over	  time	  for	  
Different	  Opening	  Sizes	  (20cm,	  40cm,	  60cm)	  
	  
Figure	  7-­‐9	  shows	  that	  non-­‐zero	  fluid	  velocities	  exist	  at	  the	  beginning	  of	  the	  simulation	  in	  
case	  two,	  because	  the	  side	  boundaries	  do	  not	  set	  up	  a	  pure	  DBL	  from	  the	  beginning	  as	  
seen	  in	  the	  base	  case.	  	  Initially,	  all	  three	  opening	  sizes	  simulate	  the	  same	  maximum	  
absolute	  vertical	  component	  of	  velocity	  until	  2	  days.	  	  	  As	  the	  fingers	  merge	  together	  to	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form	  a	  single	  advancing	  CO2 plume,	  the	  vertical	  component	  of	  velocity	  will	  likely	  
converge	  to	  the	  same	  magnitude	  for	  all	  opening	  sizes	  over	  time.	  
	  
7.3 Discussion	  of	  Case	  Two	  Results	  
	  
The	  concentration	  profiles	  presented	  for	  the	  different	  opening	  sizes	  reveal	  how	  
the	  size	  of	  the	  CO2-­‐saturated	  layer	  on	  the	  top	  boundary	  impacts	  the	  number	  of	  fingers	  
that	  develops	  initially	  and	  over	  time.	  	  Initially,	  opening	  size	  does	  not	  appear	  to	  impact	  
the	  manner	  that	  the	  convective	  fingers	  develop:	  in	  all	  opening	  cases,	  the	  fingers	  develop	  
first	  on	  the	  outside	  edge	  of	  the	  diffusive	  boundary	  layer.	  	  This	  flow	  behavior	  was	  also	  
illustrated	  by	  Hassanzadeh	  et	  al.	  (2005),	  in	  their	  Elder	  benchmark	  problem.	  	  Opening	  
size	  does	  appear	  to	  impact	  the	  finger’s	  later	  development,	  however.	  	  The	  fingers	  merge	  
together	  to	  develop	  a	  subsequent	  CO2 plume,	  containing	  fewer	  fingers	  than	  before,	  and	  
complete	  merging	  of	  the	  fingers	  occurs	  earlier	  with	  smaller	  openings.	  
The	  plots	  for	  average	  mass	  flux	  through	  the	  top	  boundary	  and	  accumulated	  mass	  
reveal	  that	  the	  impact	  of	  opening	  size	  on	  the	  top	  boundary	  flux	  becomes	  important	  
once	  convective	  activity	  develops	  in	  the	  entire	  diffusive	  boundary	  layer	  (DBL).	  	  
Convective	  activity	  will	  disturb	  the	  entire	  diffusive	  boundary	  layer	  at	  an	  earlier	  time	  for	  a	  
small	  opening	  size	  compared	  to	  a	  large	  opening	  size,	  but	  then	  the	  top	  boundary	  flux	  will	  
likely	  converge	  to	  the	  same	  value	  for	  all	  three	  opening	  cases	  over	  time.	  
The	  velocity	  plots	  confirm	  the	  generation	  of	  convective	  cells	  and	  non-­‐zero	  
velocities	  at	  the	  beginning	  of	  the	  simulation.	  	  Pure	  diffusive	  transport	  does	  not	  take	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place	  as	  noticeably	  as	  in	  the	  base	  case,	  likely	  due	  to	  the	  high	  permeability	  value	  that	  is	  
used	  in	  work.	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8 Concluding	  Remarks	  and	  Further	  Work	  
	  
The	  importance	  of	  modeling	  the	  diffusive	  and	  convective	  transport	  of	  CO2	  in	  a	  
saline	  aquifer	  is	  evident	  by	  the	  enhanced	  CO2	  storage	  that	  arises	  from	  density-­‐driven	  
natural	  convection.	  	  The	  plots	  for	  accumulated	  mass	  in	  the	  base	  case	  and	  case	  two	  
reveal	  the	  enhanced	  storage	  that	  occurs	  when	  CO2	  diffuses	  from	  the	  CO2	  cap	  into	  the	  
underlying	  pure	  fluid,	  and	  then	  ultimately	  becomes	  transported	  further	  into	  the	  domain	  
by	  convection.	  	  A	  particularly	  important	  aspect	  of	  the	  diffusive-­‐convective	  modeling	  is	  
the	  degree	  of	  density	  increase	  between	  the	  pure	  fluid	  and	  the	  CO2-­‐saturated	  fluid.	  	  
Literature	  has	  reported	  that	  CO2	  dissolution	  increases	  fluid	  density	  by	  as	  little	  as	  1-­‐2%	  [Li	  
and	  Firoozabadi,	  2009],	  yet	  this	  small	  density	  change	  offers	  better	  CO2	  storage	  in	  saline	  
aquifers.	  	  
The	  simulation	  results	  that	  were	  produced	  by	  the	  self-­‐generated	  code	  used	  in	  this	  
work	  matched	  relatively	  well	  with	  results	  published	  in	  literature.	  	  The	  concentration	  
profiles	  produced	  for	  the	  base	  case	  confirmed	  the	  diffusion-­‐dissolution-­‐convection	  
process	  reported	  and	  demonstrated	  by	  Pruess	  and	  Zhang	  (2008).	  	  However,	  in	  the	  base	  
case,	  a	  discrepancy	  was	  seen	  in	  the	  onset	  time	  of	  convective	  behavior,	  although	  the	  
simulation’s	  time	  step	  and	  mesh	  resolution	  were	  shown	  to	  impact	  the	  onset	  of	  
convective	  transport.	  	  In	  particular,	  the	  impact	  of	  numerical	  errors	  on	  simulation	  results	  
play	  a	  large	  role	  since	  the	  cases	  considered	  in	  this	  work	  were	  highly	  idealized	  (purely	  
homogeneous)	  and	  thus	  the	  initiation	  of	  convective	  transport	  is	  triggered	  by	  numerical	  
errors	  only.	  	  	  In	  a	  real	  system,	  the	  heterogeneous	  characteristic	  of	  the	  media	  will	  induce	  
	   84	  
the	  fluid	  instability	  or	  perturbations	  that	  lead	  to	  natural	  convection	  [Rapaka	  et	  al.,	  
2008].	  
The	  base	  case	  differed	  from	  case	  two	  in	  terms	  of	  the	  top	  boundary	  conditions.	  	  In	  
the	  base	  case,	  the	  CO2-­‐saturated	  fluid	  layer	  was	  imposed	  along	  the	  entire	  top	  boundary,	  
whereas	  in	  case	  two,	  the	  boundary	  conditions	  represented	  the	  Elder	  benchmark	  
problem	  with	  a	  CO2-­‐saturated	  layer	  imposed	  only	  along	  a	  centrally	  located	  opening.	  	  
Pure	  diffusion	  was	  observed	  to	  take	  place	  for	  the	  first	  few	  days	  in	  the	  base	  case,	  but	  in	  
case	  two,	  convective	  transport	  was	  observed	  to	  take	  place	  much	  earlier,	  likely	  due	  to	  
the	  domain’s	  boundary	  conditions	  and	  high	  permeability	  value	  used	  in	  this	  work.	  	  Also,	  
despite	  the	  fact	  that	  the	  geometry	  of	  case	  two	  was	  on	  a	  much	  smaller	  scale	  than	  the	  
Elder	  benchmark	  geometry,	  the	  flow	  behavior	  observed	  in	  case	  two	  of	  this	  work	  
matched	  the	  flow	  behavior	  published	  by	  Hassanzadeh	  et	  al.	  (2005).	  
The	  cases	  considered	  in	  this	  project	  contained	  several	  simplifications	  in	  terms	  of	  
geological	  characteristics,	  as	  well	  as	  small-­‐scale	  domains.	  	  Further	  work	  should	  be	  done	  
to	  make	  the	  cases	  more	  realistic,	  including	  heterogeneity	  and	  anisotropic	  rock	  
conditions,	  fractures	  or	  faults	  within	  the	  domain,	  and	  non-­‐isothermal	  conditions.	  	  Also,	  
domain	  size	  should	  be	  larger	  in	  order	  to	  reflect	  a	  real	  reservoir	  and	  in	  order	  to	  study	  
long-­‐term	  convection	  more	  accurately	  (without	  the	  influence	  of	  side	  or	  bottom	  
boundaries).	  
Single-­‐phase	  flow	  was	  modeled	  in	  this	  project	  for	  simplification,	  but	  further	  work	  
would	  involve	  using	  a	  compositional	  two-­‐phase	  flow	  model	  with	  the	  application	  of	  an	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equation	  of	  state	  in	  order	  to	  compute	  the	  fraction	  of	  gas	  phase	  and	  liquid	  phase	  at	  any	  
time.	  
A	  more	  robust	  numerical	  scheme	  could	  be	  used	  to	  discretize	  the	  transport	  and	  
mass	  balance	  equations,	  such	  as	  the	  finite	  element	  method	  or	  other	  methods	  that	  have	  
been	  proposed	  and	  studied	  for	  CO2 sequestration	  in	  literature	  [e.g.,	  Moortgat	  and	  
Firoozabadi,	  2010;	  Munkejord	  et	  al.,	  2010].	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