The need to simulate from a positive multivariate normal distribution arises in several settings, specifically in Bayesian analysis. A variety of algorithms can be used to sample from this distribution, but most of these algorithms involve Gibbs sampling. Since the sample is generated from a Markov chain, the user has to account for the fact that sequential draws in the sample depend on one another and that the sample generated only follows a positive multivariate normal distribution asymptotically. The user would not have to account for such issues if the sample generated was i.i.d. In this paper, an accept-reject algorithm is introduced in which variates from a positive multivariate normal distribution are proposed from a multivariate skew-normal distribution. This new algorithm generates an i.i.d. sample and is shown, under certain conditions, to be very efficient.
Introduction
A d−dimensional random vector, X = (X 1 , X 2 , . . . , X d )
T , is said to follow a truncated multivariate normal distribution if X has the density f X (x; µ, Σ, D), where terior density (or an approximation to the posterior density) of parameters that are forced to satisfy some constraint. In Chen and Deely (1996) , for example, the posterior density of ten regression coefficients β, where β = (β 1 , β 2 , . . . , β 10 ) T , is found to be proportional to the multivariate normal density, but only in that region where the coefficients are ordered and greater than 0. The posterior of β thus takes the form given in (1) , and in
Another example can be found in Albert and Chib (1993) . In the analysis of some binary data y, where y = (y 1 , y 2 , . . . , y N ) T , the posterior density of N latent variables Z, where
. . . , Z N )
T , is calculated to be proportional to the multivariate normal density, but the posterior restricts Z i to be positive (negative) when y i = 1(0). So in this case, the posterior density takes the form given in (1) with A majority of the algorithms used to sample from the positive multivariate normal distribution involve Gibbs sampling (Geweke (1991) , Robert (1995) , Damien and Walker (2001) , Liu and Daniels (2009) ). While most of these Gibbs sampling algorithms are simple for the user to set up, they also come with major drawbacks. The biggest drawback regards the decisions a user has to make when executing the algorithms. These decisions include (1) how long to run the Gibbs sampler (the more iterations run, the more accurately the final sample follows a positive multivariate normal distribution), and (2) how large to make the lag between sequential observations kept in the final sample (the larger the lag, the less the dependence between observations). Needless to say, the user would be happier if they did not have to make such decisions. Phillipe and Robert (2003) correct for this by constructing a perfect sampling algorithm for the positive multivariate normal distribution, but their algorithm can be challenging to set up, and some computational issues of their algorithm may prevent the resulting sample from being truly exact (see the Appendix for details).
One possible way to overcome the problems encountered with these Gibbs sampling algorithms is to use an accept-reject algorithm. In an accept-reject algorithm, a candidate value of X is drawn from another density, f Y (y; θ). This candidate value of X, y, is then accepted as a sampled value of X with probability
,
Averaging over all possible values of Y, the marginal probability of accepting y as a value of X is M −1 , i.e., P (accept) = M −1 . To find the most efficient accept-reject algorithm when using f Y (y; θ) as a proposal density, one would have to find the value of θ that returns the smallest
The optimal, or smallest, value of M is thus M opt , where
and Θ is the set of all possible values of θ.
Note that in an accept-reject algorithm, the user is not troubled with making the critical decisions they would otherwise have to if they were running Gibbs samplers; all of the sampled values of X are independent from one another, and the quality of the sample produced remains constant (making the issue of sample convergence irrelevant).
The accept-reject algorithm does, however, require that the user select an appropriate proposal density. This can be challenging. Recall that the proposal density, f Y (y; θ), should be easy to sample from and should closely resemble
An efficient accept-reject algorithm for all possible positive multivariate normal distributions has yet to be proposed. This is primarily because it is so difficult to find a multivariate proposal density which is easy to sample from and which closely matches a positive multivariate normal distribution when some elements of µ are close to, or less than, 0. If the elements of µ are much greater than 0, an efficient accept-reject algorithm for X, where
, would be one in which the proposal density is a multivariate normal density with mean µ and covariance Σ, i.e., f Y (y; θ) = ϕ d (y; µ, Σ). Throughout this paper, we refer to this algorithm as the Simple Accept-Reject (SAR) algorithm. The acceptance probability for this algorithm is p SAR (µ, Σ), where
. When elements of µ are close to or less than 0, p SAR (µ, Σ) becomes very small and an alternative accept-reject algorithm should be considered.
In this paper, an alternative accept-reject algorithm is proposed. The proposal density of this accept-reject algorithm is a variation of the multivariate skew-normal density introduced by Gupta et al. (2004) , and we show that if this density is skewed correctly, then the marginal acceptance probability of the algorithm is significantly higher than p SAR (µ, Σ). This proposal density is described in Section 2, and in Section 3 details are given on how the parameters of the proposal density are selected. Section 4 gives step-by-step instructions on how to implement this new accept-reject algorithm, and in Section 5, we show, by example, how the algorithm is executed.
The Proposal Density
The challenge in constructing an efficient accept-reject algorithm for X, where example, constructing an accept-reject algorithm for X, where
. If one were to use the SAR algorithm (described in Section 1) to generate values of X, the proposal density would The accept-reject algorithm introduced in this paper corrects for this problem. In the accept-reject algorithm proposed here, candidate values of X, where
, are generated from a distribution that is a variation of the multivariate skew normal distribution introduced by Gupta, González-Farías, and Domínguez-Molina (GGD) in 2004. This proposal density is skewed so that it closely matches the positive multivariate normal density in R d + and so that candidate values of X are often generated in R d + . Before the details of this proposal density are described, the details of GGD's multivariate skew-normal density are reviewed.
GGD derive their d−dimensional skew-normal density from a 2d−dimensional normal density. They begin with the random vector
and Ω ∈ B, where
They then set Y = Z| (W > 0) and say Y follows a multivariate skew-normal distribution with parameters β, ξ, R,
and
where Φ d (q; α, Ξ) is the cumulative distribution function of a d−dimensional normal random vector with mean α and covariance Ξ. One should be aware that the density of Y given in (4) corrects for the density given by GGD (in their last term, the mean is R (y − β) − ξ when it should be R (β − y) − ξ ). A proof of this correction is given in the Appendix.
The proposal density of the novel accept-reject algorithm introduced in this paper is similar to the density given in (4), but it is derived from an (l + d)−dimensional normal density rather than a 2d−dimensional normal density.
We begin with the
and Ω ∈ B, where B is defined in (3). We then set Y = Z| (W ∈ A), where A could be any subset of R l (not necessarily the subset which restricts all the values of W to be positive). In this case we say
where
The density given in (6) will be the density from which we draw candidate values of X, where
The next step is to find values of β, ξ, R, Ω, A, and l which correspond to an alternative skew normal density that closely matches the positive multivariate normal distribution in R d + and is easy to sample from. This is the subject of Section 3.
Selecting the Parameters of the Proposal Density
This section focuses on how the optimal parameters of the proposal density, the alternative skew normal density, are selected. These parameters are "optimal" in the sense that they are easy to calculate, they correspond to an alternative skew normal distribution that is computationally simple to sample from, and they result in an acceptreject algorithm that has an acceptance probability significantly higher than p SAR (µ, Σ). This section often refers to "the most positively directed subvector" and "truncated principal component sampling." These terms, along with a few others, are defined in Section 3.1. In Section 3.2, the main result of the paper is given, and details are provided on how the optimal parameters are found.
Some Definitions
In the definitions given below, V is an m−dimensional random vector that is normally distributed with mean ψ and covariance Γ, i.e., V ∼ M V N m (ψ, Γ). We write the spectral decomposition of Γ as Γ = P Γ Λ Γ P T Γ , where the columns of P Γ contain the m eigenvectors of Γ, i.e.,
, and Λ Γ is a diagonal matrix containing
) .
Definition 1 :
The power set of V, denoted P V , is the set of all of V's subvectors. There are 2 m − 1 subvectors of V, and the j th subvector in P V is denoted as V j .
Definition 2 :
The positively directed power set of V, denoted P V + is the set of all subvectors in P V such that
has an eigenvector with all non-negative entries. This eigenvector is denoted as h V j and its corresponding eigenvalue is denoted as ω V j .
Definition 3 :
The most positively directed subvector in V, denoted V * , is the vector in P V + which minimizes
The eigenvector and eigenvalue associated with the most positively directed subvector in V are denoted as h V * and ω V * , respectively.
To make it clear that it is only a function of the elements of ψ and Γ, we denote it as g (ψ, Γ), i.e.,
, and V * is the most positively directed subvector of V. 
where c 1 , c 2 , . . . , c m are some constants. The steps of this algorithm are given below.
Truncated Principal Component Sampling Algorithm.
To generate a value of V in F, do the following:
denotes a univariate normal distribution with mean α and variance τ 2 that is truncated below at a and above at b.
The computational expense of this algorithm is negligible since Step 1 (generating U i from a truncated normal density) can easily be done with the algorithm in Robert (1995).
Finding the Optimal Parameters of the Proposal Distribution
The optimal parameters of the alternative skew normal distribution are ideally those values which maximize the acceptance probability of the accept-reject algorithm. To maximize the acceptance probability, though, we would have to find the parameters β, ξ, R, Ω, l, and the set A, that correspond to the value of M opt given in (2) . For the accept-reject algorithm proposed in this paper, M opt becomes
and c, for the positive multivariate normal distribution, is equivalent to p SAR (µ, Σ) −1 (which is why the last equality in (8) holds). Finding the values of β, ξ, R, Ω, l, and the set A which satisfy (8), however, is a computationally daunting task. We thus make the problem easier. Rather than finding the value of M opt given in (8), we factor the ratio in (8) into two components and find the values of β, ξ, R, Ω, A and l which minimize the supremums of these two components (subject to certain constraints). To be more specific, we set
We then find the values of Ω and β that minimize sup y∈R d {h (y; β, Ω)} subject to m(y; β,
We denote these optimal values of β and Ω as β * and Ω * . We then find the values of ξ, R, A, and l which make the alternative skew normal distribution easy to sample from, yet still return a small value of t (y; β * , ξ, R, Ω * , A, l). We denote these optimal values of ξ, R, A,and l as ξ * , R * , A * , and l * . So rather than calculating the value of M opt given in (8), we calculate M * , where
Although M * is larger than the value of M opt given in (8) (making the acceptance probability of the proposed acceptreject algorithm smaller than it theoretically should be), M * is easier to calculate than M opt , and it corresponds to an alternative skew normal density that is computationally trivial to sample from. 
Selecting Ω and β
As mentioned earlier, we want to find values of β and Ω that minimize h (y; β, Ω) subject to m (y; β, Ω) ≥ 0. To understand why we impose this restriction on m (y; β, Ω), it helps if h (y; β, Ω) is re-expressed as
By restricting m (y; β, Ω) ≥ 0 ∀ y ∈ R d , the exponential term in h (y; β, Ω) is controlled. To be more specific, if
then the exponential term of h (y; β, Ω) is bounded above by 1, and it follows that inf β,Ω:m(y;β,Ω)≥0
[
The values of β and Ω which put sup y∈R d {h (y; β, Ω)} at this infimum are labeled β * and Ω * , and are found to be equal to µ and Σ, respectively. This is formally stated and proven in the Lemmas and Theorem below. 
Selecting ξ, R, A and l
With the values of β * and Ω * found, the optimal values of ξ, R, A, and l need to be found. Recall that these values will be optimal in that they are easy to calculate, they correspond to an alternative skew normal density that is easy to sample from, and they return a small value of sup y∈R d
This section is divided into two parts. In the first part, details are given on how the optimal values of A and l, A * and l * , are calculated. In the second part, details are given on how the optimal values of ξ and R, ξ * and R * , are calculated.
Optimal Values of A and l
Before the details are discussed on how the optimal values of A and l are calculated, the reader is reminded of how we plan to simulate candidate values of X, where X ∼ P M V N d (µ, Σ), from the alternative skew normal density.
Recall that the vector Y follows an alternative skew normal density if Y = Z| (W ∈ A), where W and Z follow the multivariate skew normal density given in (5), and A is a subset of R l . The first step in simulating a value from the alternative skew normal density is to generate a value of W ∈ A and then, conditioned on that value of W in A, generate a value of Z| (W ∈ A), where To be more specific, we positively correlate W with the most positively directed subvector of Z, Z * . Theorem 2, written below, makes it clear that this subvector of Z always exists (i.e., the set P Z + is never empty), and the next part of this section (when we optimize sup y∈R d + {t (y; β * , ξ, R, Ω * , A, l)} with respect to R and Ω) makes it clear why we correlate W with Z * .
Theorem 2. P Z + ̸ = {∅}
This theorem is proven in the Appendix.
We positively correlate Z * with W by setting R = rH, where r > 0, and
matrix of 0s and 1s that maps Z to Z * (HZ = Z * ). Note that by setting R = rH, l * , the dimension of W, becomes dim (Z * ), i.e.,
and the marginal density of
With the positive correlation between Z * and W, the elements of Z * | (W ∈ A) should, with high probability, We could make the latter happen by setting the elements of W's mean to be very negative (E (W) = ξ ≪ 0), and by setting A to be some subset of R l * that only contains very positive values. A could, for example, be defined
Simulating values of W in a set A defined as in (10) , though, would be computationally expensive. In fact, it would be equivalent to simulating values of
which is the problem this paper set out to solve in the first place. We thus define the optimal set of A, A * , so that the truncated principal component sampling algorithm can be used. The truncated principal component sampling algorithm is computationally efficient since, in the algorithm, the elements of W are sampled along W's principal component axes. Recall that along W's principal component axes, the elements of W are independent. We specifically set A * equal to a set in R l * that has a boundary orthogonal to h Z * , the eigenvector in Cov (Z * ) that has all non-negative elements. That is, we set Figure 1 shows what the set A * would look like if
Note that Cov (Z * ) is guaranteed to have an eigenvector with all non-negative elements since Z * ∈ P Z + . The theorem given below even states that if the boundary of A * were orthogonal to any other eigenvector of Cov (Z * ), then sup y∈R {t (y; β * , ξ, R, Ω * , A, l)} would not exist.
where e is an eigenvector of Cov (Z * ) such that min (e) < 0, then
The proof of this Theorem is given in the Appendix. 
Finding the Optimal Values of ξ and R
With A * defined as in (11), the optimal values of R and ξ can now be derived. We denote these optimal values of R and ξ as R * and ξ * , respectively. In Theorem 4 we show that the optimal values of R and ξ put sup y∈R + {t (y; β * , ξ, R, A * , l * )} arbitrarily close to
where h Z * is the eigenvector of Cov (Z * ) with all nonnegative elements, and ω Z * is its corresponding eigenvalue. Using the notation and terminology introduced in Section 3.1, the expression in (13) can be written as
In the corollary that follows, these optimal values of R and ξ are given.
Theorem 4. If R = rH, where H is an l * × d matrix of 0s and 1s that maps
where 
where a is a constant arbitrarily close (yet larger than) ( h
and k is arbitrarily larger than |a|
Knowing that the optimal values of R and ξ put sup y∈R d
} arbitrarily close to the expression given in (14) makes it clear why the most positively directed subvector of Z was selected in the first place. If another vector in P Z + , Z † , had been selected, then the optimal values of R and ξ would put sup y∈R d
where h
with all non-negative entries, and ω Z † is its corresponding eigenvalue. The acceptance probability of the resulting algorithm would be smaller than if Z * had been selected since, by definition,
Instructions
In this section, we provide step-by-step instructions on how to generate n values of X, where
using the accept-reject algorithm proposed in this paper.
2. Find Z * , the most positively directed subvector of Z. Then set l * = dim (Z * ).
3. Set H to be an l * × d-dimensional matrix of 0's and 1's that maps Z to Z * (HZ = Z * ).
4. Let a be some constant that is arbitrarily close (yet larger than) ( h
is the eigenvector of HΣH T with all positive elements, and ω Z * is its corresponding eigenvalue.
5. Set k to be some constant that is arbitrarily (much) larger than |a|.
6. Calculate r * and ξ * as shown in (15) and (16).
9. Set j = 0.
10. While j ≤ n { (a) Simulate one value of W in A * using the truncated principal component sampling algorithm.
(b) Generate one value of Y = Z| (W ∈ A * ), where
(c) Accept this simulated value of Y, y, with probability f X (y)/ M * f Y (y), where
, and
}

Examples
In this section, we give examples of how to execute the proposed accept-reject algorithm. These examples specifically illustrate how the most positively directed subvector of Z is found in
Step 2, and it shows how significantly this new accept-reject algorithm can increase the acceptance probability from p SAR (µ, Σ).
Example 1
Generate 1000 values of X, where
. In this case,
Step 1 of the Algorithm in Section 4 sets
We now need to find Z * , the most positively directed subvector of Z. To do this, P Z + , the positively directed power set of Z, must be formed. P Z + has three vectors, Z 1 , Z 2 , Z 3 . They are given below.
The Since Z 2 has the smallest value of
is Z * , the most positively directed subvector of Z. We thus set a = −.45 + .0001 = −.4499 (a number just barely above ( h
/ √ ω Z * , and k = 5 (a number significantly above |a|). The acceptance probability of the proposed accept-reject algorithm is thus
and the sample of 1000 Xs was produced in three seconds.
Example 2
In this case, p SAR (µ, Σ) = .0026.
Step 1 of the Algorithm sets
The most positively directed power set of Z, P Z + , is
and the table below gives the values of h
Since Z 3 has the smallest value of
is Z * , the most positively directed subvector of Z. We thus set a = −2.74 + .01 = −2.73 (a number just barely above
, and k = 5 (a number significantly above |a|). The acceptance probability of the proposed accept-reject algorithm is thus
and this sample of 1000 Xs was produced in three seconds.
Conclusion
In conclusion, it is clear the proposed accept-reject algorithm can significantly increase the acceptance probability from p SAR (µ, Σ). Areas of further research include how the parameters of the alternative skew-normal distribution are selected for this new accept-reject algorithm. In this paper, we select values of β, ξ, Ω, R, A, and l that are easy to compute, correspond to an alternative skew normal density that is easy to sample from, and result in an acceptance probability that is much larger than p SAR (µ, Σ). The author is still in search of values of β, ξ, Ω, R, A, and l that are just as easy to calculate, correspond to an alternative skew normal density that is just as easy to sample from, and result in an even larger acceptance probability than the one reported in this paper. Identifying such parameters, though, still appears to be a challenge.
issue involves the location of x
Observe that at y = µ, m (y; β, Ω) = −α T Ω −1 α which is negative for all α ̸ = 0 since Ω −1 is positive definite. Since
, α has to equal 0, which implies β = µ
Proof of Lemma 2
This is a proof by contradiction. If m (y; β, Ω) ≥ 0 ∀ y ∈ R d , then with algebra it follows that
Now assume that |Ω| < |Σ|. If this is true, it follows that 
To minimize the expression in (18), we have to select values of r and ξ that make a as small as possible and k as large as possible, where
With lots of algebra, we get that r has to satisfy
The smallest a can be while guaranteeing that r is positive is ( h Z * ) T E (Z * ) / √ ω Z * , and the smallest k has to be to guarantee that r is real is |a|. k can thus be arbitrarily larger than |a|, making the denominator of (19) arbitrarily close to 1, and a can be arbitrarily close (yet larger) than ( h Z * ) T E (Z * ) / √ ω Z * making the numerator of (19)
Proof of Corollary 1
Equation (15) is a direct consequence of Equation (19), and Equation (16) just involves re-arranging k = ( h
