Abstract. General sparse elimination is designed to take maximum advantage of the sparsity of an N N matrix A. Only the nonzeros of A are stored, along with some extra integer overhead to identify the nonzero matrix elements. This extra integer storage may be avoided for the triangular factors generated by an LDU decomposition, generally without increasing the order of complexity.
1. Introduction. We consider the solution of Ax = b (1.1) where A is large sparse N N nonsingular matrix with no special structure other than a symmetric sparsity pattern. Such problems can be treated by general sparse Gaussian elimination methods 1] -6]. In such a scheme, one nds a permutation matrix PS and computes the decomposition PAP t = LDU where L is unit lower triangular, U is unit upper triangular, and D is diagonal. If A t = A then L t = U. The solution of the linear system is then computed via Lw = Pb Dy = w Uz = y x = P t z
As is common in such investigations, we assume the factorization exists for any permutation matrix P. This will be true, for example, if the symmetric part of A is positive de nite. Traditionally Gaussian elimination algorithms have been partitioned into four distinct phases:
Several e cient hueristic algorithms are available for ordering general sparse matrices, for example, the minimum degree algorithm 4, 5] Since our procedures are independent of the choice of P, we assume for convenience that P = I, or equivalently, that A has been reordered to re ect the appropriate choice of P.
To take maximum advantage of the sparsity, the matrix A is represented computationally by a linear array A containing only nonzero elements. In order to access this data, various pointers and row/column indices are stored to establish the correspondence between array entries and matrix entries.
In sparse Gaussian elimination schemes, the matrices LDU are also stored in a linear array, U, containing only the nonzero elements. Generally, this array is much larger than A, due to the " llin" which occurs during the elimination process. The purpose of symbolic factorization is to compute an auxiliary integer data structure for U, similar to that used for A, which allows the numeric factorization and backsolves to be carried out statically. For the simplest schemes, the amount of integer storage required is of the same order as the size of U, (jUj) although compression schemes can result in signi cant reductions 2, 3, 4] . This paper presents an algorithm where the numeric factorization and solution steps can be carried out without an additional permanent integer data structure. The relevant information is computed as needed, thus eliminating the symbolic factorization step. In addition to the storage required for A, U, x, b etc, the numeric factorization algorithm uses 5 integer vectors of total length 5N, and the solution phase requires 3 integer vectors of total length 3N. Using the ideas of Rose, Tarjan, and Lueker 6] the llin is computed in an optimal O(N + jUj) time, which is usually far less than the cost of the numerical factorization 4, 5] . The overall order of complexity of the numerical operations in this procedure is the same as for other general sparse schemes. While some aspects of the non-numerical complexity remain unclear, it appears to be of the same order as the numerical complexity in the practical problems we have solved.
The remainder of the paper is organized as follows. The data structure used to store A is described in Section 2. This structure is a variation of the data structure described in 1] and is based on the data structure used in the symmetric codes of the Yale Sparse Matrix Package 2, 3] . In Section 3, we brie y review the relevant graph theoretic results upon which our procedure is based. This is not self-contained and assumes a basic background of the graph theoretic model of Gaussian elimination 4, 5] . We then present our procedures and analyze their correctness and complexity. The appendix contains a prototype fortran implementation of our procedures.
2. A Sparse Matrix Data Structure. Let A be an N N matrix with elements a ij . We assume A is sparse with a symmetric sparsity structure; that is, both a ij and a ji are to be treated as non-zero elements (i.e. stored and processed) if ja ij j + ja ji j > 0. We further assume that the diagonal entries a ii are non-zero.
In our scheme the nonzero entries of A are stored in a linear array A, and accessed through an integer array JA. In a similar manner, the array A is de ned as follows:
In words, the A array stores the diagonal rst, followed by the strict upper triangle stored column-wise. If A t 6 = A, then this is followed by the strict lower triangle stored row-wise. Since A is structurally symmetric, the row indexes for the upper triangle are identical to the column indexes for the lower triangle, and hence need not be duplicated in storage.
As an example, let This data structure is similar to the data structure described in 1], except that the roles of the rows and columns have been reversed. The data structure has a number of interesting features which we brie y summarize below.
1. For symmetric matrices this data structure saves N integer storage locations compared to the data structure used by the symmetric Yale Sparse Matrix codes 2, 3], which store all entries for a given row in consecutive locations in A. For is a scalar. In some applications A is \ xed" while c, r and d may change, requiring an update of the numeric factorization. Since the nonzeros of c and r are stored in consecutive locations in U, the factorization is easy to update. Our data structure for storing the factored matrix U, is analogous to the real array A. The diagonal elements of D are stored rst, followed by the strictly upper triangular part of U, stored column-wise. For nonsymmetric problems, this is followed by the strictly lower triangular part of L, stored row-wise. The diagonal elements of U and L are unity and therefore not stored. As we will see in the next section, an analogue for the complete integer data structure JA is not required. In processing column i, we start with the seed index, k JA(j), line 8, corresponding to edges in E, and simply begin to apply Theorem 3.1 generate those edges in F for this column. During this process we may encounter indices for which m(k) has been previously de ned. If an unde ned value of m(k) is found, line 13, then we set m(k) = i ; if m(k) < i, it would have been previously de ned, and if m(k) > i, it would violate the de nition of m (equation (3.1) ). Thus S i is correctly de ned.
Each edge found is added to the linked list LIST, so edges are counted exactly once. By setting LIST(i) i on line 6, no edges e ki with k > i will be found. Thus LIST contains the row indices of the nonzero elements in column i of U (row i in L) on completion of the loop beginning at line 7. The "cleanup" loop (lines [16] [17] [18] [19] [20] merely reinitializes the LIST array. The array JU contains pointers to U which are analogous to the rst N + 1 entries in JA.
As for the complexity, the two inner loops (lines 7-14 and 17-20) require O(1) work for each found edge, and each edge in E F is found exactly once. The remaining computations are obviously O(N). 4 . Applications. Procedure FILLIN forms the basis for the numerical factorization and solution steps in Gaussian elimination. The need for a separate symbolic factorization routine is eliminated by embedding oating point matrix operations involving U in the procedure. In this section, we consider several variations on the procedure FILLIN.
Solution
Step. First consider the solution phase from a given LDU factorization. The strategy is to construct the relevant integer arrays while solving Ly = bS. These arrays may then be used in the solution of the triangular system, Ux = zS.
Since the order of the elements in the triangular systems is arbitrary, the elements in U are processed in the order in which they were created in procedure FILLIN. This cost is usually much less than the cost of the numerical computations. Since LIST is unordered with respect to the nonzeros in U, an additional vector, INDEX, which points to the location in U of each element is required.
If the seed indices in JA are ordered by decreasing size, then the sorting at this stage can be avoided entirely. To do this, one should process the seed indices in JA in reverse order (i.e., by increasing size) and order the indices as they are generated. This will not in general order all the indices by increasing size, but it will implicitly produce a permutation under whose application the lower triangular matrix remains lower triangular, and the forward substitution can proceed in the usual fashion.
The second step in the factorization procedure is to construct a linked list , LIST, of indices for each k < i on the list ORDER. In this process, only indices which lie in the intersection of ORDER are needed. At the moment, we have no simple way to avoid the computation of the entire linked list for each column k, and intersecting it with that for column i. The intersection procedure itself is very e cient and can be done in O(1) work per entry of LIST. On typical nite element pde problems, between 50-60% of the row indices computed in this step are discarded. Since for this class of problems, the percentage seems to remain bounded independent of N, the order of complexity of the numerical factorization is unimpaired. However, since this computation contributes to the highest order term, it has signi cant impact on the overall performance of the algorithm. At present, we have no meaningful theoretical bound on the non-numerical complexity of this step, and this remains the weakest aspect of our procedure.
The numerical factorization requires 5 integer arrays { M, LIST and JU as in FILLIN, plus ORDER and INDEX as described above. Both these arrays are of length N, so that a total of 5N temporary integer storage is used. 4 .3. Incomplete Factorization. The procedure FILLIN can be adapted in a simple way to compute storage for incomplete LDU factorizations to be used as preconditioned iterative methods for solving (1.1). In particular, an incomplete LDU factorization can be computed simply by limiting the length of the sequences generated by the seed indices. For example, if the length is bounded by one, only the seed indices themselves are allowed, and the sparsity pattern is the same as for A. If the length is bounded by two, k and m(k) are allowed for each seed index k. This corresponds to allowing one extra level of llin in the incomplete factorization. In general, if the length is bounded by p, then a maximum of p ? 1 extra levels of llin are allowed.
If there is a constraint on total storage, this procedure could be used in an iterative
