Low frequency oscillations (LFOs), characterized by frequencies in the range 0.01-0.1 Hz are commonly observed in blood-related brain functional measurements such as near-infrared spectroscopy (NIRS) and functional magnetic resonance imaging (fMRI). While their physiological origin and implications are not fully understood, these signals are believed to reflect some types of neuronal signaling, systemic hemodynamics, and/or cerebral vascular auto-regulation processes. Here, we examine a new method of integrated processing of concurrent NIRS and fMRI data collected on six human subjects during a whole brain resting state acquisition. The method combines the high spatial resolution offered by fMRI (~3 mm) and the high temporal resolution offered by NIRS (~80 ms) to allow for the quantitative assessment of temporal relationships between the LFOs observed at different spatial locations in fMRI data. This temporal relationship allowed us to infer that the origin of a large proportion of the LFOs is independent of the baseline neural activity. The spatio-temporal pattern of LFOs detected by NIRS and fMRI evolves temporally through the brain in a way that resembles cerebral blood flow dynamics. Our results suggest that a major component of the LFOs arise from fluctuations in the blood flow and hemoglobin oxygenation at a global circulatory system level.
Introduction
Near-infrared spectroscopy (NIRS) is a non-invasive, low-cost functional brain imaging modality that measures hemoglobin concentration and oxygenation at high temporal resolution (~10 ms) in the cerebral cortex. Like other blood-related brain functional measurements, the NIRS signal is frequently dominated by lowfrequency oscillations (LFOs; typically defined as frequencies between 0.01 and 0.1 Hz (Zuo et al., 2010) ), especially when signals associated with brain activation tasks are relatively small (Mayhew et al., 1996; Obrig et al., 2000; Tachtsidis et al., 2004; Zhang et al., 2005) . In task activation studies, the LFO is typically reduced by averaging the response of many repetitions of a stimulus, and/or by high pass filtering. The physiological origins of this signal are hard to assess by NIRS alone due to the limitations of NIRS in terms of both penetration depth, which is limited to about 1-2 cm (thus allowing for sensitivity only to superficial cortical areas), and spatial resolution (~1 cm).
Likewise, LFOs are commonly observed in blood oxygenation level dependant (BOLD) fMRI, both during studies of task activation and resting-state activity (Arfanakis et al., 2000; Auer, 2008; Glover et al., 2000; Greicius and Menon, 2004; Gusnard and Raichle, 2001) . The source of these oscillations has been attributed to some combination of resting state neural activity, "physiological noise" arising from fluctuations in blood oxygenation and flow arising from cardiac and blood pressure changes, respiratory effects that are secondary to the physiological effects of chest wall motion, etc, and "scanner noise", a non specific term typically applied to 1/f signals that arise from machine instabilities. In fact, some "physiological noise" has been observed in water phantoms (Zarahn et al., 1997) , which clearly represents instrument-related noise.
The detection and characterization of resting state networks of BOLD activity as measured with BOLD fMRI has been an extremely active area of study in the last few years (Biswal et al., 1995; Damoiseaux et al., 2006; Fox et al., 2005; Greicius et al., 2003) . However, the origin and function of these networks is still controversial and a number of lines of evidence suggest that neuronal activation (Buzsaki and Draguhn, 2004) within resting state networks does not fully account for low frequency BOLD fluctuations in the brain. There appear to be global oscillations that are not attributable to a single network (Fox et al., 2009) . Some studies suggest that the origins of these low frequency signals are predominantly vascular and do not directly represent neuronal signaling (Bhattacharyya and NeuroImage 53 (2010) 553-564 Lowe, 2004; Fukunaga et al., 2008) . Some groups argue that this vascular signal is the result of global signals driven by the heartbeat, respiration and arterial blood pressure (Birn et al., 2006; Fukunaga et al., 2008; Glover et al., 2000; Wise et al., 2004) , while others suggest the origin may lie in the regulation of regional cerebral blood flow (Katura et al., 2006) . It is likely that there are both neural and vascular components to the low frequency oscillations in the brain. A recent study of concurrent fMRI and electroencephalographic recording suggested LFO reflects cyclic modulation of gross cortical excitability and long distance neuronal synchronization (Balduzzi et al., 2008; Buzsaki and Draguhn, 2004) .
Several works have been published about concurrent fMRI-fNIRS studies in human volunteers during task activations (Huppert et al., 2006; Sassaroli et al., 2006; Strangman et al., 2002; Toronov et al., 2001) . The focus of the majority of these studies was to validate the model that links the hemoglobin concentration changes (detected by NIRS) with the changes in the BOLD signal, by exploring the temporal correlations between the NIRS and the BOLD signal. In general, the reports found good correlations between BOLD and NIRS. Among them, Strangman et al. observed a slightly better correlation between BOLD signal and changes in oxyhemoglobin concentration (Δ[HbO]) (Strangman et al., 2002) , while other group found good correlations between BOLD and changes in deoxyhemoglobin concentration (Δ[Hb]) ( (Huppert et al., 2006; Toronov et al., 2003) . So far, very few studies have been done on the resting state studies using both modalities simultaneously (Greve et al., 2009 ).
In the present study, we combined the high temporal resolution of NIRS (80 ms) with the high spatial resolution of fMRI (3.5 × 3.5 × 4 mm) to investigate the physiological origin of LFOs detected by both modalities during the resting state. The goals of this resting state study were: 1) to examine the temporal and spatial characteristics of LFOs as measured with NIRS; 2) to determine the spatial extent of NIRS LFO in brain; and 3) to investigate temporal changes in the spatial patterns of LFO signal (identified by NIRS) throughout the brain in the BOLD data.
Because both NIRS and BOLD signals are sensitive to bloodoxygenation-related changes in the brain and both are able to accurately sample the low frequency band (b 0.1 Hz), we posit that there should be a strong temporal correlation between measurements of low-frequency physiological processes obtained using both techniques simultaneously. Conversely, these two imaging methods have completely different physical and instrumentation bases, so that we expect no correlation of instrumentation noise or image artifacts in the two imaging modalities. The correlated components of NIRS and BOLD datasets should only be related to biological/physiological signals from the tissue under study. This suggests that a novel integrated multi-modality processing strategy that offers the opportunity to characterize low-frequency physiological signals without contamination from instrumental noise and artifacts may offer new insights into the origin of the LFOs.
While previous studies have compared the results of simultaneously acquired NIRS and BOLD data, for the most part, the modalities have been considered independently. A counterexample is the work of Greve et al. (2009) performing a synthesized processing of the NIRS and BOLD data. In this work, the NIRS signal was used as a regressor for BOLD analysis, as a method of characterizing (and removing) BOLD noise. The strategy of combined processing holds great potential for deriving information not possible using either modality alone. In the present study, we have extended this concept of simultaneous processing of NIRS and BOLD fMRI by additionally considering the effect of time delay on the correlation between the two modalities.
We will use the time course of the measured NIRS LFO signal (reference signal) from a cortical region as a regressor in a general linear model (GLM) analysis of the concurrently acquired fMRI dataset. The high spatial resolution and full brain coverage of fMRI offers an opportunity to examine how well the NIRS signal correlates with BOLD data not only in the region covered by both modalities, but throughout the brain. In this manner, all voxels in which BOLD activation is correlated with LFO measured by NIRS can be visualized. The BOLD voxels that have a high temporal correlation with the NIRS reference signal provide an indication of the spatial extent and location of the brain areas associated with NIRS LFO signal, and may provide insight into the physiological, hemodynamic, and/or functional source of the NIRS signal. By also considering the effect of time delay on the degree of correlation between the modalities, we also determined how these correlations change in time, and the spatial pattern of this change.
We applied this method in the present series of six case studies using healthy volunteers, and found that the NIRS signal is a sensitive probe for analyzing LFOs that are observed in BOLD data, as has been seen previously. We performed an analysis of simultaneously acquired NIRS and BOLD-fMRI data and found that the BOLD data shows significant correlations to the LFOs as modeled by the NIRS waveform (in widespread areas throughout the brain). Furthermore, by applying a range of time shifts (both advancing and delaying the timing) to the NIRS reference signal, we observed that the BOLDmeasured LFOs evolve temporally through the brain in a manner that suggests a hemodynamic rather than neuronal origin, and a global rather than regional character.
Protocol
Concurrent NIRS and fMRI resting state studies were conducted on six healthy volunteers during a resting state acquisition (4M, 2F, aged 28.0 ± 4.69 years old). Informed consent was obtained prior to scanning. The protocol was approved by the Institutional Review Board at McLean Hospital and all volunteers read and signed an informed consent form prior to participating in this study. During the experiment, the participants were asked to lie quietly in the scanner with their eyes open while fMRI and NIRS data were recorded. During this time, the subject viewed a gray screen with a central fixation point.
fMRI acquisition and physiological monitoring
All MR data were acquired on a Siemens TIM Trio 3 T scanner (Siemens Medical Systems, Malvern, PA) using a 12-channel phased array head matrix coil. A high-resolution anatomic image set was acquired for slice positioning and coregistration of the functional data (T1 weighted multiecho MP-RAGE3D (van der Kouwe et al., 2008)), resolution (RL, AP, SI) of 1.33 × 1 × 1 mm, TI = 1,100 ms, TR/TE1,TE2 = 2530/3.31,11.61 ms, FOV = 171 × 256 × 256 mm, 128 × 256 × 256 pixels, 2× GRAPPA, total imaging time 4 min 32 s). This was followed by the resting state scan (2 dummy shots, 260 time points, TR/TE = 1500/ 30 ms, flip angle 75°, matrix = 64 × 64 on a 220 × 220 mm FOV, 29 3.5 mm slices with 0.5 mm gap parallel to the AC-PC line extending down from the top of the brain, GRAPPA acceleration factor of 3). Physiological waveforms (pulse oximetry, and respiratory depth) were recorded using the scanner's built-in wireless finger-tip pulse oximeter and respiratory belt. After the completion of the fMRI acquisition, 3D velocity encoded phase contrast images were acquired to map the blood vessels in the head (1 slab, aligned with the AC-PC plane, 160 0.9 mm slices/slab, 0.8× 0.8 mm resolution in the readout (AP, FOV= 200 mm) and phase encode (RL, FOV= 150 mm) directions, velocity encoding 30 cm/s, total acquisition time 5:55).
NIRS acquisition
An MRI compatible NIRS probe, with three collection and two illumination optical fibers, with source-detector distances of 1 or 3 cm (see Fig. 1 ), was placed over the right prefrontal area of each participant (roughly between Fp1 and F7 in the 10-20 system) and held in place by an elastic band around the head. The position of the probe was chosen due to its easy accessibility (no hair) and relatively short distance from the scalp to the cortex (11-13 mm on average) in this area (Okamoto et al., 2004) . The probe had embedded MRI visible markers to identify the probe location on the anatomic MRI images ( Fig. 1 ). Each illumination fiber delivered light from two laser diodes emitting at wavelengths of 690 and 830 nm. The laser diodes and three optical detectors (photomultipliers tubes, Hamamatsu Photon-ics R928) were housed in a near-infrared tissue imager (Imagent, ISS, Inc., Champaign, IL), which was placed in the MRI control room. The two more medial optical paths, with probe spacings of 1 and 3 cm, are labeled B1 and C1 respectively, and the more lateral 3 cm path is labeled D2. The two optical collection points, which were 3 cm away from their corresponding laser sources, are labeled C and D; the detector 1 cm away is labeled B. The optical probe and the Imagent instrument were connected by 10 m long optical fibers. The sampling rate of NIRS data acquisition was 12.5 Hz. fMRI data was collected for 6 min 30 s; NIRS data was recorded continuously during this time as well as for several minutes before and after the fMRI acquisition.
Each pair of raw NIRS time courses (690 and 830 nm data) were converted into two time courses representing temporal changes of the concentrations of oxy-hemoglobin and deoxy-hemoglobin according to the differential path length factor method (Matcher, 1994) respectively, measured from path C1 on subject 3 and the corresponding resampled data. The down-sampled Δ[HbO] data, as well as the down-sampled Δ[Hb] data were later used as regressors in the general linear model (GLM) analysis of the BOLD data. In order to account for any possible time misalignment between the NIRS and BOLD data, we also applied a range of time shifts to the NIRS signal prior to resampling. A positive time shift value means that the resampled waveform corresponds to events that happened prior to the time the NIRS data was recorded. We considered 21 time shift values covering the range of −7.2 to +7.2 s with respect to the unshifted signal. We did not expect any significant correlation with regressors shifted outside of this range. Each of these time series was down-sampled to 260 data points. Fig. 2(c ) and (f) shows the 21 regressors with 0.72 s time shift between the consecutive ones.
NIRS and fMRI data analysis
For each subject, both NIRS and fMRI data were analyzed using FEAT, part of the FSL analysis package (FMRIB Expert Analysis Tool, v5.98, http://www.fmrib.ox.ac.uk/fsl, Oxford University, UK) (Smith Fig. 1 . 3-D Reconstructions of Subject 5's forehead from the structural scan using OsiriX (Rosset et al., 2004) . The positions of the detectors and sources are clearly marked by the MR-visible markers and some imprints of the source and detector fibers. The distances between paired sources and detectors are 3 cm (C1 and D2) and 1 cm (B1). 2004)). fMRI preprocessing steps included motion correction (Jenkinson and Smith, 2001) , slice time correction, spatial smoothing (Gaussian kernel of full-width-half-maximum = 5 mm) and high pass temporal filtering (cut-off frequency = 0.02 Hz to remove very slow instrumental drifts).
The only regressor of interest used in these analyses was the Δ[HbO] obtained from NIRS data collected from path C1 ( Fig. 1) at one of the time lags described above to model the global physiological signal (LFO) observed in BOLD. Since the Δ[HbO] represents a realtime measurement of hemodynamics, neither the temporal derivative nor a hemodynamic response function were used. The temporal high pass filter (0.02 Hz) was applied to the regressor for consistency. The motion parameters, estimated from the motion correction preprocessing step on the fMRI data, were included as confounds to further remove motion-correlated noise.
The GLM was calculated voxel by voxel using FMRIB's improved linear model (FILM) with prewhitening (Woolrich et al., 2001) . Regression coefficients at each voxel were transformed to z statistics indicating the statistical significance of model-related BOLD signal change. The significance threshold at the voxel level was set as z N 2.3. A cluster threshold of p b 0.05 was applied to the clusters which survived the local voxel threshold, and the significance of the cluster was computed. The fMRI data were coregistered to the subject's structural scan, and then to the standard MNI152 brain (Evans et al., 1993) .
This image analysis was repeated 21 times for each of the time shifted copies of the NIRS Δ[HbO] regressor. The resulting thresholded z-statistic maps were concatenated in time and displayed in sequence as a movie in order to assess the spatial pattern of Δ[HbO]-correlated regions as they changed over time.
The same procedure was applied to the NIRS −Δ[Hb] regressor. Since the BOLD signal is negatively correlated with Δ[Hb] (as opposed to positively correlated with Δ[HbO]), the sign of the regressor is inverted to allow direct comparison of the two analyses.
A total of 42 analyses (21 for Δ[HbO] regressors and 21 for −Δ[Hb] regressors) were carried out for the data collected over each path (C1, B1 and D2), then the whole procedure was repeated for each subject. The results of the Δ[HbO] and Δ[Hb] obtained from C1 on subject 3 are discussed in detail, while only the results of the Δ[HbO] (from path C1) are shown for the rest of the subjects.
Results and discussion

Characteristics of the NIRS signal
The Δ[HbO] and Δ[Hb] collected from path C1 on subject 3 will be discussed in detail due to its high signal to noise ratio and no visible motion artifacts. In Fig. 2 , the time traces of Δ[HbO] and Δ[Hb] and their resampled versions are shown. Fig. 2(a), (b) and (c) shows the time traces of Δ[HbO], its enlarged section, and the 21 regressors of various time shifts (separated by 0.72 s) used in the study. Fig. 2(d) , (e) and (f) shows the corresponding graphs for Δ [Hb] .
Cerebral blood has a high oxygen saturation, varying from almost 100% in arterial blood to~60% in venous blood, and a resulting high ratio of [HbO] to [Hb] . Fig. 2 indicates that the Δ[HbO] signal amplitude (and signal to noise ratio (SNR)) is approximately 3-4 times the size of the Δ[Hb] (as seen in Fig. 2(b) and (e)). As result, Δ[HbO] is chosen to be the regressor discussed in detail below. The time trace of resampled Δ[Hb] is negatively correlated with that of Δ[HbO] (as seen in Fig. 2(c) and (f) ). Therefore, −Δ[Hb] was used as regressors to generate positive correlations in order to compare with the results from Δ [HbO] .
In order to fully understand the main components of the NIRS LFO signal, we performed a Fourier analysis of the temporal traces of Δ[HbO] and the other physiological recordings, including the peripheral pulse signal measured by the finger-tip oximeter and the respiration measured by the breathing belt. The graphs on the left panel of Fig. 3 show the power spectra of the Δ[HbO] measured with NIRS over path C1, the peripheral pulse measured with pulse oximeter, and the respiratory belt waveform of each subject, while the graphs on the right panel are the enlarged view of the frequency spectrum (up to 0.4 Hz) for Δ[HbO] and its resampled version (after high pass filtering by FEAT at 0.02 Hz). Fig. 3 shows a number of results: 1) the cardiac frequencies, as indicated by the data from both the oximeter and NIRS, were centered around 1.0 Hz for most of the subjects, except subject 6, whose heart rate was around 0.7 Hz. The cardiac frequency is a prominent component of the NIRS signal in all subjects. 2) The respiration frequencies, derived from the breathing belt data, center between 0.2 and 0.4 Hz. In subjects 1 and 3, a double-peak respiration frequency was observed. The respiration frequencies are strong components of the NIRS data in subjects 1 and 3, but not in the other subjects. Even in subjects 1 and 3, the signals at the breathing frequency are much smaller than those at either the cardiac frequencies or in the low frequency band. The direct effect of the respiratory waveform on the NIRS data (i.e. at the fundamental respiratory frequency) is relatively small and variable. It should be noted that this does not preclude the possibility that subtle changes in the breathing rate or depth of inhalation might affect the data outside of this band (as found by others (Birn et al., 2006) )-these effects would likely be part of the LFO signal, and through-space susceptibility effects at the breathing frequencies can affect the fMRI data without affecting the NIRS signal.
3) The LFOs, at frequencies around and below 0.1 Hz, were prominent in the NIRS data and not observed in either the pulse oximeter or respiratory belt data (although this may be in part due to high pass filtering within the physiological recording system). The graphs on the right panel of Fig. 3 show that the NIRS data after lowpass filtering and resampling retains only the frequencies b 0.35 Hz. The dominant components are below 0.1 Hz. The fMRI data analysis revealed a spatially complex and widespread pattern of voxels (including distinct, bilaterally symmetric clusters) with time courses significantly correlated with the Δ[HbO] regressor.
Voxels where BOLD signals correlate with time-shifted Δ[HbO]
Twenty one z-statistic maps of BOLD fMRI signals were calculated, where NIRS-measured Δ[HbO] traces (shifted from −7.2 to 7.2 s in increments of 0.72 s), were used as regressors for every subject (the same procedure was applied using the −Δ[Hb] data). Fig. 4 displays 21 z-statistic maps with increments of 0.72 s using Δ[HbO] as regressors for subject 3. The number on the top left of each graph indicates the time-shift of the regressor for that particular graph. Each z-statistic map was the result of an independent GLM analysis using a different regressor. This is possible because the NIRS recording was longer than the fMRI time series in both directions, and the NIRS signal has temporal resolution as high as 80 ms (acquisition rate of 12.5 Hz), so that we could choose steps as small as 80 ms. However, because the TR is 1.5 s, a time step of 0.72 s was sufficient to adequately sample the subtle details of the signal changes over time.
In Fig. 4 , the z-statistic maps of activation to the various shifted Δ[HbO] regressors show areas where the BOLD signal is significantly positively correlated with Δ[HbO]. The axial level of the brain was chosen to be at the position that one of the two NIRS probe markers (the one between source 1 and detector D; refer to Fig. 1 ) was visible (circled in red in the z-statistic map of no time shift). Instead of being only concentrated underneath the marker (a reasonable expectation as NIRS is known to only sample tissue depths of 1-2 cm below the optical probe,), the voxels with time courses modeled by the Δ[HbO] activations are widespread, at a range of depths, and bilaterally symmetrical. As noted above, by performing multiple GLM analyses of the BOLD data using a population of NIRS regressors that have been shifted in time, time-dependent changes in the spatial patterns of Fig. 3 . The left panel (a, c, e, g, i, k) are the power spectra of Δ[HbO] (calculated from path C1), oxygenation and respiration waves obtained by the simultaneous recording of the subject during the experiment through the finger-tip oximeter and respiration belt for the subjects 1-6. The right panel (b, d, f, h, j, l) are the corresponding spectra of Δ[HbO] for subjects 1-6, calculated from path C1 and their resampled data after high-pass filtered by FEAT at 0.02 Hz. Note after resampling, the main component of the signal is the LFO. significantly NIRS-correlated BOLD signal can be observed throughout the brain (Fig. 4) . From the sagittal view of the z-maps, the BOLD signal wave starts to appear at locations near the callosomarginal, frontopolar and parietooccipital arteries. As time progresses, the wave becomes widespread in the gray matter, as it passes through capillary beds and then retreats towards the venous systems through several paths, including: 1) the superior cerebral vein to the superior sagittal sinus (also visible from the coronal view); 2) the inferior sagittal sinus combining internal cerebral vein to the straight sinus; 3) through the transverse sinus (visible in the coronal view); 4) through the anterior and posterior spinal veins. The path the wave follows through the brain strongly resembles that of the cerebral vasculature.
The total time span of the wave's passage through the brain from appearance to disappearance was about 9.36 s (−5.04 to 4.32 s) in Subject 3 as seen in Fig. 4 . However, the maxima of the z values in a given voxel as a function of time lag are quite broad. A more accurate measure of the relative delay of the wave between two voxels can be derived by comparing the time lag of the peak z-value in each voxel. Fig. 5 shows the position of two voxels in (a) and their z-value vs. time shift in (b). In this analysis, a higher resolution of 0.24 s was used in the time shift dimension (from −7.2 to 7.2 s) resulting in 61 z values. Both voxels are on the superior sagittal sinus. According to Fig. 5(b) , the relative times for the peak of the wave to reach the purple circle and green circle are −0.24 and 1.44 s respectively, therefore the time it took the wave to travel from the purple circle to the green is about 1.68 s. This method was then applied to two activated voxels, which appeared at the beginning (t = −5.04 s) and the end (t = 4.32 s) of the wave's observed passage through the brain, in order to estimate the time for the wave to pass the whole brain. Fig. 5(c) shows the position of these two voxels and their time of appearance. Fig. 5(d) shows their z-value vs. time shift. The time for the wave to pass through the brain is about 6.48 s, which is consistent with the literature (Crandell et al., 1973) . We acknowledge that this is an unsophisticated calculation, which does not take into account the fact that the fMRI voxels are likely to contain blood in multiple compartments.
We also observed that the z-values were highest in the venous system (especially superior sagittal sinus and transverse sinus), which is likely due to the fact that these vessels are considerably larger than other brain blood vessels. To further demonstrate this point, a higher threshold of z N 4 was applied to the concatenated z-statistic maps in Fig. 4 , and the maximum value along the time lag dimension was selected for each voxel to generate a 3-D map, which was then surface rendered using fslview (part of the FSL package). Fig. 6 shows the result of this combined z-statistic map in a 3-D rendition in 6(c) using fslview, together with the 3-D rendering images of the structure brain in 6(a) and that of phase contrast angiogram in 6(b) using OsiriX (Rosset et al., 2004) . By comparing 6(b) and 6(c), one can identify the superficial cerebral veins, the superior sagittal sinus, and the transverse sinus. Figures of the arterial and venous organization of the cerebral vasculature can be found in the literature, for example in 
Multisubject analysis
To show that this phenomenon is repeatable, comparable zstatistic maps are presented for all six subjects in Figs. 8 and 9 (sagittal and axial views respectively). The sagittal slice was chosen at midline of the brain and the axial slice parallel to the AC-PC plane was chosen at lateral ventricles for all the subjects. Each row of Figs. 8 and 9 represents the data from one subject, and shows thresholded zstatistic maps of BOLD fMRI signals using Δ[HbO] as regressors over the range of time lag values, with a time shift interval of 0.72 s. Figs. 8  and 9 show a number of effects: 1) the spatial evolution of the activation pattern throughout the brain is similar in all subjects, with the strongest activations observed in the draining vein system, including superior sagittal sinus, straight sinus, internal sagittal vein; 2) the timecourse of pattern evolution varies significantly from subject to subject. The time difference between the z-value peaks in the first and last voxels where activation was observed in each brain (i.e. repetition of the calculation depicted in Fig. 5(c) for subject 3) reveals the average time it took the wave traveling through the brain is 6.08 s (ranging from 4.08 to 6.96 s). This indicates that the time taken for the LFO to pass the brain is subject-specific. 3) There are differences of the spatial pattern between subjects. For example, the pattern observed in subject 6 is less prominent than in the other subjects. This may be due to improper NIRS probe coupling to the brain (perhaps due to poor probe placement), differences in the subject's vasculature, or some other variation in subject physiology (the subject has an extremely low resting heart rate of 48 beats per minute).
The fact that the set of voxels where the BOLD signal correlates with the NIRS-detected LFOs evolves temporally through the brain indicates that a major component of the LFOs is widely spatially distributed throughout the brain, and this distribution alters over time, which is not consistent with a regional vascular origin.
Moreover, the temporal evolution of the LFOs appears to closely follow the cerebral circulatory system from arteries to the gray matter (where most blood vessels reside), to the venous system, which is not consistent with a neural origin. The component of the LFOs that moves with the blood is already present before the blood reaches gray matter (as seen by the prominent activation at positive time shifts). This suggests a source outside of the brain.
If the LFO signal is moving with the blood, and is not of neural origin, it is presumably due to extracerebral sources, such as cardiac and respiratory fluctuations. This view is supported by the literature. Katura et al. (2006) performed a detailed information transfer analysis on NIRS LFO data collected in the sensorimotor region, and determined that approximately 35% of the HbO signal could be attributed to external cardiac factors (20% from heart rate (HR), 5% from arterial blood pressure (ABP), and 10% from ABP × HR.) The remaining 65% of the signal was attributed to "other factors", which they postulated were primarily due to "respiration or regional cerebral hemodynamics and metabolism". In fact, Birn has shown (Birn et al., 2006; Birn et al., 2009 ) that accounting for respiratory factors, particularly the respiration volume per time (RVT), removes a significant proportion of the global low frequency BOLD noise variance (RVT alone removed 75% as much noise variance on average as RETROICOR correction, which generates regressors based on the cardiac and respiratory waveforms (Glover et al., 2000) ). Although Birn's methodology and imaging modality were different from Katura's, it is not unreasonable to assume that directly considering respiratory factors would significantly increase the proportion of the LFO signal that is attributable to extracerebral circulatory factors.
This observation is not inconsistent with the existence of widespread networks of low frequency BOLD oscillations in the brain arising from neural connectivity (Zuo et al., 2010) . There is overwhelming evidence that these networks exist and are related to cognition (Fox and Raichle, 2007) . The present study supports the notion that a significant portion of the signal in this frequency range arises from a different source and that this signal confounds the detection of resting-state connectivity networks. The method described in this report offers the potential to fit and remove this bloodborne noise component and may greatly improve the efficiency of detection of resting-state neural activation.
Spatial variation of NIRS data
In the previous analysis, the NIRS signal obtained from path C1 was the focus. The signals from paths D2 and B1 are highly correlated with that of path C1. This is reflected in the high average correlation coefficients between the Δ[HbO] of paths B1 and C1, B1 and D2, and C1 and D2 for all subjects (0.91, 0.85 and 0.93). The correlation coefficients between data from C1 and D2 are the highest; this mainly because 1) the two paths are only 1.2 cm from each other; 2) the source-detector distance for detector C1 and D2 are the same (3.0 cm, see Fig. 1 ). Therefore the areas probed by each detector are largely overlapped. The source-detector distance for path B1 is only 1.0 cm (see Fig. 1 ); this would limit the NIRS to be sensitive only to the superficial layer (skin and scalp) (Patterson and Pogue, 1994) . The high correlation between B1 and C1 (D2) indicates that the main source of the signal detected over these paths is the same. However, we cannot determine whether the source is in the superficial layer or the deeper layer. The z-statistic maps of activation to the various shifted Δ[HbO] regressors obtained from detector B1 show the similar patterns as to the various shifted Δ[HbO] regressors obtained from detector paths C1 and D2. This is consistent with the argument that the NIRS signal detected over these paths originate from the vessel-rich cortex, however, it could be that the blood vessels in the skin and scalp (directly underneath the probe), which experienced the same LFO as majority of vessels in the brain, are the main sources. Further studies are required to resolve the issue, for instance, by using a pair of source and detector whose distance is even smaller than 1.0 cm, or to position the probe over a sinus, so the brain will not be visible, to be sure of detecting only the superficial layer and compare the result with the signal from other detectors (with bigger source-detector distance).
Conclusions
The present report describes an integrated processing method for concurrently collected NIRS and fMRI data, which was used to evaluate the data collected on six human participants during resting state scans. The method is similar to the seed voxel technique used to explore connectivity in BOLD datasets, but in this case, the "seed timecourse" was measured from outside the brain with a different modality. The high temporal resolution offered by NIRS means that the "seed" we chose can provide dynamic temporal information to reveal temporal as well as spatial connectivity. NIRS data is a valuable tool to enhance the utility of fMRI data, especially in the study of LFOs.
The present study also demonstrated that LFOs are prominent in all of the NIRS channels, and identified that a high correlation exists both between NIRS channels and with the BOLD signal over a widely distributed set of voxels. The spatial pattern and temporal evolution of the pattern formed by these voxels resembles the circulatory system in the brain. Further analyses using the shifted LFOs regressor revealed that the pattern propagates through the circulatory system over the course of about 6-7 s, consistent with the signal being carried by flowing blood.
These findings imply that a major component of the LFOs detected by both NIRS and fMRI arises from the propagation of endogenous global blood flow and oxygenation fluctuations through the cerebral vasculature, rather than from local variations in neuronal activation (i.e. not related to the task or resting state connectivity) or localized cerebral blood flow changes.
Previous work by Greve et al. (2009) has shown that the unshifted NIRS signal can be used to denoise fMRI data. We propose that by determining the optimal regressor time shift on a per voxel basis (i.e. the time shift that provides the maximum correlation with the noise regressor, as performed above), the degree of noise reduction is likely to be significantly improved. Further work in this area is necessary to determine the most efficient method for implementing this procedure.
More interesting is the possibility that multimodal NIRS/fMRI correlation time shift imaging may provide a novel contrast mechanism that can be exploited as a tool for characterizing cerebral blood flow directly. The data in this study indicates that blood in arterial, venous, and capillary compartments all show detectable signals, and time shifts between various regions are easily determined. Further optimization of the technique may allow quantitation of other blood flow parameters. This is particularly attractive as there is no requirement for special MR acquisition parameters (other than a somewhat shorter TR than is typical for resting state studies) or exogenous contrast agents, so this information can be extracted from typical fMRI datasets without imposing major restrictions on experiment design.
