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MULTISYMPLECTIC 3-FORMS ON 7-DIMENSIONAL
MANIFOLDS
TOMA´Sˇ SALACˇ
Abstract. A 3-form ω ∈ Λ3R7∗ is called multisymplectic if it satis-
fies some natural non-degeneracy requirement. It is well known that
there are 8 orbits (or types) of multisymplectic 3-forms on R7 under the
canonical action of GL(7,R) and that two types are open. This leads
to 8 types of global multisymplectic 3-forms on 7-dimensional manifolds
without boundary. The existence of a global multisymplectic 3-form of
a fixed type is a classical problem in differential topology which is equiv-
alent to the existence of a certain G-structure. The open types are the
most interesting cases as they are equivalent to a G2 and G˜2-structure,
respectively. The existence of these two structures is a well known and
solved problem. In this article is solved (under some convenient as-
sumptions) the problem of the existence multisymplectic 3-forms of the
remaining types.
1. Introduction
Put V := R7. There are finitely many orbits of the canonical action of
GL(V) on Λ3V∗. We will call the orbits also types. A linear isomorphism
Φ : R7 → W induces a map Φ∗ : Λ3W∗ → Λ3R7∗. The type of Φ∗ω does
not depend on the choice of linear isomorphism and thus, we can define the
type for any skew-symmetric 3-form on any 7-dimensional real vector space.
A 3-form ω ∈ Λ3V∗ is called multisymplectic if the insertion map
(1) V→ Λ2V∗, v 7→ ivω := ω(v,−,−)
is injective. There are (see [8] and [16]) eight types of multisympletic 3-forms
and two open types.
Let Ω be a global 3-form on a 7-dimensional manifoldN without boundary
and i ∈ {1, . . . , 8}. We call Ω a multisympletic 3-form of algebraic type i if
for each x ∈ N : Ωx is a multisymplectic 3-form of type i. The existence
of such a 3-form is a classical problem in differential topology, if Oi is the
stabilizer of a fixed multisymplectic 3-form ωi ∈ Λ3V∗ of algebraic type i,
then N admits a multisymplectic 3-form of algebraic type i if, and only if
it has an Oi-structure. The groups Oi were studied in [2] where they were
given as semi-direct products of some well known Lie groups.
By the Cartan-Iwasawa-Malcev theorem (see [1, Theorem 1.2]), a con-
nected Lie group H has a maximal compact subgroup and any two such
subgroups are conjugated. Let us fix one such subgroup and let us denote
it by K. By Cartan’s result, the group H has the homotopy type of K and
by a standard argument from the obstruction theory, any H-principal bun-
dle reduces to a K-principal bundle. Hence, the first goal is (see Section 3)
to find a maximal compact subgroup Ki of each group Oi. Then we solve
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(see Section 4) the problem of the existence of a multisympletic form on a
closed 7-manifold of algebraic type i. The problem is not solved completely
as for some types we assume that the underlying manifold is orientable or
simply-connected.
The most interesting and well known cases are types 8 and 5 as O8 = G2
and O5 = G˜2. The existence of a G2-structure was solved in [10] and the
existence of a G˜2-structure in [11].
Let us summarize the main result of this article into a single Proposition.
See Section 4.1 for the definition of characteristic classes q(N) and q(N ; ℓ).
Theorem 1.1. Let N be a closed and connected 7-manifold.
(1) Suppose that N is orientable, spinc and that there are e, f ∈ H2(N,Z)
such that
w2(N) = ρ2(e+ f) and q(N ; e+ f) = −ef,
then N admits a multisymplectic 3-form of algebraic type 1.
If N is simply-connected, then the assumptions are also necessary.
(2) Suppose that N is orientable, spin and that there are e, f ∈ H2(N,Z)
such that
−q(N) = e2 + f2 + 3ef,
then N admits a multisymplectic 3-form of algebraic type 2.
If N is simply-connected, then the assumptions are also necessary.
(3) N admits a multisympletic 3-form of algebraic type 3 if, and only if
N is orientable and spinc.
(4) Suppose that N is orientable, spin and there is u ∈ H4(N,Z) such
that
q(M) = −4u,
then N admits a multisymplectic 3-form of algebraic type 4.
On the other hand, if N admits a multisymplectic 3-form of alge-
braic type 4, then N is orientable and spin.
(5) N admits a multisympletic 3-form of algebraic type i = 5, 6, 7, 8 if,
and only if N is orientable and spin.
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1.1. Notation. We will use the following notation:
1n := identity n× n matrix,
[v1, . . . , vi] := the linear span of vectors v1, . . . , vi,
αi1i2...iℓ := αi1 ∧ αi2 ∧ · · · ∧ αiℓ ,
M(k,R) := the algebra of k × k real matrices.
Let V,W be real vector spaces, V∗ be the dual vector space to V, End(V)
be the algebra of linear endomorphisms of V, GL(V) be the group of linear
automorphisms of V. Suppose that W′ is a vector subspace of W, A is
a subalgebra of End(V), ω ∈ ⊗iW∗, ϕ ∈ GL(W), H ⊂ GL(W), B =
{v1, . . . , vn} is a basis of V and Φ : V → W is a linear isomorphism. Then
we put
Φ∗ϕ := Φ−1 ◦ ϕ ◦ Φ ∈ GL(V) and ϕ∗H := {ϕ∗h : h ∈ H},(2)
Φ∗ω ∈ ⊗iV∗, Φ∗ω(v1, . . . , vi) := ω(Φ(v1), . . . ,Φ(vi)), v1, . . . , vi ∈ V,(3)
ϕ.ω := (ϕ−1)∗ω,(4)
Stab(ω) := {ϕ ∈ GL(W) : ϕ.ω = ω},(5)
Stab(W′) := {ϕ ∈ GL(W) : ϕ(W′) ⊂W′},(6)
GLA(V) := {ϕ ∈ GL(V) : ∀a ∈ A, ϕ ◦ a = a ◦ ϕ},(7)
φB := (aij) ∈M(n,R), φ ∈ End(V), φ(vj) =
∑
i
aijvi,(8)
△k(ω) := {w ∈W : (iwω)∧k = 0}.(9)
It is easy to see that ϕ∗Stab(ω) = Stab(ϕ∗ω).
From now on, Bst = {e1, · · · , eℓ} will denote the standard basis of Rℓ, ℓ ≥
1. If f1, . . . , fℓ ∈ Rℓ, then (f1| . . . |fℓ) denotes the matrix with i-th column
equal to fi. We put Eij := (0| . . . |ei| . . . |0) ∈ M(ℓ,R) where ei is the j-th
column. We for brevity put V := R7 and △ji := △j(ωi) where ωi is the
fixed multisymplectic 3-form of type i from [2]. It follows that △ji is an
Oi-invariant subset.
2. ∗-Algebras, some subgroups of G2, G˜2 and semi-direct
products of Lie groups
In this Section we will review some well known theory, set notation and
prove some elementary facts about maximal compact subgroups of semi-
direct products of Lie groups.
2.1. ∗-algebras. A ∗-algebra is a pair (A, ∗) where:
• A is a real algebra1 with a unit 1 and
• ∗ : A→ A is an involution which satisfies:
∗1 = 1, ∗(a.b) = (∗b).(∗a), a, b ∈ A.
1We do not assume that A is associative.
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We put a¯ := ∗(a), ℜA := {a ∈ A : a¯ = a} and ℑA := {a ∈ A : a¯ = −a}.
Then A = ℜA⊕ℑA and we denote by ℜ(a) and ℑ(a) the projection of a ∈ A
onto ℜA and ℑA, respectively.
Suppose that ℜA = R.1. Then BA(a, b) := ℜ(ab¯), a, b ∈ A is a standard
bilinear form on A and QA(a) := BA(a, a) is a standard quadratic form.
Finally, we define a multi-linear form on ℑA:
(10) ωA(a, b, c) := BA(a.b, c), a, b, c ∈ ℑA.
We will consider two products on the vector space A⊕A, namely
(11) (a, b) · (c, d) = (ac− d¯b, bc¯+ da)
and
(12) (a, b)˜·(c, d) = (ac+ d¯b, bc¯+ da).
Then A2 := (A ⊕ A, ·) and A˜2 := (A ⊕ A, ·˜) are real algebras with a unit
(1, 0). It is clear that
(13) ⋆ : A⊕A→ A⊕A, ⋆(a, b) = (a¯,−b)
is an involution.
Then (see [15, Section 1.13]) also CD(A) := (A2, ⋆) and C˜D(A) := (A˜2, ⋆)
are ∗-algebras and CD(A) is the Cayley-Dickson algebra associated to (A, ∗).
It is well known that C = CD(R), the algebra of quaternions H = CD(C)
and the algebra of octonions O = CD(H).
The algebra of pseudo-quaternions H˜ = C˜D(C) is isomorphic to (M(2,R), ∗)
where
(14) ∗
(
a b
c d
)
=
(
d −b
−c a
)
.
The standard quadratic form is the determinant. In particular, the signature
of Q
H˜
is (2, 2).
We will use the following conventions. We put
(15) I˜ :=
(
0 −1
1 0
)
, J˜ :=
(
0 1
1 0
)
, K˜ :=
(
1 0
0 −1
)
.
Be aware that I˜ .J˜ = −K˜.
The algebra of pseudo-octonions O˜ = CD(H˜) ∼= C˜D(H), see [15, Section
1.13].
2.2. Subgroups of G2 and G˜2. We have G2 = {ϕ ∈ GL(O)| ∀a, b ∈ O :
ϕ(a.b) = ϕ(a).ϕ(b)}. It is well known that G2 ⊂ Stab(1)∩Stab(ℑO). Hence,
it is more natural to view G2 as a subgroup of GL(ℑO). It is well known
that ωO ∈ Λ3ℑO∗ and G2 = Stab(ωO˜). If we replace in the definition of G2
the algebra O by O˜, then we get the group G˜2. As above, ωO˜ ∈ Λ3ℑO˜∗ and
that G˜2 = Stab(ωO˜). We view also G˜2 as a subgroup of GL(ℑO˜).
Let Sp(1) be the group of unit quaternions. We define
(16) φp,q ∈ GL(ℑH⊕H), φp,q(a, b) := (p.a.p¯, q.b.p¯), p, q ∈ Sp(1).
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It is well known (see [15, Proposition 1.20.1]) that SO(4)3,4 := {φp,q : p, q ∈
Sp(1)} is a subgroup of G2. If we view O˜ as C˜D(H), then it is shown in [15,
Section 1.13] that SO(4)3,4 ⊂ G˜2.
We put
S˜p(1)± := {A ∈ H˜ : QH˜(A) = ±1} and S˜p(1) := {A ∈ H˜ : QH˜(A) = 1}.
Let A,B ∈ S˜p(1)± and consider
(17) φ˜A,B ∈ GL(ℑH˜⊕ H˜), φ˜A,B(X,Y ) = QH˜(B).(A.X.A¯,B.Y.A¯).
It can be verified directly that SO(2, 2)3,4 := {φ˜A,B | A,B ∈ S˜p(1)± :
Q
H˜
(A) = Q
H˜
(B)} is a subgroup of G˜2. This uses the same computa-
tion which shows that SO(4)3,4 ⊂ G2 together with the identity A−1 =
Q
H˜
(A).A¯, A ∈ S˜p(1)±.
On the other hand, the group S˜O(2, 2)3,4 := {φ˜A,B | A,B ∈ S˜p(1)±} is not
contained in G˜2. Nevertheless, we still have the following.
Lemma 2.1. Let X ∈ ℑH˜, Y, Z ∈ H˜ and φ˜A,B ∈ S˜O(2, 2)3,4. Then
(18) φ˜A,B.ωO˜((X, 0), (0, Y ), (0, Z)) = ωO˜((X, 0), (0, Y ), (0, Z)) =
Proof. The right hand side is
ω
O˜
((X, 0), (0, Y ), (0, Z)) = B
O˜
((X, 0).(0, Y ), (0, Z)) = ℜ((0, Y.X).(0, Z))
= ℜ((0, Y.X).(0,−Z)) = ℜ(Z¯.Y.X, 0) = ℜ(Z¯.Y.X).(19)
The left hand side is
ω
O˜
(Q
H˜
(B)(A¯.X.A, 0), Q
H˜
(A)(0, B¯.Y.A), Q
H˜
(A)(0, B¯.Z.A))
= Q
H˜
(B)ℜ(A¯.Z¯.B.B¯.Y.A.A¯.X.A) = ℜ(Z¯.Y.X).

The restriction map φp,q 7→ φp,q|ℑH induces a homomorphism π : SO(4)3,4 →
SO(ℑH). It is well known that the homomorphism is surjective.
If A,B ∈ S˜p(1)± and X ∈ ℑH˜, then QH˜(QH˜(B)A.X.A¯) = QH˜(X).
It follows that the restriction map φ˜A,B 7→ φ˜A,B|ℑH˜ induces a map π˜ :
S˜O(2, 2)3,4 → O(ℑH˜).
Lemma 2.2. There are split short exact sequence of Lie groups
0→ Sp(1)→ SO(4)3,4 π−→ SO(ℑH)→ 0 and(20)
0→ S˜p(1)→ S˜O(2, 2)3,4 π˜−→ O(ℑH˜)→ 0(21)
where π and π˜ are defined above. The second short exact sequence contains
a split short exact sequence
(22) 0→ S˜p(1)→ SO(2, 2)3,4 → SO(ℑH˜)→ 0.
Proof. We have ker π = {φ±1,q : q ∈ Sp(1)}. Now φp,q = φp′,q′ if, and
only if p = p′, q = q′ or p = −p′, q = −q′. It follows that ker π = {φ1,q :
q ∈ Sp(1)} ∼= Sp(1). It remains to show that the short exact sequence
is split. For this consider the group SO(3) ∼= {φp,p : p ∈ Sp(1)}. Then
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π|SO(3) induces isomorphism SO(3) → SO(ℑH). The inverse of this map is
a splitting of π.
It is easy to see that φ˜A,B = φ˜A′,B′ if, and only if A = A
′, B′ = B or
A = −A′, B = −B′. We have ker π˜ = {φ˜±1,B : B ∈ S˜p(1)} = {φ˜1,B : B ∈
S˜p(1)} ∼= S˜p(1). It is well known that any element of O(ℑH˜) is of the form
X 7→ ±A.X.A¯ for some A ∈ S˜p(1)±. Then π˜ is surjective and arguing as
above, it is easy to see that it is a split.
The last claim is easy to verify. 
2.3. Maximal compact subgroup of semi-direct product. A semi-
direct product of Lie groups is a short exact sequence
(23) 0→ H1 → H π−→ H2 → 0
of Lie groups which splits, i.e. there is a homomorphism ι : H2 → H such
that π ◦ ι = IdH2 . In this way, we can view H2 as a subgroup of H and we
will do this without further comment. We write H = H1 ⋊H2.
Lemma 2.3. Let G be a Lie group with a compact subgroup K. Suppose that
H1,H2 are closed subgroups of G such that the group generated by H1,H2 is
a semi-direct product H1 ⋊ H2. Assume that Ki := K ∩ Hi, i = 1, 2 is a
maximal compact subgroup of Hi.
Then the group generated by K1,K2 is a semi-direct product K1⋊K2 and
this is a maximal compact subgroup of H1 ⋊H2.
Proof. Let ki ∈ Ki, i = 1, 2 be arbitrary. Then k−12 k1k2 ∈ H1 ∩K = K1 and
so the first claim follows. The group K1 ⋊K2 is homeomorphic to K1 × K2
and so it is compact. It remains to show that it is maximal among all
compact subgroups of H1 ⋊H2.
Let π : H1 ⋊ H2 → H2 be the canonical projection and ι : H2 → H1 ⋊H2
be the inclusion. Put h¯ := ι ◦π(h), h ∈ H1⋊H2. Let L be a compact group
such that K1 ⋊K2 ⊂ L ⊂ H1 ⋊H2. Then in particular, Ki ⊂ L, i = 1, 2. It
is clearly enough to show that for each ℓ ∈ L : ℓ.ℓ¯−1 ∈ K1 and ℓ¯ ∈ K2.
The group π(L) is a compact subgroup of H2 which contains K2. By the
maximality of K2, π(L) = K2. Thus ℓ¯ ∈ ι(π(L)) = ι(K2) = K2.
It is clear that ℓ.ℓ¯−1 ∈ ker π = H1. As ℓ¯ ∈ K2 ⊂ L, we have that ℓ.ℓ¯−1 ∈ L
and thus ℓ.ℓ¯−1 ∈ L ∩ H1. Now L ∩ H1 is a compact subgroup of H1 which
contains K1. Again by the maximality of K1, K1 = L ∩H1 and the proof is
complete. 
Lemma 2.4. Let H1 ⋊ H2 be a semi-direct product of Lie groups. Assume
that the trivial group {e} is a maximal compact subgroup of Hi and that K
is a maximal compact subgroup of Hj where i, j ∈ {1, 2}, i 6= j. Then K is
a maximal compact subgroup of H1 ⋊H2.
Proof. As H1 ⋊H2 is diffeomorphic to H1 × H2, the groups Hi, i = 1, 2 are
closed in the semi-direct product. The group K is a compact subgroup of
H1 ⋊ H2. By the assumptions, K ∩ Hi is a maximal compact subgroup of
Hi, i = 1, 2. The claim follows from Lemma 2.3 
Lemma 2.5. Let L be a subgroup of GL(n,R). Suppose that for each A ∈ L
the matrix A − 1n is strictly upper triangular. Then {1n} is a maximal
compact subgroup of L.
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Proof. Let K be a maximal compact subgroup of L and B be a K-invariant
inner product on Rn. Let {f1, . . . , fn} be a B-orthonormal basis that is ob-
tained by applying the Gram-Schmidt algorithm to the standard basis of Rn.
Let F = (f1|f2| . . . |fn) be the corresponding matrix. Then F−1.K.F ⊂ O(7).
On the other hand, F and F−1 are upper triangular matrices with positive
numbers on the diagonal. Thus, for each A ∈ K the matrix F−1.A.F is upper
triangular and its diagonal coefficients are equal to 1. Hence, F−1.A.F = 1n
and A = 1n. 
3. Maximal compact subgroups
This Section is organized as follows. Each type is treated in its own
section. We first recall some results about Oi := Stab(ωi) from [2] where ωi
is a fixed representative of the type i = 1, . . . , 8. Then we use these results
to find a maximal compact subgroup of Oi. We separate the summary part
from the genuine research part of this article by — x —.
3.1. Type 8. A representative chosen in [2, Section Type 8.] is
(24) ω8 = α123 + α145 − α167 + α246 + α257 + α347 − α356.
It is well known that O8 = G2.
— x —
We will need in Section 3.2 the following observation. Recall (see Section
2.1) that O = CD(H) and the definition (10) of the tautological 3-form ωO.
Let Φ8 : V → ℑO be the linear isomorphism that maps the standard basis
of V to the standard basis
(25) {(i, 0), (j, 0), (k, 0), (0, 1), (0, i), (0, j), (0, k)}.
of ℑO where {1, i, j, k} is the standard basis of H.
Lemma 3.1. ω8 = Φ
∗
8ωO.
Proof. This is a straightforward computation which uses (19) together with
ωO((i, 0), (j, 0), (k, 0)) = ℜ((k, 0).(k, 0)) = ℜ(−k2) = ℜ(1) = 1. 
3.2. Type 7. Let us first recall some facts from [2, Section Type 7.]. A
representative is
(26) ω7 = α125 + α136 + α147 + α237 − α246 + α346.
Then V3 := △37 = [e5, e6, e7] and we put W4 := V/V3. The 3-form ω7
induces a bilinear form2 B(v,w) = c1d1+ c2d2+ c3d3+ c4d4 on V. The form
B descends to a positive definite bilinear form B4 on W4. The associated
quadratic form is denoted by Q4. We have
3 O7 ⊂ Stab(V3) ∩ Stab([B]).
The insertion map v 7→ ivω7 induces a linear map λ : V3 → Λ2W4. We
put σi := λ(ei+4), i = 1, 2, 3. As B4 is non-degenerate, there are unique
E,F,G ∈ End(W4) such that
(27) σ1 = B4 ◦ E, σ2 = B4 ◦ F, σ3 = B4 ◦G
2Here v = (c1, . . . , c7), w = (d1, . . . , d7)
3Recall notation from (6). In particular, Stab([B]) is the stabilizer of the line spanned
by B.
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where (B4 ◦ A)(u, v) := B4(A(u), v), A ∈ End(W4), u, v ∈ W4. The endo-
morphisms satisfy E2 = F 2 = −IdW4 and EF = −FE = G. Hence, W4 is
a 1-dimensional H-vector space.
The scalar product B4 induces a scalar product on Λ
2W∗4. As λ is injec-
tive, B4 induces a scalar product B3 on V3 and one finds that {e5, e6, e7} is
an orthonormal basis.
The homomorphism ρ : O7 → GL(V3), ϕ 7→ ϕ|V3 induces a split short
exact sequence 0 → K → O7 → CSO(Q3) → 0. Any ϕ ∈ O7 induces an
endomorphism ϕ˜ of W4 which preserves Q4 up to scale. If ϕ ∈ K, then
ϕ˜ ∈ GLH(W4) and ϕ˜ ∈ Stab(B4). This induces another split short exact
sequence 0 → L → K → Sp(1) → 0. The group L is isomorphic to the Lie
group R8. Notice that ℓBst =
(
14 0
∗ 13
)
for every ℓ ∈ L. All together, O7 is
isomorphic to a semi-direct product
(28) (R8 ⋊ Sp(1))⋊ CSO(3)
as claimed in [2, 10. Proposition]
— x —
We can now proceed. We put
f1 := −e6, f2 := e7, f3 := e5, f4 := −e1, f5 := e3, f6 := −e4, f7 := −e2
and B7 := {f1, . . . , f7}. Let B∗7 = {β1, . . . , β7} be a dual basis. Then
(29) ω7 = β145 − β167 + β246 + β257 + β347 − β356.
Consider a linear isomorphism Φ7 : V→ ImO which maps the basis B7 to
the standard basis (25) of ℑO. Recall Section 2.2 that SO(4)3,4 is a subgroup
of GL(ℑO). Thus, K7 := Φ∗7SO(4)3,4 is a subgroup of GL(V). Here we use
the notation set in (2).
Lemma 3.2. The subspaces V3 and V4 := [f4, . . . , f7] are K7-invariant and
K7 ⊂ O7.
Proof. Since V3 = Φ
−1
7 (ℑH) and V4 = Φ−17 (H), the first claim follows from
the definition (16).
By Lemma 3.1: ω7 = Φ
∗
7ωO − β123. As SO(4)3,4 ⊂ G2, we see that
K7 ⊂ Φ∗7G2 = Stab(Φ∗7ωO). From (16) is also clear that K7 ⊂ SO(B3) ⊂
Stab(β123). Thus K7 ⊂ O7. 
Put
(30) R+ :=
{
ϕ ∈ GL(V)
∣∣∣∣ ϕB7 = (λ−2.13 00 λ.14
)
, λ > 0
}
It is clear that R+ is a subgroup of GL(V) and that R+ ⊂ O7. From Lemma
3.2 follows that K7 commutes with R
+. It is easy to see that k.ℓ.k−1 ∈ L
whenever ℓ ∈ L, k ∈ K7 × R+. Hence, the group generated by L,K7 and
R+ is isomorphic to L⋊ (K7 × R+). This is a subgroup of O7.
Lemma 3.3. O7 = L⋊ (K7 × R+).
Proof. Let v ∈ V3. The map Φ7 restricts to an isomorphism V3 → ℑH
and so there is a unique a ∈ ℑH so that Φ7(v) = (a, 0). The composition
V
Φ7−→ ℑO→ H where the second map is the canonical projection descends
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to an isomorphism Φ7 : W4 → H. Notice that Φ∗7BH = B4. We know that
there is a unique A ∈ End(W4) such that λ(v) = B4 ◦A. We will now show
that A corresponds to the multiplication by a on the right.
Let w1, w2 ∈W4 and put b = Φ7(w1), c = Φ7(w2). Then
λ(v)(w1, w2) = ωO((a, 0), (0, b), (0, c)) = ℜ(c¯ba) = ℜ(bac¯) = BH(b.a, c)
= B4(Φ
∗
7(ra)(w1), w2)
where ra : H→ H is the right-action by a. We see that A = Φ∗7(ra).
Recall Lemma 2.2 that π : SO(4)3,4 → SO(ℑH), ϕ 7→ ϕ|ℑH induces the
split short exact sequence (20) where Sp(1) = {φ1,q : q ∈ Sp(1)} and that
φ1,q(a, b) = (a, q.b). Now it is easy to see that K7 × R+ is a splitting of
the subgroup Sp(1) ⋊ CSO(3) from (28). The claim then follows from the
definition of L. 
Theorem 3.1. K7 is a maximal compact subgroup of O7.
Proof. By Lemma 2.5, {17} is a maximal compact subgroup of L. It is also
clear that {17} is a maximal compact subgroup of R+. The claim follows
from Lemma 2.4. 
3.3. Type 5. A representative chosen in [2, Section type 5] is
ω5 = α123 − α145 + α167 + α246 + α257 + α347 − α356.(31)
It is well known that O5 = G˜2.
— x —
We will later need two more representatives of type 5. Recall Section 2.1
that O˜ = C˜D(H) and the definition of ω
O˜
. Let Φ5 : V → ℑO˜ be the linear
isomorphism that maps the standard basis of V to the basis (25) of ℑO˜.
From (19) and (12) follows at once that Φ∗5ωO˜ = 2α123 − ω8, i.e.
Φ∗5ωO˜ = α123 − α145 + α167 − α246 − α257 − α347 + α356.(32)
Notice that ϕ.ω5 = Φ
∗
5ωO˜ where ϕ ∈ GL(V) is determined by ϕ(ei) = ei, 1 ≤
i ≤ 5 and ϕ(ej) = −ej , j = 6, 7.
Let us now view O˜ as CD(H˜) and H˜ as M(2,R). Consider the linear
isomorphism Φ˜5 : V→ ℑO˜ that sends the standard basis of V to the basis
(33) {(I˜ , 0), (J˜ , 0), (K˜, 0), (0,
√
2E11), (0,
√
2E21), (0,
√
2E12), (0,
√
2E22)}.
Lemma 3.4.
Φ˜∗5ωO˜ = α123 + α145 + α167 − α245 + α267 + α347 − α356.(34)
Proof. Let tr be the usual trace and
(35) A =
(
a3 a2 − a1
a1 + a2 −a3
)
, B =
√
2
(
b1 b3
b2 b4
)
, C =
√
2
(
c1 c3
c2 c4
)
.
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From (19) follows that
ω
O˜
((A, 0), (0, B), (0, C)) = ℜ(C¯BA) = 1
2
tr(C¯BA)
= a1(b1c2 − b2c1 + b3c4 − b4c3)
+ a2(−b1c2 + b2c1 + b3c4 − b4c3)
+ a3(b1c4 − b4c1 − b2c3 + b3c2).
As ω
O˜
((I˜ , 0), (J˜ , 0), (K˜, 0)) = ℜ((−K˜, 0).(K˜, 0)) = ℜ(K˜2) = ℜ(1) = 1, the
claim follows. 
3.4. Type 2. Let us first recapitulate [2, Section Type 2.]. A representative
is
ω2 = α125 + α127 + α147 − α237 + α346 + α347.
We will use a basis B2 = {f5, f6, f7, e1, e2, e3, e4} of V where
f5 := e5 + e6, f6 := −e5 + e6, f7 := −e5 − e6 + e7.
For a dual basis B∗2 = {β1, . . . , β7} we have β1 = 12(α5 + α6 + 2α7), β2 =
1
2(−α5 + α6), β3 = α7 and βi+3 = αi, i = 1, . . . , 4 and so
αi = βi+3, i = 1, . . . , 4, α5 = β1 − β2 − β3, α6 = β1 + β2 − β3, α7 = β3.
Then
(36) ω2 = β145 + β167 − β245 + β267 + β347 − β356.
The subspace V3 := [f5, f6, f7] is O2-invariant and we put W4 := V/V3.
We denote by B3 a symmetric bilinear form on V3 with orthogonal basis
{f5, f6, f7} and B3(f5, f5) = 1, B3(f6, f6) = B3(f7, f7) = −1. The 3-form
induces a quadratic form Q(v) = 2(c1c4 − c2c3) where v = (c1, . . . , c7). The
associated symmetric bilinear form B descends to a bilinear form B4 on W4.
We denote by Q3 and Q4 the quadratic form on V3 and W4 associated to
B3 and B4, respectively. We have O2 ⊂ Stab([B3]) ∩ Stab([B]).
The insertion map v 7→ ivω2 induces an injective linear map λ : V3 →
Λ2W4. We put σi := λ(f4+i), i = 1, 2, 3. As B4 is non-degenerate, there are
unique E,F,G ∈ End(W4) such that
σ1 = B4 ◦ E, σ2 = B4 ◦ F, σ3 = B4 ◦G
where we use the notation from (27). Then E2 = −F 2 = −IdW4 and
EF = −FE = G and hence, W4 is a 1-dimensional free H˜-module.
There is a split short exact sequence 0 → O+2 → O2
det−−→ R∗ → 0. The
restriction map ϕ ∈ O+2 → ϕ|V3 induces another split short exact sequence
0 → K → O+2 → SO(Q3) → 0. Next, any ϕ ∈ O2 induces ϕ˜ ∈ GL(W4). If
ϕ ∈ K, then ϕ˜ ∈ GL
H˜
(W4) ∩ Stab(B4) ∼= S˜p(1). We obtain another split
short exact sequence 0→ L→ K→ S˜p(1) → 0. The group L is isomorphic
to R8. Notice that ℓB2 =
(
13 ∗
0 14
)
for every ℓ ∈ L. All together, O2 is
isomorphic to a semi-direct product
(37) ((R8 ⋊ S˜p(1))⋊ SO(1, 2)) ⋊R∗
as claimed in [2, 5. Proposition].
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We can now continue. Let Φ2 : V → ℑO˜ be a linear isomorphism that
sends B2 to the basis (33). Recall Section 2.2 that SO(2, 2)3,4 ⊂ S˜O(2, 2)3,4 ⊂
GL(ℑO˜). Put H˜2 := Φ∗2S˜O(2, 2)3,4 and H2 := Φ∗2SO(2, 2)3,4.
Lemma 3.5. The subspaces V3 and V4 := [e1, . . . , e4] are H˜2-invariant and
H2 ⊂ O2.
Proof. The first claim follows from the fact that Φ2(V3) = ℑH˜, Φ2(V4) = H˜
are S˜O(2, 2)3,4-invariant subspaces. From Lemma 3.4 follows that ω2 =
Φ∗2ωO˜ − β1 ∧ β2 ∧ β3. The second claim is then a consequence of Lemma
2.1. 
Let R+ be the group from (30). It is easy to see that R+ ⊂ O2. From
Lemma 3.5 follows that R+ commutes with H˜2. Using the definition of L,
one can easily check that g.ℓ.g−1 ∈ L whenever ℓ ∈ L, g ∈ H˜2×R+. We see
that L, H˜2 and R
+ generate a group L⋊ (H˜2 × R+) inside O2.
Lemma 3.6. O2 = L⋊ (H˜2 × R+).
Proof. Let v ∈ V3. The map Φ2 restricts to an isomorphism V3 → ℑH˜
and so there is a unique a ∈ ℑH˜ so that Φ2(v) = (a, 0). The composition
V
Φ2−→ ℑO˜→ H˜ where the second map is the canonical projection descends
to an isomorphism Φ2 : W4 → H˜. From the summary given above, there
is a unique A ∈ End(W4) such that λ(v) = B4 ◦ A. Following the proof of
Lemma 3.3, we find that A = Φ∗2(ra).
It is easy to see that det : L ⋊ (H˜2 × R+) → R∗ is surjective and that
ker(det) = L⋊H2. Recall Lemma 2.2 that π˜ induces the split short exact se-
quence (20) where S˜p(1) = {φ˜1,B : B ∈ S˜p(1)} and φ˜1,B(X,Y ) = (X,B.Y ).
From this easily follows that H2 is a splitting of S˜p(1) ⋊ SO(1, 2) in (37).
The claim now follows from the definition of L. 
It remains to find a maximal compact subgroup of O2. We will for simplic-
ity consider only a maximal connected and compact subgroup. The group
SO(2) is a maximal compact subgroup of SL(2,R) ∼= S˜p(1). From the proof
of Lemma 2.2 follows that a subgroup K0 of SO(2, 2)3,4 that is generated
by SO(2)1 := {φ˜1,B : B ∈ SO(2)} and SO(2)2 := {φ˜A,A : A ∈ SO(2)} is a
semi-direct product Ko := SO(2)1 ⋊ SO(2)2. As SO(2) is commutative, the
product is direct. Put Ko2 := Φ
∗
2K
o.
Theorem 3.2. The group Ko2
∼= SO(2)×SO(2) is a maximal connected and
compact subgroup of O2. There is an isomorphism of K
o
2-modules
(38) V ∼= R⊕ C1 ⊕ C2 ⊕ C1 ⊗C C2
where we denote by Ci, i = 1, 2 the standard complex representation of the
i-th factor of SO(2)× SO(2) on C = R2.
Proof. By Lemma 2.5, {17} is a maximal compact subgroup of L. It is
also clear that {17} is a maximal compact subgroup of R+. Hence, a maxi-
mal compact subgroup of H˜2 is a maximal compact subgroup of O2. From
Lemma 2.3 easily follows that Ko is a maximal compact subgroup of the
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connected component of the identity element of SO(2, 2)3,4. Hence, K
o
2 is a
maximal compact subgroup of the connected component Oo2 of the identity
element of O2. By the Cartan-Iwasawa-Malcev theorem, any two maximal
compact subgroups of Oo2 are conjugated and hence isomorphic. The first
claim follows and it remains to show the second claim.
Put
B
O˜
:= {(I˜ , 0), (J˜ , 0), (−K˜, 0), (0, 1), (0, I˜ ), (0, J˜ ), (0,−K˜)}.
Let Rt : R
2 → R2 be the anti-clockwise rotation at angle t ∈ R. Then it is
straightforward to find that
(39) (φ˜1,Rs)BO˜ =

1 0 0 0
0 1 0 0
0 0 Rs 0
0 0 0 Rs
 , (φ˜Rt,Rt)BO˜ =

1 0 0 0
0 R2t 0 0
0 0 1 0
0 0 0 R2t

and the second claim now easily follows. 
3.5. Type 6. A representative is
(40) ω6 = α127 − α136 + α145 + α235 + α246.
Invariant subspaces are △26 = [e7] and△36 = [e3, e4, . . . , e7]. We denote them
by V1 and V5, respectively. We put W2 := V/V5, Z4 = V5/V1. The 3-form
ω6 induces a quadratic form Q(v) = c
2
1 + c
2
2, v = (c1, . . . , c7). Let B be the
associated bilinear form. Then O6 ⊂ Stab([B]). The form Q descends to a
regular quadratic form Q2 on W2. We denote by B2 the associated bilinear
form.
The insertion map v 7→ ivω6|V5 induces a monomorphism λ : W2 → Λ2Z∗4
and we put σi := λ(ei), i = 1, 2.
Each ϕ ∈ O6 induces ϕ˜ ∈ GL(W2). Since ϕ˜ ∈ Stab([B2]), we get a map
µ : O6 → CO(Q2) and a split short exact sequence 0 → O16 → O6
detµ−−−→
R
∗ → 0. Then µ|O1
6
induces another split short exact sequence 0 → L →
O16 → SO(Q2) → 0. Each ϕ ∈ O6 descends to ϕ¯ ∈ GL(Z4) and we get
a map ρ : O6 → GL(Z4). If ϕ ∈ L, then ϕ¯.σi = σi, i = 1, 2. It can be
shown that Stab(σ1) ∩ Stab(σ2) ∼= SL(2,C) and we get a split short exact
sequence 0 → M → L → SL(2,C) → 0. Moreover, it can be shown that
ϕBst =
12 0 0∗ 14 0
∗ ∗ 1
 for every ϕ ∈ M and that M ∼= (R6 ⋊ R2) ⋊ R2. All
together, O6 is isomorphic to a semi-direct product
(41) ((((R6 ⋊R2)⋊R2)⋊ SL(2,C))⋊ SO(2)) ⋊R∗
as claimed in [2, 9. Proposition].
— x —
Let us first relabel the standard basis. We put
f1 := e7, f2 := e1, f3 := e2, f4 := e4, f5 := −e3, f6 := −e5, f7 := −e6.
Let B∗6 = {β1, . . . , β7} be a dual basis to B6 := {f1, f2, . . . , f7}. Then we
have
β1 = α7, β2 = α1, β3 = α2, β4 = α4, β5 = −α3, β6 = −α5, β7 = −α6.
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From this one finds that
(42) ω6 = β123 − β246 − β257 − β347 + β356.
Consider the linear isomorphism C2 → H, (x1 + iy1, x2 + iy2) 7→ (x1 +
iy1 + y2j + x2k). This isomorphism is complex linear with respect to the
multiplication by i on H on the right. This induces embedding SL(2,C) →֒
GL(H). We compose this with the canonical map GL(H) →֒ GL(ℑH ⊕
H), ϕ 7→ IdℑH⊕ϕ so that we can view SL(2,C) as a subgroup of GL(ℑH⊕H).
Put U˜(1) := {p ∈ Sp(1) : p.i = ±i.p}. It is easy to see that U˜(1) has two
connected components U˜(1)0 = {eit : t ∈ R} and U˜(1)1 = {eit.j : t ∈ R}.
We put K′6 := {φp,q : p ∈ U˜(1), q ∈ Sp(1)}. It is easy to see that K′6 is a
subgroup of GL(ℑH⊕ H) and we denote by H′6 the group generated by K′6
and SL(2,C).
Lemma 3.7. The map π6 : H
′
6 → SO(ℑH), π6(ϕ) = ϕ|ℑH induces a split
short exact sequence
(43) 0→ SL(2,C)→ H′6 → O(2)→ 0
where O(2) ⊂ SO(ℑH) is the stabilizer of the line spanned by i. The group
K′6 is a maximal compact subgroup of H
′
6.
Proof. It is easy to see that the image of π6 is O(2). From Lemma 2.2 follows
that ker π6 is generated by SL(2,C) and by Sp(1) = {φ1,q : q ∈ Sp(1)}. From
(16) is clear that Sp(1) ⊂ SL(2,C) and hence, π6 induces the short exact
sequence (43). This sequence is split by repeating the proof of Lemma 2.2.
It remains to prove the second claim.
The group K′6 is a compact subgroup of H
′
6 = SL(2,C) ⋊O(2). We have
that K′6∩O(2) = O(2) and that K′6∩SL(2,C) = Sp(1) is a maximal compact
subgroup of SL(2,C). The claim follows from Lemma 2.3. 
Let us view O˜ as C˜D(H). Let Φ6 : V→ ℑH⊕H be the linear isomorphism
which maps the basis B6 to the basis (25) of ℑO˜. We put H6 := Φ∗6H′6 and
K6 := Φ
∗
6K
′
6. These are by definition subgroups of GL(V).
Lemma 3.8. The subspaces [f1], [f2, f3], [f4, . . . , f7] are H6-invariant and
H6 ⊂ O6.
Proof. Notice that [f1] = Φ
−1
6 ([(i, 0)]), [f2, f3] = Φ
−1
6 ([(j, 0), (k, 0)]) and
[f4, . . . , f7] = Φ
−1
6 (H˜). Hence, the first claim follows from the definition of
H′6 and Lemma 3.7. Notice that H6 ⊂ Stab(β1) ∩ Stab(β23).
The 3-form Φ∗6ωO˜ is obtained from Φ
∗
5ωO˜ given in (32) by replacing each
αi by βi, i = 1, 2, . . . , 7. We see that ω6 + β1 ∧ γ1 = Φ∗6ωO˜ where γ1 :=
−β4 ∧ β5 + β6 ∧ β7.
The group H6 is generated by K6 and Φ
∗
6SL(2,C). Hence, it is enough to
show that K6 ⊂ Stab(ω6) and SL(2,C) ⊂ Stab(ω6).
Let ϕ ∈ K6. As K′6 ⊂ SO(4)3,4 ⊂ G˜2, it follows that K6 ⊂ Φ∗6G˜2 =
Stab(Φ∗6ωO˜). Hence, it is enough to show ϕ.γ1 = γ1. We have
ϕ.(Φ∗6ωO˜) = ϕ.(β123 + β1 ∧ γ1 − β246 − β257 + β356 − β347)
= β123 + β1 ∧ ϕ.γ1 + ϕ.(−β246 − β257 + β356 − β347)
= β123 + β1 ∧ ϕ.γ1 + β2 ∧ γ2 + β3 ∧ γ3
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for some 2-forms γ2, γ3 which belong to the subalgebra of Λ
•V∗ generated
β4, β5, β6, β7. But since ϕ.(Φ
∗
6ωO˜) = Φ
∗
6ωO˜, it follows that ϕ.γ1 = γ1 and
γ2 = −β46 − β57, γ3 = β56 − β47.
As SL(2,C) acts by identity on ℑH, we know that βi, i = 1, 2, 3 are
invariant under SL(2,C). The standard complex volume form on C2 induces
via the isomorphism C2 → H and the inclusion H →֒ ℑH ⊕ H given above
a complex 2-form θ on ℑH ⊕ H. It is straightforward to verify that Φ∗6θ =
−γ3 − iγ2. Hence, SL(2,C) ⊂ Stab(γ2) ∩ Stab(γ3). 
We will need one more subgroup of GL(V). Put
(44) R+ :=
{
ϕ ∈ GL(V)
∣∣∣∣
λ−2 0 00 λ.12 0
0 0 λ−
1
2 .14
 , λ > 0}.
It is easy to check that R+ is a subgroup of O6. From Lemma 3.8 follows
that R+ commutes with H6. By the summary given above, g.m.g
−1 ∈ M
whenever m ∈ M, g ∈ H6 × R+. This shows that O6 contains a subgroup
M⋊ (H6 ×R+).
Lemma 3.9. O6 = M⋊ (H6 × R+).
Proof. Put O′6 := M ⋊ (H6 × R+). Then µ|O′6 induces epimorphism O′6 →
CO(Q2). By Lemma 3.7, we get a split short exact sequence 0 → L′ →
O′6 → CO(Q2) → 0 where L′ = M ⋊ Φ∗6SL(2,C). Then ρ|L′ induces a split
short exact sequence 0→ M→ L′ → Φ∗6SL(2,C)→ 0. By the proof Lemma
3.8, Φ∗6SL(2,C) ⊂ Stab(γ2) ∩ Stab(γ3). It is straightforward to verify that
also the other inclusion ” ⊃ ” holds. The 2-form γi, i = 2, 3 descends to the
form σi−1 on Z4. Thus Φ
∗
6SL(2,C) = Stab(σ1)∩Stab(σ2) and so Φ∗6SL(2,C)
is a splitting of the subgroup SL(2,C) from (41). The claim now follows
from the definition of M. 
Theorem 3.3. K6 is a maximal compact subgroup of O6.
Proof. By Lemma 2.5, {17} is a maximal compact subgroup of M. The same
is obviously true also for R+. From Lemma 3.7 follows that K6 is a maximal
compact subgroup of H6. The claim is then a consequence of Lemma 3.7. 
3.6. Type 3. A representative is
(45) ω3 = α123 − α167 + α145.
Then V6 := △23 = △33 = [e2, . . . , e7]. This is an O3-invariant subspace.
We put W1 := V/V6. The insertion map v 7→ ivω3 induces a monomor-
phism λ : W1 → Λ2V∗6. The image of λ is an O3-invariant conformally
symplectic structure on V6. The restriction map ϕ 7→ ϕ|V6 induces a
split short exact sequence 0 → K → O3 → CSp(3,R) → 0. Moreover,
K =
{
ϕ ∈ GL(V)
∣∣∣∣ ϕBst = (1 ∗0 16
)}
.
— x —
We put f1 := e1, f2 := e2, f3 := e4, f4 := e6, f5 := e7, f6 := e5, f7 := e3.
Let B∗3 = {β1, . . . , β7} be a dual basis to B3 := {f1, . . . , f7}. Then
(46) ω3 = β125 + β136 + β147.
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Let ω be the imaginary part of the standard Hermitian form on C3. Let
CSp(ω) := Stab([ω]) and Sp(ω) := Stab(ω). The map µ : CSp(ω) → R∗
determined by µ(ϕ).ω = ϕ.ω is a group homomorphism.
Let C : C3 → C3 be the standard conjugation. Then C.ω = −ω and so
C ∈ CSp(ω), µ(C) = −1. Let U˜(3) be the group generated by U(3) and
C. It is easy to see that U˜(3) has two connected components, the connected
component of the identity U˜(3)0 = U(3) and U˜(3)1 := {ϕ ◦ C : ϕ ∈ U(3)}.
Lemma 3.10. There is a split short exact sequence
(47) 0→ Sp(ω)→ CSp(ω) µ−→ R∗ → 0.
The group U˜(3) is a maximal compact subgroup of CSp(ω).
Proof. Consider the subgroup R∗ of CSp(ω) generated by C and {λ.IdC3 :
λ > 0}. Then it is easy to see that µ restricts to an isomorphism R∗ → R∗.
The inverse of this is a splitting of µ.
{IdC3 , C} = O(C3) ∩ R∗ and U(3) = Sp(ω) ∩ O(3). As CSp(ω) and R∗
are closed in GL(C3), the second claim is a corollary of Lemma 2.3. 
For A ∈ CSp(ω) we define φA ∈ GL(R ⊕ C3), φA(x, v) = (µ(A).x,Av).
Let
(48) Φ3 : V→ R⊕C3, Φ3
( 7∑
i=1
xifi
)
= (x1, (x2 + ix5, x2 + ix6, x4 + ix6)).
We put H3 := {Φ∗3(φA) : A ∈ CSp(ω)} and K3 := {Φ∗3(φA) : A ∈ U˜(3)}.
Lemma 3.11. H3 ⊂ O3.
Proof. Let A ∈ CSp(ω) and α ∈ R∗ be the linear form corresponding to IdR.
Then α ∧ ω ∈ Λ3(R ⊕C3)∗ and
φA.(α ∧ ω) = µ(A)−1.α ∧A.ω = µ(A)−1.α ∧ µ(A).ω = α ∧ ω.
Since ω3 = Φ
∗
3(α ∧ ω), the claim follows. 
It is clear that K and H3 generate a subgroup K⋊H3 of O3.
Lemma 3.12. O3 = K⋊H3.
Proof. The restriction map ϕ ∈ O3 7→ ϕ|V3 induces isomorphism H3 →
CSp(3,R). This readily proves the claim. 
Theorem 3.4. The group K3 is a maximal compact subgroup of O3.
Proof. From Lemma 2.5 follows that {17} is a maximal compact subgroup
of K. The claim is a consequence of Lemmata 3.10 and 2.4. 
It is clear that K3 ⊂ SO(7). We will now show K3 can be viewed as a
subgroup of Spinc(7), i.e. there is an embedding K3 → Spinc(7) such that
the composition K3 → Spinc(7)→ SO(7) induces the identity on K3. Recall
that Spinc(n) is the quotient of Spin(n) × U(1) by the subgroup {±(1, 1)}
where {±1} = ker ρn and ρn : Spin(n) → SO(n) is the usual 2:1 covering.
We denote the class of (a, eit) in the quotient by 〈a, eit〉. The canonical
homomorphism ρcn : Spin
c(n)→ SO(n) is 〈a, eit〉 7→ ρn(a).
Lemma 3.13. K3 is a subgroup of Spin
c(7).
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Proof. U˜(3) has two connected components and so the same is true for K3.
The connected component Ko3 of the neutral element of K3 is isomorphic
to U(3). It is well known (see [12, Section 3.4]) that U(3) is a subgroup of
Spinc(6). Using the standard inclusion Spinc(6) →֒ Spinc(7), we see that
there is a subgroup K˜o3 of Spin
c(7) such that ρc7|K˜o
3
induces isomorphism of
Lie groups K˜o3 → Ko3. Hence, it remains to show that there is a subgroup
K˜3 of Spin
c(7) which contains K˜o3 such that ρ
c
7 restricts to an isomorphism
of Lie groups K˜3 → K3.
Notice that ψC := Φ
∗
3(φA) ∈ SO(7) is determined by fi 7→ −fi, , i =
1, 2, 3, 4 and fj 7→ fj, j = 5, 6, 7. Let BV be the standard inner product on
V. Let us view Spin(7) as the subgroup of the Clifford algebra (V, BV) that
is generated by even number of unit vectors from V. Put α := f1.f3.f5.f7 ∈
Spin(7). Then ψC = ρ7(α) and α
2 = 1. It is easy to verify that we can take
as K˜3 the subgroup of Spin
c(7) that is generated by K˜o3 and 〈α, 1〉. 
3.7. Type 4. A representative of the orbit is
(49) ω4 = α123 − α167 + α145 + α246.
With respect to the basis B3 from Section 3.6 we have that
(50) ω4 = β125 + β136 + β147 + β234.
Put V3 := [f5, f6, f7], V6 := [f2, f3, f4, f5, f6, f7]. It is claimed in [2,
Section type 3] that △24 = V3 and △34 = V6 and so these are O4-invariant
subspaces. We put W1 := V/V6,W4 := V/V3 and Z3 := V6/V3.
Each ϕ ∈ O4 descends to ϕ˜ ∈ GL(W1) ∼= R∗ and ϕˆ ∈ GL(Z3). The
homomorphism µ : O4 → GL(W1), ϕ 7→ ϕ˜ induces a split short exact
sequence 0 → O+4 → O4
µ−→ R∗ → 0. The 3-form ω4 induces a volume
form on Z3. It follows that the image of the homomorphism ν : O4 →
GL(Z3), ϕ 7→ ϕˆ is contained in SL(Z3). There is a split short exact sequence
0 → K → O+4 → SL(Z3) → 0. If ϕ ∈ K, then ϕB3 =
1 0 0∗ 13 0
∗ ∗ 13
.
Moreover, it can be shown that K ∼= (((R3 ⋊ R6) ⋊ R) ⋊ R) ⋊ R. Fixing
an isomorphism Z3 → R3, we obtain an isomorphism between O4 and a
semi-direct product
(51) (((((R3 ⋊R6)⋊R)⋊R)⋊R)⋊ SL(3,R))⋊R∗
as in [2, 7. Proposition].
— x —
Put
(52) H4 :=
{
ϕ ∈ GL(V) : ϕB3 =
1 0 00 A 0
0 0 (AT )−1
 , A ∈ SL(3,R)}.
It is clear that Ko4 := H4 ∩ SO(7) is a maximal compact subgroup of H4.
Lemma 3.14. H4 ⊂ O4.
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Proof. Notice that ω4 = ω3 + β234. It is obvious that H4 ⊂ Stab(β234) ∩
Stab(β1) and it is straightforward to verify that H4 ⊂ Stab(β25 + β26 +
β37). 
Put
(53) R∗ =
{
ϕ ∈ GL(V) : ϕM =
λ 0 00 13 0
0 0 λ−1.13
 , λ ∈ R∗}.
It clear that R∗ ⊂ O4 and that R∗ commutes with H4. Given k ∈ K, g ∈
H4×R∗, then we easily check that g.k.g−1 ∈ K. This shows that O4 contains
a subgroup K⋊ (H4 × R∗).
Lemma 3.15. O4 = K⋊ (H4 × R∗).
Proof. This easily follows from the summary given above. 
R∗ ∩O(7) contains two elements that correspond to λ = ±1. We denote
the intersection by Z2.
Theorem 3.5. The group K4 := K
o
2 × Z2 is a maximal compact subgroup
of O4. The group K4 is a subgroup of G2.
Proof. By Lemma 2.5, {17} is maximal compact subgroup of K. Hence, it
is (see Lemma 2.4) enough to show that K4 is a maximal compact subgroup
of H4 × R∗. We have that K4 = (H4 × R∗) ∩ O(7), Ko4 = H4 ∩ O(7) and
Z2 = R
∗ ∩O(7). Since H4 and R∗ are closed subgroups of GL(V) and since
Ko4 and Z2 is a maximal compact subgroup of H2 and R
∗, respectively, the
claim follows from Lemma 2.3.
To complete the proof, let Φ4 : V → ℑH ⊕ H be the linear isomorphism
that sends the basis B3 to the basis
{(0, 1), (i, 0), (j, 0), (k, 0), (0, i), (0, j), (0, k)}.
Then it is easy to see that K4 = Φ
∗
4{φp,±1.p : p ∈ Sp(1)}. Thus, K4 ⊂
Φ∗4G2 
3.8. Type 1. A representative of the orbit is
ω1 = α127 + α134 + α256.(54)
We have △21 = Va3 ∪Vb3 and △31 = Va6 ∪Vb6 where
Va3 := [e3, e4, e7], V
b
3 := [e5, e6, e7], V
a
6 = [e1, e3, . . . , e7], V
b
6 = [e2, . . . , e7].
A subspace V1 := V
a
3 ∩ Vb3 is O1-invariant and we put Za2 := Va3/V1, Zb2 :=
Vb3/V1. Each element ϕ ∈ O1 induces an automorphism ϕ˜ of Za2 ⊕ Zb2 such
that ϕ˜(Za2) = Z
a
2, ϕ˜(Z
b
2) = Z
b
2 or ϕ˜(Z
a
2) = Z
b
2, ϕ˜(Z
b
2) = Z
a
2. A map
sg : O1 → Z2, sg(ϕ) =
{
1 if ϕ˜(Za2) = Z
a
2, ϕ˜(Z
b
2) = Z
b
2
−1 if ϕ˜(Za2) = Zb2, ϕ˜(Zb2) = Za2
is a split group homomorphism. Put O+1 := ker(sg). If ϕ ∈ O+1 , then it
is natural to view ϕ˜ as an element of GL(Za2) × GL(Zb2). A map ϕ 7→ ϕ˜
induces a split short exact sequence 0→ K→ O+1 → GL(Za2)×GL(Zb2)→ 0.
Moreover, it can be shown that ϕB =
12 0 0∗ 14 0
∗ ∗ 1
 for every ϕ ∈ K and
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that K ∼= (H ⊕ H) ⋊ R4 where H is a Heisenberg algebra in dimension 3.
All together, O1 is isomorphic to a semi-direct product
(55) (((H ⊕H)⋊R4)⋊GL(Za2)×GL(Zb2))⋊ Z2
as in [2, 4. Proposition].
— x —
We can now continue with the proof. Let A,B ∈ GL(2,R). We define
2-linear automorphisms of R⊕ R⊕ R2 ⊕ R2 ⊕ R, namely
φ+A,B(u1, u2, v1, v2, u3) :=
(
u1
detA
,
u2
detB
,A(v1), B(v2),detA.detB.u3
)
and
φ−A,B(u1, u2, v1, v2, u3) :=
(
u2
detB
,
u1
detA
,B(v2), A(v1),− detA.detB.u3
)
where u1, u2, u3 ∈ R, v1, v2 ∈ R2. Let
Φ1 : R
7 → R⊕R⊕R2⊕R2⊕R, Φ1(x1, . . . , x7) = (x1, x2, (x3, x4), (x5, x6), x7)
and put ϕ•A,B := Φ
∗
1(φ
•
A,B) where • = ±. It is straightforward to verify that
ϕ+A,B ◦ ϕ+C,D = ϕ+A.C,B.D, ϕ−A,B ◦ ϕ−C,D = ϕ+B.C,A.D,(56)
ϕ+A,B ◦ ϕ−C,D = ϕ−B.C,A.D, ϕ−A,B ◦ ϕ+C,D = ϕ+C.A,D.B(57)
and so H1 := {ϕ±A,B | A,B ∈ GL(2,R)} is a subgroup of GL(V). The follow-
ing observation is straightforward.
Lemma 3.16. H1 ⊂ O1
It is easy to check that h.k.h−1 ∈ K whenever h ∈ H1, k ∈ K. Hence, O1
contains a subgroup K⋊H1.
Lemma 3.17. O1 = K⋊H1
Proof. It is easy to see that the inclusion H1 →֒ O1 is a splitting of the
subgroup (GL(Za2 ) × GL(Zb2)) ⋊ Z2. The claim follows from the definition
of K. 
Theorem 3.6. A maximal compact subgroup of H1 is a maximal compact
subgroup of O1.
Proof. From Lemma 2.5 follows that {17} is a maximal compact subgroup
of K. The claim is then a consequence of Lemma 2.4. 
4. Multisymplectic 3-forms of a fixed algebraic type
4.1. Characteristic classes of spin and spinc vector bundles. We will
denote by Ri a trivial vector bundle with fiber Ri. For a real vector bundle
ξ we denote by wi(ξ), p1(ξ) and e(ξ) the i-th Stiefel-Whitney class, the first
Pontryagin class and the Euler class of ξ, respectively. If ξ is a complex
vector bundle, then ci(ξ) is the i-th Chern class of ξ. We will need (see
also [4, Section 2]) two more characteristic classes, one is defined for a spin
vector bundle and the other is defined for a spinc vector bundle.
MULTISYMPLECTIC 3-FORMS ON 7-DIMENSIONAL MANIFOLDS 19
Suppose that ξ is a spin vector bundle over a base N . Then there is a
class q(ξ) ∈ H4(N,Z) which is independent of the choice of a spin structure
on ξ. We have:
(58) q(ξ ⊕ ξ′) = q(ξ) + q(ξ′) and 2q(ξ) = p1(ξ)
if ξ and ξ′ are spin. If ξ is a complex bundle, then ξ admits a spin structure if,
and only if c1(ξ) is divisible by two, say 2m = c1(ξ) for some m ∈ H2(M,Z).
Then
(59) q(ξ) = 2m2 − c2(ξ).
If ξ = TN , then we put q(N) := q(TN).
A vector bundle ξ admits a spinc structure if, and only if w2(ξ) is a
reduction of an integral class, say ρ2(ℓ) = w2(ξ) for some ℓ ∈ H2(N,Z).
Then we can define q(ξ; ℓ) := q(ξ−λ) ∈ H4(N,Z) where λ is a complex line
bundle with c1(ξ) = ℓ. The spin
c characteristic class satisfies:
(60)
2q(ξ; ℓ) = p1(ξ)− ℓ2, ρ2(q(ξ; ℓ)) = w4(ξ), q(ξ; l+2m) = q(ξ, ℓ)− 2ℓm− 2m2
where m ∈ H2(N,Z). If ξ is a complex vector bundle with c1(ξ) = ℓ, then
(61) q(ξ; ℓ) = −c2(ξ).
If ξ = TN , then we put q(N ; ℓ) := q(TN ; ℓ).
The following Theorem can be found in [3].
Theorem 4.1. Let N be a closed, connected manifold of dimension 7. Con-
sider two orientable 7-dimensional real vector bundles ξ and ξ′ over N with
w2(ξ) = w2(ξ
′) = ρ2(ℓ), where ℓ ∈ H2(N ;Z). Then ξ and ξ′ are isomorphic
as vector bundles if, and only if q(ξ; ℓ) = q(ξ′; ℓ)
4.2. Multisymplectic 3-forms of algebraic type 5,6,7,8.
Theorem 4.2. Let N be a closed connected 7-dimensional manifold. Then
the following are equivalent:
(1) N is orientable and spin.
(2) N admits a multisymplectic 3-form of algebraic type 8.
(3) N admits a multisymplectic 3-form of algebraic type 5.
(4) N admits a multisymplectic 3-form of algebraic type 6.
(5) N admits a multisymplectic 3-form of algebraic type 7.
Proof. (1)”⇔”(2) is proved in [10].
(2)”⇔”(3) is proved in [11].
(1)”⇒”(4) and (5). By a result from [14], any closed, orientable, spin
manifold of dimension 7 admits two everywhere linearly independent vector
fields. This gives a reduction from Spin(7)-structure to Spin(5)-structure.
Following [3, Proposition 2.2], an inclusion
Sp(1) = Sp(1)× 1 →֒ Sp(1)× Sp(1) = Spin(4) →֒ Spin(5)
induces isomorphism on homotopy groups πi for i ≤ 5 and an epimorphism
on π6. Hence, the Spin(5)-structure reduces to a Spin(4)-structure which
shows that N admits three everywhere linearly independent vector fields, i.e.
TN ∼= R3 ⊕ η where η is spin. Furthermore, the reduction from Spin(4) to
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Sp(1) means that η has a Sp(1)-structure or equivalently, η is a 1-dimensional
H-vector bundle. Notice that a composition
Sp(1) →֒ Spin(5) →֒ Spin(7) ρ7−→ SO(7) is4 q ∈ Sp(1) 7→ φ1,q ∈ SO(7).
This is an embedding Sp(1) →֒ SO(7). We know from Section 3.5 that
Sp(1) ⊂ K6 and from Section 3.2 that Sp(1) ⊂ K7. We see that the Sp(1)-
structure extends to a K6 and K7-structure.
(4)”⇒” (3) By Section 3.5, K6 ⊂ Φ∗6G˜2.
(5)”⇒” (2) By Section 3.2, K7 ⊂ Φ∗7G2. 
4.3. Multisymplectic 3-forms of algebraic type 4.
Theorem 4.3. Let N be a closed, connected 7-manifold. If N is orientable,
spin and that there is u ∈ H4(M ;Z) such that q(M) = −4u, then N admits
a multisymplectic 3-form of algebraic type 4.
If N admits a multisymplectic 3-form of algebraic type 4, then N is ori-
entable and spin.
Proof. Recall Section 3.7 that the maximal compact, connected subgroup Ko4
of O4 is isomorphic to SO(3) and that V ∼= R⊕R3⊕R3 as a Ko4-module where
R is a trivial module and R3 is the standard representation. Alternatively,
V ∼= R ⊕ C3 where C3 = R3 ⊗ C. We see that N admits a Ko4-structure if,
and only if there is a 3-dimension orientable vector bundle α over N such
that TN ∼= R⊕ αC where αC is the complexification of α.
Let us assume that q(N) = −4u for some u ∈ H4(N,Z). We will first
show that there is a H-line bundle µ such that −q(µ) = e(µ) = u. For
this we follow [3, Proposition 2.5]. The map e : BSU(2) → K(Z, 4) is an
isomorphism on πi, i ≤ 4 and epimorphism on π5. This implies that there
is a H-line bundle η over a 5-skeleton N (5) of N with e(η) = u. Since
π5(BO(∞)) = π6(BO(∞)) = 0, it follows that the stable bundle η ⊕ R3
extends to N . Since any stable vector bundle over N is stably isomorphic to
a vector bundle of rank 7, there is a vector bundle ξ over N of rank 7 with
−q(ξ) = u and w2(ξ) = w2(µ) = 0. By a result from [7], the bundle ξ admits
a Spin(5)-structure. By the same argument as in the proof of Theorem 4.2,
this structure reduces to Sp(1)-structure, i.e. ξ ∼= µ ⊕ R3 where µ has a
Sp(1)-structure. We have −q(µ) = −q(ξ) = u.
Next we take the associated 3-dimensional bundle α = ρ−(µ), see [5,
Proposition 2.1]. From [5, Lemma 2.4] follows that:
p1(α) = p1(µ)− 2e(µ) = 2q(µ)− 2e(µ) = −4u = q(M).
On the other hand, p1(α) = −c2(αC) = q(αC). By Theorem 4.1, TN ∼=
R⊕ αC and the sufficient condition follows.
By Theorem 3.5, K4 ⊂ G2 and so the necessary condition follows from
Theorem 4.2. 
Notice that by [6, Lemma 2.6], 0 = w4(M) = ρ2(q(M)) and so for a closed
spin manifold N there is always v ∈ H4(M ;Z) such that q(M) = 2v.
4Up to conjugation.
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4.4. Multisymplectic 3-forms of algebraic type 3.
Theorem 4.4. Let N be a 7-dimensional manifold. Then N admits a mul-
tisymplectic 3-form of algebraic type 3 if, and only if N is orientable and
spinc.
Proof. ” ⇐ ” This is proved in [9, Theorem 5.7]. ” ⇒ ” By Lemma 3.13,
K3 is a subgroup of Spin
c(7) and so any K3-structure extends to a Spin
c(7)-
structure. 
4.5. Multisymplectic 3-forms of algebraic type 2.
Theorem 4.5. Let N be a 7-dimensional closed and connected manifold. If
N is orientable, spin and there are e, f ∈ H2(M,Z) such that e2+f2+3ef =
−q(M), then N admits a multisymplectic 3-form of algebraic type 2. If N
is simply-connected, then this condition is also necessary.
On the other hand, suppose that N is orientable and admits a multisym-
plectic 3-form of algebraic type 2. Then N is spin.
Proof. Let α and β be a complex line bundle with c1(α) = e and c1(β) = f .
Put ξ := R⊕α⊕ β ⊕α⊗ β. By Theorem 3.2, ξ has a Ko2-structure. On the
other hand, w2(ξ) = 0 and q(ξ) = −c2(ξ) = −e2− f2− 3ef . From Theorem
4.1 follows that TN ∼= ξ. It is obvious that the condition is necessary, if N
is simply-connected.
Let us assume that N is orientable and admits a O+2 -structure. We have
seen in the proof of Lemma 3.6, that O+2 = O2 ∩ SL(V) = L ⋊ H2. More-
over, the inclusion H2 →֒ O+2 is a homotopy equivalence and thus any O+2 -
structure reduces to H2-structure. As H2 ⊂ Φ∗6G˜2, anyH2-structure extends
to a G˜2-structure. Theorem 4.2 implies that N is spin. 
4.6. Multisymplectic 3-forms of algebraic type 1.
Lemma 4.1. Let N be a 7-manifold without boundary. Suppose that there
are oriented vector bundles α, β of rank 2 such that TN ∼= R3 ⊕ α ⊕ β.
Then N admits a multisympletic 3-form of algebraic type 1. If N is also
simply-connected, then the assumption is also necessary.
Proof. Let us first show that the condition is sufficient. If TN ∼= R3⊕α⊕β,
then dually T ∗N ∼= R3∗ ⊕ α∗ ⊕ β∗. Let θi, i = 1, 2, 3 be differential forms
on N which trivialize R3∗. Next we choose everywhere non-zero sections µ1
and µ2 of Λ
2α∗ and Λ2β∗, respectively. Now it is easy to see that θ1 ∧ θ2 ∧
θ3 + θ1 ∧ µ1 + θ2 ∧ µ2 is a multisymplectic 3-form of algebraic type 1.
Let us now assume that π1(N) = 1. Recall Lemma 3.17 that O1 = K⋊H1.
As K ∼= R10 we know that πi(O1/H1) = 1, i ≥ 0. From the classical obstruc-
tion theory (see for example [14]) follows that any O1-structure reduces to
an H1-structure. If N is simply-connected, then any H1-structure reduces
to an Ho1-structure where H
o
1 is the connected component of the identity el-
ement of H1. Now H
o
1
∼= GL+(2,R)+ ×GL+(2,R) where GL+(2,R) = {A ∈
GL(2,R) : det(A) > 0}. As an H01-module, V ∼= R3 ⊕ R21 ⊕ R22 where R3
is a trivial representation and R2i is the standard representation of the i-th
factor of Ho1. From this the necessary condition easily follows. 
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We see that a simply-connected manifold N with a global multisymplectic
3-form of algebraic type 1 admits a spinc-structure. Proposition 4.1 implies
the following.
Theorem 4.6. Let N be a connected, closed and spinc 7-manifold. Suppose
that there are e, f ∈ H2(M,Z) such that ρ2(e + f) = w2(M) and −ef =
q(M ; e+ f). Then N admits a multisympletic 3-form of algebraic type 1. If
N is simply-connected, then the assumption is also necessary.
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