The finite differences value function of an American put option can be computed by solving a sequence of Linear Complementarity Problems (LCP). The state of the art methods that solve these equations converge slowly. Recently, Borici and Lüthi have shown that in the case of the implicit discretisation scheme it is possible to solve LCPs in a computer time which grows linearly with the number of spatial grid points. In this paper we show that this result can be generalised for the more accurate discretisation scheme of Crank-Nicolson. We give examples that illustrate this result.
In this paper we show that the algorithm can be extended for the more accurate scheme of Crank-Nicolson under certain conditions. It also compares the new algorithm to the PSOR algorithm and their complexity for a fixed accuracy.
The paper is organized as follows: in the next section we set the notations and define the problem of evaluation of the American option as a sequence of LCPs. In section 3 we describe the new algorithm and prove it in general for any difference scheme. In section 4 we discuss implementation and give examples of computations with corresponding run times. Complexity and accuracy are discussed in section 5.
Definition of the pricing problem
The American pricing problem can be formulated as the solution of an optimal stopping problem using variational inequalities (VI) which lead to the linear complementarity problem (LCP) [14] , [10] or a linear program (LP) [8] .
Let us assume a Black-Scholes economy with one risky asset price S modeled by a geometric Brownian motion with constant volatility σ and a savings account with constant risk-free rate r ≥ 0.
An European option gives the holder the right to buy or sell one unit of the asset for a price K, the strike price, at the maturity date T . In contrast, an American option can be exercised at any time τ to maturity, i.e. τ ∈ [0, T ]. The payoff of an American put option is a function ψ : R + → R defined by:
The value function v : R + × [0, T ] → R is the "fair" value v(x, t) at asset price x > 0 and at time t ∈ [0, T ]. It can be formulated as the solution of an optimal stopping problem, namely choose the stopping time which maximizes the conditional expectation of the discounted payoff. The stopping time may be shown to be the first time the value falls to the payoff at exercise [16] . In particular, the (x, t) domain may be partitioned as follows:
On the continuation region C, v has to satisfy the Black-Scholes PDE:
(L BS + ∂ t )v = 0 with v > ψ (2.1)
whereas on the stopping region S one avoids arbitrage by requiring:
with L BS , the Black-Scholes operator defined by:
Conditions (2.1-2) lead to the following order complementarity problem (OCP) for the fair value of the American put option [3] :
OCP Find v ∈ F such that:
where
where ∧ denotes the pointwise minimum of two functions with respect to a vector lattice
Hilbert space (see [3] for further discussion).
Note that the Black-Scholes PDE is a linear elliptic PDE with non-constant coefficients. In fact, a log-transformed stock price ξ = log x is useful to define a constant coefficient Black-Scholes operator:
with a terminal condition (corresponding to the payoff function) given by:
In the rest of the paper we assume the above form of the Black-Scholes operator eq.
(2.4) and terminal condition eq. (2.5).
Formulation on a discrete and finite domain
Since the analytical solution to the above OCP (2.3) is not known one resorts to numerical methods. For a numerical approximation the function space has to be finite and the value function discrete.
We define the problem on a rectangular domain [L, U ] × [0, T ] and assume that L and U are chosen properly so that for practical purposes they do not effect the option price.
Note that the infinite domain solution is recovered in the limit L → −∞, U → +∞ [14] .
The differential operators are approximated by homogeneous finite differences on a lattice with (I + 1) × (M + 1) number of points. We label these points by indices as follows:
The discrete value function on this domain is denoted by:
with boundary values:
and terminal value:
The time derivative in the Black-Scholes equation (2.1) is approximated by the finite difference:
∆t Spatial derivatives in the Black-Scholes operator eq. (2.4) are approximated by finite difference derivatives:
whereas the value function near the constant term is split as follows:
Here i = 1, . . . , I − 1 and m = 1, . . . , M and θ is a parameter that controls the stability of the proposed difference scheme. The scheme is known to be unconditionally stable for 0.5 ≤ θ ≤ 1. For the financial oriented reader we refer to [18] .
Let n = I − 1 and v m ∈ R n be the discrete value function at time time slice m. In vector notations we write:
Then terminal and boundary value vectors ψ, φ ∈ R n are given by:
where ρ is called the mesh ratio and given by:
We define also the matrixQ ∈ R n×n :
with the matrix elementq is given by:
Then using the Black-Scholes equation eq. (2.1) and above definitions one gets the BlackScholes difference equations as the following sequence of matrix equations:
with 1l ∈ R n×n denoting the identity matrix. Note that the discrete option price converges to the continuous price for ∆t → 0, ∆ξ → 0 and ρ → 0 [14] .
We note first that the matrix A is positive definite, since the symmetric part of 1l −Q:
is symmetric positive definite. In the case 0 ≤q ≤ 1 the matrix A has all its offdiagonal elements nonpositive and belongs to the class of the so called Z-matrices, a crucial property that we shall use in the next section.
In terms of the problem parameters and the spatial lattice spacing the matrix A will be of Z-type if:
which we shall assume.
Note that in this caseq may be interpreted as the "would be" binomial probability of a small upwards change of the stock price.
We note also some properties of matrices A and B which we shall find useful below.
The following identity holds:
But we can write further A as:
and its inverse as:
With the discrete Black-Scholes equation (2.9) at hand one can formulate the computation of the American option as the following sequence of (linear) complementarity problems:
where ∧ denotes the componentwise minimum of two vectors ∈ R n .
But the above complementarity problems can be written as a usual LCP sequence. 
Solution of LCP
In the sequel we will investigate the solution to the LCP (2.14). Here we refer to the huge literature on LCP which was summarized by Cottle, Pang and Stone [5] .
Since A is a positive definite matrix, it is a so-called P -matrix (a matrix with all its principal minors positive, see [5] ) and therefore LCP has a unique solution for all right hand sides b m [15] . Given the existence of the solution to (2.14), we are left with the problem of computing it efficiently.
In fact A is by construction a Z-matrix. In this case the LCP can be solved by pivoting techniques in O(n 3 ), i.e. polynomial by the method developed by Chandrasekaran [4] . In the following we make use of the fact that if A is a Z-matrix the following statements are equivalent (see [11] ):
(a) A is a P-matrix
We will use these equivalent properties in the design of a linear complexity algorithm to solve the LCP as stated below.
As pointed out by Dempster and Hutton, for Z-matrices a solution to the LCP can be obtained using the least element property as shown in [8] and a linear programme (LP). In particular, the optimal basis to LP was assumed to contain slack and real basic variables in the following order:
This is a neat assumption which was proven later by [2] in the case of the implicit difference scheme. Here we restate the argument in the general case θ ∈ [0, 1]. The proof can be found at [2] and is given here for completness and with minor changes.
Note that the proof is constructive. It serves at the same time as an algorithm that finds the solution to LCP.
According to (3.2) and for a fixed time step m we have the following complementary partition of the LCP (2.14):
where the time slice index m has been omitted from the vectors to simplify notations.
Note also that by definition of A we have α = 1 + θ(r∆t + ρ), β = θρq and γ = θρ(1 −q).
Then the following property holds:
Lemma 3.2 For each time step there is a partition of the above form such that:
for small enough ∆ξ.
Note that this lemma was proven earlier for the case θ = 1 [2] . Here we generalise it for any θ. But, first we proceed with the proof of the theorem.
Proof of Theorem 3.1. The complementary basic solution corresponding to the above partition (3.3) with the property (3.4) reads: 
Also as we noted above s The right hand side of the first time step has the following sign structure:
Algorithm 1 where by ⊕ is denoted the non-negativity of these components.
Indeed, since u o = 0 we have:
or by its elements:
Assume that i o is the index such that:
Then one has
To analyze the i < i o case one may define a new vector c i by:
The first term is always negative, whereas the second term may be of either sign: for
it is non-positive and therefore b i<io < 0 too. In case ofq < 
This
A consequence of the above structure is the property (3.4) for the first time step m = 1.
Indeed, since A −1 ≥ 0 by virtue of (3.1b) we can make a partition (3.3) with the property Finally let us prove the Lemma for any other time step. The proof is by induction and generalises the arguments given for the implicit scheme [2] .
For m = 1 the Lemma is true. Let us show it holds also for m = 2. Using eqs. (2.15)
we get:
where u 1 is the solution to the LCPs (2.14) for m = 1. Since A 33 u Using inequality (2.12) and identity (2.10) we get: < 0 which is in contradiction with the fact that the "While do loop" of the algorithm AOPT was terminated for the time slice m − 1. Therefore, the Lemma is proven for this time slice.
Since the feasible basic solution is updated by positive increments we have:
Using eq. (3.19) we get:
i.e. the monotonicity is proven also for this time slice.
Remark 3.4
The monotonicity property (3.22) that we showed in the discrete case is inherited from the monotonicity property of the continuous value function [16] . It is proven also by [14] in the context of their VI derivation of the LCP. Remark 3.7 The restriction (3.12) imposed in the proof requires a closer analysis. Substituting α in (3.12) we get a restriction on the mesh ratio:
. Using the definition of ρ (2.8) we get ∆t ∼ (∆ξ) 2 , which means that we are not free to choose ∆t and ∆ξ independently. However, numerical examples show that the algorithm is valid for any value of ρ, although the monotonicity (3.22) is lost for very large ρ values. We will get back to this discussion in the next section.
For illustration we have used Algorithm 2 to evaluate an American put option which expires in one year, i.e. T = 1 with a strike price K = 1. Risk-free interest rate is assumed to be r = 10% and volatility of the underlying σ = 20%. In Fig. 1 we show the efficient frontier or the exercise price of the option using the Crank-Nicolson (CN) discretization scheme with ρ = 1. In Fig. 2 we show the option price which is computed using the implicit discretization scheme.
Implementation and run times
Algorithm 2 is easy to implement. Special care is needed for the implementation of elements are time and stock price independent. Since A is tridigonal its LU-decomposition can be written as:
We computed this only once at the begining and stored arrays l 2 , . . . , l n and u 1 , . . . , u n .
Then for the A 33 invertions inside the time loop, depending on the value of n b , we used only l 2 , . . . , l n−n b and u 1 , . . . , u n−n b elements. The lower and upper bidiagonal matrices are inverted using forward and backward substitutions respectively.
We compared the run times of the new algorithm to those of PSOR algorithm [7] , which is widely used for American option pricing. The PSOR routine is given here as Algorithm 3, which can be called by the pricing algorithm.
Note that boundary conditions u 0 = u n+1 = 0 apply and ω is the overlaxation parameter with values in the interval (0, 2). The algorithm has the fastest convegence for an optimal value, ω opt [1] . Sometimes it is difficult to estime it from theoretical considera-tions and very often ω is tuned in order to get a faster convergence. This is a disadvantage for PSOR compared to parameter-free algorithms. In Table 1 Table 1 (M = 1000) the gain increases from a factor 2 for I = 2000 to a factor 9 for I = 5000. In the lower panel (M = 4000) the gain increases from 50%
for I = 4000 to a factor 7 for I = 10000.
Note that we have taken ρ that violates the restriction (3.12) imposed in the proof of However, we caution in the use of very large ρ or coarse grids along the time direction.
It is well known that in this case the CN scheme produces an oscillating solution [18] .
Indeed, we observe that for such values of ρ monotonicity property (3.22) is lost. This contradicts the regularity properties of the option price [14] . Hence, one should check the monotonicty of the option price during the run. In case it is violated this is a sign that we are using a large ρ. As seen from Table 1 we could run the CN scheme without problem up to ρ = 62.5. We encountered monotonicity violation for ρ = 90 and M = 1000 only at the second time step (going backwards from maturity) and only at the underlying price S = 1. The recipe suggested by [18] is to increase the number of time step. Indeed, by taking M = 4000 we observe no monotonicity violation.
Complexity and accuracy of the algorithm
The most expensive part of the computation is the A 33 invertion. As stated above the LU decomposition is performed at the begining and stored. Then the lower and upper bidiagonal matrices are inverted using forward and backward substitutions. Such proccesses need 3(n − n b ) − 2 multiplications or divisions. There are three such invertions and operations inside W hile do loop. They cost no more than 9(n − n b ) multiplications.
Adding here 3n multiplications to update the right hand side b, the whole algorithm does not cost more than (12n − 9n b )M operations in total, where n b stands for the last updated n b . Hence, Algorithm 2 has a complexity which is linear in both n and M or linear in the number of grid points. Our experiments support the theoretical complexity as can be seen from run times in Table 1 . For example, whenever the number of spatial grid points I is doubled the run time is doubled as well.
The situation for the PSOR algorithm is more subtle. The algorithm performs 6n multiplications/divisions per iteration. If k mach is the number of iterations needed for the algorithm to converge to machine percision, then the cost of the PSOR is 6nk mach operations. The overall cost of the option pricing is then 6nM k mach , which is still linear in the number of grid points but linear also in k mach . However, the timings in Table   1 suggest that if the number of spatial grid points I is doubled the run time of PSOR increases by more than a factor of four. In Fig. 3 we show the run times as a function of the normalized I 2 . The lower line in the figure corresponds to the M = 1000 data in Table 1 , whereas the upper line to M = 4000 data. Except an anomaly in the second point of the upper line, this graph suggests that run times of PSOR algorithm grow as a power law which is consistent to a quadratic law. This behaviour is in contrast to the new algorithm, which has only linear dependence on I.
Having a fast algorithm is one thing, but having an accurate solution is another. It is well known that tree methods are fast but only first order accurate. The same is true for the explicit scheme, which is mathematically equivalent to tree methods for small ∆t. In contrast, the CN scheme is second order accurate in both variables [18] :
Hence, this is the scheme of choice. In order to measure the accuracy of the difference scheme we must know the exact option price. For zero interest rate the American put option is optimally held to maturity. Therefore, its price can be computed exactly using the Black-Scholes formula. We measured the error as the inifinte norm of the deviation from the exact price.
In Table 2 we show run times of different discretization schemes for about the same accuracy. Option parameters are the same as in Table 1 but with r = 0. We see that the CN scheme wins for moderately large ρ.
Note that we implemented directly the explicit scheme, since the solution of LCP is trivial in this case. The complexity of the explicit scheme is 5nM operations. Hence, the explicit scheme runs faster than CN scheme. Nevertheless, to reach the same acuracy the 71.39 explicit scheme is slower than the CN scheme. As can be seen from Table 2 the explicit scheme is a factor of 7 slower than the CN scheme for I = 2000. This factor is about 4
for I = 4000.
We have shown that American options can be evaluated accurately by algorithms which scale linearly with the number of grid points. On the other hand such an application represents an imprtant class of structural LCP problems that can be solved in linear time. Coming to this result has required a long time of interdisciplinary research in both optimization and PDEs.
Experience shows that there is no black-box solution to PDE numerical solutions. For example, Crank-Nicolson scheme is second order accurate but caution is in order for large time steps. This is demonstrated once more in the evaluation of American options, where the monotonicity of the option price may be violated. Other second order discretisation schemes, like multi-level schemes exist [18] . Whether they are more robust and offer more flxibility in choosing the time step size is a question that should be investigated in the future.
