Abstract. We extend the table of Garoufalidis, Lê and Zagier concerning conjectural RogersRamanujan type identities for tails of colored Jones polynomials to all alternating knots up to 10 crossings. We then prove these new identities using q-series techniques.
Introduction
The colored Jones polynomial J N (K; q) for a knot K is an important quantum invariant of knots. Here, we use the normalization J N (K; q) = 1 for the unknot K, J 1 (K; q) = 1 for all knots K and J 2 (K; q) is the Jones polynomial of K. The tail of J N (K; q) is a power series whose first N coefficients agree (up to a common sign) with the first N coefficients for J N (K; q) for all N ≥ 1. If K is an alternating knot, then the tail exists and equals an explicit q-multisum Φ K (q) (see [1] , [3] , [5] ).
Recently, Garoufalidis and Lê (with Zagier) presented a table (see Table 6 in [5] ) of 43 conjectural Rogers-Ramanujan type identities between the tails Φ K (q) and products of theta functions and/or false theta functions. This table consisted of the following knots K: all alternating knots up to 8 4 , the twist knots K p , p > 0 or p < 0, the torus knots T (2, p), p > 0, each of their mirror knots −K and −8 5 (1 − aq k−1 ), valid for n ∈ N ∪ {∞}, then Unfortunately, we were unable to find similar identities not only in each case labelled "?" in Tables 1 and 2 , but for any alternating knot (or its mirror) from 10 79 to 10 123 . This is also the situation for 8 5 where although one has (after q-theoretic simplification or the methods in [8] ) the modular (or false theta, mock/mixed mock, quantum modular) properties of the double sum in (1.2) are not clear. The difficulty in finding nice identities for these tails is due to the structure of their reduced Tait graphs (see [6] ). Another approach to Theorem 1.1 is to utilize the skeintheoretic techniques in [2] , [4] and [9] . It would be of considerable interest to investigate the connection between skein theory and q-series to gain a better understanding of these unknown cases and of a general framework.
It would also be desirable to study q-series identities in other settings which arise from knot theory. For example, the q-multisum Φ K (q) occurs as the "0-limit" of J N (K; q) (see Theorem 2 in [5] ). Garoufalidis and Lê have also obtained an explicit formula (see Theorem 3 in [5] ) for the "1-limit" of J N (K; q). Finally, do tails exist (in some appropriate sense) for generalizations of J N (K; q) (see [7] , [11] - [13] )?
The paper is organized as follows. In Section 2, we recall the necessary background from [10] . In Section 3, we prove Theorem 1.1.
Preliminaries
We first recall six q-series identities (see (2.1)-(2.3), Lemma 2.1, (4.3) and the proof of (4.1) in [10] ). Namely,
for any integer A, m,n≥0
(2.6) for any n > 2 and integers c k .
Let K be an alternating knot with c crossings and T K its associated Tait graph. The reduced Tait graph T ′ K is obtained from T K by replacing every set of two edges that connect the same two vertices by a single edge. The tail Φ K (q) is given by
where S K (q) is an explicitly constructed q-multisum (see pages 261-264 in [10] ). Now, by
. Thus, by comparing the reduced Tait graphs for those knots in Table 1 of [10] and Tables 1 and  2 above, it suffices to verify the conjectural identities in the following cases: 8 7 , 8 13 , −9 5 , 9 14 , −9 17 , −9 20 , −9 27 , 9 31 , 10 5 , −10 8 , 10 10 , 10 15 , 10 19 , 10 26 , 10 28 , 10 44 . Note that Corollary 2 in [5] is false as stated since T ′
, but Φ 8 6 (q) = Φ 9 24 (q). The strategy for proving Theorem 1.1 is now as follows. For each of the 16 cases, we first compute S K (q) using the methods from [10] . We then employ (2.1)-(2.6) to reduce this qmultisum to (1.1) or one of the following key identities proven in [10] :
(2.10)
(2.13) and
(2.14)
3. Proof of Theorem 1.1
Proof of Theorem 1.1. We give full details for 8 7 , −9 5 and −10 8 . As the remaining cases are handled similarly, we sketch their proofs. For Φ 8 7 (q), it suffices to prove
We now have
(apply (2.6) to the h-sum with n = 3)
(evaluate the a-sum with (2.1), simplify, then use (2.2) for the h-sum).
Thus, (3.1) then follows from (2.8) after letting i → a. For Φ 8 13 (q), it suffices to prove
Apply (2.6) with n = 3 to the g-sum, (2.1) to the a-sum, then simplify and (2.2) to the g-sum to obtain
Thus, (3. (2.6) to the h-sum with n = 4) 
(evaluate the b-sum with (2.1), simplify, then apply (2.4) to the st-sum). Now, (3.3) follows from first applying (2.3) the b-sum in (1.1), then letting (a, d, e, f, g, j) →  (c, g, f, e, d, a) .
For Φ 9 14 (q), it suffices to prove
(3.4) First, apply (2.6) with n = 3 to the h-sum, (2.1) to the g-sum, simplify and (2.2) to the h-sum, then (2.6) with n = 3 to the i-sum, (2.1) to the a-sum, simplify and (2.2) to the i-sum to obtain
Thus, (3.4) follows from (2.8) after j → a. For Φ −9 17 (q), it suffices to prove S −9 17 (q) := a,b,c,d,e,f,h,i,j≥0
(3.5) First, apply (2.6) with n = 3 to the h-sum, (2.1) to the f -sum, simplify and (2.3) to the h-sum, then (2.6) with n = 3 to the j-sum, (2.1) to the a-sum, simplify and (2.3) to the j-sum to get
Thus, (3.5) follows from (2.8) after i → a. 
(3.6) Apply (2.6) with n = 3 to the h-sum, (2.1) to the a-sum and simplify, then (2.2) to the h-sum to obtain 
(3.7) Apply (2.3) to the i-sum, (2.6) with n = 3 to the f -sum, (2.1) to the a-sum, simplify and (2.2) to the f -sum to obtain
Now, (3.7) follows from (2.9) after letting (b, c, d, e, g, h) → (a, b, c, d, f, e). For Φ 9 31 (q), it suffices to prove S 9 31 (q) := a,b,c,e,f,g,h,i,j≥0
(3.8) Apply (2.6) with n = 3 to the h-sum, (2.1) to the c-sum, simplify and (2.2) to the h-sum to obtain 
(3.9) Apply (2.3) to the i-sum, (2.6) with n = 3 to the j-sum, (2.1) to the a-sum and simplify, then (2.2) to the j-sum to obtain
Now, (3.9) follows from (2.10) after letting k → a. For Φ −10 8 (q), it suffices to prove
(3.10) We now have (2.6) to the i-sum with n = 5) 
(evaluate the ijl-sum using (2.5)). Now, (3.10) follows from (1.1) after applying (a, e, f, g, h, k) → (c, d, e, f, g, a).
For Φ 10 10 (q), it suffices to prove
(3.11) Apply (2.6) with n = 3 to the i-sum, (2.1) to the a-sum and simplify, (2.2) to the i and simplify to obtain
Now, (3.11) follows from (2. 
(3.12) Apply (2.3) to the k-sum, (2.6) with n = 5 to the j-sum, (2.1) to the e-sum and simplify, to the d-sum and simplify and to the c-sum and simplify and (2.5) to obtain 
(3.13) Apply (2.6) with n = 5 to the k-sum, (2.1) to the c-sum and simplify, to the d-sum and simplify and to the e-sum and simplify and (2.5) to obtain
Now, (3.13) follows from (2.9) after letting (a, f, g, h, i, j) → (a, d, c, b, f, e). 
(3.14) Apply (2.3) to the j-sum, (2.6) with n = 4 to the k-sum, (2.1) to the e-sum and simplify and to the f -sum and simplify and (2.4) to obtain
Now, (3.14) follows from (2. (3.15) Apply (2.6) with n = 3 to the i-sum, (2.1) to the b-sum and simplify and (2.2) to the i-sum to obtain S 10 28 (q) = 1 (q) ∞ a,d,e,f,g,h,j,k≥0
(−1) j q j(5j+3) 2 +k(2k+1)+ah+aj+de+dk+ef +ek+f g+f j+f k+gh+gj+hj (q) a (q) d (q) e (q) f (q) g (q) h (q) j (q) k (q) a+j (q) d+k (q) e+k (q) f +j × q a+d+e+f +g+h (q) f +k (q) g+j (q) h+j . Now, (3.15) follows from (2.14) after letting (a, d, e, f, g, h, j, k) → (f, a, b, c, d, e, g, h). (3.16) Apply (2.6) with n = 3 to the h-sum, (2.1) to the e-sum and simplify, (2.2) to the h-sum, (2.6) with n = 3 to the k-sum, (2.1) to the c-sum and simplify and (2.2) to the k-sum to obtain S 10 44 (q) = 1 (q) 2 ∞ a,b,f,g,i,j≥0
Now, (3.16) follows from (2.9) after letting (a, b, f, g, i, j) → (c, d, a, b, f, e).
