We present the formulation of a kinetic mapping scheme between the Direct Simulation Monte Carlo (DSMC) and the Lattice Boltzmann Method (LBM) which is at the basis of the hybrid model used to couple the two methods in view of efficiently and accurately simulate isothermal flows characterized by variable rarefaction effects. Owing to the kinetic nature of the LBM, the procedure we propose ensures to accurately couple DSMC and LBM at a larger Kn number than usually done in traditional hybrid DSMC-Navier-Stokes equation models.
rarefied gas flows, hybrid method
Introduction
Research in gas flows characterized by a large range of scales and by disparate levels of non-equilibrium effects poses a challenge to statistical physics modelling and rises interest in industry for simulating flows in micro-, nanoelectromechanical systems and in material processing tools [1] [2] [3] . The extent of the departure of a flow from the equilibrium state is traditionally measured in terms of the Knudsen number:
where λ is the gas mean free path, ℓ is the smallest hydrodynamic characteristic scale and Q is a fluid dynamic quantity of interest such as the gas pressure, velocity, temperature [4] . According to the Knudsen number, the gas flows can be classified into the hydrodynamic (Kn< 0.01), slip (0.01<Kn<0.1), 5 transition (0.1<Kn<10) and free molecular regime (Kn>10). The kinetic description of gases based on the Boltzmann equation, valid at any Kn, allows to cover flow conditions from the very rarefied to the hydrodynamic limit [5] .
The two limits, rarefied and continuum, have traditionally been studied numerically by approximating the Boltzmann equation via the Direct Simulation
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Monte Carlo (DSMC) [6] or by solving the Navier-Stokes equations which can be derived from truncation at first order of the Chapman-Enskog procedure [7] .
While the DSMC method is particularly suited to rarefied gas flow (transitional regime), its computational costs make it unpractical to study hydrodynamic flows [2] . Conversely, the continuum description of the flow provided by solv-
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ing the Navier-Stokes equations and applying the no-slip boundary condition is not accurate whenever Kn>0.01 [8] . Corrections to the boundary conditions of Navier-Stokes equations such as to reproduce the velocity slip and temperature jump at the gas-surface interface in case of slip flow regime are often not accurate and may also predict incorrect qualitative behavior of the flow 20 [9, 10] . Moreover, the derivation of extended hydrodynamic equations employing higher-order Chapman-Enskog approximations (Burnett and super-Burnett equations) have showed limited success [8] . Alternatively, macroscopic transport equations can be originated from moments expansion methods such as the Grad's method [11, 12] . However, difficulties in imposing boundary conditions 25 for those moments without a clear physical meaning, as well complexity in the resulting systems of equations prevent the application of the method for the simulation of flows of industrial interest.
It is therefore evident that whenever the flow presents a large range of Kn, due to the current computational and modelling limitations of the available meth- 30 ods, a multiscale hybrid model has to be used.
When dealing with multiscale models, domain decomposition techniques represent the most natural way to handle the problem. Within this approach, the domain is decomposed according to a continuum breakdown parameter between regions where continuum-level macroscopic equations (either Euler or Navier-
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Stokes equations) are valid and regions where substantial non-equilibrium effects are present and kinetic methods, typically DSMC, are needed (see Refs. [8, [13] [14] [15] [16] [17] [18] [19] ). Then a special treatment is imposed to couple the flow fields in the areas of overlap between the different regions, e.g. [20] [21] [22] .
For completeness, the domain decomposition technique is not the only method 40 adopted in the literature as alternative approaches are proposed. For example in [23] , the Boltzmann equation is solved for a short period of time to obtain the rate of change of the average flow variables which are then used to update the continuum-level velocity field. In [24] , instead, macroscopic equations are modified so to include effects due to kinetic contributions which take into ac- 45 count perturbations from the equilibrium state of the velocity distribution.
The approach that we introduce here follows the domain decomposition technique as commonly done in models proposed in literature but it departs from those as the flow at the continuum level and at moderate rarefied conditions is simulated with the Lattice Boltzmann Method (LBM).
50
Moreover, since it has been largely demonstrated that LBM, due to its intrinsic kinetic nature, is an accurate and efficient numerical solver not only for flows at Navier-Stokes description level but also for flows at finite Kn number (see Refs.
[ [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] ), the present model has the advantage, over the other hybrid methods which use traditional Navier-Stokes solvers, that the need for using the com-55 putationally expensive DSMC solver can be postponed to larger values of Kn.
This is equivalent to say that the size of the domain where DSMC solver is still needed can be significantly reduced, thus improving the overall computational efficiency of the simulation.
In this work we principally focus on the most delicate aspect of any hybrid 60 coupling model, i.e. the two-way extraction and transfer of information at the interface between the two numerical methods. The mapping schemes we developed, in fact, allow to pass from DSMC to LBM domains and vice versa correctly transferring also the non-equilibrium information. The amount of non-equilibrium information that can be passed is then essentially determined 65 by the LB model and in particular by the chosen set of discrete velocities and the isotropy conditions the set is able to fulfill.
Simulations performed to validate the mapping scheme show that an accurate transfer of information is achievable for flows up to Kn=0.25 for a 39-points Gauss-Hermite quadrature with sixth-order isotropy (D3Q39).
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Finally, to check functionality of the DSMC-LBM hybrid model and assess its computational efficiency, tests, based on a simpler mapping scheme, are also performed showing, for the particular simulated flow, a significant speed-up with respect to a full DSMC simulation.
Mapping schemes
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Since both LB and DSMC are widely documented in the literature, only a few basic aspects are discussed in this paper. For an exhaustive treatment about DSMC and LBM methods, the reader should refer to [6] and [38] .
Both methods aim to determine the fluid motion as described by the Boltz-mann equation. The main feature which clearly distinguishes the LBM from 80 the DSMC, is the reduction of the degrees of freedom of the velocity space. In fact in LBM particles at each lattice site x can only propagate along a finite number of directions with an assigned speed ξ a , while in DSMC the velocity space is not constrained to a set of discrete velocities.
Before introducing the mapping scheme between the DSMC and LBM, we note 85 that in order to quantitatively reproduce DSMC solutions for finite-Kn number flows, the LB model needs three basic ingredients:
1. kinetic boundary conditions, [37, 39-43];
2. higher-order lattice (HOL), [29, 44] ;
3. regularization procedure, [29, 45] .
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The main idea at the basis of the mapping scheme is that the single particle distribution function f (x, ξ, t) can be expanded in terms of the dimensionless Hermite orthonormal polynomials, H(ξ), in the velocity space ξ as [11, 12, 44] :
where ω(ξ) is the weight function associated with the Hermite polynomials, and a (n) are the rank-n tensors representing the dimensionless expansion coefficients defined as:
The first coefficients of the series, due to the definition of the Hermite polynomials, can be identified as the hydrodynamic moments (or a combination of those) of the distribution f (x, ξ, t):
and analogously for higher-order coefficients.
Due to the orthonormality of the Hermite polynomials, ) and f N (x, ξ, t) has the same leading N velocity moments as the complete f (x, ξ, t).
It is possible now to describe the two mapping procedures:
-the DSMC2LB (or projection) step that allows to project the DSMC hydrodynamic variables (fine level of description) onto the LBM discrete 95 distributions (coarse level of description);
-the LB2DSMC (or reconstruction) step that allows to reconstruct from the LBM discrete distributions (coarse level), the continuous, truncated, distribution function (fine level) from which the velocities of the DSMC particles can be sampled, e.g. via acceptance/rejection method.
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It has to be noted that the following procedures can be extended to any suitable LB stencil whose discrete speeds are actually abscissae of a Gauss-Hermite quadrature.
DSMC2LB mapping scheme
Firstly, we present the DSMC2LB projection step. In correspondence with the DSMC cells/LBM nodes where the coupling occurs, the cumulative averages of the DSMC hydrodynamic variables, properly scaled (see Appendix A on how to perform such scaling), are used to compute the coefficients a (n) DSMC of the truncated distribution f N DSMC (x, ξ, t) in Eq. (6) . We now take advantage of the fact that the distribution f N DSMC (x, ξ, t) can be completely and uniquely determined by its values at a set of discrete velocities and, if the Gauss-Hermite quadrature is used, then the coefficients a (n) DSMC can be expressed as:
where w a and ξ a are the weights and abscissae of a Gauss-Hermite quadrature of algebraic precision of degree ≥ 2N , and d is the total number of discrete velocities of the quadrature.
The definitions of the first two hydrodynamic moments in the LBM are:
Comparing Eq. (7) with Eq. (8) and recalling the definitions of the Hermite polynomials H (n) and that the coefficients a (n) are the velocity moments of the f N (x, ξ, t), or a proper combination of those, it is immediate to see that the discrete distributions are the scaled values of the continuous distribution function evaluated at the Gauss-Hermite quadrature abscissae ξ a :
Therefore, once the f N DSMC (x, ξ, t) is built from the DSMC hydrodynamic mo-
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ments and evaluated at the quadrature abscissae, f N DSMC (x, ξ a , t), the discrete (non-equilibrium) distributions to be supplemented to the LBM solver at the coupling nodes can be computed from Eq. (9).
LB2DSMC mapping scheme
The inverse reconstruction step (LB2DSMC) requires that at the LBM lattice nodes/DSMC cells where the coupling occurs, the velocities of the DSMC particles are sampled from a continuous distribution function.
At those lattice sites, the LBM discrete non-equilibrium functions f LB,a , are used to compute the coefficients of the expansion in Eq. (6):
These allow to build the continuous truncated distribution f N LB (x, ξ, t). To generate the velocities of the DSMC particles, the distribution should be sampled.
Several algorithms can be employed to this aim. We chose to adopt an acceptance/rejection algorithm similar to the one presented in [22] . However, while in [22] a Chapman-Enskog distribution was sampled, in the present case a Grad's distribution has to be sampled but, nonetheless, most of the steps presented there can be used here. The Grad's velocity distribution, truncated up to order N , can be written as
where g (0) (ξ) is the weight function associated with the Hermite polynomials
with D being the dimensionality of the flow problem. Eq. (12) represents also a global Maxwell-Boltzmann distribution at thermodynamic equilibrium (here we set a constant temperature T = 1 as we are interested in isothermal flows).
At thermodynamic equilibrium G(x, ξ, t) = 1, while away from that condition, it can be expressed as:
The steps followed in the generation of the velocities of DSMC particles are 110 outlined in Table 1 . Some comments on those steps. The acceptance/rejection method needs to define an envelope function γ(ξ) such that γ(ξ) ≥ g(ξ) for any ξ. In step 3, an amplitude parameter C is set. In this way it is guaranteed that the function γ(ξ) = Cg (0) (ξ) envelops most of the Grad's distribution function below it. The larger this parameter, the less probable is the chance that 
LB,ij = a fLB,a(ξa,iξa,j − δij ) (14) and similarly for the higher-order ones
LB,ijk , . . . , a
3. Set the parameter
4. Sample a try particle velocity ξ try from the Maxwell-Boltzmann distribution g (0) (ξ) using e.g. Steps of the sampling acceptance/rejection algorithm for the LB2DSMC reconstruction mapping scheme used to generate the velocities of DSMC particles from LBM data.
In Figure 1 , the schematic showing the main steps involved in both the mapping schemes is drawn.
It is interesting to try to identify sources of inaccuracy in the proposed mapping scheme. In the reconstruction and projection steps, in fact, some information is inevitably lost. In particular, in the LB2DSMC reconstruction step, the
, is derived from the discrete distributions, f LB,a (x, t). This truncated distribution is such that only the first N moments are the same as those of the non-truncated continuous distribution f (x, ξ, t), with the value of N essentially depending on the particular quadrature used.
The moments of order higher than N , in fact, will not be the same as those of 135 the original continuous distribution. This, in turn, reflects in the fact that the DSMC particles will be given a velocity which is sampled from a distribution which accurately recovers up to the first N moments. If, then, the sampling process were perfectly able to sample the velocity distribution f N LB (x, ξ, t), then also the moments computed from the velocities of the particles would be per-140 fectly reproduced in the limit of an infinite number of independent samples.
However, since only a finite number of samples can be obtained, measurements of moments will be affected by statistical noise which will be also present in the discrete distribution functions f DSMC2LB,a (x, t).
Analogously, in the DSMC2LB projection step, the loss of information derives 145 from the fact that only the first N moments are used to evaluate the truncated discrete distributions f DSMC2LB,a (x, t), while, in principle, the DSMC solution possesses information on all the moments up to N → ∞. The truncation, again, is performed according to the algebraic degree of accuracy of the particular LB quadrature. To be more precise, this does not imply that moments of order 150 larger than N cannot be evaluated but it means that they are not accurately computed. If the so found discrete distributions were used to build a continuous distribution from which to sample the velocities of the DSMC particles, then the source of inaccuracy would be mainly related to the acceptance/rejection algorithm and in particular on the choice of parameter C in Eq. (16) which and bottom-up DSMC2LB projection (right) mapping schemes as described in Section 2. P and Q represent the second and third order momentum flux tensors, respectively. Symbol represents the cumulative average measurements of hydrodynamic moments from the DSMC solver.
Numerical results
Comparison between DSMC and LBM data
To understand and determine the extent of the overlap region where both DSMC and LBM provide comparable accuracy in simulating rarefied gas flows, we performed independent force-driven plane Poiseuille flow simulations with two parallel plates at x = 0 and x = H and compared results obtained from D3Q19 and D3Q39 LB models with DSMC data. Even if the flow is strictly a monodimensional flow, we used 3D solvers since our final aim is to be able to simulate more complex flows. This choice reflects in the fact that double periodic boundary conditions are imposed along the y− and z− directions.
Tests are performed at different Kn number, based on channel height, while keeping constant the Ma number, based on the flow centerline velocity, u max : Ma = u max /c s = 0.1. The Ma number is set to such a value to guarantee that the lattice equilibria in LBM, expressed as a second-order (D3Q19) or a thirdorder (D3Q39) expansion in Ma number of the local Maxwellian, are positive defined, but it is still sufficiently high to prevent DSMC simulations from becoming impractically computationally expensive.
In the BGK-LBM simulations, we set the flow Kn number imposing the relaxation time τ according to the relation [46, 47] :
where c/c s is equal to √ 3 for the D3Q19 model and to 3/2 for the D3Q39 model, and H is the number of lattice sites along the channel height. Once
Kn and H are set, τ is also set. For both D3Q19 and D3Q39 models, kinetic boundary conditions and regularization procedure are applied.
In the DSMC simulations, we set the Kn number imposing the height of the channel, H, and the mean free path λ. To set λ, a proper number density n and a collision model should be defined. In the case of Hard Sphere (HS) model, the relation between λ and n (at equilibrium) is given by [6] :
where d ref is a reference molecular diameter. The determination of λ from Eq.
(19) and estimates on the molecular speed allows to define the space and time
Once the number of cells along the channel height is determined from DSMC parameters, an equal number of lattice sites is imposed in the LBM simulation so that the cells centers in DSMC and the LBM lattice sites overlap.
In Figure 2 , the velocity profiles along the direction of the forcing, obtained from the LB models and DSMC, normalized with the centerline velocity, are shown for Kn=0.15.
In the DSMC an Argon-like gas has been simulated and the grid resolution, kept the same for all performed tests, is based on the requirements of a DSMC simulation at Kn=0.05. In all the DSMC simulations, 100 computational molecules are initially placed in each cell of the domain.
LB solution has been considered as converged to the final solution once the following criterion is fulfilled: Plots similar to the one of Figure 2 , have been drawn also for other Kn numbers but they are not reported here. It is more informative, in fact, to inspect the relative errors between DSMC and LBM data as done in Figure 3 . The relative error is defined as:
and it is shown for simulations at Kn=0.10-0.25.
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In the plots of Figure 3 , moreover, the boundaries of the Knudsen layer (black to the mapping scheme step that allows to project the DSMC hydrodynamic variables onto the LBM discrete distribution functions for the D3Q39 lattice (DSMC2LB projection step).
To be noted that the unit conversion as delineated in Appendix A to pass from 
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The error bars present in the plots derive from the fact that we use the DSMC hydrodynamic moments to build the truncated distributions f N DSMC (x, ξ a , t) and those are inherently characterized by statistical noise.
We also note that the larger error bars are present for the discrete speeds with larger module. This may be attributed to the fact that the magnitude of the 215 discrete distribution function, f a , is smaller the larger the module of the corresponding discrete speed, ξ a , while the statistical noise does not depend on the particular discrete speed.
From the comparison of the discrete distributions, f a , only, however, it is difficult to understand if the projection mapping scheme is providing accurate 220 results. So it is more informative to compute the hydrodynamic moments from f LB,a and from f DSMC2LB,a at the same node depicted in Figure 5 . The first few moments are reported in Table 2 .
It can be seen that a good matching is found always within the error bars.
Concluding, the projection mapping scheme is able to pass from the DSMC hy-225 drodynamic quantities to the LBM discrete distributions preserving a reasonable level of accuracy.
Numerical results for the LB2DSMC mapping scheme
We now move on to analyse the results related to the reconstruction mapping scheme step that allows to reconstruct from the LBM discrete distributions, Table 2 : Comparison between the first few moments as computed from f DSMC2LB,a obtained from the projection mapping scheme and from the native LBM simulations, f LB,a , at the node depicted in Figure 5 . Moments are expressed in lattice units.
f LB,a , the continuous truncated distribution function from which the velocities of the DSMC particles can be sampled (LB2DSMC reconstruction step).
The unit conversion as delineated in Appendix A to pass from lattice units,
proper of the LB method, to the SI units, proper of the DSMC method, is As shown in Figure 7 , we compared the velocity distribution functions as obtained from the DSMC simulation collecting the velocities, v j,DSMC , of the 240 particles residing at the cell identified in Figure 5 and as obtained from the velocities of the particles sampled from the velocity distribution function built as in Eq. (11) using the algorithm outlined in Table 1 , v j,LB2DSMC .
In Figure 8 , in particular, the distributions for the velocity component along the direction of the forcing, v y , are compared for Kn=0.15 and Kn=0.25, re-245 spectively.
The mean and the standard deviation for the two cases are collected in Table 3 .
The velocities of the particles are collected for both cases after a steady-state condition has been reached. The deviations between the means, about 4% for the case at Kn=0.15 and about 5% for the case at Kn=0.25, are in line with 250 the deviations that are present in Figure 3 . The standard deviations of the two distributions differ for about 0.3% for both the cases. Related to this, it has to be recalled that the temperature of Eq. (17) is the reference temperature im- In Figure 9 , the fluid velocity distributions are plotted for the case Kn=0.15.
Both the mean and standard deviations of the distributions obtained from the 265 two methods are in good agreement, demonstrating that the LB2DSMC reconstruction step correctly maps the discrete LB distribution functions into the velocities of the DSMC particles.
Hybrid model application
As a proof of concept of a prospective LB-DSMC coupling, we applied a hybrid model to a plane Poiseuille flow with Kn=0.05 and Ma=0.1, based on centerline velocity.
In Figure 10 , the geometry for the application of the hybrid method is drawn. Table 1 for Kn=0.15, for the cell identified in Figure 5 .
The domain is divided into two subdomains. In each subdomain, one solution method is applied. In particular, we assume that, at a section located at y = L 0 /2, the two subdomains overlap and this buffer layer is composed by one cell along the flow direction and extends across the whole height H of the channel.
For simplicity, since we wanted to set up the functionality of the coupling, we use a D3Q19 LB model with kinetic boundary conditions and no regularization.
The mapping scheme, also, is simpler than the one proposed in Section 2. In particular, we imposed that, at the centers of DSMC cells/LBM lattice sites within the buffer layer, the local equilibria are evaluated according to the hydrodynamic moments computed from the DSMC solution.
Operatively, we set the discrete equilibrium distribution functions, f
DSMC2LB,a , within the buffer layer as:
In Figure 11 , we plot the evolution in time of the velocity profiles obtained from 270 the hybrid method for the test previously introduced.
The three plotted profiles represent the data at the three sections along the channel located at y = L 0 /4, y = L 0 /2 and y = 3L 0 /4. The section at y = L 0 /4 is within the DSMC subdomain, while the section at y = L 0 /2 coincides with the buffer layer position and the section at y = 3L 0 /4 is within the LBM subdomain.
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From the plots of Figure 11 , it is possible to see that the inherent statistical noise of the DSMC solution is transferred to the LBM velocity profiles. While averaging over time, this noise is reduced and also the LBM solution becomes accordingly, smoothened. Note that, in the DSMC solver, no particular means to reduce statistical noise, such as variance-reduction methods, [51] [52] [53] , has been 280 adopted. Thus, there is certainly room for significant future improvements.
From inspection of Figure 11 , it is possible to detect deviations between the DSMC velocity profile (y = L 0 /4) and the LBM velocity profile (y = 3L 0 /4) when the steady state is reached (see the plot at t = 1600). These deviations can be attributed to the limitations of both the LB model and mapping scheme 285 adopted in this test, as all the non-equilibrium effects have been discarded.
The deviations will be removed by adopting the LB model able to extend the range of applicability of the LBM to rarefied gas flows and by including nonequilibrium effects in the passage of information betweeen the DSMC and the LBM as described in Section 2. This fully non-equilibrium hybrid model is 290 under development.
Computational efficiency
We conclude by comparing the computational efficiency of the two methods and by estimating the computation times of the hybrid method with respect to a full DSMC simulation.
Both the DSMC and LBM codes are parallelized. All data presented in this section are from simulations run on a dual-core PC (Intel Core i5-6300U 2.4
GHz) with hyperthreading enabled and refer to the test cases of Sections 3.1 This might be explained considering that in DSMC, as kinetic theory prescribes, the total number of interparticle collisions scales with the number density. For the NoTimeCounter (NTC) algorithm, [6] , as the one employed here, one has:
where From Figure 12 , it is also evident the fact that LBM wall-clock times are smaller than the ones for DSMC. In particular, a single computational time step for the D3Q19 model is 5 times faster and for the D3Q39 model is 2 times faster than for the DSMC.
These numbers, however, do not tell the full story because DSMC is intrinsically characterized by statistical noise due to thermal fluctuations. This greatly affects the computational efficiency of the DSMC in comparison with LBM.
In fact, to reduce the statistical noise on DSMC hydrodynamic moments, time (or ensemble) averaging is needed. For example, one standard deviation on the fluid velocity components measurement, σ ui , is given (at equilibrium) by [54]:
where T and N are the averages of temperature and number of computational particles in a cell and S is the number of independent statistical samples.
An estimate on the statistical error on the evaluation of the fluid velocity is given as:
where γ is the gas specific heat ratio (1.67 for Argon) and Ma is the Mach number.
If a 1% fractional error is desired, for a Ma=0.1 flow and N = 100, S ≈ 3600 independent samples are needed. Generally, to obtain independent samples 10-100 time steps between the samples are required. In all the simulations in this work, we decided to perform the sampling every 50 time steps. Calculation of the correlation coefficients between sampled quantities showed that, for the flow of these tests, a 50 time steps interval is sufficient, e.g.:
Estimates on the number of needed independent samples to reach a given fractional error and on the size of the time steps interval so to obtain independent samples allow to determine the number of the required total computational time applied over larger overlapping zones.
Conclusions
We developed a kinetic mapping scheme based on Grad's moments method and Gauss-Hermite quadrature in view of coupling DSMC and LBM models to where F N,DSMC is the number of real molecules represented by one DSMC particle, N DSMC is the number of DSMC particles in a cell, and m is the gas molecular mass.
From these three scaling factors, it is possible to derive all the other physical 355 conversion scales.
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