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Summary:
We use a correlational analysis of regional metabolic rates to characterize relations among different brain regions . Starting with rates of local glucose metab olism (rCMRglc) obtained by positron emission tomog raphy using [18F]fluorodeoxyglucose, we propose that pairs of brain regions whose rCMRglc values are signif icantly correlated are functionally associated, and that the strength of the association is proportional to the mag nitude of the correlation coefficient. Partial correlation coefficients, controlling for whole brain glucose metab olism, are used in the analysis . We also introduce a graph ical technique to display simultaneously all the correla tions, allowing us to examine patterns of relations among them . The method was applied to 40 very healthy males under conditions of reduced auditory and visual inputs (the "resting state") . Dividing the brain into 59 regions, and keeping only those partial correlation coefficients sig nificant to p < 0.01, we found the following: (a) All re gions were significantly correlated with their contralateral homologues. For the most part, the largest partial cor relation coefficients were between homologous brain re gions. (b) Generally, the pattern of significant correlations An important development in neuroscience has been the use of the 2-deoxY-D-glucose (2DG) tech nique to examine regional brain metabolism (So koloff et al., 1977) . The coupling between nervous system function and oxidative metabolism or cere bral blood flow has been demonstrated repeatedly (Roy and Sherrington, 1890; Raichle et aI., 1976; Sokoloff, 198 1) . The 2DG technique allows one to relate the regional cerebral metabolic rate for glu-between any two lobes in the left hemisphere did not differ statistically from the corresponding pattern in the right hemisphere. (c) Strong correlations were observed between primary somatosensory areas and premotor as sociation areas. Correlations between these association areas and primary visual and auditory regions were not statistically significant . (d) Significant correlations be tween inferior occipital and temporal areas were found. Metabolic rates in the superior part of the occipital lobe were not correlated significantly with metabolic rates in regions of the temporal lobe, nor with metabolism in the parietal lobe. (e) As a whole, there were numerous cor relations among frontal and parietal lobe regions, on the one hand, and among temporal and occipital lobe regions, on the other, but few statistically significant correlations between these two domains. We relate our results to var ious aspects of known brain anatomy, physiology, and cognitive functioning. Key Words: Correlation matrix [18F]Fluorodeoxyglucose-Hemispheric symmetry Positron emission tomography-Regional cerebral met abolic rate for glucose-Resting state. cose (rCMRglc) to regional cerebral functional ac tivity, and can be applied to humans with positron emission tomography (PET) using 2-[ 1 8 F]fluoro-2-deoxY-D-glucose (FDG) as the positron-emitting tracer Rei vich et al., 1979; Duara et al., 1983a) .
A typical example of the use of this technique in animals is the visual mapping experiment of Macko et al. (1982) . One optic tract was sectioned in four rhesus monkeys. Six weeks later, the monkeys were injected intravenously with [ 14 C]2DG, and then subjected to a brightly illuminated, high-con trast visual pattern. After 45 min, they were killed, the rCMRglc was determined bilaterally in the brain, and comparisons made between the normal and blind sides. It was found, for example, that the rCMRglc of the blind side was 30% of normal in the visual area OCiv (layer iv of the striate cortex), 72% of normal in the prefrontal area FDv, but un changed in the temporal lobe area TC. Thus, it was inferred that areas OCiv and FDv, but not area TC, are part of the visual system. Let us reformulate how this analysis was done. The brain was divided into a number of regions (e.g., OCiv, FDv, TC), and the rCMRglc for each region was determined. Correlations between rCMRglc values for each pair of regions were then obtained. For example, when rCMRglc in OCiv was low, it also was low in FDv; when it was high in OCiv, it also was high in FDv. Thus, these two areas showed a high correlation between their rCMRglc values. On the other hand, no significant correlation was evident between regions OCiv and TC. Of course, the correlations of Macko et ai. (1982) were inferred by looking at individual rCMRglc values, and not by an explicit quantitative correlation algorithm. At the conclusion of the anal ysis, the state of the brain during visual stimulation was characterized by the set of intercorrelations:
The regions that showed high mutual correlations were said to participate in the visual process; those with low or zero correlations were assumed not to participate.
In this article, we present a formal correlational analysis to characterize relations among metabolic rates in different brain regions. On the basis of these relations, we propose that regions of the brain whose rCMRglc values are significantly correlated are functionally associated, and that the strength of the association is proportional to the magnitude of the correlation coefficient. We also introduce a graphical technique to display simultaneously all the correlations, allowing us to examine patterns of relations among them.
Using this approach, we analyzed brain metabo lism in healthy adult men under conditions of re duced auditory and visual inputs (henceforth called the "resting state"). In this state, we found strong associations between rCMRglc in many regions of the frontal and parietal lobes, on the one hand, and between regions in the occipital and temporal lobes, on the other, but few associations between the fron toparietal and the temporo-occipital domains. Some of these results have been presented in abstract form (Duara et ai., 1983b; Rapoport et ai., 1983) .
METHODS
Values for rCMRglc were obtained from Duara et al. (1984) . Because the methods used to acquire them have been described previously (Duara et al., 1983a (Duara et al., , 1984 , we shall mention only a few of the more pertinent aspects.
Forty very healthy male volunteers between the ages of 21 and 83 years were scanned using [18F]FDG with an ECAT II positron emission tomograph (Ortec; Life Sci ences, Oak Ridge, TN, U.S.A.). The rCMRglc was cal culated in units of mg/l00 g/min using the operational equation and constants given by Huang et al. (1980) . All subjects were in a resting state during the 45 min imme diately following the intravenous injection of [18F]FDG: lying supine, but awake, in a dark, quiet room, with their eyes covered and their ears plugged with cotton.
To analyze the data, the brain was divided into the 59 regions listed in Ta ble 1 and shown in Fig. 1. [Our des ignation of which lobe incorporates a given region is somewhat arbitrary; certain regions (e.g., the paracentral lobule, region 22) are found in more than one anatomical lobe.] The rCMRglc for each region in the 40 individual subjects was determined [see Duara et al. (l983a, 1984) for details concerning how the regions were defined and for the formulas used to obtain the weighted mean rCMRglc values].
Mean values of rCMRglc in the 40 subjects ranged from 1.96 to 6.99 mglJ 00 g/min, but within any individual the variation was much smaller. Figure 2A illustrates the spread of rCMRglc values for three subjects: those with the highest, the median, and the lowest hemispheric av erages of glucose utilization (CMRglc). Because interin dividual differences in rCMRglc were large compared with intraindividual differences, correlations of rCMRglc values between every combination of brain regions were found to be statistically significant. As an example, Fig.  2B shows a scatter plot of rCMRglc values for two rep resentative regions [regions 1 (a right superior frontal area) and 6 (a right inferior frontal area) of Fig. 1 ]. Indi viduals who had low values of rCMRglc in region 1 also had low values in region 6; those with high values in one region had high values in the second as well. Thus, the apparent statistically significant correlation between these two regions (r = 0.85, p < 0.001) is due to the large spread in interindividual differences compared with the much smaller spread of intraindividual differences. Sim ilarly, Fig. 2C shows a scatter plot for rCMRglc values in regions 1 and 4 (a right midfrontal area). The correla tion coefficient for this case is 0.94 (p < 0.001).
To overcome this artifact, partial correlation coeffi cients were calculated for rCMRglc between each pair of regions, holding CMRglc constant. The Pearson correla tion coefficient ( rij , ij = 1,2, ... ,59) between rCMRglc for each pair of brain regions i and} was obtained, as was the correlation coefficient between each region's rCMRglc and the hemispheric average glucose metabolic rate (ri b ' i = I, 2, ... , 59). The partial correlation coef ficient (Ri) was evaluated using the formula (Thorndike, 1978; Snedecor and Cochran, 1980) :
The partial correlation coefficient measures how two quantities covary independently of the effect on each of a third quantity. Those correlations with p values of <0.01 were taken to be statistically significant. Figure 3 illustrates the matrix of statistically sig nificant (p < 0. 01) partial correlation coefficients between rCMRgic values for each pair of the 59 regions. Positive correlations are denoted by " + , " negative ones by "0" [displays were obtained on a DEC-IO computer using MLAB (Knott, 1979) ]. Be cause a region necessarily is correlated with itself (Rjj = 1), and correlations between two regions are symmetric (Rj j = R j j), we display only the nontri vial, statistically significant partial correlation coef ficients. The brain regions are grouped into frontal (F), parietal (P), temporal (T), and occipital (0) cor tices (see Ta ble 1), and into five noncortical (NC) regions. Furthermore, each group is subdivided into right (R) and left (L) hemispheres. Three midline regions, two in the frontal lobe (cingulate gyrus and paracentral lobule) and one in the occipital lobe (retrosplenial gray matter), are also distinguished (see the legend to Fig. 3) . The larger compartments of the correlation matrix are given as numbered boxes in Fig. 4 . For example, correlations between regions in the right frontal lobe are in box I, be tween regions in the right frontal lobe and those in the left frontal lobe in box 2, and between left tem poral and right occipital regions in box 42.
RESULTS
As an example of how to analy ze Fi g . 3, focus on the correlations between regions in the right frontal lobe (box 1). R14, the partial correlation coefficient between the rCMRgic in a right superior frontal area (region 1) and a right midfrontal area (region 4; see Fig. 1 and Ta ble 1), equals 0.75 (p < 0.001); thus, it is statistically significant and dis played as a " + " in box t of Fig. 3 . In contrast, R16, the partial correlation coefficient between the rCMRgic in a right superior frontal area (region 1) and a right inferior frontal region (region 6), has the value 0.28 (p > 0.10). Because this is not statisti cally significant, Rl6 is blank in box 1 of Fig. 3. (Henceforth, only the value of the correlation coef ficient will be cited. All correlation coefficients to which we refer are significant to p < 0.01 unless stated otherwise.) Recall that the Pearson correla tion coefficients rl4 and rl6 are large and statistically significant. Hence, the use of partial correlation coefficients increases the specificity of the method. Figure 3 shows few significant negative correla tions; thus, we shall consider mainly the positive correlations. Figure 5 displays the correlation ma trix in which the values of the positive correlations are graded: " + " corresponds to 1 > Rj j > 0.8; "0" to 0.8 > Rj j > 0.6; "�" to 0.6 > Rj j > 0.4. Signif icant positive correlation coefficients were never less than 0.4. (Although 40 subjects were PET scanned, the 59 regions of interest could not always be visualized in all 40. Therefore, the number of observations that went into determining the partial correlation coefficient varied for each pair of re gions, and hence, the minimum value for Rj j needed to achieve statistical significance was not the same for every pair of regions.)
Presentation of the data in graphical form, as ex emplified in Fig. 5 , allows a large number of signif icant relations to be perceived simultaneously. In what follows, we shall show that many features of the pattern of correlations illustrated in Figs. 3 and 5 are what we might expect, based on other data, to characterize the state of a resting, minimally stimulated brain. We also shall obtain several new relations among brain regions in this state.
For many parts of the brain, there are strong an- The 59 brain regions. The number for each region corresponds to that given in Table 1 . 10M, inferior orbitomeatal.
FIG. 2. A:
Ra nge of regional cerebral metabolic rate for glucose (rCMRg lc) values for subjects with the lowest, the median, and the highest values of CMRg lc, X denotes the value of CMRg lc for the subject ; the rCMRgic values for regions 1, 4, and 6 are also depicted, B: Plot of the rCMRgic in region 1 (right superior frontal gyrus) versus rCMRgic in region 6 (right inferior frontal gyrus), The correlation coefficient is 0,85 and would be considered significant (p < 0,001), However, the partial correlation coefficient, controlling for CMRg lc, is 0. 28 and is not statistically significant (p > 0.1), C: Plot of the rCMRgic in region 1 (right superior frontal gyrus) versus rCMRgic in region 4 (right midfrontal gyrus). The correlation coefficient is 0,94 and would be considered significant (p < 0,001), The partial correlation coefficient, controlling for CMRg lc, is 0,75 and also is statistically significant (p < 0,01), atomical connections between homologous regions in each hemisphere (Karol and Pandya, 1971) , This is possibly reflected by an analogous bilateral sym metry seen in the original PET scans [see Ta ble 4 of Duara et al. (1984) ]. This bilateral symmetry of rCMRgIc is manifest in Fig. 5 by the presence of large correlation coefficients for the diagonal ele ments of boxes 2, 21, 36, 47, and 54. This is illus trated in Fig. 6A , which shows the frontal-frontal part of the correlation matrix with the diagonal ele ments (corresponding to the correlations between homologous regions in the frontal lobe) outlined. The largest correlations are generally between ho mologous brain regions. The correlation matrix of Fig. 5 also shows an overall approximate hemispheric symmetry. That J Cereb Blood Flow Metabol, Vol, 4, No, 4, 1984 is, the pattern of correlation coefficients (both those that are significant and represented by symbols, and those that are not significant and represented by blanks) in a "left-left" box is quite similar to that found in the corresponding "right-right" box; com pare, for example, boxes 1 and 11,3 and 13, and 37 and 43. Even box pairs such as 7 and 17, and 53 and 55 are similar; each contains few significant correlations. Ta ble 2 shows the results of a statis tical comparison of the similarity between each left left box and the corresponding right-right box. We employ the kappa statistic (Fleiss, 1973) to quantify the similarity between the patterns. This statistic was developed to provide a measure of the agree ment between two raters: How much agreement is there beyond the amount expected by chance :-------j ----ICJ ++ ++++ + + +++++++ + 
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ft + :j::j: :j:I:j: alone? We take a left-left box to be one rater and the corresponding right-right box to be the other. The use of the kappa statistic in this situation is not strictly valid: It applies to independent raters, and the correlation coefficients in a left-left box are not necessarily independent of those in a right-right box. We use this statistic to give an approximate quantification of the similarity between the patterns of correlation coefficients. Both the definition of the kappa statistic and how we use it are given in Ap pendix 1. As can be seen from Ta ble 2, all but one pair of boxes (46 and 50) show better than chance agreement with regard to their pattern of correla tions. This one exception probably reflects the small number of correlation coefficients present in either box. Although boxes 1 and 11 of Fig. 3 are not statis tically different (p < 0.01), there is a little gap in box 11 not present in box I. This is better illustrated in Fig. 6A , which shows the frontal-frontal part of the correlation matrix. Correlations present in box I but absent in box II are denoted by "?" . These missing correlations are also displayed as the ar rows on the drawing of the brain in Fig. 6B . Region 17, containing the speech-related Broca's area, shows, in particular, an absence of significant cor relations with regions 12, 13, and 14 (RI2•17 = 0.340; R l 3•17 = 0.173; R1 4 •17 = 0.368). (These three corre lation coefficients are not statistically significant at the p < 0.01 level. R12.17and R1 4 •17just become sig nificant at the p < 0.05 level.) In contrast, the ho mologous regions in the right hemisphere all show correlations significant at p < 0.01 (R27 = 0.453; R37 = 0.613; R 4 7 = 0.613). Ranked positive partial correla tions for the 40 subjects. Va lues be tween 0.8 and 1.0 are denoted by " + ," those between 0.6 and 0.8 by "0," and those between 0.4 and 0.6 by""." Othe r notatio n is the same as in Fig. 3 . I  I  I  I  I I  I  I  I  I  I  I  I  I  I  I  I  I  I I   I  I  i  I  I  I  I  I  I  I o We next consider the primary sensory cortices, found in Fig. 1 in regions 23 and 24 (somatosen sory), 44 (visual), and 33 and 53 (auditory) in the right hemisphere, and regions 28 and 29 (somato sensory), 47 (visual), and 38 and 58 (auditory) in the left hemisphere. These regions project to their re spective association areas in the parietal and tem poral lobes and thence to a polymodal association area in the premotor part of the frontal lobe, which is included in regions 1 and 4 of Fig. 1 in the right hemisphere and regions 11 and 14 in the left (Pandya and Seltzer, 1982) . The partial correlation coeffi cients between the somatosensory and premotor re gions are large and significant at the p < 0. 01 level, whereas the correlations between the auditory and visual sensory areas and the premotor region are not significant (see Ta ble 3) . Furthermore, there is a very significant correlation (R9 23 = 0. 87) between the right hemispheric primary s o matosensory area and the right primary motor area (region 9), al though partial volume effects may play a role here (see Discussion). These three large partial correla tion coefficients, between regions 1 and 23, 4 and 23, and 9 and 23, are depicted in Fig. 5 motor) regions, compared with visual and auditory areas, are not an unexpected result. This adds sup port to our notion that the correlation matrix pro vides a measure of functional association between areas of the brain. Although there is no visual input in the resting state, glucose metabolism in the occipital lobe is higher than the average for the whole brain. [This is true no matter how these numbers are computed. From Ta ble 1, the mean rCMRglc for the regions composing the occipital lobe is 5.44 mg / lOO g / min, whereas the mean for all 59 regions is 5.36 mg / lOO g / min. Alternatively, one can determine the rCMRglc for the occipital lobe directly. From Ta ble 3 of Duara et al. (1984) , this value is 5.42 mg / lOO g / min, which is greater than the value for gray matter CMRglc, 5.32 mg / lOO g / min.] Figure 3 shows nu merous significant correlations among occipital lobe regions (see boxes 46, 47, and 50) and between occipital lobe and temporal lobe regions (boxes 37, 38, 42, and 43) . In contrast, there are no significant correlations between the bilateral occipital regions and the entire partietal lobe (boxes 24, 25, 31, and 32) . Visual association areas are located in both the temporal and parietal lobes, as well as in the pre striate part of the occipital lobe (Benton, 1979; Da masio et aI., 1982; Mishkin et aI., 1983) . If our cor relations represent functional associations, these re- suIts suggest that occipitotemporal interactions predominate over occipitoparietal processing in the resting state. An obvious aspect of Fig. 3 is the relative paucity of significant positive correlations between the oc cipital and temporal lobes, on the one hand, and the frontal and parietal lobes, on the other. Also, � 70% of the significant negative correlations are in this section of the correlation matrix (see boxes 5-8, 14-17, 22-25, and 29-32 of Fig. 3 ). Indeed, � 33% of the significant correlations between the frontal lobe and the occipitotemporal domain are negative. These results suggest that although there is relatively high positive functional association among regions in the frontal and parietal lobes and among regions in the temporal and occipital lobes, there is little mixing between the two domains. Moreover, a significant fraction of what little func tional association there is between the domains is negative.
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DISCUSSION
In this section we shall address four issues: (a) why the correlation matrix should tell us something about the state of the brain; (b) limitations on the extraction of information from the correlation ma trix; (c) a discussion of our results; (d) implications and predictions of our method.
Metabolic activity and functional associations
What is being correlated that permits us to induce functional associations from the correlation matrix? The measured rate of cerebral glucose utilization for a given region A, rCMRglc(A), can be expressed conceptually by the equation:
where ao represents an ideal value for rCMRglc(A), whereas aI' a 2 ' and a3 denote contributions to the measured value that generate the interindividual variance. The term ao is the value that would be obtained if all the individuals in the population under study were identical (e.g., same neural wiring, same body metabolism, etc.), and if each subject received exactly the same environmental input and stimulation from his internal milieu.
As was discussed in reference to Fig. 2 , there are large differences between individuals in their overall cerebral metabolism. Intraindividual differ ences in rCMRglc were smaller than the full range of interindividual differences. The term al repre sents the contribution each subject's global metab olism makes to the region A rCMRglc. The mean values of rCMRglc given in Ta ble 1 represent an effort at determining ao + a I for each of the 59 brain regions. We attempt to control for that part of al that affects all brain regions in the same way (which, we assume, is most of al) by employing partial correlation coefficients, where the con trolled variable is hemispheric CMRglc.
The term a2 represents experimental measuring error (e.g., differences in outlining individual brain regions between subjects, errors in determining plasma radioactivity, etc.). If systematic errors are not present, a2 will be randomly distributed for the entire subject population around a o .
The possibly affects all brain regions in the same way, a3 varies from region to region, as well as from sub ject to subject. To see the consequences of this con tribution, consider three regions, A, B, and C. Sup pose regions A and B interact strongly in sever al subjects, but not in most, whereas regions A and C interact strongly in all but a few subjects. Thus, rCMRglc(A) and rCMRglc(B) will not neces sarily vary together, whereas rCMRglc(A) and rCMRglc(C) will. Hence, the term a3 (and h3 and c3) permits us to use the partial correlation coeffi cient as a measure of metabolic association. In the resting state, where specific cognitive processing tasks are not required, metabolic and therefore functional associations may be those of general con sciousness, somewhat akin to the a-waves of an EEG (Brown and Klug, 1974) . Note that this method provides a population measure of a speci fied brain state. Although the individuals who make up the population may show a large degree of vari· ance in their rCMRglc values, it is probable that a large correlation coefficient between two regions suggests that these two regions are functionally coupled in the particular state under study. How stable is the pattern of correlations shown in Fig. 3 ? Will the pattern change drastically if we use a different group of normal subjects, or if we rescan the present group? To investigate this, we divided the 40 subjects randomly into two groups of 20, and calculated the partial correlation coeffi cients for each group. The corresponding matrices are displayed in Fig. 7 . Note that to compensate for the reduced number of subjects, we kept these coef ficients significant to p < 0.05. As can be seen, the matrices are similar to one another, although more scatter is present because of the less stringent sig nificance level. Moreover, both retain the essential features of the matrix of the original 40 subjects (Fig. 3) . Thus, we believe that these results are not Partial correlation matrices for two groups of 20 normals, obtained from the 40 by a random division. Notation is the same as in Fig. 3 , except that the coefficients are shown if p < 0.05.
a chance occurrence, but represent repeatable find mgs.
Limitations of the method A number of factors limit how much weight we attribute to any particular partial correlation coef ficient. First, for the 59 regions, there are 1,711 non trivial elements of the correlation matrix [i.e., (592 -59)/2]. On average, <20 would be expected to be significant at p < 0.01 by chance alone.
Second, partial voluming effects (Mazziotta et al., 1981) should enhance the likelihood that two neighboring regions show a positive correlation. It also is true, however, that neighboring brain regions are more likely to interact functionally. In partic ular, the regional division of the brain that we em ploy (Duara et aI., 1983a (Duara et aI., , 1984 often results in functionally similar anatomical areas being placed in two or more neighboring regions. For example, the right premotor association area is found in re gions 1 and 4 (and possibly others) of Fig. 1 . There fore, it is not surprising that regions 1 and 4 are strongly correlated.
We have estimated the effects that partial vol uming has on the number of significant correlations. For each region in Fig. 1 , we identified the "hori zontal" neighboring regions within the same PET slices and the "vertical" nearest neighbors on ad jacent slices. For example, the horizontal nearest neighbors of region 10 (the precentral cortex) are regions 4, 6, and 24, and the vertical nearest neigh bors are regions 7 and 9. The rCMRglc for a given region is the weighted mean rCMRglc obtained from all the slices on which the region is found [the number of slices per region ranged from 1 to 4.6, with a mean of 1.64; for details, see Duara et al. (1983a Duara et al. ( , 1984 ]. Horizontal nearest neighbors gen erally appear together on several, although not nec essarily all, adjacent slices. Thus, transverse partial volume effects sum for horizontal nearest neigh bors. Although there is also axial partial voluming, its effect on a pair of vertical nearest neighbors will be large only for those parts of the two regions ap pearing on adjacent slices. Hence, vertical nearest neighbors should in general be less affected by par tial voluming than horizontal nearest neighbors.
We calculated the percentage of horizontal nearest neighbors significantly correlated with one another and the percentage of significantly corre lated vertical nearest neighbors. Of 82 horizontal nearest neighbor pairs, 64 (78%) had partial corre lation coefficients that were statistically significant (p < 0.01), whereas 27 (59%) of 46 vertical nearest neighbor pairs had significant correlations. The dif ference between 78 and 59% is statistically signifi cant at p < 0.025.
These numbers allow us to estimate the fraction of significant correlations between nearest neigh bors that is due to functional interactions (and the fraction due only to the artifactual effects of partial voluming). The key assumption is that the per centage of functional nearest neighbor interactions is the same for both horizontal and vertical direc tions. The details of the calculation are presented in Appendix 2. The crucial parameter is the ratio of the effect of horizontal to vertical partial voluming. Ta ble 4 shows the relation between this effective ness ratio and the percentages of significant nearest neighbor correlations that represent functional in teractions and the percentages due to partial vol uming. In the limit of no vertical partial voluming (i.e., the effectiveness ratio is infinite), 0% of the vertical and 24% of the horizontal nearest neighbor significant correlations are due to partial voluming alone and not to the regions being functionally cou pled. As the effectiveness ratio decreases, the per centages increase. For example, if we assume an effectiveness ratio of 1.64 [i.e., the ratio is weighted by the mean number of slices per region (see the above discussion)], 64% of the significant correla tions between horizontal nearest neighbors and 52% of those between vertical nearest neighbors are due to partial volume effects, From these calculations we conclude the following: (a) There is an elevation in the number of significant correlations due to par tial voluming, as would be expected. These are ar tifactual and do not represent functional associa tions in the brain. (b) Many nearest neighbor re gions are functionally associated in the resting state. Depending on the ratio of horizontal to ver tical partial voluming, the percentage of functional nearest neighbor couplings can range from a low of perhaps 25% to a possible maximum of 59% of all nearest neighbor pairs. In spite of these limitations, we believe that the correlation matrix can provide a valuable guide to our understanding of functional interactions in the brain. The results suggested by our method should be compared, of course, with information derived from anatomical and electrophysiological analyses. 
Discussion of results
Correlation coefficients have been employed ex tensively to assess functional associations in the brain in electrophysiological studies at the neural system level, in which evoked potentials are ana lyzed (e.g., Livanov et a!., 1973; John et a!., 1978; Gevins et a!., 1983) , and at the single neuron level, in which correlations between spike potentials are studied (e.g., Gerstein, 1970) . They also have been used in studies of cerebral blood flow (Prohovnik et a!., 1980; Risberg, 1980) . Metter et a!. reported in abstract form the use of correlations between rCMRglc values, as measured by PET, to examine normal aging (Metter et a!., 1983) and certain clin ical neural pathologies (Metter et a!., 1982) . We shall discuss some of these studies in the con�ext of our specific results. [After completion of the manuscript for this article, a report by Metter et a!. (1984) appeared in which they examined correla tions among rCMRglc values in 26 brain regions in 31 healthy subjects at rest (but with eyes and ears open).]
It should be noted that the term "resting state" has been applied to a variety of states (e.g., eyes closed, eyes open, etc.). Mazziotta et a!. (1982) re ported a progressive decrease in overall glucose me tabolism as the amount of sensory input was de creased, but with different regional rates of decline. Thus, direct comparison of our results with other studies must take into account ambient experi mental conditions.
Note also that although no specific tasks were required in our study, our resting state cannot be considered to represent the dormant brain. Our sub jects were awake and received some somatosensory and low-frequency auditory stimulation (Duara et aI., 1983a (Duara et aI., , 1984 . We expect, therefore, certain kinds of brain activation, and we will relate these to our results.
Strong correlations between homologous re gions. The largest statistically significant partial correlation coefficients for rCMRglc in the 40 men were in general between homologous regions in each hemisphere, with each pair of homologous re gions being significantly correlated at p < 0.0 1. Cor relations between homologous regions have been found for measurements of cerebral blood flow (Prohovnik et a!., 1980) and have been reported for rCMRglc (Metter et a!., 1983) .
Depending on the particular measure of blood flow used, two different patterns of homologous correlations were obtained by Prohovnik et a!. (1980) . When the measure was fg, the fast compo nent of the biexponential analysis, which represents mainly gray matter blood flow, they found statisti-cally significant positive correlations only along the rolandic fissure, the occipital pole, some temporal areas, and the anteriosuperior parietal region. Es sentially, these correlations were for regions cor responding to primary sensorimotor areas. On the other hand, all regions except the inferior parietal area had statistically significant positive correla tions with their homologues when the measure used was the initial slope index, a measure also domi nated by gray matter flows, but less affected by noise and artifact than f g (Risberg et aI., 1975) . Our results are in basic agreement with the latter pattern of Prohovnik et al. (1980) . Likewise, Metter et al. (1983) reported statistically significant correlations between rCMRgic measures for many homologous brain regions.
One may envision numerous reasons why ho mologous regions should show strong correlations in metabolism, blood flow, and electrical activity in the resting state. Some of these have been dis cussed by Prohovnik et al. (1980) . Our results are not incompatible with either of the following: (a) Direct functional coupling between homologous re gions- Karol and Pandya (1971) showed in the rhesus monkey that many, but not all, cortical areas in one hemisphere receive projections via the corpus callosum from the opposite hemisphere. In general, many association areas receive direct cal losal inputs, as do midline sensorimotor areas, whereas the sensorimotor areas representing distal or peripheral receptive fields do not. Ample ana tomical links are thus available for homologous re gions to maintain, perhaps, low-level monitoring of one another's activity. As a result, in the resting state, with no specific external activation of either hemisphere, roughly equal metabolic activity in ho mologous regions would be observed, leading to positive correlation coefficients. (b) Similar cou pling between lower brain regions and the homol ogous higher regions-A number of brain systems, such as the reticular activating system (Moruzzi and Magoun, 1949) , project to the higher regions of the brain and regulate cortical arousal (Luria, 1973) . In our awake subjects, these lower regions (for which rCMRgic was not measured) could activate homol ogous regions in both hemispheres in the same way. Thus, the correlations between homologous regions would be due to the similar level of activation in duced in each by the lower structures. Of course, mechanisms (a) and (b) may both contribute.
Left-right hemisp heric interregional symmetry . The pattern of significant correlation coefficients between two lobes for the left hemisphere (i.e., that found in a left-left box of Fig. 3) is generally not statistically different from the pattern found for the right hemisphere (i.e., in the corresponding right right box), although the patterns usually are not identical. We suggest that this approximate interre gional symmetry may be due to an equalization of metabolic activity over time in the resting state. Both hemispheres, although perhaps operating in relative independence during the prolonged period of FDG uptake, may function equally in the resting state and in a more or less similar manner as far as interlobal couplings are concerned.
One interesting exception we noted in the Results involved Broca's area (region 17 of Fig. 1) . The rCMRgic in the right hemispheric region (region 7 of Fig. 1) homologous to Broca's area was corre lated with the rCMRgic in a number of frontal areas, but the corresponding significant correlations were absent for the left hemisphere. Because Bro ca's region is involved with language function (Benson, 1979) , it is hardly surprising that there are few correlations between it and other frontal re gions. Whether the correlations in the right hemi sphere are just statistical fluctuations or represent an important asymmetry requires more study.
Somatosensory versus auditory and visual cor relations. We found statistically significant corre lations of rCMRgic between the primary somato sensory areas (regions 23 , 24, 28, and 29 of Fig. 1) and polymodal association areas in the premotor frontal lobe (regions 1, 4, 11, and 14) . This was not the case for the primary visual areas (regions 44 and 47), nor for the primary auditory areas (found in regions 33, 38, 53 , and 58) . During [ 1 8 F]FDG up take, visual sensory input was eliminated by blind folds, and auditory input was decreased by cotton plugs in the ears. However, some small-scale so matosensory stimulation was unavoidable [e.g., blood samples were taken frequently; see Duara et al. (1983a Duara et al. ( , 1984 ]. Moreover, both hands of each subject were placed in heated boxes in order to "ar terialize" the venous blood used to measure plasma FDG and glucose (Phelps et aI., 1979; Duara et aI., 1983a Duara et aI., , 1984 . In general, the primary somatosen sory areas had numerous statistically significant correlations with frontal lobe regions, whereas the primary visual and auditory areas had very few.
[The exceptions to this statement are regions 53 and 58 , which include the insular cortex as well as the inner portion of the sylvian fissure. Thus, these two regions do not function purely as auditory sensory areas. There are strong anatomical connections be tween the insular cortex and the frontal lobe (Truex and Carpenter, 1969) .] This is illustrated in Fig. 8 , which displays the section of the correlation matrix of Fig. 3 containing the correlations between the frontal lobe and the other parts of the brain; cor- -23, 24, 28, 29; visual-44, 47; auditory-33, 38, 53, 58 . Notation is the same as in Fig. 3 .
relations involving the primary sensory areas are indicated by the arrows. These observations sug gest the absence of positive frontal interactions with visual and auditory systems, but the presence of frontal-somatosensory interactions in the resting state.
Occipitotemporal versus occip itoparietal inter correlations. Both the calcarine region (regions 44 and 47 of Fig. 1 ) and the lingual area (regions 45 and 48) of the occipital lobes had metabolic rates significantly correlated with rCMRglc in all regions of the temporal lobe except the inferior temporal gyrus (regions 35 and 40) . Metabolic rates in the superior part of the occipital lobe (regions 43 and 46, the cuneus) were not correlated significantly with metabolic rates in regions of the temporal lobe, nor with metabolism in parietal lobe regions. In the rhesus monkey, visual areas in the inferior occipital lobe and the temporal lobe are involved with object recognition, whereas areas in the superior occipital lobe and the inferior parietal lobe deal with visual localization of objects (U ngerleider and Mishkin, 1982; Mi shkin et aI., 1983) . Similar conclusions about human cortex have been obtained by lesion studies (Benton, 1979; Damasio et aI., 1982) . Our results are compatible with these notions. It is not unreasonable to suppose that in the resting state (with no visual sensory input), some visual imagery will be present, but that the circuits in the occipi-J Cereb Blood Flow Metabol, Vol . 4, No. 4, 1984 totemporal areas involved with visual recognition would more likely be used than would occipitopa rietal circuitry involved with spatial localization.
Overall pattern of the correlation matrix . The single most striking aspect of the correlation matrix as a whole (Figs. 3 and 5) is that it divides roughly into two groups of positive intercorrelations, a fron toparietal domain and a temporooccipital domain. This pattern is not apparent from individual PET scans. Even though the reason for such a dissocia tion is not clear, it is not an unreasonable finding in a state of reduced sensory input where there is little need for the processing of patterned sensory infor mation in frontal lobe association areas .
Predictions and implications
The intercorrelation approach developed in this article can be applied to other measures of brain function obtained by imaging techniques. Examples include blood flow and other imaged radiotracers such as [ " C]L-methionine, which is used to study protein incorporation (Bustany et aI., 1983) .
The correlation method also should be applicable to animal studies. Regional correlations can be ob tained for rCMRglc, cerebral blood flow, and a number of other measures of brain function. Some of the problems using PET (e.g., partial voluming, limited resolution) are reduced in animal experi ments.
One can test the extent to which the correlation matrix provides a measure of functional association by changing the experimental conditions or the sub ject population. Although a single correlation ma trix, such as that shown in Fig . 3 , is subject to the limitations discussed above, and is particularly sen sitive to artifacts imposed by PET scanning (e .g., partial volume effects), comparisons between cor relation matrices representing different groups and! or different environments should be more useful in assessing brain functioning .
Specifically, we predict that if normal subjects were exposed to patterned visual stimulation during the [ '8 F]FDG uptake period, there should be an in creased number of significant positive correlations between the occipital and parietal lobes, and pos sibly between the occipital and frontal lobes. Te m poroparietal correlations might also become signif icant, as the dorsal and ventral visual processing pathways (Mishkin et aI., 1983) both become co ordinately activated.
Subjects with presumed Alzheimer's disease show hemispheric asymmetries both in regional cognitive deficits (Foster et aI., 1983; Haxby, 1984) and in rCMRglc (J. V. Haxby et aI., unpublished data) . This suggests that such subjects should ex- hibit fewer significant correlations between homol ogous regions.
The absolute values of rCMRglc obtained by PET tell us the levels of metabolic activity both in indi viduals and in subject groups. For example, Duara et al . (1984) found that in 40 healthy males in the resting state, both the right superior frontal area (region 1 of Fig. 1 ) and the right inferior frontal region (region 6) had high average rates of glucose utilization (5 .75 and 5.77 mg / l00 g / min, respec tively), whereas the right inferior temporal area (re gion 35) had a relatively low mean value (3 .71 mg / 100 g / min). [The low values for rCMRglc in this region may be due to attenuation correction arti facts (Huang et aI., 1979) .] However, the brain is characterized not only by which regions are active, but also by which regions are functioning together and which are not. Thus, from the correlation ma trix, the right superior frontal and the right inferior temporal areas appear functionally associated, whereas the right superior frontal and the right in ferior frontal regions do not. These relations are not apparent from the individual PET scans. Conse quently, the correlation method introduced in this article allows one to obtain a measure of the degree of association that, along with activity, character izes the state of the central nervous system.
APPENDIX 1
We used the kappa statistic (Fleiss, 1973) to com pare the pattern of significant correlations in a left left box of Fig. 3 with the corresponding right-right box (e.g., boxes 1 and 11, 7 and 17, 26 and 34). To illustrate, consider boxes 3 and 13 (the former rep resents right frontal-right parietal correlations, the latter left frontal-l e ft parietal correlations). We con struct a table (Table 5 ) in which the agreements and disagreements between the two boxes are listed. Considering three possibilities for each correlation coefficient [positive and significant (+), negative and significant (0), and not significant (blank)], Ta ble 5 shows, for example, that box 3 contains 32 + 's, 18 blanks, and no O's . Of the 32 + 's, 24 also occur in box 13, whereas the remaining 8 are b lanks in box 13.
Two proportions are defined. The first is the pro portion of agreements (Po), which is equal to the sum of the principal diagonal elements of the table divided by the total number of elements in either box (N) . In our example,
Po =
24 + 17 + 0 N
J 0.82 (A I-I) 50
Secondly defined is P C ' the proportion of agree ments expected by chance alone. To determine this quantity, we use the frequency of + 's, O's, and blanks found in the entire correlation matrix . Of the 1,711 possible correlations, 1,286 (75%) were not significant, 412 (24%) were positive and significant, and 13 (0 .76%) were negative and significant . Thus, We can now define the kappa statistic as
Po -Pc K =
1 -Pc (AI-4)
If Po < Pc (less than chance agreement), K < 0; K = o corresponds to chance agreement (P o = Pc), whereas K = 1 means perfect agreement. The standard error for kappa is given by (Fleiss, 1973) :
where (col sum)j and (row sum)j refer to the equiv alent of Ta ble 5 for the entire correlation matrix and N T is the total number of elements in the entire correlation matrix. For a box with N elements, Eq. Al-5 reduces to SE = (0.941N) t The statistical sig nificance of kappa is evaluated by computing a Z value:
If Z is large, then the agreement between the pat tern of correlations in the two boxes is statistically significant. For boxes 3 and 13, K = 0.510, SE = 0.138, and Z = 3.69, which indicates that these two boxes agree with one another quite well . The other entries in Ta ble 2 were obtained in sim ilar fashion.
APPENDIX 2
Here we estimate the effect that partial voluming has on the number of significant correlations be tween the rCMRglc in nearest neighbor regions.
Let NH be the number of horizontal nearest neighbor pairs, and N v be the number of vertical nearest neighbor pairs. We assume that a fraction, p, of these are functionally coupled, and thus will have significant partial correlation coefficients for rCMRglc. We assume that p is the same for both horizontal and vertical nearest neighbors. Addi tional significant correlations will appear due to par tial volume effects; these do not represent func tional interactions. Let NH (Ny) be the number of significantly correlated horizontal (vertical) nearest neighbor pairs. Then, NH = no. horizontal nn pairs functionally cou pled + no. additional correlations due to partial volume effects (A2-I)
where nn refers to nearest neighbor. We assume the second term is some fraction, fH' of the nonfunc tionally coupled nearest neighbor pairs. Thus, (A2-2)
The same relation holds for vertical nearest neighbor pairs:
The effect of partial voluming in the horizontal di rection is related to that in the vertical direction by the effectiveness ratio, R : 
