Invariant Cantor manifolds of quasi-periodic solutions for the
  derivative nonlinear Schrodinger equation by Gao, Meina & Liu, Jianjun
ar
X
iv
:1
80
5.
02
32
1v
2 
 [m
ath
.D
S]
  8
 M
ay
 20
18
Invariant Cantor manifolds of quasi-periodic solutions for
the derivative nonlinear Schro¨dinger equation
Meina Gao
College of Arts and Sciences, Shanghai Polytechnic University
Shanghai 201209, P R China,
mngao@sspu.edu.cn
Jianjun Liu
School of Mathematics, Sichuan University
Chengdu 610065, P R China
liujj@fudan.edu.cn
Abstract: This paper is concerned with the derivative nonlinear Schro¨dinger equation with pe-
riodic boundary conditions
iut + uxx+ i
(
f (x,u, u¯)
)
x
= 0, x ∈ T := R/2piZ,
where f is an analytic function of the form
f (x,u, u¯) = µ |u|2u+ f≥4(x,u, u¯), 0 6= µ ∈R,
and f≥4(x,u, u¯) denotes terms of order at least four in u, u¯. We show the above equation possesses
Cantor families of smooth quasi-periodic solutions of small amplitude. The proof is based on an
infinite dimensional KAM theorem for unbounded perturbation vector fields.
1 Introduction and Main Results
In this paper, we consider the derivative nonlinear Schro¨dinger equation with periodic boundary
conditions
iut + uxx+ i
(
f (x,u, u¯)
)
x
= 0, x ∈ T, (1.1)
where f is an analytic function of the form
f (x,u, u¯) = µ |u|2u+ f≥4(x,u, u¯), 0 6= µ ∈R, (1.2)
and f≥4(x,u, u¯) denotes terms of order at least four in u, u¯. Moreover, we require
f≥4(x,u, u¯) =
∂F≥5
∂ u¯
(x,u, u¯), (1.3)
such that (1.1) can be viewed as a Hamiltonian system, where F≥5(x,u, u¯) is a real analytic function
of order at least five in u, u¯. As in [31], we may assume µ = 1. Then the equation (1.1) can be
regarded as a perturbation of the following equation:
iut + uxx+ i(|u|2u)x = 0, (1.4)
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which appears in various physical applications and has been widely studied in the literature.
We study (1.1) as a Hamiltonian system on some suitable phase space P , for example, we may
take H20 (T), the usual Soblev space on T with vanishing average. Under the standard inner product
on L2(T), (1.1) can be written in the form
∂u
∂ t
=− d
dx
∂H
∂ u¯
(1.5)
with the real analytic Hamiltonian
H =−i
∫
T
uxu¯dx+
1
2
∫
T
|u|4dx+
∫
T
F≥5(x,u, u¯)dx. (1.6)
We will construct Cantor families of time quasi-periodic solutions of small amplitude. A result
of similar form was firstly obtained in [31] by Kuksin and Po¨schel for the nonlinear Schro¨dinger
equation with Dirichlet boundary conditions
iut = uxx−mu− f (|u|2)u, u(t,0) = 0= u(t,pi),
where m is real, f is real analytic in some neighborhood of the origin in C, f (0) = 0, and f ′(0) 6= 0.
For convenience, we keep fidelity with the notation and terminology from [31]. Let
φ j(x) =
1√
2pi
ei jx, j ∈ Z¯ := Z\ {0}
be the basic modes. For every index set
J = { j1 < j2 < · · ·< jn} ⊂ Z¯,
denote by EJ the linear subspace of complex dimension nwhich is completely foliated into rotational
tori
EJ = {u= q1φ j1 + · · ·+ qnφ jn : q ∈Cn}=
⋃
I∈Pn
TJ(I),
where Pn = {I ∈ Rn : Ib > 0, 1≤ b≤ n} is the positive quadrant in Rn and
TJ(I) = {u= q1φ j1 + · · ·+ qnφ jn : |qb|2 = Ib, 1≤ b≤ n}.
The following is our result for (1.1):
Theorem 1.1. For any integer n≥ 2 and index set J = { j1 < j2 < · · ·< jn} ⊂ Z¯ satisfying
2n− 1 ∤
n
∑
b=1
jb (1.7)
and additionally j1 j2 < 0 if n= 2, there exist:
(1) a Cantor set C ⊂ Pn with full density at the origin;
(2) a Lipschitz embedding Ψ : TJ[C ] →֒P , which is a higher order perturbation of the inclusion
mapping Ψ0 : EJ →֒ P restricted to TJ[C ], where TJ[C ] :=
⋃
I∈C TJ(I) ⊂ EJ is a family of
n-tori over C ,
such that the image EJ := Ψ
(
TJ[C ]
)
is a Cantor manifold of diophantine n-tori for the derivative
nonlinear Schro¨dinger equation (1.1). Moreover, the restriction of Ψ to each torus TJ(I), I ∈ C is
smooth, and EJ has a tangent space at the origin equal to EJ .
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The above theorem is proved by using infinite dimensional KAM theory. Historically, KAM
theory for partial differential equations was originated by Kuksin [26] and Wayne [40], where
one dimensional nonlinear wave and Schro¨dinger equations under Dirichlet boundary conditions
were studied. Owing to the special boundary conditions and the absence of spatial derivatives in
the nonlinearity, the corresponding infinite dimensional Hamiltonian systems have simple normal
frequencies and bounded perturbations. Then infinite dimensional KAM theory for bounded per-
turbations was deeply investigated, including both simple and multiple normal frequencies. See
[9, 10, 12, 13, 16, 17, 18, 19, 21, 22, 23, 24, 27, 28, 31, 37, 38, 39, 41, 42] for example. (We can not
list all papers in this field.)
Since the nonlinearity of (1.1) contains a spatial derivative, a suitable KAM theorem for un-
bounded perturbation vector field is required for our result. The first KAM theorem for unbounded
perturbations is due to Kuksin [29, 30]. Under the assumption 0 < δ < d − 1 (d is the order of
the linear vector field and δ is the order of the perturbation vector field), a suitable estimate, which
is now called Kuksin’s lemma, is proved for the small-denominator equation with large variable
coefficient. By using this estimate, a KAM theorem is established to prove the persistence of the
finite-gap solutions of the KdV equation. For the case 0 < δ < d− 1, also see [25] for perturbed
KdV equations by Kappeler and Po¨schel, and [6] for a class of time dependent Schro¨dinger operators
by Bambusi and Graffi. More recently, KAM theory for unbounded perturbations has been extended
by Liu-Yuan [33, 34]. The small-denominator equation with large variable coefficient is suitably
estimated for the limiting case 0 < δ = d− 1, and consequently the corresponding KAM theorems
are established with applications to quantum Duffing oscillator, derivative nonlinear Schro¨dinger
and Benjamin-Ono equations. Also see Zhang-Gao-Yuan [43] for reversible derivative nonlinear
Schro¨dinger equations. For the case δ > d− 1, both Kuksin’s Lemma and Liu-Yuan’s estimate are
invalid, and thus there is no general KAM theorem in which the perturbation only satisfies smallness
condition.
However, this does not mean that nothing is known for partial differential equations with their
nonlinearity containing higher order space derivative. Actually, a great progress has been made
for quasi-linear and even fully nonlinear partial differential equations recently. See Baldi-Berti-
Montalto [1, 2, 3] for KdV and mKdV equations, Berti-Montalto [11] for water wave equations,
Feola-Procesi [20] for reversible derivative nonlinear Schro¨dinger equations, and Montalto [36] for
Kirchoff equation. The idea of the proof is to use pseudo-differential calculus in order to conjugate
the original system to a system with a smoothing perturbation and then to apply KAM theory. Also
see Bambusi [4, 5] for the reducibility of Schro¨dinger operators.
Moreover, derivative nonlinear wave equations were studied by Berti-Biasco-Procesi [7, 8]. The
idea is to prove first order asymptotic expansions of the perturbed normal frequencies by exploiting
the quasi-To¨plitz property and penalize high-momentum terms by introducing weighted norms.
On the other hand, both Kuksin’s Lemma and Liu-Yuan’s estimate are only valid for scalar
homological equations, which requires the normal frequencies to be simple, that is, Ω♯j = 1. This
implies the range of applications of the previousKAM theorems for unbounded perturbations pertain
to those PDEs with simple frequencies. This precludes the derivative nonlinear Schro¨dinger equation
(1.1) with periodic boundary conditions, since the multiplicity Ω♯j = 2.
For (1.1) with its nonlinearity being gauge invariant and not containing x explicitly, see Liu-
Yuan [35]. The above difficulty was avoided by using momentum conservation, which guarantees
the indices of the monomials
eik1x1+···+iknxnym11 · · ·ymnn ∏
j∈Z¯\J
z
l j
j z¯
l¯ j
j
satisfying
∑
1≤b≤n
kb jb+ ∑
j∈Z¯\J
(l j− l¯ j) j = 0. (1.8)
3
Take the most difficult terms in the KAM iteration scheme: eik·xzi z¯ j,k ∈ Zn, i, j ∈ Z¯\J, where k ·x=
k1x1+ · · ·+knxn. Following Bourgain’s observation in [14], the restriction (1.8) means that |i|+ | j| is
controlled by |k| unless i= j. Hence, for a fixed k, all the nearly resonant terms except eik·xz j z¯ j can be
eliminated. As a result, only eik·xz j z¯ j are left as normal form terms. The homological equations are
then scalar, and the estimate in [33] for small-denominator equation with large variable coefficients
still works.
In the present paper, the nonlinearity contains the space variables x explicitly so that (1.8) is not
true, and thus eik·xz− j z¯ j are difficult to handle. Luckily, a key observation for (1.1) provides a chance
to solve this problem. After introducing action-angle coordinates to Birkhoff normal form of order
four and choosing parameters properly, the normal frequencies Ω j take the form (see (3.29))
Ω j = j
2+ c j, j ∈ Z¯\ J, (1.9)
where
c=
2∑nb=1 ξb
2n− 1 . (1.10)
This formally indicates that Ω− j and Ω j do not coincide, and even |Ω− j−Ω j| → ∞ as j→ ∞. Also
see [32] for this observation.
However, the problem is more complicated than it appears because of these two characters of c:
first, in view of (1.10) (3.60) (3.69),
c≈ ε 67 , (1.11)
which indicates that c is rather small; second, c depends on the parameters with Lipschitz semi-norm
|c|lip = 2n
2n− 1 , (1.12)
which is not small. In the following, for these two characters respectively, we will introduce the
corresponding difficulties and the methods to overcome them.
In order to eliminate eik·xz− j z¯ j , k ∈ Zn,± j ∈ Z¯\ J, the corresponding small-divisors are
〈k,ω〉+Ω− j−Ω j. (1.13)
By the usual method of measure estimate, roughly determined by
|Ω− j−Ω j|< |k||ω |O , (1.14)
for a fixed k, the number of small-divisors is
|k||ω |O
2c
, (1.15)
which is out of control for c too small. Thus, an important fact in Theorem 2.1 is that, |Ω− j −
Ω j| is not required as “frequency asymptotic” by assumption (A) as usual, but required as “small-
divisor” by assumption (C). In this sense, Theorem 2.1 can not be viewed as a usual unbounded
KAM theorem with simple normal frequencies.
In order to solve the above problem, i.e., controlling the number of small-divisors (1.13), we in-
troduce momentum majorant norm (see (2.11)). At the ν-th KAM step, we only eliminate eik·xz− j z¯ j
with lower momentum, roughly that is,
| ∑
1≤b≤n
kb jb− 2 j|< | lnεν+1|. (1.16)
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Therefore, for a fixed k, the number of small-divisors is
|k| max
1≤b≤n
| jb|+ | lnεν+1|, (1.17)
which is accepted in the KAM iteration. Consequently, eik·xz− j z¯ j with lower momentum can be
eliminated. On the other hand, eik·xz− j z¯ j with higher momentum are put into the perturbation. As a
result, only eik·xz j z¯ j are left as normal forms and the homological equations are scalar.
Nevertheless, owing to the momentummajorant norm, the estimate for small-denominator equa-
tion with large coefficient in [33] does not work directly. By properly designing momentum weight
and analyticity width, the momentum majorant norm and the sup-norm of a function can be con-
trolled by each other (see (4.26) (4.27)). So we obtain a lemma which is Theorem 1.4 in [33] with
the momentum majorant norm estimate instead of the sup-norm estimate (see Lemma 4.1).
Recall the second character of cmentioned above, that is, c depends on the parameters with |c|lip
not small. Then the Lipschitz semi-norm |Ω|lip−1 is not small, and thus we are not able to get the twist
of 〈k,ω(ξ )〉+ 〈l,Ω(ξ )〉 by the Lipschitz continuity of ω in both directions as usual. To overcome
this problem, we add assumption (C) in the KAM theorem. Therefore, we must verify: assump-
tion (C) is preserved under KAM iteration; assumption (C) is satisfied for the derivative nonlinear
Schro¨dinger equation (1.1). The former is relatively trivial; while the latter is rather complicated,
and some restrictions (see (1.7) and additionally j1 j2 < 0 if n= 2) on the index set J are necessary.
As a counterexample, taking n= 2, j1 =−1, j2 = 1, then the small-divisor
4ω1− 4ω2+Ω3−Ω−3 ≡ 0. (1.18)
Of course, the above restrictions on J can be more flexible by more discussions.
We now lay out an outline of the present paper:
In Section 2, we introduce the momentum majorant norm of the vector field and then formu-
late the KAM theorem. In our theorem, the Lipschitz semi-norm of ω−1 is not required as usual;
moreover, assumption (C) is added, which means that for any fixed k ∈ Zn, |l| ≤ 2 the small-divisor
〈k,ω〉+ 〈l,Ω〉 is big by itself or has a big twist.
Section 3 contains the proof of Theorem 1.1. We transform the Hamiltonian into a partial
Birkhoff normal form up to order four with estimates of momentum majorant norm; then introduce
action-angle coordinates for tangential variables and extract parameters by amplitude-frequency
modulation; finally Theorem 1.1 is achieved by using the KAM theorem. Therein many efforts
are paid to verify assumption (C) in the KAM theorem, seeing the proof of Lemma 3.2, where the
condition j1 j2 < 0 for n = 2 is used in subcase 2.2 and the condition 2n− 1 ∤ ∑nb=1 jb is used in
subcase 2.3.
In Section 4-7, the KAM theorem is proved. In Section 4, we derive the homological equations
and prove two lemmas (Lemma 4.1, Lemma 4.2) for solving them. For k ∈ Zn, i 6= ± j, the homo-
logical equations are solved in the same way as [34]; for k ∈ Zn, i=− j, the lower momentum terms
are eliminated by Lemma 4.1 and the higher momentum terms are left as perturbation. In Section
5, the new Hamiltonian including normal form and perturbation are estimated. In Section 6, by
choosing iterative parameters properly, we prove the iterative lemma and the convergence. Therein
the transformation and its derivative are estimated by sup-norm as usual. In Section 7, the measure
of excluded parameters is estimated by Lemma 7.2 for k ∈ Zn, i=− j and Lemma 7.1 for the others.
Therein we design α2,ν → 0 because of (1.17)→ ∞ as ν → ∞.
Section 8 contains several lemmas: Lemma 8.1 provides three elementary inequalities being
frequently used in this paper; Lemma 8.2 shows that the | · |s,τ+1 norm of a function is controlled by
the momentum majorant norm; Lemma 8.3 establishes a bridge of the momentum majorant norm
between a vector field and its elements; Lemma 8.4 is an estimate for the momentummajorant norm
of the commutator of two vector fields; Lemma 8.5 is an estimate for the momentum majorant norm
of the transformed Hamiltonian vector field.
5
Finally we remark that the higher order nonlinearity f≥4(x,u, u¯) only contributes to perturba-
tion. Actually, by using the same KAM theorem, Cantor families of quasi-periodic solutions can
be obtained for (1.4) with more general perturbations of the form i d
dx
∂K
∂ u¯ , where K is a real analytic
Hamiltonian with ∂K∂ u¯ being bounded and some other conditions. Of course, the above procedure is
invalid for (1.4) with quasi-linear or fully nonlinear perturbations. We hope to decrease the order
of derivatives with the help of the ideas in [2], such that the above procedure is valid with some
modifications.
2 A KAM Theorem
Recall the index set J = { j1 < · · ·< jn} ⊂ Z¯, denote Z∗ := Z¯\J. For a, p ∈R, we define the Hilbert
space ℓa,pJ of all complex sequences z= (z j) j∈Z∗ with
||z||2a,p = ∑
j∈Z∗
e2a| j|| j|2p|z j|2 < ∞.
We consider the direct product
P
a,p := Cn×Cn× ℓa,pJ × ℓa,pJ (2.1)
endowed with (s,r)-weighted norm
v= (x,y,z, z¯) ∈Pa,p, ||v||s,r,p = |x|
s
+
|y|1
r2
+
||z||a,p
r
+
||z¯||a,p
r
, (2.2)
where 0< s,r< 1, and |x| :=max1≤h≤n |xh|, |y|1 := ∑nh=1 |yh|. In the whole of this paper the parame-
ter a is fixed and thus we drop it in the notation || · ||s,r,p. Note that z and z¯ are independent variables.
As phase space, we consider the toroidal domain
D(s,r) := Tns ×D(r) := Tns ×Br2×Br×Br ⊂Pa,p, (2.3)
where Tns := {x ∈ Cn : Rex ∈ Tn := Rn/2piZn,max1≤h≤n |Im xh| < s},Br2 := {y ∈ Cn : |y|1 < r2}
and Br ⊂ ℓa,pJ is the open ball of radius r centered at zero.
For q ∈ R, we consider vector fields X :D(s,r)→Pa,q of the form
X(v) = (X (x˜)(v),X (y˜)(v),X (z˜)(v),X (
¯˜z)(v)) ∈Pa,q, (2.4)
where v ∈ D(s,r) and X (x˜)(v),X (y˜)(v) ∈ Cn, X (z˜)(v),X ( ¯˜z)(v) ∈ ℓa,qJ . Denote
V := {x˜1, · · · , x˜n, y˜1, · · · , y˜n, · · · , z˜ j , · · · , ¯˜z j, · · · }, j ∈ Z∗. (2.5)
We can write X(v) = (Xv(v))v∈V , where each component is a formal scalar power series
X (v)(v) = ∑
(k,i,α ,β )∈I
X
(v)
k,i,α ,β e
ik·xyizα z¯β (2.6)
with coefficients X
(v)
k,i,α ,β
∈C and multi-indices in
I := Zn×Nn×NZ∗×NZ∗ , (2.7)
where NZ∗ := {α = (α j) j∈Z∗ ∈ NZ∗with |α|= ∑ j∈Z∗ α j < ∞}. In (2.7), we use the standard multi-
indices notation zα z¯β := ∏ j∈Z∗ z
α j
j z¯
β j
j . The formal vector field X is absolutely convergent in P
a,q
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(with norm (2.2) for q instead of p) at v ∈ D(s,r) if every component X (v)(v),v ∈ V is absolutely
convergent and ||(X (v)(v))v∈V ||s,r,q <+∞.
We also use the differential geometry notation
X(v) = ∑
v∈V
X (v)∂v = ∑
v∈V
∑
(k,i,α ,β )∈I
X
(v)
k,i,α ,β e
ik·xyizα z¯β ∂v. (2.8)
For a scalar monomial eik·xyizα z¯β , we define its momentum as
pi(k,α,β ) =
n
∑
b=1
kb jb+ ∑
j∈Z∗
(α j−β j) j, (2.9)
and for a vector field monomial eik·xyizα z¯β ∂v, we define its momentum as
pi(k,α,β ;v) :=


pi(k,α,β ), if v ∈ {x˜1, · · · , x˜n, y˜1, · · · , y˜n},
pi(k,α,β )− j, if v = z˜ j,
pi(k,α,β )+ j, if v = ¯˜z j.
(2.10)
We say that a vector field X satisfies momentum conservation if and only if it is a linear combination
of monomial vector fields with zero momentum.
Similarly to [8], for a formal vector field X in (2.8), we define its momentum majorant norm on
D(s,r) as
||X ||s,r,q,a := sup
(y,z,z¯)∈D(r)
||( ∑
k,i,α ,β
ea|pi(k,α ,β ;v)||X (v)
k,i,α ,β
|e|k|s|y|i|zα ||z¯β |)v∈V ||s,r,q, (2.11)
where a≥ 0 and |k| := |k1|+ |k2|+ · · ·+ |kn|. Furthermore, if X depends on parameters ξ ∈O ⊂Rn,
we define the λ -Lipschitz (momentum majorant) norm (λ ≥ 0):
||X ||λs,r,q,a;O := ||X ||s,r,q,a;O +λ ||X ||lips,r,q,a;O
:= sup
ξ∈O
||X(ξ )||s,r,q,a +λ sup
ξ ,ζ∈O
ξ 6=ζ
||∆ξ ζX ||s,r,q,a
|ξ − ζ | , (2.12)
where ∆ξ ζX = X(·;ξ )−X(·;ζ ).
Similarly, we define the λ -Lipschitz sup-norm:
||X ||λs,r,q;D(s,r)×O := ||X ||s,r,q;D(s,r)×O +λ ||X ||lips,r,q;D(s,r)×O
:= sup
(v;ξ )∈D(s,r)×O
||X(v;ξ )||s,r,q+λ sup
ξ ,ζ∈O
ξ 6=ζ
sup
D(s,r)
||∆ξ ζX ||s,r,q
|ξ − ζ | . (2.13)
Obviously, we have
||X ||s,r,q;D(s,r) ≤ ||X ||s,r,q,a, (2.14)
||X ||λs,r,q;D(s,r)×O ≤ ||X ||λs,r,q,a;O . (2.15)
Now consider small perturbations H = N + P of an infinite dimensional Hamiltonian in the
parameter dependent normal form
N = ∑
1≤b≤n
σ jbωb(ξ )yb+ ∑
j∈Z∗
σ jΩ j(ξ )z j z¯ j (2.16)
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defined on the phase space Pa,p (a≥ 0, p≥ 0) with the symplectic structure
∑
1≤b≤n
σ jbdxb∧dyb− i ∑
j∈Z∗
σ jdz j ∧dz¯ j, (2.17)
where σ j = 1 for j > 0 and σ j = −1 for j < 0. The tangential frequencies ω := (ω1, · · · ,ωn) and
the normal frequencies Ω := (Ω j) j∈Z∗ are real vectors depending on real parameters ξ ∈ O ⊂ Rn,
O a closed bounded set of positive Lebesgue measure, and roughly
Ω j(ξ ) = j
2+ · · · .
The perturbation term P is real analytic in the space coordinates and Lipschitz in the parameters.
Moreover, for each ξ ∈ O its Hamiltonan vector field
XP = ((σ jbPyb)1≤b≤n,−(σ jbPxb)1≤b≤n,−i(σ jPz¯ j) j∈Z∗ , i(σ jPz j) j∈Z∗)T (2.18)
defines in the neighbourhood of T0 = T
n×{y= 0}×{z= 0}×{z¯= 0}, that is D(s,r) in (2.3), a
real analytic map
XP : P
a,p →Pa,q. (2.19)
Similarly to the Lipschitz-norm of the vector filed in (2.12), the Lipschitz semi-norms of the
frequencies ω and Ω are defined as
|ω |lip
O
= sup
ξ ,ζ∈O
ξ 6=ζ
|∆ξ ζ ω |
|ξ − ζ | , |Ω|
lip
−δ ,O = sup
ξ ,ζ∈O
ξ 6=ζ
sup
j∈Z∗
| j|−δ |∆ξ ζ Ω j||ξ − ζ | (2.20)
for any real number δ .
Theorem 2.1. Suppose the normal form N in (2.16) described above satisfies the following assump-
tions:
(A) There exists a constant m> 0 such that
|Ωi−Ω j| ≥ m|i2− j2|, (2.21)
for all i, j ∈ Z∗∪{0} uniformly on O . Here Ω0 = 0;
(B) The map ξ 7→ω(ξ ) between O and its image is Lipschitz continuous, i.e. there exist a positive
constant M1 such that |ω |lipO ≤ M1; there exists δ ≤ 1 such that the functions ξ 7→
Ω j(ξ )
jδ
are uniformly Lipschitz on O for j ∈ Z∗, i.e. there exist a positive constant M2 such that
|Ω|lip−δ ,O ≤M2;
(C) There exists a constantM3 > 0 such that, for every k∈Zn and l ∈ZZ∗ with |l| :=∑ j∈Z∗ |l j| ≤ 2,
the small divisor Dkl(ξ ) := 〈k,ω(ξ )〉+ 〈l,Ω(ξ )〉 satisfies
inf
ξ∈O
|Dkl(ξ )|+ inf
ξ−ζ//vkl
|∆ξ ζDkl |
|ξ − ζ | ≥M3max{|k|, ∑
j∈Z∗
| jl j |}, (2.22)
where vkl is a unit vector in R
n depending on k and l, and the notation “ξ − ζ//vkl” means
“for all ξ ,ζ ∈ O with ξ − ζ parallelling to vkl”.
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Set M =M1+M2. Then for every β > 0, there exists a positive constant γ , depending only on n,m,
the frequencies ω , Ω, s> 0 and β , such that for every perturbation term P described above with
p− q≤ 1 (2.23)
and
ε := ||XP||s,r,q,a;O + α
M
||XP||lips,r,q,a;O ≤ (αγ)1+β (2.24)
for some r > 0 and 0< α < 1, there exist:
(1) a Cantor set Oα ⊂O with
|O \Oα | ≤ c1ρn−1α, (2.25)
where | · | denotes the Lebesgue measure, ρ := diamO represents the diameter ofO , and c1 > 0
is a constant depends on n,J,ω ,Ω;
(2) a Lipschitz family of smooth torus embeddings Φ : Tn×Oα → Pa,p satisfying: for every
non-negative integer multi-index k= (k1, · · · ,kn),
||∂ kx (Φ−Φ0)||s,r,p;Tn×Oα +
α
M
||∂ kx (Φ−Φ0)||lips,r,p;Tn×Oα ≤ c2ε
1
1+β /α, (2.26)
where ∂ kx :=
∂ |k|
∂x
k1
1 ···∂xknn
,
Φ0 : T
n×O →T0, (x,ξ ) 7→ (x,0,0,0)
is the trivial embedding for each ξ , and c2 is a positive constant which depends on k and the
same parameter as γ;
(3) a Lipschitz map φ : Oα → Rn with
|φ −ω |Oα +
α
M
|φ −ω |lip
Oα
≤ c3ε, (2.27)
where c3 is a positive constant which depends on the same parameter as γ ,
such that for each ξ ∈ Oα the map Φ restricted to Tn×{ξ} is a smooth embedding of a rotational
torus with frequencies φ(ξ ) for the perturbed Hamiltonian H at ξ . In other words,
t 7→ Φ(θ +φ(ξ ),ξ ), t ∈ R
is a smooth quasi-periodic solution for the Hamiltonian H evaluated at ξ for every θ ∈ Tn and
ξ ∈ Oα .
3 Proof of Theorem 1.1
In the first subsection, we write the derivative nonlinear Schro¨dinger equation (1.1) in Hamiltonian
form of infinitely coordinates, and then transform it into a partial Birkhoff normal form up to order
four. In the second subsection, we prove Theorem 1.1 by using Theorem 2.1.
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3.1 Birkhoff Normal Form
We introduce for any a≥ 0 and p˜ > 3/2 the phase space
H
a, p˜
0 = {u ∈ L2(T) : uˆ(0) = 0, ||u||2a, p˜ = ∑
j∈Z¯
|uˆ( j)|2| j|2 p˜e2a| j| < ∞}
of complex valued functions on T, where
uˆ( j) =
∫ 2pi
0
u(x)φ− j(x)dx.
To write (1.5) in infinitely many coordinates, we make the ansatz
u(t,x) = ∑
j∈Z¯
γ jq j(t)φ j(x), (3.1)
where γ j =
√| j|. The coordinates are taken from the Hilbert space ℓ¯a,p of all complex-valued
sequences q= (q j) j∈Z¯ with finite norm
||q||2a,p = ∑
j∈Z¯
|q j|2| j|2pe2a| j| < ∞,
where p = p˜+ 1
2
. We remark that ℓ¯a,p is ℓa,pJ with J = /0. In the following, for convenience the
notation ∈ Z¯ is abbreviated as “ 6= 0” or omitted. Now (1.5) can be rewritten as
q˙ j =−iσ j ∂H
∂ q¯ j
, σ j =
{
1, j ≥ 1
−1, j ≤−1 (3.2)
with the Hamiltonian
H = Λ+G+K, (3.3)
where
Λ = ∑
j 6=0
σ j j
2|q j|2, (3.4)
G=
1
4pi ∑
j,k,l,m 6=0
j−k+l−m=0
γ jγkγlγmq jq¯kql q¯m, (3.5)
K =
∫
Tn
F≥5(x, ∑
j∈Z¯
γ jq jφ j, ∑
j∈Z¯
γ jq¯ jφ− j)dx. (3.6)
Now we consider the 4-order term G. The normal form part of G is (3.5) with j = k or j =m, that is
B=
1
4pi ∑
j 6=0
j2|q j|4+ 1
2pi ∑j,l
j 6=l
| jl||q j |2|ql |2. (3.7)
Fix a positive integer N. Define the index set
∆ = {( j,k, l,m) ∈ Z4 : j,k, l,m 6= 0, j− k+ l−m= 0, j 6= k,m},
∆1 = {( j,k, l,m) ∈ ∆ : There are at least 2 compoment in{±1, · · · ,±N}}.
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Split the non normal form part of G into two parts:
Q1 =
1
4pi ∑
( j,k,l,m)∈∆1
γ jγkγlγmq jq¯kql q¯m, (3.8)
Q2 =
1
4pi ∑
( j,k,l,m)∈∆\∆1
γ jγkγlγmq jq¯kqlq¯m. (3.9)
Then the Hamiltonian can be written as
H = Λ+B+Q1+Q2+K. (3.10)
In this section, the symplectic structure is
− i ∑
j 6=0
σ jdq j ∧dq¯ j, (3.11)
and the corresponding Poisson bracket for two Hamiltonians H, F is
{H,F}=−i ∑
j 6=0
σ j(
∂H
∂q j
∂F
∂ q¯ j
− ∂H
∂ q¯ j
∂F
∂q j
). (3.12)
For J = /0, i.e., in absence of x,y-variables, denote the momentum majorant norm || · ||s,r,p−1,a in
(2.11) as || · ||r,p−1,a. From the analyticity of g(x,z) in x and z, we can choose a> 0,a > 0, r˜> 0 such
that the vector field XK is analytic from some neighbourhood of the origin of ℓ¯
a,p into ℓ¯a,p−1 with
||XK ||r˜,p−1,a = O(r˜3). (3.13)
On the other hand, it’s easy to see that the functions B,Q1,Q2 are analytic in ℓ¯
a,p with real value,
and the vector fields XB, XQ1 ,XQ2 are analytic maps from ℓ¯
a,p into ℓ¯a,p−1 with
||XB||r˜,p−1,a, ||XQ1 ||r˜,p−1,a, ||XQ2 ||r˜,p−1,a = O(r˜2). (3.14)
In the following lemma, we will search for a symplectic coordinate transformation which is the
time 1-map of the flow of the Hamiltonian vector field XF , then eliminate Q1 in the Hamiltonian and
thus get a partial Birkhoff normal form up to order four. By Lemma 8.4 and Lemma 8.5 with the
absence of x,y-variables, we get
||X{B,F}|| r˜
2 ,p−1,a ≤ 2
2n+4||XB||r˜,p−1,a||XF ||r˜,p−1,a, (3.15)
||XB◦Φ1F || r˜2 ,p−1,a ≤
||XB||r˜,p−1,a
1− 22n+6e||XF ||r˜,p,a , (3.16)
and similar estimates for Q1,Q2,K. Therefore we obtain the following lemma, which is Lemma 3.2
in [35] with the momentum majorant norm estimates instead of the usual sup-norm estimates.
Lemma 3.1. There exists a real analytic symplectic coordinate transformation Ψ defined in a neigh-
borhood of the origin of ℓ¯a,p which transforms the above Hamiltonian H into a partial Birkhoff
normal form up to order four. More precisely,
H ◦Ψ = Λ+B+Q2+R (3.17)
with
||XR|| r˜
2 ,p−1,a = O(r˜
3). (3.18)
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3.2 Using the KAM Theorem
For the given J = { j1 < j2 < · · ·< jn} in Theorem 1.1, define N :=max(| j1|, · · · , | jn|). Then by the
transformation Ψ in Lemma 3.1, we get a new Hamiltonian, still denoted by H,
H = Λ+B+Q2+R, (3.19)
which is analytic in some neighbourhoodU of the origin of ℓ¯a,p with Λ in (3.4), B in (3.7), Q2 in
(3.9), R satisfying (3.18).
Introduce new symplectic coordinates (x,y,z, z¯) by setting{
q jb =
√
ζb+ ybe
ixb , q¯ jb =
√
ζb+ ybe
−ixb , b= 1, · · · ,n,
q j = z j, q¯ j = z¯ j, j ∈ Z∗ := Z¯\ J,
(3.20)
where ζ = (ζ1, · · · ,ζn) ∈ Rn+. Then
Λ = ∑
1≤b≤n
σ jb j
2
b(ζb+ yb)+ ∑
j∈Z∗
σ j j
2|z j|2, (3.21)
B =
1
4pi ∑
1≤b≤n
j2b(ζb+ yb)
2+
1
4pi ∑
j∈Z∗
j2|z j|4
+
1
2pi ∑
1≤b,b′≤n
b 6=b′
| jb jb′ |(ζb+ yb)(ζb′ + yb′)
+
1
pi ∑1≤b≤n
j∈Z∗
| jb j|(ζb+ yb)|z j|2+ 1
2pi ∑j,l∈Z∗
j 6=l
| jl||z j |2|zl |2. (3.22)
Thus the new Hamiltonian, still denoted by H, up to a constant depending only on ξ , is given by
H = N+P= ∑
1≤b≤n
σ jbωbyb+ ∑
j∈Z∗
σ jΩ jz j z¯ j+ Q˜+Q2+R (3.23)
with the symplectic structure
∑
1≤b≤n
σ jbdxb∧dyb− i ∑
j∈Z∗
σ jdz j ∧dz¯ j, (3.24)
where
ωb = j
2
b +
σ jb
2pi
j2bζb+
σ jb
pi ∑
1≤b′≤n
b′ 6=b
| jb jb′ |ζb′
= j2b +
jb
pi
(
1
2
| jb|ζb+ ∑
1≤b′≤n
b′ 6=b
| jb′ |ζb′), (3.25)
Ω j = j
2+
σ j
pi ∑
1≤b≤n
| jb j|ζb
= j2+
j
pi ∑
1≤b≤n
| jb|ζb, (3.26)
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Q˜ =
1
4pi ∑
1≤b≤n
j2by
2
b+
1
4pi ∑
j∈Z∗
j2|z j|4
+
1
2pi ∑
1≤b,b′≤n
b 6=b′
| jb jb′ |ybyb′
+
1
pi ∑1≤b≤n
j∈Z∗
| jb j|yb|z j |2+
1
2pi ∑j,l∈Z∗
j 6=l
| jl||z j |2|zl |2. (3.27)
For simplicity, introduce
ξb =
1
pi
(
1
2
| jb|ζb+ ∑
b′ 6=b
| jb′ |ζb′), 1≤ b≤ n. (3.28)
By direct calculation, we have
ωb = j
2
b + jbξb, Ω j = j
2+ j
∑nb=1 ξb
n− 1
2
, (3.29)
∂ξ
∂ζ
=
1
pi


1
2
1 · · · 1
1 1
2
· · · 1
· · · · · · · · · · · ·
1 1 · · · 1
2

diag( jb : 1≤ b≤ n) (3.30)
and
(
∂ξ
∂ζ
)−1 =
4pi
2n− 1diag( j
−1
b : 1≤ b≤ n)


3
2
− n 1 · · · 1
1 3
2
− n · · · 1
· · · · · · · · · · · ·
1 1 · · · 3
2
− n

 . (3.31)
Therefore, it is equivalent to treat ξ as parameters. In view of (3.29), for k ∈ Zn, l ∈ ZZ∗ , we have
〈k,ω(ξ )〉+ 〈l,Ω(ξ )〉= (
n
∑
b=1
kb j
2
b + ∑
j∈Z∗
l j j
2)+
n
∑
b=1
(kb jb+ ∑
j∈Z∗
l j j
n− 1
2
)ξb. (3.32)
The following lemma is used to check assumption (C) in the KAM theorem.
Lemma 3.2. For k ∈ Zn, |l| ≤ 2, at least one of the following n+ 1 inequalities holds:
|
n
∑
b=1
kb j
2
b + ∑
j∈Z∗
l j j
2| ≥ 1
100n
max{|k|, ∑
j∈Z∗
| jl j |}, (3.33)
|kb jb+ ∑
j∈Z∗
l j j
n− 1
2
| ≥ 1
100n∑nb=1 | jb|
max{|k|, ∑
j∈Z∗
| jl j |}, b= 1, · · · ,n. (3.34)
Proof. We prove this lemma in the following cases:
Case 1: |k| ≥ 2∑ j∈Z∗ | jl j|.
We prove that at least one of the n inequalities in (3.34) is true. Otherwise, for any 1≤ b≤ n,
|kb jb+ ∑
j∈Z∗
l j j
n− 1
2
|< |k|
100n∑nb=1 | jb|
, (3.35)
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and thus
|kb| ≤ |kb jb|< ∑
j∈Z∗
|l j j|
n− 1
2
+
|k|
100n∑nb=1 | jb|
≤ |k|
2n− 1+
|k|
100n∑nb=1 | jb|
. (3.36)
Taking the sum of the above inequalities with respect to 1≤ b≤ n, we get
|k|< ( n
2n− 1 +
1
100∑nb=1 | jb|
)|k|, (3.37)
which is impossible by noticing that n≥ 2.
Case 2: |k|< 2∑ j∈Z∗ | jl j|.
Supposing the lemma not true, then
|
n
∑
b=1
kb j
2
b + ∑
j∈Z∗
l j j
2|< 1
50n
∑
j∈Z∗
| jl j|, (3.38)
|kb jb+ ∑
j∈Z∗
l j j
n− 1
2
|< 1
50n∑nb=1 | jb| ∑j∈Z∗
| jl j |, b= 1, · · · ,n. (3.39)
In the following, we will derive contradiction in all possible cases. Denote e j ∈ ZZ∗ as the sequence
with all zeros except the j-th component, which is 1.
Subcase 2.1: l = e j (the same for −e j). From (3.38) and (3.39), we get
|
n
∑
b=1
kb j
2
b + j
2|< | j|
50n
, (3.40)
|kb jb+
j
n− 1
2
|< | j|
50n∑nb=1 | jb|
, b= 1, · · · ,n. (3.41)
By (3.41) and n≥ 2, we know
|kb jb|< | j|
n− 1
2
+
| j|
50n∑nb=1 | jb|
<
| j|
n− 5
9
, b= 1, · · · ,n, (3.42)
and thus
|
n
∑
b=1
kb j
2
b + j
2| ≥ j2−
n
∑
b=1
|kb j2b |
= j2− ∑
kb 6=0
|kb j2b|
≥ j2− ∑
kb 6=0
k2b j
2
b
> j2− n
(n− 5
9
)2
j2
>
1
50n
j2, (3.43)
which contradicts with (3.40).
Subcase 2.2: l = ei+ e j (the same for −ei− e j). From (3.38) and (3.39), we get
|
n
∑
b=1
kb j
2
b + i
2+ j2|< 1
50n
(|i|+ | j|), (3.44)
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|kb jb+ i+ j
n− 1
2
|< |i|+ | j|
50n∑nb=1 | jb|
, b= 1, · · · ,n. (3.45)
By (3.45) and n≥ 2, we know
|kb jb|<
|i+ j|
n− 1
2
+
|i|+ | j|
50n∑nb=1 | jb|
<
|i|+ | j|
n− 9
17
, b= 1, · · · ,n. (3.46)
Therefore, for n≥ 3,
|
n
∑
b=1
kb j
2
b | = | ∑
kb 6=0
kb j
2
b |
≤ ∑
kb 6=0
k2b j
2
b
<
n
(n− 9
17
)2
(|i|+ | j|)2
≤ 5
294
(i2+ j2),
and thus
|
n
∑
b=1
kb j
2
b + i
2+ j2| ≥ i2+ j2−
n
∑
b=1
|kb j2b|
> i2+ j2− 5
294
(i2+ j2)
>
1
50n
(i2+ j2), (3.47)
which contradicts with (3.44). Finally we prove the case n = 2 with j1 < 0 < j2. If i j < 0, by the
first inequality of (3.46),
|
2
∑
b=1
kb j
2
b | ≤ ∑
kb 6=0
k2b j
2
b
< 2
(2|i+ j|
3
+
|i− j|
100(| j1|+ | j2|)
)2
=
8
9
(i+ j)2+
2|i2− j2|
75(| j1|+ | j2|) +
(i− j)2
5000(| j1|+ | j2|)2 ,
and thus
|
2
∑
b=1
kb j
2
b + i
2+ j2| ≥ i2+ j2−
2
∑
b=1
|kb j2b|
> (i2+ j2)
(
1− 8
9
− 2
75(| j1|+ | j2|) −
1
2500(| j1|+ | j2|)2
)
>
1
100
(i2+ j2), (3.48)
which contradicts with (3.44). Otherwise, i j > 0. From (3.45), kb jb has the same sign as i+ j. Then
in view of j1 < 0 < j2, we conclude that k1 and k2 have different signs, and thus by the second
inequality of (3.46),
|
2
∑
b=1
kb j
2
b | ≤max{|k1 j21|, |k2 j22|} ≤
1
(2− 9
17
)2
(i+ j)2 ≤ 2
(2− 9
17
)2
(i2+ j2). (3.49)
15
Using (3.49), we obtain
|
2
∑
b=1
kb j
2
b + i
2+ j2| ≥ (i2+ j2)−|
2
∑
b=1
kb j
2
b|
> (i2+ j2)− 2
(2− 9
17
)2
(i2+ j2)
>
1
100
(i2+ j2),
which contradicts with (3.44).
Subcase 2.3: l = ei− e j, i j > 0, i 6= j. From (3.38) and (3.39), we get
|
n
∑
b=1
kb j
2
b + i
2− j2|< 1
50n
|i+ j|, (3.50)
|kb jb+ i− j
n− 1
2
|< 1
50n∑nb=1 | jb|
|i+ j|, b= 1, · · · ,n. (3.51)
By (3.51), we get
|kb jb|< |i− j|
n− 1
2
+
1
50n∑nb=1 | jb|
|i+ j|, b= 1, · · · ,n, (3.52)
and thus
|
n
∑
b=1
kb j
2
b | = | ∑
kb 6=0
kb j
2
b |
≤ ∑
kb 6=0
|kb jb|| jb|
< ∑
kb 6=0
( |i− j|
n− 1
2
+
1
50n∑nb=1 | jb|
|i+ j|
)
| jb|
=
|i− j|
n− 1
2
∑
kb 6=0
| jb|+
∑kb 6=0 | jb|
50n∑nb=1 | jb|
|i+ j|
≤ |i− j|
n− 1
2
∑
kb 6=0
|kb jb|+ 1
50n
|i+ j|
<
|i− j|
n− 1
2
∑
kb 6=0
( |i− j|
n− 1
2
+
1
50n∑nb=1 | jb|
|i+ j|
)
+
1
50n
|i+ j|
≤ n
(n− 1
2
)2
|i− j|2+ |i
2− j2|
50(n− 1
2
)∑nb=1 | jb|
+
1
50n
|i+ j|. (3.53)
Furthermore, for n≥ 2, we obtain
|
n
∑
b=1
kb j
2
b + i
2− j2| ≥ |i2− j2|− |
n
∑
b=1
kb j
2
b|
> |i2− j2|
(
1− n
(n− 1
2
)2
− 1
50(n− 1
2
)∑nb=1 | jb|
− 1
50n
)
≥ |i2− j2|(1− 8
9
− 1
150
− 1
100
)
>
1
50n
|i2− j2|,
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which contradicts with (3.50).
Subcase 2.4: l = ei− e j, i j < 0. From (3.38) and (3.39), we get
|
n
∑
b=1
kb j
2
b + i
2− j2|< 1
50n
|i− j|, (3.54)
|kb jb+ i− j
n− 1
2
|< 1
50n∑nb=1 | jb|
|i− j|, b= 1, · · · ,n. (3.55)
In view of (3.55), we get
|
n
∑
b=1
kb j
2
b +
i− j
n− 1
2
n
∑
b=1
jb| ≤
n
∑
b=1
|kb jb+ i− j
n− 1
2
|| jb|
<
1
50n∑nb=1 | jb|
|i− j| ·
n
∑
b=1
| jb|
=
1
50n
|i− j|. (3.56)
From (3.54) and (3.56), we get
|(i2− j2)− i− j
n− 1
2
n
∑
b=1
jb|< 1
25n
|i− j|, (3.57)
and thus
|(i+ j)− 2
2n− 1
n
∑
b=1
jb|<
1
25n
. (3.58)
On the other hand, recalling 2n− 1 ∤ ∑nb=1 jb, we have
|(i+ j)− 2
2n− 1
n
∑
b=1
jb|> 1
2n− 1 , (3.59)
which contradicts with (3.58).
Denote the normal form ∑1≤b≤nσ jbωbyb+∑ j∈Z∗ σ jΩ jz j z¯ j byN and the perturbation Q˜+Q2+R
by P. Consider the HamiltonianH =N+P onD(s,r)×Ξr, where the phase domainD(s,r) is defined
in (2.3) with s,r > 0 suitably small and the parameter domain
Ξr = {ξ ∈Rn+ : |ξ | ≤ r3/2}. (3.60)
In view of (3.27), we have
||XQ˜||s,r,p−1,a;Ξr = O(r2). (3.61)
In view of (3.9), Q2 is at least 3-order about z, z¯, and then following the proof of Proposition 7.2 in
[7], we get
||XQ2 ||s,r,p−1,a;Ξr = O(r
7
4 ). (3.62)
In view of (3.18), following the proof of Proposition 7.2 in [7], we get
||XR||s,r,p−1,a;Ξr = O(r
7
4 ). (3.63)
We conclude from (3.61)-(3.63),
||XP||s,r,p−1,a;Ξr = O(r
7
4 ). (3.64)
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Define
Or :=U−α Ξr, (3.65)
where U−ρΞ is the subset of all points in Ξ with boundary distance greater than ρ . Now study the
HamiltonianH =N+P onD(s,r)×Or by the KAM theorem. In view of (3.29), the assumption (A)
is fulfilled with m= 1
2
; the assumption (B) is fulfilled with δ = 1 and
M1 = max
1≤b≤n
| jb|, M2 = n
n− 1
2
; (3.66)
by Lemma 3.2, the assumption (C) is fulfilled with
M3 =
1
100n∑nb=1 | jb|
. (3.67)
Choose
α = r
8
5 γ−1, β =
1
13
, (3.68)
where γ is taken from the KAM theorem. Set M = M1 +M2, which only depends on the set J.
Observe that when r is small enough,
ε := ||XP||s,r,p−1,a;Or +
α
M
||XP||lips,r,p−1,a;Or = O(r
7
4 )≤ (αγ)1+β , (3.69)
which is the smallness condition (2.24). Applying Theorem 2.1, we obtain a Cantor set O−r ⊂ Or
with
|Or \O−r |= O((r
3
2 )n−1α) = O(r
3
2 n+
1
10 ), (3.70)
a Lipschitz family of smooth torus embeddinsΦr :T
n×O−r →Pa,p, and a Lipschitz frequencymap:
O−r → Rn, such that for each ξ ∈ O−r the map Φr restricted to Tn×{ξ} is a smooth embedding of
a rotational torus with frequencies φr(ξ ) for the perturbed Hamiltonian H at ξ . Moreover, for every
non-negative integer multi-index k = (k1, · · · ,kn),
||∂ kx (Φr−Φ0)||s,r,p;Tn×O−r +
α
M
||∂ kx (Φr−Φ0)||lips,r,p;Tn×O−r = O(ε
1
1+β /α) = O(r1/40), (3.71)
|φr−ω |O−r +
α
M
|φr−ω |lip
O
−
r
= O(ε) = O(r7/4). (3.72)
The Cantor set O−r by itself is not dense at the origin. To obtain such a set, following [31], we
take the union of a stable sequence of subsets of O−r . Set r j =
r0
2 j
, j ≥ 0 and define
C :=
⋃
j≥0
Cr j , (3.73)
where
Cr = O
−
r ∩
(
U−α(Ξr \Ξ r
2
)
)
. (3.74)
The same as the proof in [35], the Cantor set C has full density at the origin. Then, define the embed-
ding Φ : Tn×C →Pa,p and the frequency map φ : C → Rn by piecing together the corresponding
definitions on each components. Furthermore, define Ψ :=Φ+Tξ , where Tξ (x,ξ ) = (0,ξ ,0,0). The
estimates of Ψ−Ψ0 and φ −ω on C ∩Ξr j follow from (3.71) and (3.72). This finally completes the
proof of Theorem 1.1.
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4 The Homological Equations
In this section, the Poisson bracket {H,F} for two Hamiltonians H,F is defined with respect to the
symplectic structure (2.17), i.e.,
{H,F}= ∑
1≤b≤n
σ jb(
∂H
∂xb
∂F
∂yb
− ∂H
∂yb
∂F
∂xb
)− i ∑
j∈Z∗
σ j(
∂H
∂ z j
∂F
∂ z¯ j
− ∂H
∂ z¯ j
∂F
∂ z j
).
4.1 Derivation of homological equations
The proof of Theorem 2.1 employs the rapidly converging iteration scheme of Newton type to deal
with small-divisor problems introduced by Kolmogorov, involving infinite sequence of coordinate
transformations. At the ν-th step of the scheme, the Hamiltonian
Hν = Nν +Pν
is considered, where Nν is a generalized normal form
Nν = ∑
1≤b≤n
σ jbων,b(ξ )yb+ ∑
j∈Z∗
σ jΩν, j(ξ )z j z¯ j,
Pν is a small perturbation. A transformation Φν is set up so that
Hν+1 = Hν ◦Φν = Nν+1+Pν+1,
where Nν+1 is another generalized normal form, Pν+1 is a much smaller perturbation. We drop the
index ν of Hν , Nν , Pν , ων , Ων , Φν and shorten the index ν + 1 as +.
For a function u on Tn, let
[u] =
1
(2pi)n
∫
Tn
u(x)dx.
Let R be 2-order Taylor polynomial truncation of P, that is,
R= Rx+ 〈Ry,y〉+ 〈Rz,z〉+ 〈Rz¯, z¯〉+ 〈Rzzz,z〉+ 〈Rzz¯z, z¯〉+ 〈Rz¯z¯z¯, z¯〉, (4.1)
where 〈·, ·〉 denotes the formal products for two column vectors and Rx,Ry,Rz,Rz¯,Rzz,Rzz¯,Rz¯z¯ depend
on x and ξ . Denote [[R]] as the part of R in generalized normal form as follows:
[[R]] = [Rx]+ 〈[Ry],y〉+ 〈diag(Rzz¯)z, z¯〉,
where diag(Rzz¯) is the diagonal of Rzz¯. In the following, the term [Rx] will be omitted since it does
not affect the dynamics.
The coordinate transformation Φ is obtained as the time 1-map X tF |t=1 of a Hamiltonian vector
field XF , where F is of the same form as R:
F = Fx+ 〈Fy,y〉+ 〈Fz,z〉+ 〈F z¯, z¯〉+ 〈Fzzz,z〉+ 〈F zz¯z, z¯〉+ 〈F z¯z¯z¯, z¯〉, (4.2)
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and [[F]] = 0. Denote ∂ω = ∑1≤b≤nωb ∂∂xb , Λ = diag(Ω j : j ∈ Z∗). Then we have
H+ =H ◦Φ
=(N+R)◦X1F+(P−R)◦X1F
=N+ {N,F}+R+
∫ 1
0
{(1− t){N,F}+R,F} ◦X tFdt+(P−R)◦X1F
=N+ ∑
j∈Z∗
σ j〈∂xΩ j,Fy〉z j z¯ j+ 〈[Ry],y〉+ 〈diag(Rzz¯)z, z¯〉 (4.3)
+(−∂ωFx+Rx) (4.4)
+ 〈−∂ωFy+Ry− [Ry],y〉 (4.5)
+ 〈−∂ωF z+ iΛFz+Rz,z〉 (4.6)
+ 〈−∂ωF z¯− iΛF z¯+Rz¯, z¯〉 (4.7)
+ 〈(−∂ωF zz+ iΛFzz+ iFzzΛ+Rzz)z,z〉 (4.8)
+ 〈(−∂ωF z¯z¯− iΛF z¯z¯− iF z¯z¯Λ+Rz¯z¯)z¯, z¯〉 (4.9)
+ 〈(−∂ωF zz¯− iΛFzz¯+ iFzz¯Λ+Rzz¯− diag(Rzz¯))z, z¯〉 (4.10)
+
∫ 1
0
{(1− t){N,F}+R,F} ◦X tFdt+(P−R)◦X1F. (4.11)
We wish to find the function F such that (4.4)-(4.10) vanish. To this end, Fx,Fy,F z,F z¯,F zz,F zz¯ and
F z¯z¯ should satisfy the homological equations:
∂ωF
x = Rx, (4.12)
∂ωF
y = Ry− [Ry], (4.13)
∂ωF
z
j − iΩ jF zj = Rzj, j ∈ Z∗, (4.14)
∂ωF
z¯
j + iΩ jF
z¯
j = R
z¯
j, j ∈ Z∗, (4.15)
∂ωF
zz
i j − i(Ωi+Ω j)F zzi j = Rzzi j , i, j ∈ Z∗, (4.16)
∂ωF
z¯z¯
i j + i(Ωi+Ω j)F
z¯z¯
i j = R
z¯z¯
i j , i, j ∈ Z∗, (4.17)
∂ωF
zz¯
i j + i(Ωi−Ω j)F zz¯i j = Rzz¯i j , i, j ∈ Z∗, i 6= j. (4.18)
4.2 Two lemmas for solving the homological equations
The homological equations (4.12) and (4.13) can be directly solved by comparing Fourier coeffi-
cients; the homological equations (4.14)-(4.18) are solved by using Lemma 4.1 and Lemma 4.2
below.
Recall that J = { j1 < · · ·< jn} ⊂ Z¯. DenoteCJ =max1≤b≤n | jb| and
pi(k,m) =
n
∑
b=1
kb jb+m, m ∈ Z. (4.19)
For an analytic function u(x) on D(s), define its momentum majorant norm as
|u|s,a,m := ∑
k∈Zn
|uˆk|e|k|sea|pi(k,m)|,
where uˆk is the k-Fourier coefficient of u : uˆk = (2pi)
−n ∫
Tn u(x)e
−ik·xdx. The following lemma is
Theorem 1.4 in [33] with the momentum majorant norm estimate instead of the sup-norm estimate,
see (4.24).
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Lemma 4.1. Consider the first-order partial differential equation
− i∂ωu+λu+ µ(x)u= p(x), x ∈ Tn (4.20)
for the unknown function u defined on the torus Tn, where ω = (ω1, · · · ,ωn) ∈ Rn and λ ∈ C.
Assume:
(1) There are constants α1,α2, γ˜ > 0 and τ > n such that
|〈k,ω〉| ≥ α1|k|τ , k ∈ Z
n \ {0}, (4.21)
|〈k,ω〉+λ | ≥ α2 γ˜
1+ |k|τ , k ∈ Z
n. (4.22)
(2) µ : D(s) → C is real analytic (here ‘real’ means µ(Tn) ⊂ R) and is of zero average, i.e.,∫
Tn µ(φ)dφ = 0. Moreover, assume there is a constant C > 0 such that
|µ |s,τ+1 := ∑
k∈Zn
|µˆk||k|τ+1e|k|s ≤Cγ˜ , (4.23)
where µˆk is the k-Fourier coefficient of µ .
(3) p(x) is analytic in x in D(s) with finite momentum majorant norm.
Then (4.20) has a unique solution u(x) which is defined in a narrower domain D(s−σ) with 0 <
σ < s, and which satisfies
|u|s−σ ,a,m ≤ c(n,τ)
α2γ˜σ2n+τ
e2Cγ˜s/α1 |p|s,a,m (4.24)
for 4aCJ ≤ σ <min{1,s} and the constant c(n,τ) = 4n+τ(8e+ 8)n(6e+ 6)n(1+( 3τe )τ ).
Proof. By Theorem 1.4 in [33], we have
sup
x∈D(s− σ2 )
|u(x)| ≤ c1(n,τ)
α2γ˜σn+τ
e2Cγ˜s/α1 sup
x∈D(s− σ4 )
|p(x)|, (4.25)
where c1(n,τ) = 4
n+τ(6e+ 6)n(1+( 3τ
e
)τ ). In view of aCJ ≤ σ4 and (8.1), we have
|u|s−σ ,a,m = ∑
k∈Zn
|uˆk|e|k|(s−σ)ea|pi(k,m)|
≤ ∑
k∈Zn
|uˆk|e|k|(s−σ)eaCJ |k|ea|m|
≤ ea|m| ∑
k∈Zn
|uˆk|e|k|(s−
3
4σ)
≤ ea|m|( sup
x∈D(s− σ2 )
|u(x)|) ∑
k∈Zn
e−|k|
σ
4
≤ (8e+ 8)
n
σn
ea|m|( sup
x∈D(s− σ2 )
|u(x)|), (4.26)
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sup
x∈D(s− σ4 )
|p(x)| ≤ ∑
k∈Zn
|pˆk|e|k|(s−
σ
4 )
≤ ∑
k∈Zn
|pˆk|e|k|(s−
σ
4 )ea(|∑
n
b=1 kb jb+m|+|∑nb=1 kb jb|−|m|)
≤ ∑
k∈Zn
|pˆk|e|k|(s−
σ
4 )ea|∑
n
b=1 kb jb+m|eaCJ |k|e−a|m|
≤ e−a|m||p|s,a,m. (4.27)
Combining (4.25) (4.26) and (4.27), we obtain (4.24).
For any positive number K, we introduce a truncation operator ΓK as follows:
(ΓK f )(x) := ∑
|k|≤K
fˆke
ik·x, ∀ f : Tn → C,
where fˆk is the k-Fourier coefficient of f . The following lemma is Lemma 2.6 in [33] with the
momentum majorant norm estimate instead of the sup-norm estimate, see (4.30) and (4.31).
Lemma 4.2. Consider the first-order partial differential equation with the truncation operator ΓK
− i∂ωu+λu+ΓK(µu) = ΓK p, x ∈ Tn (4.28)
for the unknown function u defined on the torus Tn, where ω ∈ Rn, 0 6= λ ∈ C, 0 < 2K|ω | ≤ |λ |,
|ω | :=max1≤ν≤n |ων |. Assume that µ is real analytic in x ∈ D(s) with
∑
k∈Zn
|µˆk|e|k|sea|pi(k,0)| ≤
|λ |
4
(4.29)
for some constant a ≥ 0, and assume p(x) is analytic in x ∈ D(s) with finite momentum majorant
norm. Then (4.28) has a unique solution u= ΓKu and
|u|s,a,m ≤ 4|λ | |p|s,a,m, (4.30)
|(1−ΓK)(µu)|s−σ ,a,m ≤ e−Kσ |p|s,a,m (4.31)
for 0< σ < s.
Proof. The proof of this lemma is parallel to that of Lemma 2.6 in [33]. However, we give the
details for completeness. Suppose that (4.28) has a solution with u = ΓKu. Then we can write
u(φ) = ∑|k|≤K uˆkeik·φ . Inserting this formula into (4.28) and checking the coefficients of the mode
eik·φ , we can change (4.28) into
(Λ+ µ˜)uˆ = pˆ, (4.32)
where Λ = diag(k ·ω +λ : |k| ≤ K), µ˜ = (µˆk−l)|k|,|l|≤K , uˆ= (uˆk)|k|≤K and pˆ= (pˆk)|k|≤K .
Recall we have assumed 0< K|ω | ≤ |λ |
2
in this lemma. It follows that
|k ·ω +λ | ≥ |λ |
2
for |k| ≤ K. (4.33)
Set Ω = diag(e|k|sea|pi(k,m)| : |k| ≤ K). Then we have
Ωµ˜Ω−1 = (µˆk−le(|k|−|l|)sea(|pi(k,m)|−|pi(l,m)|))|k|,|l|≤K .
22
Furthermore,
||Ωµ˜Ω−1||ℓ1→ℓ1 = max|l|≤K ∑|k|≤K
|µˆk−l |e(|k|−|l|)sea(|pi(k,m)|−|pi(l,m)|)
≤ max
|l|≤K ∑|k|≤K
|µˆk−l |e(|k−l|)sea|pi(k−l,0)|
≤ ∑
k∈Zn
|µˆk|e|k|sea|pi(k,0)|
≤ |λ |
4
, (4.34)
where we have used (4.29) in the last inequality. Consequently, in view of (4.32), we have
|p|s,a,m ≥ |Γkp|s,a,m = ||Ω pˆ||ℓ1 = ||Ω(Λ+ µ˜)uˆ||ℓ1
≥ ||ΩΛuˆ||ℓ1 −||Ωµ˜uˆ||ℓ1
≥ ||ΛΩuˆ||ℓ1 −||Ωµ˜Ω−1||ℓ1→ℓ1 ||Ωuˆ||ℓ1
≥ |λ |
2
||Ωuˆ||ℓ1−
|λ |
4
||Ωuˆ||ℓ1 (4.35)
=
|λ |
4
||Ωuˆ||ℓ1
=
|λ |
4
|u|s,a,m, (4.36)
where inequalities (4.33) and (4.34) are used in (4.35). From (4.36), we get (4.30). The proof of
(4.31) is as follows:
|(1−ΓK)(µu)|s−σ ,a,m ≤ ∑
|k|>K
| ∑
|l|≤K
µˆk−l uˆl |e|k|(s−σ)ea|pi(k,m)|
≤ e−Kσ ∑
|k|≥K
| ∑
|l|≤K
µˆk−l uˆl |e|k|sea|pi(k,m)|
≤ e−Kσ ( ∑
k∈Zn
|µˆk|e|k|sea|pi(k,0)|)( ∑
|k|≤K
|uˆk|e|k|sea|pi(k,m)|)
≤ e−Kσ ∑
|k|≤K
|pˆk|e|k|sea|pi(k,m)| ≤ e−Kσ |p|s,a,m,
where the last inequality comes from (4.29) and (4.36).
4.3 Solving the homological equations
Consider the conditions δ ≤ 1 and p− q≤ 1. Without loss of generality, we assume δ = p− q= 1
by increasing δ and decreasing q if necessary. Let Ω = (Ω j : j ∈ Z∗),Ω¯ = [Ω] and Ω˜ = Ω− [Ω].
Define
〈k〉=max{1, |k|}, 〈l〉∞ =max{1, sup
j∈Z∗
| jl j |}.
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Equations (4.12)-(4.18) will be solved under the following conditions: uniformly on O ,
|〈l,Ω¯(ξ )〉| ≥ m| ∑
j∈Z∗
j2l j|, |l| ≤ 2, (4.37)
|Ω˜ j(ξ )|s,τ+1+ |Ω˜ j(ξ )|s,a,0 ≤ α1γ0| j|, j ∈ Z∗, (4.38)
|〈k,ω(ξ )〉+ 〈l,Ω¯(ξ )〉| ≥ α1 〈l〉∞〈k〉τ , k ∈ Z
n \ {0}, |l| ≤ 2, l 6= e− j− e j, (4.39)
|〈k,ω(ξ )〉+ Ω¯− j(ξ )− Ω¯ j(ξ )| ≥ α2 | j|〈k〉τ , k ∈ Z
n,± j ∈ Z∗, | j| ≤ Π, (4.40)
with constants τ ≥ n,0 < γ0 ≤ 14 , Π > 0, 0 < α2 ≤ α1 ≤ m, 0 < s < 1, 0 < a ≤ s80CJ . We mention
that α1,α2,m,a,s,Π will be the iteration parameters α1,ν ,α2,ν ,mν ,aν ,sν ,Πν in the ν-th KAM step.
Equations (4.12) and (4.13) can be easily solved by a standard approach in classical, finite dimen-
sional KAM theory, we only give the related results at this end of subsection. Equations (4.14)-(4.17)
are easier than (4.18) and can be solved in the same way as (4.18) done, so we only give the details
of solving (4.18).
SetC0 = 2|ω |O/m and K being positive numbers which will be the iteration parameter Kν in the
ν-th KAM step. Recall the definition of the momentum pi(k,α,β ) of the scalar monomial eik·xylzα z¯β
in (2.9), the momentum for eik·xziz¯ j is
pi(k, i, j) =
n
∑
b=1
kb jb+ i− j= pi(k, i− j),
where in the last equality we use (4.19).
(1) For max{|i|, | j|} ≤C0K, i 6=± j, we solve exactly (4.18):
∂ωF
zz¯
i j + i (Ωi−Ω j)F zz¯i j = Rzz¯i j ; (4.41)
(2) For max{|i|, | j|} >C0K, i 6=± j, we solve the truncated equation of (4.18):
∂ωF
zz¯
i j + i ΓK((Ωi−Ω j)Fzz¯i j ) = ΓKRzz¯i j , ΓKF zz¯i j = F zz¯i j ; (4.42)
(3) For i=− j and | j| ≤ Π, we solve exactly (4.18):
∂ωF
zz¯
(− j) j+ i(Ω− j−Ω j)F zz¯(− j) j = Rzz¯(− j) j; (4.43)
(4) For i=− j and | j|> Π, let
F zz¯(− j) j = 0 (4.44)
and put Rzz¯
(− j) j into the perturbation.
Combining (4.41)-(4.44), we find that (4.10) does not vanish. Actually, at this time, (4.10) is equal
to 〈Rˆzz¯z, z¯〉 with the elements of Rˆzz¯ being defined by
Rˆzz¯i j =


0, max{|i|, | j|} ≤C0K, i 6=± j,
(1−ΓK)(−i(Ωi−Ω j)F zz¯i j +Rzz¯i j), max{|i|, | j|}>C0K, i 6=± j,
0, i=− j, | j| ≤ Π,
Rzz¯(− j) j, i=− j, | j|> Π.
(4.45)
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Letting Ωi j = Ωi−Ω j = Ω¯i j+ Ω˜i j and dropping the superscript zz¯ for brevity, (4.41)-(4.45) become
− i∂ωFi j+ Ω¯i jFi j+ Ω˜i jFi j =−i Ri j, (4.46)
− i∂ωFi j+ Ω¯i jFi j+ΓK(Ω˜i jFi j) =−i ΓKRi j, ΓKFi j = Fi j, (4.47)
− i∂ωF(− j) j+ Ω¯(− j) jF(− j) j+ Ω˜(− j) jF(− j) j =−iR(− j) j, (4.48)
F(− j) j = 0, (4.49)
Rˆi j =


0, max{|i|, | j|} ≤C0K, i 6=± j,
(1−ΓK)(−iΩ˜i jFi j+Ri j), max{|i|, | j|}>C0K, i 6=± j,
0, i=− j, | j| ≤ Π,
R(− j) j, i=− j, | j| > Π.
(4.50)
We are now in position to solve the homological equation (4.46)-(4.48) by using Lemma 4.1
and Lemma 4.2 in the last subsection. In what follows the notation a⋖ b stands for “there exists a
positive constant c such that a≤ cb, where c can only depend on n,τ .”
First, let us consider (4.46) for (i, j) with max{|i|, | j|} ≤C0K, i 6=± j. From (4.39), we get
|〈k,ω〉| ≥ α1|k|τ , k ∈ Z
n \ {0}, (4.51)
|〈k,ω〉+ Ω¯i j| ≥ α1max{|i|, | j|}
1+ |k|τ , k ∈ Z
n. (4.52)
From (4.38) we get
|Ω˜i j|s,τ+1 ≤ α1γ0(|i|+ | j|)≤ 2α1γ0max{|i|, | j|}. (4.53)
Setting σ = s
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, then we get 4aCJ ≤ σ . Applying Lemma 4.1 to (4.46), we have
|Fi j|s−σ ,a,i− j⋖ e
4γ0max{|i|,| j|}s
α1max{|i|, | j|}σ2n+τ |Ri j|s,a,i− j. (4.54)
In view of
max{|i|, | j|} ≤C0K,
we get
|Fi j|s−σ ,a,i− j⋖ e
4C0γ0Ks
α1max{|i|, | j|}σ2n+τ |Ri j|s,a,i− j. (4.55)
Then, let us consider (4.47) for (i, j) with max{|i|, | j|} >C0K, i 6= ± j. From (4.37) (4.38) and
C0 = 2|ω |O/m, we get
|Ω¯i j| ≥ m|i2− j2| ≥ mmax{|i|, | j|}> mC0K = 2|ω |OK, (4.56)
|Ω˜i j|s,a,0 ≤ α1γ0(|i|+ | j|)≤
α1γ0|Ω¯i j|
m
≤ |Ω¯i j|
4
.
Now applying Lemma 4.2 to (4.47), we have
|Fi j|s,a,i− j⋖ 1
mmax{|i|, | j|} |Ri j|s,a,i− j, (4.57)
|(1−ΓK)(Ω˜i jFi j)|s,a,i− j ≤ e−Kσ |Ri j|s,a,i− j. (4.58)
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Finally, let us consider (4.48) for i=− j. From (4.39) (4.40), we get
|〈k,ω〉| ≥ α1〈k〉τ , k ∈ Z
n \ {0}, (4.59)
|〈k,ω〉+ Ω¯− j− Ω¯ j| ≥ α2| j|
1+ |k|τ , k ∈ Z
n. (4.60)
From (4.38), we get
|Ω˜− j− Ω˜ j|s,τ+1 ≤ 2α1γ0| j|. (4.61)
Applying Lemma 4.1 to (4.48), we have
|F(− j) j|s−σ ,a,−2 j⋖
e4γ0| j|s
α2| j|σ2n+τ |R(− j) j|s,a,−2 j. (4.62)
In view of
| j| ≤ Π,
we get
|F(− j) j|s−σ ,a,−2 j⋖
e4γ0Πs
α2| j|σ2n+τ |R(− j) j|s,a,−2 j. (4.63)
By the definition of the Hamiltonian vector field in (2.18), we obtain
X〈Fzz¯z,z¯〉 = (0,−(σ jb∂xb〈Fzz¯z, z¯〉)1≤b≤n,−i(σ j∂z¯ j〈F zz¯z, z¯〉) j∈Z∗ , i(σ j∂z j 〈F zz¯z, z¯〉) j∈Z∗)T . (4.64)
Using Lemma 8.3 and (4.55) (4.57) (4.63), we get
||X〈Fzz¯z,z¯〉||s−2σ ,r,p,a ⋖
max{e4γ0C0Ks,e4γ0Πs}
α2σ3n+τ
||X〈Rzz¯z,z¯〉||s,r,p−1,a
≤ max{e
4γ0C0Ks,e4γ0Πs}
α2σ3n+τ
||XR||s,r,p−1,a. (4.65)
To obtain the Lipschitz semi-norm, we proceed as follows. Shorting ∆ξ η as ∆ and applying it to
(4.46)-(4.48), one gets that, for (i, j) with max{|i|, | j|} ≤C0K,
i∂ω (∆Fi j)+ Ω¯i j∆Fi j+ Ω˜i j∆Fi j =−i∂∆ωFi j− (∆Ωi j)Fi j+ i∆Ri j := Qi j, (4.66)
for (i, j) with max{|i|, | j|}>C0K,
i∂ω(∆Fi j)+ Ω¯i j∆Fi j+ΓK(Ω˜i j∆Fi j) =−i∂∆ωFi j−ΓK((∆Ωi j)Fi j− i∆Ri j) := Qi j, (4.67)
and that, for i=− j and | j| ≤ Π,
i∂ω(∆F(− j) j)+ Ω¯(− j) j∆F(− j) j+ Ω˜(− j) j∆F(− j) j
=−i∂∆ωF(− j) j− (∆Ω(− j) j)F(− j) j+ i∆R(− j) j := Q(− j) j. (4.68)
For max{|i|, | j|}<C0K, we have
|Qi j|s−2σ ,a,i− j ≤ |∆ω | · sup
k∈Zn
|k|e−|k|σ · |Fi j|s−σ ,a,i− j
+|∆Ωi j|s−2σ ,a,0 · |Fi j|s−2σ ,a,i− j+ |∆Ri j|s−2σ ,a,i− j
⋖
e4C0γ0Ks
α1σ2n+τ+1
(|∆ω |+ |∆Ω|−1,s−2σ ,a,0)|Ri j|s,a,i− j+ |∆Ri j|s−2σ ,a,i− j
⋖
e4C0γ0Ks
σ2n+τ+1
(
|∆ω |+ |∆Ω|−1,s−2σ ,a,0
α1
|Ri j|s,a,i− j+ |∆Ri j|s−2σ ,a,i− j). (4.69)
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Applying Lemma 4.1 to (4.66), we have
|∆Fi j|s−3σ ,a,i− j (4.70)
⋖
e8C0γ0Ks
α1max{|i|, | j|}σ4n+2τ+1 (
|∆ω |+ |∆Ω|−1,s−2σ ,a,0
α1
|Ri j|s,a,i− j+ |∆Ri j|s−2σ ,a,i− j).
For max{|i|, | j|}>C0K, similarly to (4.69), we have
|Qi j|s−σ ,a,i− j⋖ 1
σ
(
|∆ω |+ |∆Ω|−1,s−σ ,a,0
m
|Ri j|s−σ ,a,i− j+ |∆Ri j|s−σ ,a,i− j). (4.71)
Applying Lemma 4.2 to (4.67), we have
|ΓK∆Fi j|s−σ ,a,i− j
⋖
1
mmax{|i|, | j|}σ (
|∆ω |+ |∆Ω|−1,s−σ ,a,0
m
|Ri j|s,a,i− j+ |∆Ri j|s−σ ,a,i− j), (4.72)
|(1−ΓK)(Ω˜i j∆Fi j)|s−σ ,a,i− j⋖ e
−Kσ
σ
(
|∆ω |+ |∆Ω|−1,s−σ ,a,0
m
|Ri j|s,a,i− j+ |∆Ri j|s−σ ,a,i− j). (4.73)
For i=− j with | j| ≤ Π, similarly to (4.70), we have
|∆F(− j) j|s−3σ ,a,−2 j
⋖
e8γ0Πs
α2| j|σ4n+2τ+1
( |∆ω |+ |∆Ω|−1,s−2σ ,a,0
α2
|R(− j) j|s,a,−2 j+ |∆R(− j) j|s−2σ ,a,−2 j
)
. (4.74)
In view of (4.70) (4.72) (4.74), using Lemma 8.3, we get the estimate of the Hamiltonian vector field
X〈∆Fzz¯z,z¯〉:
||X〈∆Fzz¯z,z¯〉||s−4σ ,r,p,a ⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+2τ+2
(
|∆ω |+ |∆Ω|−1,s−4σ ,a,0
α2
||X〈Rzz¯z,z¯〉||s,r,p−1,a
+||X〈∆Rzz¯z,z¯〉||s,r,p−1,a).
Dividing by |ξ − ζ | 6= 0 and taking the supremum over O , we get
||X〈Fzz¯z,z¯〉||lips−4σ ,r,p,a;O ⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+2τ+2
(4.75)
·(M
α2
||X〈Rzz¯z,z¯〉||s,r,p−1,a;O + ||X〈Rzz¯z,z¯〉||lips,r,p−1,a;O),
whereM := |ω |lip
O
+ |Ω|lip−1,s,a,0;O .
Recall the definition of ||X ||λs,r,q,a;O in (2.12). Set 0≤ λ ≤ α2/M. From (4.65) and (4.75), we get
||X〈Fzz¯z,z¯〉||λs−4σ ,r,p,a;O⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+2τ+2
||XR||λs,r,p−1,a;O. (4.76)
Now considering the homological equations (4.12) and (4.13) by a standard approach in finite
dimensional KAM theory, we can easily get
||XFx ||s−σ ,r,p,a;O, ||X〈Fy,y〉||s,r,p,a;O ⋖
1
α1σ τ
||XR||s,r,p−1,a;O, (4.77)
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||XFx ||lips−2σ ,r,p,a;O, ||X〈Fy,y〉||lips−2σ ,r,p,a;O ⋖
1
α1σ2τ+1
(M
α1
||XR||s,r,p−1,a;O + ||XR||lips,r,p−1,a;O
)
. (4.78)
From (4.77) and (4.78), we get
||XFx ||λs−2σ ,r,p,a;O, ||X〈Fy,y〉||λs−2σ ,r,p,a;O⋖
1
α1σ2τ+1
||XR||λs,r,p−1,a,O. (4.79)
For the other terms of F , i.e., 〈F z,z〉,〈F z¯, z¯〉, 〈Fzzz,z〉, 〈F z¯z¯z¯, z¯〉, the same results-even better- than
(4.76) can be obtained. Thus, we finally get the estimate for F :
||XF ||λs−4σ ,r,p,a;O ⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+2τ+2
||XR||λs,r,p−1,a;O. (4.80)
5 The New Hamiltonian
From (4.3)-(4.11) we get the new Hamiltonian
H ◦Φ = N++P+, (5.1)
where N+ = (4.3) and
P+ = Rˆ+
∫ 1
0
{(1− t)(Nˆ+ Rˆ)+ tR,F} ◦X tFdt+(P−R)◦X1F, (5.2)
where Rˆ = (4.6)+ · · ·+ (4.10) := 〈Rˆz,z〉+ 〈Rˆz¯, z¯〉+ 〈Rˆzzz,z〉+ 〈Rˆzz¯z, z¯〉+ 〈Rˆz¯z¯z¯, z¯〉. The aim of this
subsection is to estimate the new normal form N+ and the new perturbation P+.
5.1 The New Normal Form
In view of (4.3), denote N+ = N+ Nˆ with
Nˆ = 〈ωˆ ,y〉+ ∑
j∈Z∗
Ωˆ jz j z¯ j ,
where
ωˆ := [Ry], (5.3)
Ωˆ j := R j j+σ j〈∂xΩ j,Fy〉= R j j+σ j〈∂xΩ˜ j,Fy〉. (5.4)
From (5.3) we easily get
|ωˆ |λO ⋖ s||XR||λs,r,p−1,a;O. (5.5)
In the following, we estimate Ωˆ = (Ωˆ j : j ∈ Z∗). In view of (4.77),
|σ j〈∂xΩ˜ j,Fy〉|s−σ ,a,0⋖ (s−σ)
|Ω˜ j|s,a,0
σ
||X〈Fy,y〉||s−σ ,r,p,a⋖ s
γ0| j|
σ τ+1
||XR||s,r,p−1,a. (5.6)
Thus, together with
|R j j|s−σ ,a,0 ≤ | j| · ||XR||s,r,p−1,a, (5.7)
we get
|Ωˆ|−1,s−σ ,a,0⋖ 1
σ τ+1
||XR||s,r,p−1,a. (5.8)
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Applying ∆ to Ωˆ j, we have
∆Ωˆ j = ∆R j j+σ j〈∂x∆Ω˜ j,Fy〉+σ j〈∂xΩ˜ j,∆Fy〉. (5.9)
Since
|∆R j j|s,a,0 ≤ | j| · ||∆XR||s,r,p−1,a,
|〈∂x∆Ω˜ j,Fy〉|s−σ ,a,0 ⋖ (s−σ) 1
σ
|∆Ω˜ j|s,a,0||X〈Fy,y〉||s−σ ,r,p,a
⋖ s| j| |∆Ω˜|−1,s,a,0
α1σ τ+1
||XR||s,r,p−1,a
and
|〈∂xΩ˜ j,∆Fy〉|s−2σ ,a,0 ⋖ (s− 2σ) 1
σ
|Ω˜ j|s−σ ,a,0||∆X〈Fy,y〉||s−2σ ,r,p,a
⋖ s
γ0| j|
σ2τ+2
(
M
α1
||XR||s,r,p−1,a + ||∆XR||s,r,p−1,a),
we get
|Ωˆ|lip−1,s−2σ ,a,0;O ⋖
1
σ2τ+2
(
M
α1
||XR||s,r,p−1,a;O + ||XR||lips,r,p−1,a;O). (5.10)
Thus, from (5.8) and (5.10), we get
|Ωˆ|λ−1,s−2σ ,a,0;O ⋖
1
σ2τ+2
||XR||λs,r,p−1,a;O. (5.11)
5.2 The New Perturbation
We firstly estimate the error term Rˆzz¯ with its matrix elements Rˆi j in (4.50).
For max{|i|, | j|} >C0K, i 6=± j, by (4.58) and
|(1−ΓK)Ri j|s−σ ,a,i− j ≤ e−Kσ |Ri j|s,a,i− j,
we obtain
|Rˆi j|s−σ ,a,i− j ≤ 2e−Kσ |Ri j|s,a,i− j ; (5.12)
by (4.73) and
|(1−ΓK)(∆Ω˜i j ·Fi j)|s−σ ,a,i− j ≤ e−Kσ (|i|+ | j|)|∆Ω|−1,s,a,0|Fi j|s,a,i− j
⋖
e−Kσ
m
|∆Ω|−1,s,a,0|Ri j|s,a,i− j,
|(1−ΓK)∆Ri j|s−σ ,a,i− j ≤ e−Kσ |∆Ri j|s,a,i− j,
we obtain
|∆Rˆi j|s−σ ,a,i− j⋖ e
−Kσ
σ
(
|∆ω |+ |∆Ω|−1,s,a,0
m
|Ri j|s,a,i− j+ |∆Ri j|s,a,i− j). (5.13)
For i=− j, | j|> Π, assuming 0< (a− a′)CJ < σ , then
|pi(k,−2 j)| ≥ |2 j|− |
n
∑
b=1
kb jb| ≥ 2Π−CJ|k| ≥ 2Π−
|k|σ
a− a′ ,
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and thus
|Rˆ(− j) j|s−σ ,a′,−2 j = ∑
k∈Zn
|Rˆ(− j) jk|e|k|(s−σ)ea|pi(k,−2 j)|e−(a−a
′)|pi(k,−2 j)|
≤ ∑
k∈Zn
|Rˆ(− j) jk|e|k|(s−σ)ea|pi(k,−2 j)|e−(a−a
′)(2Π− |k|σ
a−a′ )
≤ e−2(a−a′)Π ∑
k∈Zn
|Rˆ(− j) jk|e|k|sea|pi(k,−2 j)|
= e−2(a−a
′)Π|R(− j) j|s,a,−2 j. (5.14)
Similarly, we have
|∆Rˆ(− j) j|s−σ ,a′,−2 j ≤ e−2(a−a
′)Π|∆R(− j) j|s,a,−2 j. (5.15)
Using Lemma 8.3 below, from (5.12) (5.14), we get
||X〈Rˆzz¯z,z¯〉||s−2σ ,r,p−1,a′ ⋖
max{e−Kσ ,e−2(a−a′)Π}
σ
||X〈Rzz¯z,z¯〉||s,r,p−1,a
≤ max{e
−Kσ ,e−2(a−a
′)Π}
σ
||XR||s,r,p−1,a, (5.16)
and from (5.13) (5.15), we get
||X〈Rˆzz¯z,z¯〉||lips−2σ ,r,p−1,a′;O ⋖
max{e−Kσ ,e−2(a−a′)Π}
σ2
(
M
m
||XR||s,r,p−1,a;O + ||XR||lips,r,p−1,a;O). (5.17)
Therefore, from (5.16) and (5.17), we get
||X〈Rˆzz¯z,z¯〉||λs−2σ ,r,p−1,a′;O ⋖
max{e−Kσ ,e−2(a−a′)Π}
σ2
||XR||λs,r,p−1,a;O. (5.18)
For the other terms of Rˆ, i.e., 〈Rˆz,z〉,〈Rˆz¯, z¯〉,〈Rˆzzz,z〉,〈Rˆz¯z¯z¯, z¯〉, the same results- even better- than
(5.18) can be obtained. Thus, we finally get the estimate for the error term Rˆ:
||XRˆ||λs−2σ ,r,p−1,a′;O ⋖
max{e−Kσ ,e−2(a−a′)Π}
σ2
||XR||λs,r,p−1,a;O . (5.19)
Now we consider the new perturbation (5.2). By setting R(t) = (1− t)(Nˆ+ Rˆ)+ tR, we have
XP+ = XRˆ+
∫ 1
0
X{R(t),F}◦ΦtF dt+X(P−R)◦Φ1F . (5.20)
We assume that
||XP||λs,r,p−1,a;O ≤
α2η
2
Bσ
· 1
max{e8C0γ0Ks,e8γ0Πs} (5.21)
for 0 ≤ λ ≤ α2/M with some 0 < η < 1 and 0 < s < 1,σ = s/20, where Bσ = cσ−(4n+4τ+5) with
c being a sufficiently large constant depending only on n, τ and |ω |O . Since R is 2-order Taylor
polynomial truncation in y,z, z¯ of P, we can obtain
||XR||λs,r,p−1,a;O ≤ ||XP||λs,r,p−1,a;O, (5.22)
||XP−XR||λs, 6
5
ηr,p−1,a;O ≤
6
5
η ||XP||λs,r,p−1,a;O. (5.23)
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From (4.80) (5.5) (5.11) and (5.19), we get
||XF ||λs−4σ ,r,p,a;O ⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+2τ+2
||XP||λs,r,p−1,a;O, (5.24)
||XNˆ ||λs−2σ ,r,p−1,a;O⋖
1
σ2τ+2
||XP||λs,r,p−1,a;O, (5.25)
||XRˆ||λs−2σ ,r,p−1,a′;O ⋖
max{e−Kσ ,e−2(a−a′)Π}
σ2
||XP||λs,r,p−1,a;O . (5.26)
Therefore, by (5.22) (5.25) (5.26), we get
||XR(t)||λs−2σ ,r,p−1,a′;O ⋖
1
σ2τ+2
||XP||λs,r,p−1,a;O. (5.27)
By (5.24) (5.27) and Lemma 8.4, we get
||[X{R(t),F}||λs−5σ ,r/2,p−1,a′;O ⋖ ||XR(t)||λs−4σ ,r,p−1,a′;O ||XF ||λs−4σ ,r,p,a′;O
⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+4τ+4
(||XP||λs,r,p−1,a;O)2. (5.28)
Moreover, together with the smallness assumption (5.21), by properly choosing c, we get
||XF ||λs−4σ ,r,p,a;O ≤
η2σ
c0
(5.29)
with some suitably large constant c0 ≥ 1 and thus
22n+5emax{ s− 4σ
(s− 4σ)− (s− 5σ),
r
r− r/2}||XF ||
λ
s−4σ ,r,p,a′;O ≤ 22n+9e
η2σ
c0
<
1
10
. (5.30)
By (5.28) (5.30) and using Lemma 8.5, for −1≤ t ≤ 1, the time t-Hamiltonian flow
ΦtF : D(s− 5σ ,r/2)→D(s− 4σ ,r)
and we get
||X{R(t),F}◦ΦtF ||
λ
s−5σ ,r/2,p−1,a′;O ≤
10
9
||[X{R(t),F}||λs−4σ ,r,p−1,a′;O
⋖
max{e8C0γ0Ks,e8γ0Πs}
α2σ4n+4τ+4
(||XP||λs,r,p−1,a;O)2. (5.31)
Hence also
||X{R(t),F}◦ΦtF ||
λ
s−5σ ,ηr,p−1,a′;O ⋖
max{e8C0γ0Ks,e8γ0Πs}
α2η2σ4n+4τ+4
(||XP||λs,r,p−1,a;O)2. (5.32)
From (5.29), we have
||XF ||λs−4σ , 65ηr,p,a;O ≤
25σ
36c0
, (5.33)
and thus
22n+5emax{ s− 4σ
(s− 4σ)− (s− 5σ),
6
5
ηr
6
5
ηr−ηr}||XF ||
λ
s−4σ , 6
5
ηr,p,a;O
≤ 22n+9e 25σ
36c0
<
1
10
. (5.34)
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By (5.23) (5.34) and using Lemma 8.5, the time 1-Hamiltonian flow
Φ1F : D(s− 5σ ,ηr)→ D(s− 4σ ,
6
5
ηr)
and we get
||X(P−R)◦Φ1F ||
λ
s−5σ ,ηr,p−1,a;O ≤
10
9
||XP−R||λs−4σ , 65ηr,p−1,a;O
≤ 4
3
η ||XP||λs,r,p−1,a;O. (5.35)
Together with the estimate of Rˆ in (5.26), we finally arrive at the estimate
||XP+ ||λs−5σ ,ηr,p−1,a′;O ≤ (
Bσ max{e8C0γ0Ks,e8γ0Πs}
α2η2
||XP||λs,r,p−1,a;O (5.36)
+
Bσ max{e−Kσ ,e−2(a−a′)Π}
α2η2
+
4
3
η)||XP||λs,r,p−1,a;O.
This is the bound for the new perturbation.
6 Iteration and Convergence
Set β ′ = 1
2
min{ β
1+β ,
1
4
} and κ = 4
3
− β ′
3
. Now we give the precise set-up of iteration parameters.
Let ν ≥ 0 be the ν-th KAM step.
mν =
m0
10
(9+ 2−ν), which is used for describing the growth of external frequencies,
Eν =
E0
9
(10− 2−ν), which is used to dominate the norm of internal frequencies,
M1,ν =
M1,0
9
(10−2−ν),M2,ν = M2,09 (10−2−ν),Mν =M1,ν +M2,ν , which are used to dominate
the Lipschitz semi-norm of frequencies,
M3,ν =
M3,0
10
(9+ 2−ν), which describes the lower bound for the sup-norm or Lipschitz semi-
norm of the small divisors,
J0 = 0, Jν = γ
− κν−1τ+1
0 ,ν ≥ 1, which are used for the estimate of measure,
sν = s02
−ν , which dominates the width of the angle variable x,
σν = sν/20, which serves as a bridge from sν to sν+1,
aν = σν/CJ , which is used to control higher momentum term,
Bν = 24Bσν = cσ
−(4n+4τ+5)
ν , here c is a large constant only depending on n,τ and E0,
εν = (ε0Π
ν−1
µ=0(
2µBµ
α0
)
1
3κµ+1 )κ
ν
, which dominates the size of the perturbation Pν in the ν-th
KAM iteration,
Kν = 5| lnεν |/(4σν), which is the length of the truncation of Fourier series,
Πν = 5| lnεν |/(2aν), which controls the number of homological equationswith double normal
frequencies,
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α1,ν =
α0
10
(9+ 2−ν) and α2,ν = α02−νΠ−1ν , which are used to dominate the measure of re-
moved parameters,
λ0 =
α0
M0
, λν =
α2,ν
Mν
, ν ≥ 1,
(2ην)
3 = ε
1−β ′
ν α
−1
2,νBν , rν+1 = ηνrν , Dν = D(sν ,rν).
6.1 Iterative Lemma
Lemma 6.1. Suppose that
ε0 ≤ (α0γ0
80
)
1
1−2β ′
∞
∏
µ=0
(2µBµ)
− 1
3κµ+1 , α0 ≤min{m0
10
,
M3,0
2
}. (6.1)
Suppose Hν = Nν +Pν is regular on Dν ×Oν , where Nν is a generalized normal form with coeffi-
cients satisfying
|ων |Oν ≤ Eν , |ων |lipOν ≤M1,ν , (6.2)
|Ων |lip−1,sν ,aν ,0;Oν ≤M2,ν , (6.3)
|〈l,Ω¯ν (ξ )〉| ≥mν | ∑
j∈Z∗
j2l j|, |l| ≤ 2, (6.4)
|Ω˜ν, j(ξ )|sν ,τ+1+ |Ω˜ν, j(ξ )|sν ,aν ,0 ≤ (α0−α1,ν)γ0| j|, j ∈ Z∗, (6.5)
inf
ξ∈Oν
|〈k,ων (ξ )〉+ 〈l,Ω¯ν(ξ )〉|+ inf
ξ−ζ//vkl
|∆ξ ζ (〈k,ων 〉+ 〈l,Ω¯ν〉)|
|ξ − ζ |
≥M3,ν max{|k|, ∑
j∈Z∗
| jl j |}, k ∈ Zn, |l| ≤ 2 (6.6)
on Oν and Pν satisfies
||XPν ||λνsν ,rν ,p−1,aν ;Oν ≤ εν . (6.7)
Let
Oν+1 = Oν \
( ⋃
k∈Zn\{0},|l|≤2
l 6=e− j−e j
R
ν
kl(α1,ν )∪
⋃
k∈Zn ,± j∈Z∗
| j|≤Πν
R
ν
k(− j) j(α2,ν)
)
, (6.8)
where
R
ν
kl(α1,ν ) = {ξ ∈ Oν : |〈k,ων (ξ )〉+ 〈l,Ω¯ν(ξ )〉|< α1,ν
〈l〉∞
〈k〉τ }, (6.9)
R
ν
k(− j) j(α2,ν ) = {ξ ∈ Oν : |〈k,ων (ξ )〉+ Ω¯ν,(− j)(ξ )− Ω¯ν, j(ξ )|< α2,ν
| j|
〈k〉τ }. (6.10)
Then there exists a Lipschitz family of real close-to-the-identity analytic symplectic coordinate trans-
formation Φν+1 :Dν+1×Oν+1 → Dν satisfying
||Φν+1− id||λνsν ,rν ,p;Dν+1×Oν+1 , ||DΦν+1− I||
λν
sν ,rν ,p,p;Dν+1×Oν+1 ,
||DΦν+1− I||λνsν ,rν ,q,q;Dν+1×Oν+1 ≤
Bν
α2,ν
ε
1−β ′
ν , (6.11)
where || · ||s,r,p,p denotes the operator norm induced by || · ||s,r,p and || · ||s,r,p in the source and target
spaces, respectively, such that for Hν+1 = Hν ◦Φν+1 = Nν+1+Pν+1, the estimate
|ων+1−ων |λνOν+1 , |Ων+1−Ων |
λν
−1,sν+1,aν ,0;Oν+1 ≤ Bνεν (6.12)
holds and the same assumptions as above are satisfied with ‘ν + 1’ in place of ‘ν’.
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Proof. SettingC0,ν = 2Eν/mν , then it is obviousC0,ν ≤ 4C0,0. Thus we have
e8C0,ν γ0Kν sν ,e8γ0Πν sν ≤ ε−β ′ν (6.13)
by
Kνsν = 20Kνσν = 25| lnεν |, Πνsν = 50CJ| lnεν |
and choosing γ0 small enough such that 800γ0C0,0,400CJγ0 ≤ β ′. In view of the definition of ην ,
namely, (2ην)
3 = ε
1−β ′
ν α
−1
2,νBν , the smallness condition (5.21), namely,
εν ≤ α2,ν η
2
ν
Bν
· 1
max{e8C0,ν γ0Kν sν ,e8γ0Πν sν} ,
is satisfied if
ε
1−β ′
ν ≤
α2,ν
64Bν
. (6.14)
To verify the last inequality we argue as follows. As 2
ν
α0
and Bν are increasing with ν ,
(
2νBν
α0
)
1
1−2β ′ = (
2νBν
α0
)
1
3(κ−1) = (
∞
∏
µ=ν
(
2νBν
α0
)
1
3κµ+1 )κ
ν ≤ (
∞
∏
µ=ν
(
2µBµ
α0
)
1
3κµ+1 )κ
ν
. (6.15)
By the definition of εν above and the smallness condition on ε0 in (6.1),
ε
1−2β ′
ν
2νBν
α0
≤ (ε0
∞
∏
µ=0
(
2µBµ
α0
)
1
3κµ+1 )κ
ν (1−2β ′) ≤ ( γ0
80
)κ
ν
, (6.16)
and thus we can choose γ0 small enough such that
ε
β ′
ν ≤ 2−2νΠ−2ν . (6.17)
In view of (6.16) and (6.17), we get
ε
1−β ′
ν
2νBν
α0
≤ ( γ0
80
)κ
ν
2−2νΠ−2ν , (6.18)
which implies (6.14) since ( γ0
80
)κ
ν
2−2νΠ−1ν ≤ 164 , and thus the smallness condition (5.21) is satisfied
for each ν ≥ 0. In particular, noticing κ ≥ 5
4
, we have
ε
1−β ′
ν
Bν
α2,ν
≤ γ0
2ν+6
. (6.19)
By (2.14) (5.24) (6.7) and (6.13), we have
||XFν ||λνsν−4σν ,rν ,p;D(sν−4σν ,rν )×Oν+1 ≤ ||XFν ||
λν
sν−4σν ,rν ,p,aν ;Oν+1
⋖
max{e8C0,ν γ0Kν sν ,e8γ0Πν sν}
α2,ν σ
4n+2τ+2
ν
||XPν ||λνsν ,rν ,p−1,aν ;Oν+1
≤ 1
α2,ν σ
4n+2τ+2
ν
ε
1−β ′
ν . (6.20)
In view of (6.19) and (6.20), for suitably small γ0, we have
||XFν ||λνsν−4σν ,rν ,p;D(sν−4σν ,rν )×Oν+1 ≤
1
15
.
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Then the flow X tFν of the vector field XFν exists on D(sν − 6σν ,rν/2) for −1≤ t ≤ 1 and takes this
domain intoD(sν −5σν ,rν ). Similarly, it takesD(sν −7σν ,rν/4) intoD(sν −6σν ,rν/2). Moreover,
in the same way as Lemma 19.3 and (20.6) of [25], we get
||DXFν ||λνsν ,rν ,p,p;D(sν−5σν ,rν )×Oν+1 , ||DXFν ||
λν
sν ,rν ,q,q;D(sν−5σν ,rν )×Oν+1
⋖
1
σν
||XFν ||λνsν ,rν ,p;D(sν−4σν ,rν )×Oν+1 , (6.21)
||X tFν − id||λνsν ,rν ,p;D(sν−6σν ,rν/2)×Oν+1 ⋖ ||XFν ||
λν
sν ,rν ,p;D(sν−5σν ,rν )×Oν+1 , (6.22)
||DX tFν − I||λνsν ,rν ,p,p;D(sν−7σν ,rν/4)×Oν+1 ⋖ ||DXFν ||
λν
sν ,rν ,p,p;D(sν−5σν ,rν )×Oν+1 , (6.23)
||DX tFν − I||λνsν ,rν ,q,q;D(sν−7σν ,rν/4)×Oν+1 ⋖ ||DXFν ||
λν
sν ,rν ,q,q;D(sν−5σν ,rν )×Oν+1 . (6.24)
Now there exists a coordinate transformation
Φν+1 := X
1
Fν
: Dν+1×Oν+1 →Dν
taking Hν into Hν+1. Moreover, (6.11) is obtained by (6.20)-(6.24) and (6.12) is obtained by (5.25).
More explicitly, (6.12) is written as
|ων+1−ων |Oν+1 , |Ων+1−Ων |−1,sν+1,aν ,0;Oν+1 ≤ Bνεν , (6.25)
|ων+1−ων |lipOν+1 , |Ων+1−Ων |
lip
−1,sν+1,aν ,0;Oν+1 ≤
Mν
α2,ν
Bνεν . (6.26)
Actually, from (5.25), we have
|Ων+1−Ων |−1,sν−2σν ,aν ,0;Oν+1 ≤ σ4n+2τ+3ν Bνεν , (6.27)
and thus by Lemma 8.2, we have
|Ων+1, j−Ων, j|sν+1,τ+1 ≤ (
τ + 1
τ
)τ+1
1
(18σν)τ+1
|Ων+1, j−Ων, j|sν−2σν ,aν ,0
≤ (τ + 1
18τ
)τ+1σ4n+τ+2ν Bνεν | j|. (6.28)
By (6.18), we have
Bνεν ≤ ( γ0
80
)κ
ν
α2,ν ε
β ′
ν ≤
α2,νγ
κν
0
2ν+6
. (6.29)
In view of (6.25) (6.26) (6.28) (6.29), by choosing γ0 properly small, (6.2)-(6.5) are satisfied with
‘ν + 1’ instead of ‘ν’.
In the following we only need to check (6.6) (6.7) with ‘ν + 1’. By (6.29) and choosing γ0
properly small, we have
Bνεν ≤ α2,ν γ0
2ν+6
≤ 1
2
min{ Mν
α2,ν
,1}(M3,ν −M3,ν+1). (6.30)
In view of (6.25) (6.26) (6.30), for k ∈ Zn and |l| ≤ 2, we have
|〈k,ων+1−ων〉+ 〈l,Ω¯ν+1− Ω¯ν〉| ≤ |k||ων+1−ων |+( ∑
j∈Z∗
| jl j |)|Ω¯ν+1− Ω¯ν |−1
≤ max{|k|, ∑
j∈Z∗
| jl j |}Bνεν
≤ 1
2
(M3,ν −M3,ν+1)max{|k|, ∑
j∈Z∗
| jl j|} (6.31)
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on Oν+1, and
|〈k,ων+1−ων〉+ 〈l,Ω¯ν+1− Ω¯ν〉|lipOν+1 ≤ |k||ων+1−ων |
lip
Oν+1
+( ∑
j∈Z∗
| jl j |)|Ω¯ν+1− Ω¯ν |lip−1,Oν+1
≤ max{|k|, ∑
j∈Z∗
| jl j |} Mν
α2,ν
Bνεν
≤ 1
2
(M3,ν −M3,ν+1)max{|k|, ∑
j∈Z∗
| jl j|}. (6.32)
Therefore, (6.6) is obtained by (6.31) (6.32) with ‘ν +1’ in place of ‘ν’. Finally, from (5.36) we get
||XP+ ||λν+1sν+1,rν+1,p−1,aν+1;Oν+1 ≤ (
Bσν max{e8C0γ0Ks,e4γ0(Π+CJK)s}
α2,νη2ν
εν
+
Bσν (e
−9Kν σν/10+ e−(aν−aν+1)Πν )
α2,νη2ν
+
4
3
ην )εν
≤ ( Bν
24α2,νη2ν
ε
1−β ′
ν +
Bν
24α2,νη2ν
ε
1−β ′
ν +
4
3
ην)εν
= (
Bν
α2,ν
)
1
3 εκν
= εν+1. (6.33)
This completes the proof of the iterative lemma.
6.2 Convergence
We are now in a position to prove the KAM theorem. To apply the iterative lemma with ν = 0, we
set
N0 = N, P0 = P, O0 = O, s0 = s, r0 = r, a0 = a
and similarly E0 = E,M1,0 =M1,M2,0 =M2,M0 =M1+M2,M3,0 =M3,m0 = m,α0 = α , λ0 =
α
M
.
Define γ in the KAM theorem by setting
γ = γ0γs, γs =
1
80
(
∞
∏
µ=0
(2µBµ)
− 1
3κµ+1 )1−2β
′
, (6.34)
where γ0 is the same parameter as before and γs only depends on n,τ,E,s,β . The smallness condition
(6.1) of the iterative lemma is then satisfied by the assumption of the KAM theorem:
ε0 := ||XP0 ||λ0s0,r0,p−1,a0;O0 ≤ (αγ)
1+β ≤ (α0γ0γs)
1
1−2β ′ . (6.35)
The other conditions (6.2)-(6.6) about the unperturbed frequencies are obviously true.
Hence, the iterative lemma applies, and we obtain a decreasing sequence of domains Dν ×Oν ,
and a sequence of transformations
Φν = Φ1 ◦ · · ·Φν : Dν ×Oν → D0
such thatH ◦Φν =Nν +Pν for ν ≥ 1. Moreover, the estimates (6.11) and (6.12) hold. The following
proof of the convergence is parallel to that in [34], where the small difference lies in that the norm in
the source space Pa,p is (s,r)-weighted instead of r-weighted in [34]. However, for completeness
we still give the proof.
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Shorten || · ||s,r,p as || · ||s,r and consider the operator norm
||L||s,r,s˜,r˜ = sup
W 6=0
||LW ||s,r
||W ||s˜,r˜ .
For s ≥ s˜,r ≥ r˜, these norms satisfy ||AB||s,r,s˜,r˜ ≤ ||A||s,r,s,r||B||s˜,r˜,s˜,r˜, since ||W ||s,r ≤ ||W ||s˜,r˜. For
ν ≥ 1, by the chain rule, using (6.11) (6.18) (6.19) , we get
||DΦν ||s0,r0,sν ,rν ;Dν×Oν ≤
ν
∏
µ=1
||DΦµ ||sµ ,rµ ,sµ ,rµ ;Dµ×Oµ ≤
∞
∏
µ=1
(1+
γ0
2µ+6
)≤ 2, (6.36)
||DΦν ||lips0,r0,sν ,rν ;Dν×Oν ≤
ν
∑
µ=1
||DΦµ ||sµ ,rµ ,sµ ,rµ ;Dµ×Oµ ∏
1≤ρ≤ν,ρ 6=ν
||DΦρ ||sρ ,sρ ,rρ ,rρ ;Dρ×Oρ
≤ 2
ν
∑
µ=1
||DΦµ − I||lipsµ ,rµ ,sµ ,rµ ;Dµ×Oµ
≤ 2
∞
∑
µ=1
Mµ
α2,µ
Bµ
α2,µ
ε
1−β ′
µ
≤ 2
∞
∑
µ=1
Mµ
α02µ
(
γ0
80
)κ
µ
≤ M0
α0
. (6.37)
Thus, with the mean value theorem we obtain
||Φν+1−Φν ||s0,r0;Dν+1×Oν+1 ≤ ||DΦν ||s0,r0,sν ,rν ;Dν×Oν ||Φν+1− id||sν ,rν ;Dν+1×Oν+1
≤ 2||Φν+1− id||sν ,rν ;Dν+1×Oν+1 , (6.38)
||Φν+1−Φν ||lips0,r0;Dν+1×Oν+1 ≤ ||DΦ
ν ||lips0,r0,sν ,rν ;Dν×Oν ||Φν+1− id||sν ,rν ;Dν+1×Oν+1
+ ||DΦν ||s0,r0,sν ,rν ;Dν×Oν ||Φν+1− id||lipsν ,rν ;Dν+1×Oν+1
≤ M0
α0
||Φν+1− id||sν ,rν ;Dν+1×Oν+1 + 2||Φν+1− id||lipsν ,rν ;Dν+1×Oν+1 .
It follows that
||Φν+1−Φν ||λ0
s0,r0;Dν+1×Oν+1 ≤ 3||Φν+1− id||
λν
sν ,rν ;Dν+1×Oν+1 . (6.39)
From (6.11) and (6.39), we get
||Φν+1−Φν ||λ0
s0,r0;Dν+1×Oν+1 ≤ 3
Bν
α2,ν
ε
1−β ′
ν . (6.40)
For every non-negative integer multi-index k = (k1, · · · ,kn), by Cauchy’s estimate we have
||∂ kx (Φν+1−Φν)||λ0s0,r0;Dν+2×Oν+1 ≤ 3
Bν
α2,ν
ε
1−β ′
ν
k1! · · ·kn!
( s0
2ν+2
)|k|
, (6.41)
the right side of which super-exponentially decay with ν . This shows that Φν converge uniformly
on D∗×Oα , whereD∗ =Tn×{0}×{0}×{0} and Oα =∩ν≥0Oν , to a Lipschitz continuous family
of smooth torus embeddings
Φ : Tn×Oα →Pa,p,
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for which the estimate (2.26) holds. Similarly, the frequencies ων converge uniformly on Oα to a
Lipschitz continuous limit ω∗, and the frequencies Ων converge uniformly on D∗×Oα to a regular
limit Ω∗, with the estimate (2.27) holding. Moreover, XH ◦Φ = DΦ ·XN∗ on D∗ for each ξ ∈ Oα ,
where N∗ is the generalized normal form with frequencies ω∗ and Ω∗. Thus, the embedded tori are
invariant under the perturbed Hamiltonian flow, and the flow on them is linear. Now it only remains
to prove the claim about the set O \Oα , which is the subject of the next section.
7 Measure Estimate
We know
O \Oα = Θ1α ∪Θ2α , (7.1)
Θ1α =
⋃
ν≥0
⋃
k∈Zn\{0},|l|≤2
l 6=e− j−e j
R
ν
kl(α1,ν ), (7.2)
Θ2α =
⋃
ν≥0
⋃
k∈Zn,± j∈Z∗
| j|≤Πν
R
ν
k(− j) j(α2,ν ), (7.3)
where
R
ν
kl(α1,ν ) = {ξ ∈ Oν : |〈k,ων (ξ )〉+ 〈l,Ω¯ν(ξ )〉|< α1,ν
〈l〉∞
〈k〉τ }, (7.4)
R
ν
k(− j) j(α2,ν ) = {ξ ∈ Oν : |〈k,ων (ξ )〉+ Ω¯ν,− j(ξ )− Ω¯ν, j(ξ )|< α2,ν
| j|
〈k〉τ }. (7.5)
Here, ων and Ω¯ν satisfy (6.2)-(6.4) (6.6) on Oν , and especially, ω0 = ω ,Ω¯0 = Ω are the frequencies
of the unperturbed system.
Lemma 7.1. If γ0 is sufficiently small and τ ≥ n+ 3, then
|Θ1α | ≤ cρn−1α, (7.6)
where ρ := diamO represents the diameter of O and c> 0 is a constant depends on n,E,M3 and m.
Proof. By (6.29) and the definition of Jν+1, we have
Bνεν ≤ α1,ν −α1,ν+1
3Jτ+1ν+1
. (7.7)
For 〈k〉 ≤ Jν+1, |l| ≤ 2, l 6= e− j− e j, by (6.25) (7.7) we obtain
|〈k,ων+1−ων〉+ 〈l,Ω¯ν+1− Ω¯ν〉| ≤ |k||ων+1−ων |+ 2〈l〉∞|Ω¯ν+1−Ων |−1
≤ 3〈k〉〈l〉∞Bνεν
≤ (α1,ν −α1,ν+1) 〈k〉〈l〉∞
Jτ+1ν+1
≤ (α1,ν −α1,ν+1) 〈l〉∞〈k〉τ (7.8)
on Oν+1, which implies R
ν+1
kl (α1,ν+1)⊂Rνkl(α1,ν). Hence
Θ1α =
⋃
ν≥0
⋃
|k|>Jν ,|l|≤2
l 6=e− j−e j
R
ν
kl(α1,ν ). (7.9)
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We only need to give the proof of the most difficult case that l has two non-zero components of
opposite sign. In this case, rewriting
R
ν
ki j(α1,ν ) = {ξ ∈ Oν : |〈k,ων (ξ )〉+ Ω¯ν,i(ξ )− Ω¯ν, j(ξ )|< α1,ν
max{|i|, | j|}
〈k〉τ }, i 6=± j. (7.10)
Now we consider a fixed Rνki j(α1,ν ) with i 6=± j.
If |k| < 9mν
10Eν
|i2− j2|, we get |〈k,ων (ξ )〉| < 9mν10 |i2− j2|. By (6.4) and α1,ν ≤ mν10 , we know
Rνki j(α1,ν ) is empty.
If |k| ≥ 9mν
10Eν
|i2− j2|, we have |k| ≥ ( 9
10
)3 m
E
(|i|+ | j|). In view of (6.6), if
inf
ξ∈Oν
|〈k,ων (ξ )〉+ Ω¯ν,i(ξ )− Ω¯ν, j(ξ )| ≥ 1
2
M3,ν max{|k|, |i|+ | j|},
then we know Rνki j(α1,ν ) is empty by noticing that α1,ν ≤ 12M3,ν ; if
inf
ξ−ζ//vkl
|∆ξ ζ (〈k,ων 〉+ Ω¯ν,i− Ω¯ν, j)|
|ξ − ζ | ≥
1
2
M3,ν max{|k|, |i|+ | j|},
then we have
|Rνki j(α1,ν)| ≤ (diamOν )n−1
4α1,ν max{|i|, | j|}
M3,ν max{|k|, |i|+ | j|}〈k〉τ ≤ 4(
10
9
)2ρn−1
α
M3〈k〉τ . (7.11)
Consequently, we have that for any |k|> Jν ,
|
⋃
i6=± j
R
ν
ki j(α1,ν)| ≤
⋃
|i|+| j|≤(10/9)3(E/m)|k|
|Rνki j(α1,ν )| ≤ c1ρn−1
α
〈k〉τ−2 , (7.12)
where c1 depends on E,m,M3. Furthermore, since τ ≥ n+ 3, we have
|
⋃
|k|>Jν ,i6=± j
R
ν
ki j(α1,ν )| ≤ c1c2ρn−1
α
1+ Jν
, (7.13)
where c2 depends only on n. The sum of the latter inequality over all ν converges, and thus we
obtain (7.6).
Lemma 7.2. If γ0 is sufficiently small and τ > n+ 1, then
|Θ2α | ≤ cρn−1α, (7.14)
where c> 0 is a constant depends on n,τ,M3.
Proof. We consider a fixed Rν
k(− j) j(α2,ν ) with | j| ≤ |Πν |. In view of (6.6), if
inf
ξ∈Oν
|〈k,ων (ξ )〉+ Ω¯ν,− j(ξ )− Ω¯ν, j(ξ )| ≥ 1
2
M3,ν max{|k|,2| j|},
then we know Rν
k(− j) j(α2,ν) is empty by noticing that α2,ν ≤ 12M3,ν ; if
inf
ξ−ζ//vkl
|∆ξ ζ (〈k,ων 〉+ Ω¯ν,− j− Ω¯ν, j)|
|ξ − ζ | ≥
1
2
M3,ν max{|k|,2| j|},
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then we have
|Rνk(− j) j(α2,ν)| ≤ (diamOν )n−1
4α2,ν | j|
M3,ν max{|k|,2| j|}〈k〉τ ≤ 2ρ
n−1 α2,ν
M3,ν〈k〉τ . (7.15)
Consequently, we have that for any k ∈ Zn,
|
⋃
| j|≤Πν
R
ν
k(− j) j(α2,ν)| ≤
⋃
| j|≤Πν
|Rνk(− j) j(α2,ν )|
≤ 2ρn−1 α2,ν
M3,ν〈k〉τ (2Πν)
= 4ρn−1
α
M3,ν2ν〈k〉τ .
Moreover, since τ > n+ 1, we have
|
⋃
k∈Zn ,± j∈Z∗
| j|≤Πν
R
ν
k(− j) j(α2,ν )| ≤ cρn−1
α
2ν
, (7.16)
where c> 0 depends on n,τ,M3. The sum of the latter inequality over all ν converges and we finally
obtain the estimate (7.14).
8 Appendix
Lemma 8.1. For σ > 0 and ν > 0, the following inequalities hold true:
∑
k∈Zn
e−2|k|σ ≤ 1
σn
(1+ e)n, (8.1)
∑
k∈Zn
e−2|k|σ |k|ν ≤ (ν
e
)ν
1
σν+n
(1+ e)n, (8.2)
sup
k∈Zn
(e−|k|σ |k|ν )≤ (ν
e
)ν
1
σν
. (8.3)
Proof. (8.1) (8.2) can be found on page 22 in [15], while (8.3) can be proved by direct calculation.
Lemma 8.2. Let u(x) be an analytic function on D(s) with finite momentum majorant norm. Then
for 0< σ < s, we have
|u|s−σ ,τ+1 ≤ (τ + 1
e
)τ+1
1
σ τ+1
|u|s,a,0. (8.4)
Proof. By the definition of | · |s,τ+1 and | · |s,a,0, we otain
|u|s−σ ,τ+1 = ∑
k∈Zn
|uˆk|e|k|(s−σ)|k|τ+1
≤ sup
k∈Zn
(e−|k|σ |k|τ+1) ∑
k∈Zn
|uˆk|e|k|s
≤ (τ + 1
e
)τ+1
1
σ τ+1 ∑
k∈Zn
|uˆk|e|k|s (8.5)
≤ (τ + 1
e
)τ+1
1
σ τ+1 ∑
k∈Zn
|uˆk|e|k|sea|∑nb=1 kb jb|
= (
τ + 1
e
)τ+1
1
σ τ+1
|u|s,a,0,
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where in (8.5) we use (8.3).
Lemma 8.3. Let R = (Ri j)i, j∈Z∗ be a matrix depending on x ∈ D(s) such that the correspond-
ing Hamiltonian vector field X〈Rz,z¯〉 has finite momentum majorant norm on D(s,r). Suppose F =
(Fi j)i, j∈Z∗ is another matrix depending on x whose elements satisfy
∑
k∈Zn
|Fˆi jk|e|k|(s−σ)ea|pi(k,i− j)| ≤ 1
max{|i|, | j|} ∑
k∈Zn
|Rˆi jk|e|k|sea|pi(k,i− j)| (8.6)
for 0< σ <min{1,s/2}. Then for p≥ 0, a ≥ 0, we have
||X〈Fz,z¯〉||s−2σ ,r,p,a ≤
3
σ
||X〈Rz,z¯〉||s,r,p−1,a. (8.7)
Proof. By (2.18), we obtain
X〈Fz,z¯〉 = (0,−(σ jb∂xb〈Fz, z¯〉)1≤b≤n,−i(σ j∂z¯ j 〈Fz, z¯〉) j∈Z∗ , i(σ j∂z j 〈Fz, z¯〉) j∈Z∗)T (8.8)
and X〈Rz,z¯〉 is defined similarly. In view of 〈Fz, z¯〉= ∑ i, j∈Z∗
k∈Zn
Fˆi jke
ik·xziz¯ j , we have
−(σ jb∂xb〈Fz, z¯〉)1≤b≤n = ( ∑
i, j∈Z∗
k∈Zn
−iσ jbkbFˆi jkeik·xzi z¯ j)1≤b≤n,
−i(σ j∂z¯ j 〈Fz, z¯〉) j∈Z∗ = ( ∑
i∈Z∗
k∈Zn
−iσ jFˆi jkeik·xzi) j∈Z∗ ,
i(σ j∂z j 〈Fz, z¯〉) j∈Z∗ = ( ∑
i∈Z∗
k∈Zn
iσ jFˆjike
ik·xz¯i) j∈Z∗ .
The first ingredient of ||X〈Fz,z¯〉||s−2σ ,r,p,a is zero, and the second ingredient can be controlled by the
third ingredient (or the fourth ingredient):
sup
(y,z,z¯)∈D(r)
1
r2
|( ∑
i, j∈Z∗
k∈Zn
|− iσ jbkbFˆi jk|ea|pi(k,i− j)|e|k|(s−2σ)|zi||z¯ j|)1≤b≤n|1
= sup
(y,z,z¯)∈D(r)
1
r2
∑
i, j∈Z∗
k∈Zn
|k||Fˆi jk|ea|pi(k,i− j)|e|k|(s−2σ)|zi||z¯ j |
≤ sup
k∈Zn
|k|e−|k|σ · sup
(y,z,z¯)∈D(r)
1
r2
∑
i, j∈Z∗
(
∑
k∈Zn
|Fˆi jk|ea|pi(k,i− j)|e|k|(s−σ)
)|zi||z¯ j|
≤ 1
eσ
sup
(y,z,z¯)∈D(r)
1
r2
〈( ∑
i∈Z∗
k∈Zn
|Fˆi jk|ea|pi(k,i− j)|e|k|(s−σ)|zi|) j∈Z∗ , |z¯|〉
≤ 1
eσ
sup
(y,z,z¯)∈D(r)
1
r2
||( ∑
i∈Z∗
k∈Zn
|Fˆi jk|ea|pi(k,i− j)|e|k|(s−σ)|zi|) j∈Z∗ ||−a,−p||z¯|||a,p
≤ 1
eσ
sup
(y,z,z¯)∈D(r)
1
r
||( ∑
i∈Z∗
k∈Zn
|− iσ jFˆi jk|ea|pi(k,i− j)|e|k|(s−σ)|zi|) j∈Z∗ ||a,p. (8.9)
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Moreover, the estimates for the third and fourth ingredients of ||X〈Fz,z¯〉||s−2σ ,r,p,a are parallel. Thus
there only remains the estimate for the third ingredient:
sup
(y,z,z¯)∈D(r)
1
r
||( ∑
i∈Z∗
k∈Zn
|− iσ jFˆi jk|ea|pi(k,i− j)|e|k|(s−σ)|zi|) j∈Z∗ ||a,p
≤ sup
(y,z,z¯)∈D(r)
1
r
||( 1| j| ∑i∈Z∗
k∈Zn
|Rˆi jk|ea|pi(k,i− j)|e|k|s|zi|) j∈Z∗ ||a,p
= sup
(y,z,z¯)∈D(r)
1
r
||( ∑
i∈Z∗
k∈Zn
|− iσ jRˆi jk|ea|pi(k,i− j)|e|k|s|zi|) j∈Z∗ ||a,p−1. (8.10)
In view of (8.9) and (8.10), we get
||X〈Fz,z¯〉||s−2σ ,r,p,a ≤ (
2
σ
+ 1)||X〈Rz,z¯〉||s,r,p−1,a, (8.11)
and thus (8.7).
By (2.14), if X : D(s,r)→ Pa,q with ||X ||s,r,q,a < +∞, then X is analytic, namely the Frechet
differential D(s,r) ∋ v 7→ dX(v) ∈ L (D(s,r),Pa,q) is continuous. The commutator of two vector
fields X :D(s,r)→Pa,q,Y :D(s,r)→Pa,p is
[X ,Y ](v) := dX(v)[Y (v)]− dY (v)[X(v)], ∀ v ∈ D(s,r). (8.12)
The next lemma is the estimate for the momentum majorant norm of the commutator of two vector
fields. It is Proposition 2.1 in [8] with small modification, that is, the definition space and target
space of one vector field are different.
Lemma 8.4. Let X : D(s,r)→Pa,q and Y : D(s,r)→Pa,p with ||X ||s,r,q,a, ||Y ||s,r,p,a < +∞. Then
for s/2≤ s′ < s and r/2≤ r′ < r,
||[X ,Y ]||s′,r′,q,a ≤ 22n+3max{
s
s− s′ ,
r
r− r′ }||X ||s,r,q,a||Y ||s,r,p,a. (8.13)
Proof. For a = 0, the proof is parallel to that of Lemma 2.15 in [7], in which the following Cauchy
estimate (Lemma 2.14 in [7]) is essential
sup
v∈D(s′,r′)
||dW (v)||L ((Pa,p,||·||s,r,p),(Pa,p,||·||s′ ,r′ ,p)) ≤ 4max{
s
s− s′ ,
r
r− r′ }||W ||s,r,p;D(s,r), (8.14)
where W : D(s,r) → Pa,p with ||W ||s,r,p,0 < +∞. Note that X : D(s,r) → Pa,q. The difference
between X andW lies in that the definition space and target space are different. However, parallelly
to the proof of (8.14), we can also get the Cauchy estimate
sup
v∈D(s′,r′)
||dX(v)||L ((Pa,p,||·||s,r,p),(Pa,q,||·||s′ ,r′ ,q)) ≤ 4max{
s
s− s′ ,
r
r− r′ }||X ||s,r,q;D(s,r). (8.15)
Therefore, following the proof of Lemma 2.15 in [7] and using (8.15), we get
||[X ,Y ]||s′,r′,q,0 ≤ 22n+3max{
s
s− s′ ,
r
r− r′ }||X ||s,r,q,0||Y ||s,r,p,0. (8.16)
For a > 0, the proof follows the idea of Proposition 2.1 in [8]. Write X = ∑h∈ZXh, where Xh is
the sum of the monomials with pi(X) = h. Similarly, write Y = ∑h∈ZYh, and thus
[X ,Y ] = ∑
h1,h2∈Z
[Xh1 ,Yh2 ].
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It is easy to see that
pi([Xh1 ,Yh2 ]) = h1+ h2 = pi(Xh1)+pi(Yh2). (8.17)
By (8.16) and (8.17), the estimate
||[Xh1 ,Yh2 ]||s′,r′,q,a = ea(h1+h2)||[Xh1 ,Yh2 ]||s′,r′ ,q,0
≤ 22n+3max{ s
s− s′ ,
r
r− r′ }e
a(h1+h2)||Xh1 ||s,r,q,0||Yh2 ||s,r,p,0
= 22n+3max{ s
s− s′ ,
r
r− r′ }||Xh1 ||s,r,q,a||Yh2 ||s,r,p,a (8.18)
holds true. Finally, (8.13) for a > 0 is obtained by summing h1 and h2.
The following lemma is the estimate for the momentum majorant norm of the transformed
Hamiltonian vector field. It is Lemma 2.17 in [7] with small modification, that is, the definition
space and target space of the Hamiltonian vector field XH are different.
Lemma 8.5. Let r/2≤ r′ < r,s/2≤ s′ < s and F with
22n+5emax{ s
s− s′ ,
r
r− r′ }||XF ||s,r,p,a < 1. (8.19)
Then the time 1-Hamiltonian flow Φ1F : D(s
′,r′)→ D(s,r) is well defined, analytic, symplectic, and
∀ H with ||XH ||s,r,q,a <+∞, we have
||XH◦Φ1F ||s′,r′,q,a ≤
||XH ||s,r,q,a
1− 22n+5emax{ s
s−s′ ,
r
r−r′ }||XF ||s,r,p,a
. (8.20)
Proof. With the help of Lemma 8.4 which deal with the case that the definition space and target
space of one vector field are different, the proof is parallel to Lemma 2.17 in [7]. Thus, we omit the
details here.
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