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We study transport and shock dynamics in one-dimensional helical edge liquids. Using chiral
hydrodynamics, we focus on an unusual one-particle umklapp (1PU) scattering mechanism enabled
by Rashba spin-orbit coupling. We show that an intense electric pulse applied to the edge creates
counterpropagating charge packets. These develop shock fronts due to the 1PU mechanism, which
converts right-movers at the hot leading edge of a right-moving packet into left-movers that cool
the ambient background. We also compute thermoelectric transport coefficients, demonstrating the
crossover between ballistic and hydrodynamic behavior.
In recent decades, a near complete understanding of
equilibrium physics in one-dimensional (1D) quantum
systems has emerged [1–3]. Despite being composed of an
infinite number of degrees of freedom, only a finite num-
ber of effective dynamical variables or local operators are
often required to characterize equilibrium correlations in
1D. Strong driving out of equilibrium, as may be accom-
plished via a global quantum quench [4], can however
excite an extensive number of variables. Owing to the
special constraints of one-dimensionality, the “solvable”
interactions that govern equilibrium physics are typically
too kinematically constrained to relax such a system. In
the subsequent return towards equilibrium, the most im-
portant dissipative effects are often induced by irrelevant
operators, which mediate momentum- and energy-mixing
inelastic carrier-carrier collisions.
Fully quantum dynamics relaxed through irrelevant in-
teractions are difficult (in fact, often impossible) to de-
scribe with otherwise powerful tools such as quantum
field theory [5]. A semiclassical alternative is hydrody-
namics [6], which posits that rapid inelastic scattering
scrambles quantum coherence, producing local equilib-
rium. At long times, only (nearly-) conserved hydrody-
namic modes survive.
The dynamics of equilibration are of particular inter-
est in topological edge or surface states, since these are
well-understood to be “topologically protected” against
interaction and disorder effects in equilibrium [7, 8]. This
motivates us to study the semiclassical hydrodynamics of
such systems, both as a probe of potential experiments
but also to measure the consequences of topology, if any,
when quantum coherence is “scrambled.”
In this Letter, we apply hydrodynamics to study ther-
moelectric transport and quench dynamics in 1D helical
liquids. Helical liquids can arise as edge states of two-
dimensional (2D) Z2 topological insulators (TIs) [9–12],
hinge states of higher-order topological phases [13], in
graphene under a strong magnetic fields [14–16], and in
quantum wires [17–21].
Although helical edge states have been reported in 2D
TIs [12, 22–27], the absence of ballistic conduction over
large distances (compared to quantum Hall edge states)
remains a puzzle [28–30]. Possible explanations include
Kondo impurity scattering [31], inelastic scattering due
to electron-hole puddles [32, 33], or interaction-mediated
Anderson localization [34–39]. An interesting alterna-
tive invokes the breaking of axial spin symmetry due
to Rashba spin-orbit coupling (RSOC) [40–43]. RSOC
enables an unusual, one-particle umklapp (1PU) inelas-
tic collision process [see Fig. 1(b)], mediated by always-
irrelevant interactions, which would be disallowed in a
time-reversal invariant, non-topological spinless wire [43].
In this Letter, we use chiral hydrodynamics to ex-
plore relaxational physics due to 1PU scattering in helical
edges. We warm up with a calculation of the crossover
between ballistic and hydrodynamic linear response in
thermoelectric transport coefficients [44, 45]. We then
turn to the dynamics of shock formation that can be in-
duced by the application of a strong electric field pulse
to an isolated TI edge. We show that the 1PU shocks
are intrinsically different from those arising due to band
curvature in ordinary quantum wires [46]: here, a den-
sity shock forms at the hot leading edge of a right-moving
charge packet, where right-movers are steadily converted
to left-movers. The latter are emitted strictly at zero
energy, effectively cooling the ambient left-moving liq-
uid. The 1PU-mediated shock mechanism works at any
nonzero temperature for doping close to the edge Dirac
point, and could be realized experimentally via the ap-
plication of an intense THz pulse along one segment of a
closed helical edge loop.
Chiral Hydrodynamics.—A 1D system of spinless or he-
lical electrons can be described by the quantum kinetic
equations,
∂tfR,L ± vF∂xfR,L + eE∂kfR,L = IR,L [fR, fL] . (1)
Here fR,L (x, k) denotes the distribution functions of
right- and left-moving electrons, eE is the electric force
(e < 0), and IR,L are the collision integrals obtained
from the Keldysh formalism [47]. Inelastic scattering me-
diated by irrelevant interactions can be encoded in IR,L.
Marginal Luttinger liquid interactions can be eliminated
before deriving the kinetic equations, by bosonizing and
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2refermionizing in terms of new fermion fields carrying
fractional electric charge [48]; the price paid is induced
nonlocality in IR,L.
Subtracting the zero-temperature filled Fermi seas be-
low the helical edge Dirac point (defined to occur at
k = 0) with f˜R,L ≡ fR,L − θ (∓k), where θ(k) denotes
the unit step function, Eq. (1) becomes
(∂t ± vF∂x + eE∂k) f˜R,L ∓ eE δ (k) = IR,L [fR, fL] . (2)
Integrating these in momentum gives the chiral hydrody-
namic equations
∂tnR,L ± vF∂xnR,L = ± eE/(2pi)± I , (3)
∂tPR,L ± vF∂xPR,L = eE nR,L + FR,Lin . (4)
Here nR,L and PR,L respectively denote the particle and
momentum densities of right- and left-moving fermions
(relative to the subtracted background). The source
terms IR,L =
1
2pi
∫∞
−∞ dk IR,L ≡ ±I and FR,Lin ≡
1
2pi
∫∞
−∞ dk k IR,L respectively describe the imbalance re-
laxation between right- and left-moving fermions and the
friction forces. The ±eE/2pi term in Eq. (3) is the chiral
anomaly [49–51] (in units such that ~ = 1).
With RSOC, the locked spin orientation of the helical
carriers twists with increasing momentum [40], so that
the density operator develops a backscattering compo-
nent [52]. As a result, screened Coulomb interactions
induce a new one-particle umklapp (1PU) interaction be-
tween helical electrons. The full Hamiltonian for the he-
lical edge reads H = H0 +H1PU +Hdis, where
H0 = − ivF
∫
dx
(
R†∂xR− L†∂xL
)
, (5)
H1PU =W
∫
dx
[
R†RL†(−i∂x)R
+L†LR†(−i∂x)L+ H.c.
]
, (6)
Hdis =
∫
dxV (x)
(
R†R+ L†L
)
. (7)
Here H0 describes right-(R) and left-(L) moving free heli-
cal electrons, andH1PU is the 1PU interaction induced by
Coulomb repulsion and RSOC. The coupling W carries
units of squared-length/time; this is the least irrelevant
operator that can relax a density imbalance. We also
incorporate smooth (forward-scattering) potential disor-
der V (x), where V (x)V (x′) = 12v
2
F∆ δ(x− x′). Here the
overline denotes a disorder average, and ∆ is the disorder
variance, which carries dimensions of inverse length.
With local equilibrium in helical edge states, the dis-
tribution of particles obey the Fermi-Dirac distribution
f(ε, T ) = 1/(eε˜/kBT + 1). (8)
Here ε˜ ≡ vF k − µR (ε˜ ≡ −vF k − µL) for right- (left-)
movers, with µR,L the chemical potentials. The right-
and left-moving electrons can also take different tem-
peratures. For massless relativistic 1D carriers, the hy-
drodynamic distribution function is fully parameterized
by spatially-dependent temperatures and chemical po-
tentials, in contrast to the usual case with nonlinear dis-
persion, where the hydrodynamic (boost) velocity must
also be introduced [53, 54]. An interesting feature of the
1PU interaction is that its friction forces FR,Lin [Eq. (4)]
both vanish in the clean limit: the right- and left-mover
momenta are separately conserved, a property shared
by the more conventional two-particle umklapp (sine-
Gordon [1]) interaction.
Linear Response.—We consider a setup wherein a heli-
cal edge is connected to electrically and/or thermally con-
ducting leads. The leads also serve as a thermal reservoir
and equilibrate the fermions. The right-movers originate
from the left lead, held at temperature T1 and electro-
chemical potential µ¯1. Similarly, at the right end of the
helical edge, the injected left movers have temperature
T2 and electrochemical potential µ¯2. Here µ¯ ≡ µ+ eφ(x)
with φ the voltage; the electrochemical potential is con-
tinuous between the leads and along the edge.
In electric transport, the two leads are held at the same
temperature T1,2 = T ; in steady-state, Eq. (3) reduces to
∂xµ¯R = ∂xµ¯L = 2piI. (9)
Here we have used the thermodynamic relation µR,L =
2pivFnR,L, and I denotes the 1PU imbalance force; an
explicit expression appears below in Eq. (20). In the
linear response regime we obtain the conductance [55]
G = (e2/h) (1 + l/lel)
−1
, (10)
with l the length of the helical edge and lel the electric
transport scattering length. In the clean limit, we find
lcel =
96piv5F kBT cosh
2 [µ/(2kBT )]
W 2 (µ2 + pi2k2BT
2) (µ2 + 9pi2k2BT
2)
. (11)
On the other hand, the scattering length of electric trans-
port in the dirty limit [56] is given by
ldel =
(
15∆v6F
)
/
(
8pi2W 2k4BT
4
)
, (12)
valid for kBT  vF∆. When the size of sample l  lel,
the transport is nearly ballistic. Ohmic conduction is
recovered in the opposite limit l  lel, where the results
agree with previous work [42, 43].
In a thermal conductivity measurement, the two leads
are held at the same electrochemical potential, but dif-
ferent temperatures, and no electric current is allowed to
flow. Solving the relation between the thermal current
and the temperature difference between the two leads,
we obtain the thermal conductance [55]
K =
[
pi2k2BT/(3h)
]
(1 + l/lth)
−1
, (13)
where lth is the scattering length for thermal transport.
In the clean limit lcth = (pi
2/3) (kBT/µ)
2
lcel, while in the
dirty limit ldth = (7/15)l
d
el.
3The Wiedemann-Franz is recovered for l  lel,th,
where K/(GT ) = (pi2/3) (kB/e)
2 ≡ L is the Lorenz num-
ber. However, the Wiedemann-Franz law is violated for
longer devices, since electric and thermal transport are
associated to different scattering lengths. For long edges
l lel,th, we have
Kclean
GcleanT
=
pi2k2BT
2
3µ2
L ,
Kdirty
GdirtyT
=
7
15
L . (14)
For a clean helical liquid, the thermal conductance K is
proportional to GT 3 rather than GT . In the dirty limit,
K is proportional to GT , but with the ratio (7/15)L.
In a thermoelectric power measurement, a voltage is
generated by the temperature difference applied across
the two leads when no electric current flows in the sample.
In the clean limit, we find the Seebeck coefficient [55]
S = −∆V/∆T = (s/ρ) (1 + lcth/l)−1 . (15)
Here s/ρ = (pi2k2BT )/(3eµ) is the ratio of the equilibrium
entropy density s to the charge density ρ = e(nR + nL).
The Seebeck coefficient goes to zero as l/lcth in the short
device l → 0 limit. On the other hand, the Seebeck
coefficient always vanishes in the dirty limit [55].
Shock Wave.—Consider a helical edge realized at the
boundary of a rectangular sample. An ultrashort THz
laser pulse can direct a transient electric field along one
edge of the sample, see Fig. 1(a). Due to the chiral
anomaly [Eq. (3)], a half-cycle pulse will coherently con-
vert a swath of left-movers into right-movers, creating
equal and opposite left- and right-moving density bumps.
If the pulse duration is shorter than the inelastic relax-
ation time, the imbalance force I can be neglected during
this transfer process, which is isothermal in this case. Af-
ter the cessation of the field and assuming weak enough
inelastic scattering for the left- and right-moving bumps
to separate, the subsequent evolution is determined by
the clean hydrodynamic equations with E = 0. We as-
sume that the system is disorder-free so that FR,Lin = 0
in Eq. (4), with an initial (pre-pulse) equilibrium state
doped to the Dirac point (nR = nL = 0), at low but
nonzero temperature TR = TL = T0.
We will focus on the effects of inelastic scattering for
the right propagation of the excess right-mover density
nR(t, x) induced by the field. Shortly after the splitting
with the left-moving density deficit, we assume that the
right-moving excess has the initial shape
n(0)R (x) = n0 exp
[
− (x/ξ)2
]
. (16)
The total excess N =
√
pin0ξ is set by the product of the
peak laser pulse amplitude and duration. The width ξ of
the initial bump is determined by the length of the edge
segment excited by the pulse.
In what follows, we set vF = kB = 1. The 1PU scatter-
ing process can transfer the momenta of two initial right-
Figure 1. (a): A short laser pulse is applied along one seg-
ment of a helical edge, inducing equal and opposite density
bumps for right- and left-moving electrons. (b): A 1PU scat-
tering process: the momenta of two initial right-movers is
transferred to a single right-mover, while a left-mover is emit-
ted at zero momentum (the Dirac point, dashed line). (c):
Schematic momentum distribution for left- and right-movers
in the initial state of the single right-moving bump. The
chemical potential is enhanced for the right-movers, but the
temperature is uniform. (d): Momentum distribution after
one scattering process. Some right-movers are scattered to
left-movers, heating up (cooling down) the former (latter).
moving electrons to a single right-mover, whilst simul-
taneously emitting a left-mover at the Dirac point with
zero momentum, see Fig. 1(b). For the right propagation
of the right-mover excess density nR(t, x), it means that
right-movers are effectively heated while left-movers are
effectively cooled. In particular, since PR,L are separately
conserved, we have
PR,L = pi
{
T 20 /12 +
[
n(0)R,L(x∓)
]2}
, (17)
using the equilibrium expression for PR,L in terms of TR,L
and nR,L [55]. Assuming local equilibration, the same re-
lation can be used to write TR,L in terms of the densities
and momenta, leading to
TR,L =
√
T 20 + 12
{[
n(0)R,L(x∓)
]2
− [nR,L(t, x)]2
}
. (18)
In Eqs. (17) and (18), n(0)L = 0. Here we have introduced
lightcone coordinates x± = x± t and ∂± = ± 12 (∂t ± ∂x).
The density dynamics are determined by [Eq. (3)]
2 ∂±nR,L (x+, x−) = I(nR, nL, TR, TL), (19)
where for the 1PU mechanism [55]
I =
pi2W 2
96
(
f0L − f0R
)[ (4n2R + T 2R) (4n2R + 9T 2R)
+
(
4n2L + T
2
L
) (
4n2L + 9T
2
L
)]. (20)
In this equation, f0R,L ≡
[
e−2pinR,L/TR,L + 1
]−1
.
In a similar setup for (e.g.) a spinless wire with 2-
particle umklapp (2PU) scattering [1], Eqs. (17)–(19)
4Figure 2. Shock dynamics due to 1PU scattering for a right-
propagating density packet. Here we set vF = kB = 1. The
initial packet [Eq. (16)] has n0 = 1 (which sets units for
inverse length and energy) and ξ = 1, the initial tempera-
ture T0 = 0.01, and the interaction coupling W = 2. (a):
Right-mover density nR (red curve) and temperature TR (blue
curve) at time t = 2. The dashed curve is the initial packet
under a pure shift. (b): Right- (red) and left-mover (blue)
density at t = 2. Note the small amplitude of the converted
left-density, which is close to its maximum value allowed by
cooling nL = T0/
√
12 = 0.0029 (see text). (c): Right-mover
density and temperature at t = 30. The conversion to left-
movers at the hot leading edge produces a density shock. (d):
Right- and left-mover densities at t = 30. The nL amplitude
is unchanged from (b). (e) The distribution function imbal-
ance f0L−f0R at t = 30. f0R ∼ 1 from the start, since n0  T0.
After an initial transient, the left-movers are cooled such that
f0L−f0R is reduced to an exponentially small value in the bulk
of the packet, leading to negligible imbalance force I there.
(f): log
∣∣f0L − f0R∣∣ at t = 30. (g): nR (red) and I (blue) at
t = 30. (h): The slope of the right mover density at the shock
wave front min (n′R) versus t.
would also apply. A crucial difference, however, arises
in the expression for I in Eq. (20). Since the 1PU pro-
cess upconverts the momenta of excess right-movers while
emitting left-movers only at zero momentum, this can
work at arbitrarily low but nonzero temperature for a
system doped to the edge Dirac point. We assume the
far-from-equilibrium limit where the initial excess right-
density n0  T0. In 2PU scattering, two right-movers
are converted to two left-movers with equal and opposite
momenta. At low temperature for a system nominally
doped to the Dirac point, such processes would be expo-
nentially suppressed by Pauli-blocking of the left-movers.
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Figure 3. Timescales for the dynamics, defined via Eq. (21).
(a): tdecay ' 1/T0 at low temperature. The dashed line is the
bound [Eq. (22)]. (b): tdecay ∼W−2 for weak interactions, but
saturates forW ≥ 0.1. (c): tslope ∼ T−0.86 at low temperature.
(d): tslope decreases with smaller slope as W increases, but
does not saturate at strong interaction. Here n0 = 1 and
ξ = 1 in all the plots, and W = 1.0 in (a) and (c), whilst
T0 = 0.01 in (b) and (d).
To determine the evolution of the density, we numer-
ically integrate Eq. (19), using Eqs. (18) and (20). We
work with a periodic system of length L, and solve the
resulting coupled equations for the momentum modes
nR,L(t, k) [55]. Key features of the dynamics are ex-
plained below; additional insight obtains from approx-
imate analytical calculations detailed in Ref. [55].
For n0  T0, the right-moving pulse retains its initial
shape [Eq. (16)], except for the formation of a shock wave
front, shown in Figs. 2(a,c,g). This can be understood
as follows. Initially I in Eq. (20) is large and negative
throughout the pulse. Immediately this induces the con-
version of right- to left-movers, heating the former and
cooling the latter [Eq. (18)]; only this initial transient is
captured by perturbation theory [55]. The amplitude of
the emitted left-movers is limited by this cooling process,
since nL = T0/
√
12 would correspond to cooling to abso-
lute zero. For n0  T0, independent of W this leads to a
“quasi-equilibration” throughout the bulk of the packet,
wherein f0L → f0R . 1 suppresses the imbalance force I,
see Figs. 2(e,f). In order to sustain this balance, how-
ever, left-movers must be continuously converted from
the leading (right) edge of the packet, and this produces
the density shock. The shock front is characterized by
a spike in TR resulting from rapid heating, as shown in
Figs. 2(a,c). The imbalance force I is non-negligible only
at the shock front [Fig. 2(g)], where f0L− f0R is small but
nonzero and TR peaks, and at the small kink in front of
that, where f0L − f0R reaches a minimum negative value
and TR and nR are not too small. The imbalance is pos-
itive but very small in the tail of emitted left-movers.
The negative slope of the right mover density at the
shock front decreases approximately linear in time t, as
5shown in Fig. 2(h). Different from the shock wave devel-
oped in the inviscid Burgers’ equation due to the nonlin-
ear spectrum [6, 46], the shock front here arises entirely
due to the 1PU scattering between particles and only
reaches infinite slope at infinite time.
To characterize the dynamics, we define the decay time
tdecay and the slope time tslope via
∆NR(t)/N =α t/tdecay, (21a)
minn′R(t) ' − (n0/ξ) (1 + t/tslope) , (21b)
where N (NR) is the initial (evolving) total right-excess
and we set α = 0.05 in numerics. The behavior of tdecay
and tslope are well-defined, since NR(t) and min [n
′
R(t)]
both exhibit linear dependence on time t (after the initial
transient quasi-equilibration behind the front).
As is shown in Fig. 3(b), tdecay is proportional to W
−2
for weak interactions, but saturates to a fixed value for
W & 0.1. (Here we set n0 = 1 to fix units.) If we assume
that the emitted left-movers are cooled to absolute zero
with amplitude nL = T0/
√
12 [see Eq. (18)], then tdecay
asymptotes to
tdecay =
√
3αN/T0, (22)
valid in the long-time limit. This bound is nearly sat-
urated for small T0  n0 or W  1/n0, as shown
in Figs. 3(a,b). By contrast tslope ∼ T−0.860 , and does
not saturate at strong interactions. Therefore, the shock
front can form faster and faster for stronger interactions.
Conclusion.—The shock dynamics predicted here
could be realized in a “quantum quench” experiment,
applying an ultrashort electric field pulse along one seg-
ment of a helical edge. An extremely interesting question
is whether quantum effects modify the semiclassical pre-
dictions articulated here.
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I. HYDRODYNAMIC EQUATIONS
The helical edge liquid with potential disorder and one-particle umklapp (1PU) scattering defined by Eqs. (5)–(7)
in the main text is described by the following real-time action,
S =
∫
t,x
{
R¯ [i∂t + ivF∂x − V (x)]R+ L¯ [i∂t − ivF∂x − V (x)]L
}−W ∫
t,x
[
R¯RL¯ (−i∂xR) + L¯LR¯ (−i∂xL) + H.c.
]
. (I.1)
Here V (x) denotes a short-range-correlated disorder potential with the Gaussian distribution,
V (x)V (x′) = λ2δ (x− x′) , (I.2)
where the overline denotes an average over disorder configurations. We perform the axial gauge transformation,
R(x)→ e− ivF
∫ x dx′ V (x′)
R, L(x)→ e ivF
∫ x dx′ V (x′)
L, (I.3)
leading to
S →
∫
t,x
[
R¯ (i∂t + ivF∂x)R+ L¯ (i∂t − ivF∂x)L
]
−W
∫
t,x
[
e
− 2ivF
∫ x dx′ V (x′)
R¯RL¯ (−i∂xR) + e
2i
vF
∫ x dx′ V (x′)
L¯LR¯ (−i∂x)L+ H.c.
]
. (I.4)
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2Figure I.1. Non-equilibrium self-energies contributing to the collision integrals IR,L in Eq. (I.5). The fermion internal lines
are propagators for right- or left-moving fermions. These lines also carry Keldysh labels.
We ignore purely marginal Luttinger-liquid (current-current) interactions. In principle, these can be dealt with
by bosonizing and subsequently refermionizing the system in terms of new fermion fields [1]. When the latter are
used to rewrite the action, the current-current interaction disappears, but the electric charge and Fermi velocity
are renormalized. The price paid is that the 1PU interactions, whilst still irrelevant, take on a nonlocal character
involving “string operators” [2]. Since the new quasiparticles are otherwise noninteracting, one can still calculate a
Fermi’s golden rule rate for scattering, but we will not do this here.
In the quasi-particle approximation, we can use the Keldysh version of Eq. (I.1) to derive the following quantum
kinetic equations for right- and left-moving electrons [3],
∂tfR + vF∂xfR + F∂kfR = IR [f ] , (I.5a)
∂tfL − vF∂xfL + F∂kfL = IL [f ] . (I.5b)
Here F = eE is the electromagnetic force and e = − |e|. The collision integrals IR,L can be obtained from the self-
energies contributed by terms associated to the Feynman diagrams shown in Fig. I. Each diagram represents multiple
scattering processes, as the fermion internal lines carry species labels for chirality (right-, left-moving electrons) and
Keldysh (retarded and advanced) sectors. Averaging over the Gaussian disorder potential, we recover the translational
symmetry and obtain the following collision integral for the right-movers,
IR (k) =W 2
∫
k1,k3
(k − k1)2 2∆
k23 + ∆
2
{
[1− fR (k)] [1− fR (k1)] fR (k + k1 + k3) fL (k3)
−fR (k) fR (k1) [1− fR (k + k1 + k3)] [1− fL (k3)]
}
−W 2
∫
k1,k3
k1 (k − 2k1 − k3) 2∆
k23 + ∆
2
{
[1− fR (k)] [1− fL (k3)] fR (k1) fR (k − k1 − k3)
−fR (k) fL (k3) [1− fR (k1)] [1− fR (k − k1 − k3)]
}
−W 2
∫
k1,k3
k3 (k1 − k3) 2∆
k2 + ∆2
{
[1− fR (k)] [1− fL (k + k1 + k3)] fL (k1) fL (k3)
−fR (k) fL (k + k1 + k3) [1− fL (k1)] [1− fL (k3)]
}
. (I.6)
In this equation,
∫
k1,k3
≡ ∫∞−∞(dk1/2pi) ∫∞−∞(dk3/2pi), and we have introduced the disorder variance ∆ ≡ 2λ2/v2F .
The collision integral for the left-movers can be obtained by the exchange of fR and fL,
IL (k) =IR [fR ↔ fL] . (I.7)
A. Clean Limit
In the clean limit ∆ → 0, the momentum is conserved in each collision and Eq. (I.6) is simplified by replacing
2∆/(k2 + ∆2)→ 2piδ (k). Then we have
IR (k) =W 2
∫
k1
(k − k1)2
{
[1− fR (k)] [1− fR (k1)] fR (k + k1) fL (0)
−fR (k) fR (k1) [1− fR (k + k1)] [1− fL (0)]
}
−W 2
∫
k1
k1 (k − 2k1)
{
[1− fR (k)] [1− fL (0)] fR (k1) fR (k − k1)
−fR (k) fL (0) [1− fR (k1)] [1− fR (k − k1)]
}
− 2piδ (k)W 2
∫
k1,k3
k3 (k1 − k3)
{
[1− fR (0)] [1− fL (k1 + k3)] fL (k1) fL (k3)
−fR (0) fL (k1 + k3) [1− fL (k1)] [1− fL (k3)]
}
. (I.8)
3The 1PU scattering processes involve three particles of one chirality and another particle of the opposite chirality. In
the clean limit, the latter always resides exactly at the Dirac point. This is the kinematics depicted in Fig. 1(b) of
the main text. As a result, the scattering is strongly suppressed when the chemical potential is tuned away from the
edge Dirac point at low temperature.
Integrating the background-subtracted kinetic equation (2) in the main text over momentum, we obtain the conti-
nuity equations for particle number,
∂tnR + vF∂xnR =
eE
2pi
+ I , (I.9a)
∂tnL − vF∂xnL = −eE
2pi
− I . (I.9b)
The background-subtracted densities are defined via
nR =
∫
k
[fR (k)− θ (−k)] = µR
2pivF
, nL =
∫
k
[fL (k)− θ (k)] = µL
2pivF
. (I.10)
Here θ(k) denotes the Heaviside unit step function. In Eq. (I.10), we assume local equilibrium (ideal hydrodynamics
[4]), so that fR,L(k) ≡ f(ε˜R,L, TR,L), where f is the Fermi-Dirac distribution [Eq. (8)] and ε˜R,L = ±vF k− µR,L. The
imbalance force from 1-particle umklapp interaction is given by
I ≡
∫
k
IR (k) = −
∫
k
IL (k)
=
pi2W 2
96v5F
(
f0L − f0R
){ [4(vFnR)2 + (kBTR)2] [4(vFnR)2 + 9(kBTR)2]
+
[
4(vFnL)
2 + (kBTL)
2
] [
4(vFnL)
2 + 9(kBTL)
2
]} , (I.11)
where f0R,L ≡
[
e−2pivFnR,L/(kBTR,L) + 1
]−1
. Setting vF = kB = 1 recovers Eq. (20) of the main text.
Multiplying the kinetic equation by k and integrating over it, we derive the continuity equations for momentum
∂tPR + vF∂xPR = eE nR, (I.12a)
∂tPL − vF∂xPL = eE nL. (I.12b)
Here
PR =
∫
k
k [fR (k)− θ (−k)] = pik
2
BT
2
R
12v2F
+ pin2R, PL =
∫
k
k [fL (k)− θ (k)] = −pik
2
BT
2
L
12v2F
− pin2L. (I.13)
The friction forces FR,Lin =
∫
k
k IR,L (k) = 0, since the 1PU collisions separately conserve the momentum of right- and
left-moving electrons. Hence in clean limit, the dissipation of the electric current does not come from the friction force
on the electrons, but from the imbalance force I [Eq. (I.9)]. This is a general conclusion for relativistic fermions even
if the friction force is nonzero. The friction force can dissipate the momentum of the particles, but cannot change the
velocity and thus the current of the particles.
B. Dirty Limit
When there is disorder, the friction force does not vanish and we have the continuity equations,
∂tnR + vF∂xnR =
eE
2pi
+ I, ∂tnL − vF∂xnL = −eE
2pi
− I, (I.14a)
∂tPR + vF∂xPR = eE nR + F
R
in, ∂tPL − vF∂xPL = eEnL + FLin. (I.14b)
In the dirty limit, when the temperature is much lower than the characteristic disorder strength, T  Tdis ≡
vF∆/kB , we can approximate the Lorentzians in Eq. (I.6) as
2∆
∆2 + k2
∼ 2
∆
. (I.15)
4Then we have the imbalance and friction forces,
I = − pi
2W 2
360∆v5F
[(
71T 4R + 50T
2
RT
2
L + 71T
4
L
)
k4B (nR − nL) + 120v2F k2B
(
T 2R + T
2
L
)
(nR − nL)3 + 48v4F (nR − nL)5
]
,
(I.16)
FR,Lin = −
pi3W 2
96∆vF

64
5 (nR + nL) (nR − nL)5 + 163 (nR − nL)3
(
kB
vF
)2 [
(5nR + 7nL)T
2
R + (7nR + 5nL)T
2
L
]
+ 415 (nR − nL)
(
kB
vF
)4 [
(85nR + 57nL)T
4
R + 50 (nR + nL)T
2
RT
2
L + (57nR + 85nL)T
4
L
]
+ 163
(
kB
vF
)6 [−199 (T 6R − T 6L)+ 21T 2RT 2L (T 2R − T 2L)]
 .
(I.17)
Since the system is isolated (no contact with a phonon bath, for example), the only violation of energy conservation
is due to Joule heating,
∂tu+ ∂xjε = jE, (I.18)
where u = vF (PR−PL) is the internal energy density, jε = v2F (PR +PL) is the energy current, and j = evF (nR−nL)
is the electric current.
II. TRANSPORT COEFFICIENTS
A. Clean Limit
1. Electric Transport
In an electric transport measurement, two leads with temperature T and electrochemical potentials µ¯1 and µ¯2 are
connected to the sample. Then we obtain Eq. (9) in the main text for the steady-state, which reads [via Eq. (I.11)]
∂xµ¯R = ∂xµ¯L = 2piI ' −
W 2 sinh
(
βδµ
2
) (
µ2 + pi2k2BT
2
) (
µ2 + 9pi2k2BT
2
)
48piv5F cosh
2
(
βµ
2
) , (II.1)
where β = (kBT )
−1, and µ¯R,L(x) ≡ µR,L(x) + eφ(x) denote the electrochemical potentials. Here φ(x) is the electric
potential from the gate, bias voltage, and internal inhomogeneity. We also assume that the chemical potentials of the
right- and left-movers are close to each other: δµ ≡ µR − µL  |µ| , where µ ≡ (µR + µL)/2.
Assuming slow spatial variation along the edge and using the boundary conditions µ¯R(0) = µ¯1 and µ¯L(l) = µ¯2,
where l is the length of the edge, we have
µ¯R (x) = −2kBT sinh (pijnβ)
(
x
lcel
)
+ µ¯1, µ¯L (x) = −2kBT sinh (pijnβ)
(
x− l
lcel
)
+ µ¯2. (II.2)
Here jn = δµ/(2pi) is the particle number current, and l
c
el is the clean electric scattering length [Eq. (11) in the main
text]. Then we have
2pijn = −
(
l
lcel
)
2kBT sinh (pijnβ) + e∆V, (II.3)
where ∆V = (µ¯1 − µ¯2)/e is the voltage drop across the leads. In the linear response regime with |jn|  kBT , we
obtain the electric current,
j = ejn =
e2
h
(
∆V
1 + l/lcel
)
, (II.4)
where we have restored Planck’s constant. This determines the electrical conductance in Eq. (10) of the main text.
52. TEP
In a measurement of the thermoelectric power (TEP), the electrical current is exactly zero. Therefore nR = nL, so
that µR = µL ≡ µ. The hydrodynamic equations (I.12) and (I.9) then imply that
pi2k2B∂x
(
T 2R
)
6
=
pi2k2B∂x
(
T 2L
)
6
= −µ∂xµ¯ = −2piµI, (II.5)
where ∂xµ¯ ≡ ∂xµ− eE. Therefore in the linear response regime, we have
∂x
(
T 2R − T 2L
)
= 0,
∂x
(
T 2R + T
2
L
)
= − 24µ
pik2B
I
' − 4
lcth
T (TR − TL) ,
(II.6)
where we have linearized the imbalance force I [Eq. (I.11)] in (TR − TL), and where the thermal scattering length lcth
is
lcth =
(
pikBT
µ
)2
lcel
3
. (II.7)
Therefore
TR(x) =
1
lcth
(TL − TR) (0)x+ TR(0), (II.8a)
TL(x) =
1
lcth
(TL − TR) (0) (x− l) + TL(l), (II.8b)
where the left and right leads appear at x = 0 and x = l, respectively.
Eqs. (II.5) and (II.6) then imply that
µ¯1 − µ¯2 = e∆V = pi
2k2BT
3µ
(
l
lcth
)
(TL − TR) (0), (II.9)
where ∆V is the voltage drop across the leads. We can eliminate TL(0) using Eq. (II.8),
TL(0) =
(
1 +
l
lcth
)−1 [(
l
lcth
)
TR(0) + TL(l)
]
, (II.10)
so that finally
e∆V = −pi
2k2BT
3µ
(
1 +
lcth
l
)−1
∆T, (II.11)
where the temperature difference between the leads is ∆T ≡ TR(0)− TL(l). The TEP is determined by the Seebeck
coefficient
S = −∆V
∆T
=
pi2k2BT
3µe
(
l
l + lcth
)
, (II.12)
which is Eq. (15) in the main text. The Seebeck coefficient vanishes in the limit l/lcth → 0 (a very short wire, or zero
umklapp interaction strength), since there is no thermopower without irrelevant elastic scattering [5].
3. Thermal Conductance
Using the first law of thermodynamics,
dU = TdS + µR dNR + µL dNL, (II.13)
6we define the thermal current,
jq ≡ jε − µR jR − µL jL = v2F (PR + PL)− µR (vFnR)− µL (−vFnL)
=
pik2B
(
T 2R − T 2L
)
12
− pi (n2R − n2L) v2F , (II.14)
where jε is the energy current [Eq. (I.18)].
In a thermal conductance measurement, the electric current is zero so that nR = nL. Then we have
jq =
pik2B
(
T 2R − T 2L
)
12
' pik
2
BT (TR − TL)
6
, (II.15)
assuming linear response. Eq. (II.10) then implies that
(TR − TL) =
(
1 +
l
lcth
)−1
∆T, (II.16)
so that
jq =
pi2k2BT
3h
(
lcth
l + lcth
)
∆T, (II.17)
where we have restored Planck’s constant. This gives the thermal conductance in Eq. (13) of the main text.
B. Dirty Limit
1. Electric Transport
In the dirty limit kBT  vF∆, the imbalance force in electric transport (TR = TL = T ) is expressed as
I = −2pi
2W 2 (nR − nL)
15∆v5F
[
4k4BT
4 + 5v2F k
2
BT
2 (nR − nL)2 + v4F (nR − nL)4
]
. (II.18)
Then we have the steady state equation for the electrochemical potentials,
∂xµ¯R,L = −4pi
3W 2 (nR − nL)
15∆v5F
[
4k4BT
4 + 5v2F k
2
BT
2 (nR − nL)2 + v4F (nR − nL)4
]
. (II.19)
Solving the differential equations, we have
2pijn
[
1 +
l
ldel
(
1 +
5j2n
4k2BT
2
+
j4n
4k4BT
4
)]
= e∆V . (II.20)
Here the electric transport scattering length in dirty limit is given by
ldel =
15∆v6F
8pi2W 2k4BT
4
. (II.21)
In the linear response regime |jn|  kBT , the electric current is given by
j =
e2
h
(
∆V
1 + l/ldel
)
, (II.22)
with Planck’s constant restored. This gives the electric conductance in Eqs. (10) and (12) of the main text.
2. TEP
The total particle current vanishes in thermal transport, i.e. nR−nL = 0, which implies vanishing imbalance force
I = 0 in the dirty limit [Eq. (I.16)]. In steady state, we have
∂xµ¯R,L = 2piI = 0 , (II.23)
which holds for arbitrary temperatures for the right- and left-movers. Thus the thermoelectric power vanishes in the
dirty limit, where the disorder potential scattering dominates the irrelevant inelastic scattering.
73. Thermal Conductance
With nR = nL in thermal transport, the friction force is obtained as [Eq. (I.17)]
FR,Lin =
pi3W 2k6B
6048v7F∆
[
199
(
T 6R − T 6L
)− 21T 2RT 2L (T 2R − T 2L)] . (II.24)
Combining Eqs. (I.14), (II.23) and (II.24), we obtain the steady state equation of temperatures,
∂xT
2
R = ∂xT
2
L = −
pi2W 2k4B
504v6F∆
(
199T 4R + 178T
2
RT
2
L + 199T
4
L
) (
T 2R − T 2L
)
. (II.25)
Similar to the derivation in the clean limit, we have
T 2R − T 2L =
T 2R(0)− T 2L(l)
1 + l/ldth
, (II.26)
where ldth is the thermal transport scattering length,
ldth =
7∆v6F
8pi2W 2k4BT
4
=
7
15
ldel . (II.27)
The thermal current is then obtained as
jq ' pi
2k2BT
3h
(
∆T
1 + l/ldth
)
, (II.28)
with Planck’s constant restored. This gives the dirty limit thermal conductance in Eqs. (13) and (14) of the main
text.
III. SHOCK WAVE DYNAMICS
A. Setup
An initial strong electric field pulse along the helical edge induces an imbalance of left- and right-movers via the
chiral anomaly. We assume that the system is initially in equilibrium, doped to the edge Dirac point (nR = nL = 0),
with some low but nonzero temperature TR = TL = T0 > 0.
Ignoring the imbalance relaxation, which is reasonable for short, high-intensity pulse, the chiral density response
to the field E(t, x) is given by
nR,L(t, x) = ± 1
2pi
∫ t
0
dt′eE[t′, x∓ vF (t− t′)]. (III.1)
We consider a Gaussian electric pulse in space and time
eE(t, x) =
2
√
pi∆S
τξ
exp
[
−x
2
ξ2
− (t− τ)
2
τ2
]
, (III.2)
where ∆S is the action of the force. For t τ , we have
nR,L(t, x) '
(
∆S
ξτ
)
exp
{
− [x∓ vF (t− τ)]
2
ξ2τ
}
, (III.3)
where ξτ ≡
√
ξ2 + v2F τ
2. For a pulse of duration τ ∼ 1 ps and the edge Fermi velocity vF ∼ 105m/s, we have
vF τ ∼ 0.1 µm, which is comparable to a natural edge segment length ξ that could be selectively exposed to THz
radiation. The action ∆S ∝ max(eV )× τ , the potential peak amplitude times the pulse duration.
8In the absence of relaxation, the temperatures of the right- and left-movers are not changed by the external electric
field. The collisionless equations of motion read
(∂t + vF∂x)nR =
eE
2pi
, (III.4a)
(∂t + vF∂x)PR = eE nR = pi(∂t + vF∂x)n
2
R, (III.4b)
so that the change ∆PR = pi∆n
2
R. Since PR = pi(k
2
BT
2
R/12v
2
F + n
2
R) [Eq. (I.13)], we must have ∆T
2
R = 0. Similarly
∆T 2L = 0. We assume that interactions are sufficiently weak so as to allow right- and left-propagating packets to
separate. Focusing on the right-moving packet, we have the effective initial conditions
nR(0, x) ≡ n(0)R (x) = n0 exp
(−x2/ξ2), nL(0, x) ≡ n(0)L (x) = 0, (III.5)
and TR = TL = T0. Here we have shifted the x-origin to the center of the right-moving packet.
The subsequent evolution in the absence of electric field incorporates the imbalance force,
(∂t ± vF∂x)nR,L = ±I[t, x, nR, nL, TR, TL], (III.6a)
(∂t ± vF∂x)PR,L = 0. (III.6b)
We set vF = kB = 1. The conserved momenta are expressed in terms of the initial densities and temperatures,
PR(t, x) =pi
{
T 20
12
+
[
n(0)R (x− t)
]2}
, (III.7a)
PL(t, x) = − piT
2
0
12
. (III.7b)
Using Eq. (I.13), the temperature TR,L can also be expressed as
TR(t, x) =
[
T 20 + 12
{[
n(0)R (x− t)
]2 − [nR(t, x)]2}]1/2 , (III.8a)
TL(t, x) =
[
T 20 − 12 [nL(t, x)]2
]1/2
. (III.8b)
The problem reduces to solving the coupled density equations (III.6a), using the 1PU imbalance force in the clean
limit [Eq. (20) in the main text], with the temperature profiles determined by Eq. (III.8).
B. Dynamics from Numerical Solution of the Hydrodynamic Equations
The hydrodynamic equations can be written in momentum space,
n˙R(k) + iknR(k) = I(k), (III.9a)
n˙L(k)− iknL(k) = − I(k). (III.9b)
We consider a system of finite length L, with periodic boundary conditions; thus momenta are therefore quantized,
kn = 2pin/L, with n ∈ {−M/2+1,−M/2+2, . . . ,M/2}. We choose L = 200ξ, where ξ is the size of the initial density
wave [Eq. (III.5)], and M = 20000. This corresponds to a real space discretization of ∆x ≡ L/M = 0.01ξ.
Moreover, we can improve the real space resolution by incorporating smaller ∆x, while maintaining the same
momentum cutoff kcutoff = 10000pi/L to avoid a numerical instability at max (|k|)∆t > 1, with ∆t being the time step
used in the numerics. This does not change the accuracy of the numerical method, since the dynamics is determined
by the slow-varying modes in momentum space, but allows us to evaluate quantities like the speed of the shock front
relative to the right-moving lightcone, where better resolution in position x is needed.
We compute the dynamics of the right-moving excess density packet by solving the coupled ODEs in Eq. (III.9) via
the 4th-order Runge-Kutta method. The imbalance force I(k) is obtained as the Fourier transform of the real space
expression I(x) [Eq. (20) in the main text], which is a function of nR,L(x). The latter are calculated as the inverse
Fourier transforms of nR,L(k).
The total charge Q ≡ NR +NL is conserved in the dynamics, which is one check for the accuracy of our numerics.
In Fig. III.1, Q(t) is shown for several different choices of the time step, indicating conservation to high accuracy. In
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Figure III.1. The conserved total number of right and left movers, Q = NR + NL (a) and Q − Q(t = 0) (b) in the dynamics.
Here n0 = 1, ξ = 1, W = 1.0 and T0 = 0.01.
the dynamics, the total current J ≡ NR−NL = 2NR−Q of right- and left-moving fermions decreases linearly in time
[Fig. III.2(a)], which allows us to define the decay time tdecay
∆NR(t)
NR(0)
= α
t
tdecay
, (III.10)
where α < 1 is an arbitrary numerical factor used to set the threshold decay level for ∆N/N .
On the other hand, a shock front develops in the dynamics, which can be characterized by the negative minimum
value of the slope in nR(x), defined as min(n
′
R). From Fig. III.2(b), we see that min (n
′
R) also decreases (approximately)
linearly in time, leading to the definition of the slope time tslope,
min [n′R(t)] ' −
n0
ξ
(
1 +
t
tslope
)
. (III.11)
In Figs. III.2(c) and (d), we also show the difference of J(t) and minn′R(t) at ∆t = 10
−4 with that of several
different time steps ∆t. It can be seen that the quantities are converged with respect to the time step.
The dependence of tdecay and tslope on the parameters n0 and ξ is exhibited in Fig. III.3. The bound given by
Eq. (22) in the main text for tdecay is
tdecay = α
√
3pin0ξ
T0
. (III.12)
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Figure III.2. The total current J = NR − NL (a), as well as the minimal value of the slope (along the shock front) for the
right movers, minn′R (b), both plotted versus time t. Both are approximately linear functions of time. The bottom panels (c)
and (d) show the variation of these quantities ∆J and ∆ minn′R induced by changes in the time step ∆t for the Runge-Kutta.
These show that our results are well-converged with respect to the time step. Here n0 = 1, ξ = 1, W = 1.0 and T0 = 0.01.
10
(�)
� ��
��
��
��
�� (�)
� � � ��
��
��
��
(�)
��� � ��� � ���
��
��
��
�� (�)
��� � ��� � ����
��
��
��
Figure III.3. The decay time tdecay and shock wave development time tslope as a function of the initial peak height n0 and width
ξ [Eq. (III.5)]. Here W = 1.0 and T0 = 0.01, ξ = 1 for varying n0 and n0 = 1 for varying ξ.
This bound corresponds to cooling the emitted left-movers to absolute zero, TL = 0. The linear dependence on
n0 and ξ is confirmed in Fig. III.3(a,b), while the Fig. 3(a) in the main text shows the variation with the initial
temperature T0. The shock-slope time tslope behaves similarly, except the latter continues to exhibit W -dependence
in the strong-coupling W & 1 limit [Fig. 3(d) in the main text]. Given that the emitted left movers, whose density
nL . T0/
√
12 maintains the quasi-equilibration in the bulk of the packet, originate from the hot leading edge of the
shock front, one expects that tslope is of the same order as tdecay, with similar dependence on n0, ξ, and T0.
C. Short-time Perturbation Theory
In this section, we consider the initial relaxation dynamics induced by the imbalance force I [Eq. (20) in the main
text] for the right-moving density excess. The analysis holds only in a transient window of duration
t . ti ≡ vF /(W 2n30), (III.13)
where n0 is the amplitude of the excess [Eq. (III.5)] induced by the laser pulse. At t = 0, the left-mover density
nL = 0 everywhere. As a result, I < 0 throughout the right-mover excess. This immediately induces the conversion
of right- to left-movers, wherein nL(t, x) acquires a positive density over the range (−vF t, vF t) and TL decreases in
the same region (in order to keep PL unchanged). On the other hand, the excess right-mover density decreases, while
its temperature increases [Eq. (III.8)]. The density and temperature of the right movers approach zero exponentially
away from the center of the wave packet. We always have {nL, TL}  {nR, TR}, which is confirmed by the numerics.
Therefore we can ignore nL and TL terms in the last factor of Eq. (20) in the main text, leading to (vF = kB = 1)
I ' −pi
2W 2
96
(
1
e−2pinR/TR + 1
− 1
e−2pinL/TL + 1
)(
4n2R + T
2
R
) (
4n2R + 9T
2
R
)
. (III.14)
Then we have
nR,L (t, x) =n
(0)
R,L (x∓ t)±
∫ t
0
dt′I [t′, x∓ (t− t′)] . (III.15)
At first order, we can approximate the density and temperature in the integral by the solution from the homogeneous
equations,
nR,L (t, x) = n
(0)
R,L (x∓ t) , PR,L (t, x) = P (0)R,L (x∓ t) . (III.16)
The expression for PR,L is exact (holds to all orders) when there is no electric force. For the initial conditions in
Eq. (III.5) with TR(0, x) = TL(0, x) = T0, we can make approximation that TR,L (t, x) ' T0  nR at first order. Then
11
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Figure III.4. Transient (short-time) dynamics predicted by perturbation theory for nR,L(t, x), Eq. (III.18). Lowest-order
perturbation theory fails to capture the shock formation, because it does not incorporate the feedback of the density conversion
into the temperature profiles [Eq. (III.8)]. In the numerical solution to the full equations of motion shown in Fig. 2 of the
main text, this feedback effect quickly suppresses the imbalance I throughout the bulk of the right-moving excess, leading to
a “quasi-equilibration” there. The shock forms at the leading hot edge precisely because the balance in the bulk can only be
sustained by continually emitting left-movers with quasi-stationary amplitude nL . T0/
√
12 [the equal sign corresponding to
cooling of the left-movers to absolute zero].
we have
I [x− (t− t′) , t′] ' − pi
2W 2
12
[
n(0)R (x− t)
]4
, (III.17a)
I [x+ (t− t′) , t′] ' pi
2W 2
12
{
n(0)R [x+ (t− 2t′)]
}4
, (III.17b)
leading to [via Eq. (III.5)]
nR (t, x) 'n(0)R (x− t)−
pi2W 2
12
t
[
n(0)R (x− t)
]4
'n0 e−(x−t)2/ξ2 − pi
2W 2n40
12
t e−4(x−t)
2/ξ2 , (III.18a)
nL (t, x) ' pi
2W 2
12
∫ t
0
dt′
[
n(0)R (x+ (t− 2t′))
]4
' pi
5/2W 2ξn40
96
{
erf
[
2
(
t− x
ξ
)]
+ erf
[
2
(
t+ x
ξ
)]}
. (III.18b)
Here erf(x) is the error function. The density change is
∆NR
N
= −pi
3/2
24
(
W 2n30
)
t, (III.19)
which determines the transient time ti [Eq. (III.13)]. The perturbative results are depicted in Fig. III.4.
D. Equations of Motion for the Distribution Functions
The coupled equations of motion for the densities nR,L(t, x) [Eq. (19) in the main text] are complicated due to the
strong (exponential) nonlinearity of the imbalance force in these variables, Eq. (20) in the main text. At the same
time, the relatively simple behavior of the distribution functions f0R,L throughout the “quasi-equilibration” region of
the right-moving density excess [where the imbalance is zero, Figs. 2(e,g) in the main text], as well as in the shock
region, suggests that it could prove easier to analyze the dynamics of these functions. This is what we attempt to do
in this section.
We continue to set vF = kB = 1. We define
gR,L ≡ 1− f0R,L =
[
e2pinR,L/TR,L + 1
]−1
. (III.20)
12
We introduce the relative temperatures
TR,L ≡ TR,L
nR,L
(III.21)
and the normalized initial density profile
n(0)R ≡ n(0)R /T0 (III.22)
[see Eqs. (16) and (18) in the main text]. In terms of the distribution functions gR,L, the equations of motion (19)
and (20) can be exactly rewritten as follows,
√
1 + 12
[
n(0)R (x−)
]2 [ T3R
(12 + T2R)
3/2
]
∂+gR = − (piλ) gR [1− gR] [gR − gL]
[{
1 + 12
[
n(0)R (x−)
]2}2
Ξ(TR) + Ξ(TL)
]
,[
T3L
(12 + T2L)
3/2
]
∂−gL = − (piλ) gL [1− gL] [gR − gL]
[{
1 + 12
[
n(0)R (x−)
]2}2
Ξ(TR) + Ξ(TL)
]
.
(III.23)
In these equations,
λ ≡ pi2W 2T 30 /96, (III.24)
and the function Ξ(x) simply interpolates between the finite bounds 1/9 and 9,
Ξ(x) ≡ (4 + x2) (4 + 9x2) (12 + x2)−2 . (III.25)
1. Toy Version
Consider the simplified, linear equations
∂+gR = − λ (gR − gL) ,
∂−gL = − λ (gR − gL) . (III.26)
These can be cast in the form of a matrix differential equation,[
∂+ + λ −λ
−λ −∂− + λ
] [
gR
gL
]
=
[
(∂t + ∂x) + 2λ −2λ
−2λ (∂t − ∂x) + 2λ
] [
gR
gL
]
= 0, (III.27)
or [(
i∂t + σˆ
3i∂x
)
− im σˆ1 + im
]
f = 0, m = 2λ. (III.28)
This is a massive 1+1-D Dirac equation, with imaginary (tachyonic) mass M = im and scalar potential V = −im.
To compute the evolution from an initial condition g0(x), we construct the Green’s function for Eq. (III.28):[(
i∂t + σˆ
3i∂x
)
− im σˆ1 + im
]
G(t, x) = δ(t) δ(x). (III.29)
The solution is [6]
G(t, x) = −iθ(t) e−mt
{[
δ(t− x) 0
0 δ(t+ x)
]
+
[
G(1)(t, x;m) G(2)(t, x;m)
G(2)(t, x;m) G(1)(t,−x;m)
]
θ
(
t2 − x2)} , (III.30)
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Figure III.5. Numerical integration of the Green’s function solution Eq. (III.33) to the simplified EOM (III.26) for the
distribution functions gR,L. Results are re-expressed in terms of nR,L(t, x). Subpanel (a): vanishing mass m = 0. (b): small
mass m = 0.1. (c): large mass m = 3. The blue trace indicates nR(t, x), while the red trace is nL(t, x). All cases have the
same initial condition n(0)R (x) = n0 exp(−x2/2ξ2), with n0 = 4 and ξ = 0.3. Panel (c) indicates that the total number density is
not conserved by the simplified distribution function Eqs. (III.26). The phenomenology of (b) is somewhat similar to the real
dynamics (Fig. 2 in the main text), except that there is a strong distortion and flattening of the initial right-mover peak. (c)
shows an effective equilibration between nR,L, which both appear to slowly diffuse around the original center-of-mass position
x = 0. This behavior is very different from the relativistic propagation of the right-moving packet observed in numerics, but
does demonstrate the effect of feedback that is neglected in the perturbation theory, Fig. III.4.
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where
G(1)(t, x;m) =
m
2
(
t+ x√
t2 − x2
)
I1
(
m
√
t2 − x2
)
, G(2)(t, x;m) =
m
2
I0
(
m
√
t2 − x2
)
. (III.31)
In these equations, Iν(z) = i
−ν Jν(iz) denotes the modified Bessel function of the first kind.
In the large-argument limit,
lim
x→∞ Iν(x)→
1√
2pix
ex
[
1 +O
(
1
x
)]
.
Such exponential growth is countered in Eq. (III.30) by the prefactor e−mt (which arose from the imaginary scalar
potential). The initial condition for the quench is encoded in
g0(x) =
[
g(0)R (x)
g(0)L (x)
]
≡
[{
exp
[
2pin(0)R (x)
]
+ 1
}−1
1/2
]
, (III.32)
such that g(0)R  1 throughout the bulk of the initial packet, but equal to 1/2 everywhere else.
The time evolution is given by
g(t, x) =
[
gR(t, x)
gL(t, x)
]
=
∫ ∞
−∞
dx′ iG(t, x′) g0(x− x′)
= e−mt
{[
g(0)R (x− t)
1/2
]
+
∫ t
−t
dx′
[
G(1)(t, x′;m) g(0)R (x− x′) + 12G(2)(t, x′;m)
G(2)(t, x′;m) g(0)R (x− x′) + 12G(1)(t, x′;m)
]}
. (III.33)
Although it is not immediately obvious, this equation preserves gR = g
(0)
R = 1/2, the case of homogeneous equilibrium.
The results for vanishing, small, and large “mass” m are depicted in Fig. III.5.
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