In this paper, the application of visualization to aid in trade-
Introduction
Many products, and their associated design processes, are complex in nature. Any such product is typically an assembly of many components. Thus, the design of a complex product often involves contributions from many different groups. Traditionally, design processes for these complex products were done with all components ͑i.e., systems, subsystems, and individual disciplines͒ in a hierarchical manner, where the design was passed from one group to another as it progressed. This process was found to be time consuming and inefficient particularly for large systems. For industries that design highly complex products, it is absolutely necessary to reduce design cycle time and costs while attaining higher levels of accuracy, efficiency, and robustness in order to remain competitive in the global marketplace. For improved accuracy and efficiency, design optimization offers methodologies and practices to achieve desired objectives subject to constraints. A non-linear constrained optimization problem can be mathematically represented as follows:
Minimize: F͑x͒ Subject to: g j ͑x͒ ഛ 0 j = l,m h k ͑x͒ = 0 k = l,l
where F͑x͒ is the objective function, g j ͑x͒ are the inequality constraints, h͑x͒ are the equality constraints, and each design variable, x i , has upper and lower bounds ͑x i l , x i u ͒. Realistic design problems typically have a large ͑hundreds or thousands͒ number of design variables and constraints associated with them. In addition, most real-life engineering optimization problems require simultaneous optimization of more than one objective function under shared constraints and design variables. Often, these objectives are in direct competition with one another. For example, suppose in the design of an aircraft one design objective is to minimize the overall weight of the aircraft while another is to minimize the cost. Minimizing the weight may involve using a material that offers required strength at reduced weight. However, if this material costs more to use due to its unique properties, then low cost is difficult to achieve. In these cases, it is unlikely that a single set of design variable values will result in the optimal values for all design objectives. Instead, multiple solution points exist. Hence, some trade-off between the objectives is needed to ensure a satisfactory design ͓1͔. The process of choosing a solution with which to proceed has been described as "design by shopping" ͓2͔, where a designer investigates a design space and then chooses a solution from a list of possible candidates. This approach allows designers to become more involved in a design process while also allowing factors, such as friction or compressibility, that may have been left out of mathematical models due to assumptions or simplifications to still be considered in the solution choice. Implementing human knowledge and experience in the solution choice does this. Since multiple solutions exist, an engineer will select one with which to proceed. This selection may be based on past experience or experimental knowledge that is not accounted for in a mathematical simulation due to complexity. The test cases investigated in ͓2͔ were coupled subsystems, each with a single independent objective, and not involving a system level objective. One of the primary motivations for the research presented in this paper was to extend this capability to aid decision making for coupled subsystems under uncertainty with multiple objectives at system as well as subsystem levels. In the current work, this design by shopping paradigm is applied to design problems that have many mathematically feasible solutions from which to proceed, but where one must be chosen.
To generate the candidate design points, either a feasibility criterion or an optimality principle such as Pareto optimality ͓3͔ could be used. For a multi-objective problem ͓4,5͔ there may not be a single Pareto-optimal solution, instead the solution is repre-sented by a set of points ͑often an infinite amount͒ ͓6͔. No solution in the set is better, in all objectives, than any other design in the set. The solution of these problems, as well as those of coupled disciplinary analyses ͑i.e. computational fluid dynamics, finite element methods͒ must all be incorporated into a single design process. The solution of these coupled problems is one of the major contributing factors to the costs and time associated with a design process. In response to these drawbacks, new methodologies have been developed to improve design efficiency, accuracy, and robustness for less time and for less cost. One such area is multidisciplinary design optimization ͑MDO͒ which is discussed in the following section.
Multidisciplinary Design Optimization (MDO).
MDO offers methods to solve complex problems keeping intact as many of the inherent couplings that exist between variables, subsystems, and disciplines. MDO processes attempt to minimize hierarchy where appropriate ͑i.e., in the solution of discipline analyses͒. This allows multiple subsystems to be designed in parallel, while still maintaining the hierarchy between systems and subsystems. Although the overall complexity of the problem, the amount of data encountered, and the iterations to solve generally increase, MDO practices have been proven to provide better solutions when compared to traditional design processes ͓7͔. A simplified MDO process for the design of an aircraft is shown in Fig. 1 . The distinguishing features of Fig. 1 are the system analyses and optimization stages of the process. In these stages, all the required processes are theoretically solved simultaneously.
As shown in Fig. 1 , the disciplinary tasks have been decomposed into subsystems ͑Control Systems, Aerodynamics, and Structures͒. These subsystems also can exist in the optimization stage. The design of each of these subsystems is carried out to fulfill prescribed objectives and constraints. However, the objectives and constraints that govern the subsystems may be dependent on variables in other subsystems as well as input from those subsystems as shown in Fig. 2 . The lines in the figure represent couplings between each subsystem. These couplings may be a shared design variable or the output from one subsystem ͑i.e., objective͒ as the input to another. In the figure, four subsystems are shown, with three black dots representing additional subsystems that may also be coupled in the overall system. Each of these subsystems may have one or more problems to solve in the form of Eq. ͑1͒.
For these types of problems, the solution of one subsystem is usually based on assumptions about the others. This is not the most efficient way to iteratively design a complex product. These assumptions that exist are often referred to as uncertainty. This uncertainty has varying degrees. It ranges from one subsystem having complete knowledge to having no knowledge about another subsystem. The type of uncertainty being studied in this paper is only the unknown design variables, constraints, and objectives between subsystems. Uncertainty due to other effects, such as tolerances in manufacturing, is not in the scope of this work unless mathematically formulated into a coupled subsystem problem. The work presented in this paper is an attempt to aid in the solution process of multi-objective problems with coupled subsystems where uncertainty exists. Specifically, a methodology has been developed that allows solutions between coupled subsystems to be explored under different conditions of uncertainty. This will allow a designer to gain valuable insight into the complex relationships that exist between subsystems and aid in the trade-off decisions that must be made when dealing with infinite solution sets.
This section has outlined the specific coupled problems that exist in many complex design processes and the trade-off issues that exist therein. Several methods have been developed to handle similar issues. The following section presents a survey of these methods and how the proposed method builds upon them.
Background
The ability to effectively monitor or visualize the progress of an optimization or analysis solution has been typically nonexistent, or at best minimal in the realm of complex design. When the process can be completed in a short time, this inability is of little consequence. However, with the continual demand to produce products faster and cheaper with improved quality, the problems that are presently addressed by the design community are increasingly more complex. Thus, efficient solution methods must be chosen to solve these problems, such as coupled subsystems operating under uncertainty. Visualization is a technology that can be used to provide designers with qualitative data that can be used to dramatically improve these solutions ͓8͔. Effective decisions could be made including deciding whether to:
1. Continue the solution process, if the solution is progressing efficiently, 2. Stop the solution process, if poor efficiency, accuracy or some other designer designated quality measure is not satisfactory, or 3. Alter the design process if high efficiency can be achieved with a minor modification.
Another supporting fact is the manner in which humans acquire information. Human attention can be broken down into the following components: sight, 70%; hearing 20%; smell 5%; touch 4%; and taste 1% ͓8͔. This supports using visualization as an effective manner to present new information to a designer. Now that the case for using visualization has been made, the next issue is to decide what exact type to use for a coupled sub- system problem. Visualization techniques have taken many forms such as animation, sound, multi-media, and virtual reality ͓9͔. Several techniques have already been developed to aid in a complex design process with two paradigms developed to help guide these techniques. The following section provides a detailed look at these paradigms, termed computational steering and visual design steering.
Steering Paradigms.
Commercial companies such as Raytheon and Boeing ͓10͔ have improved their own design processes by taking advantage of visualization to represent complex data. To guide the use of visualization in complex design, two paradigms have been developed. The first is termed computational steering ͑CS͒ ͓11-14͔, which is the scientific visualization of a running analysis, so as to give a researcher the ability to view how a solution procedure is progressing. The researcher has the ability to alter parameters while the analysis is running to interactively "steer" it to a solution. However, CS has some very strict restrictions in its implementation. First, CS must be applied to a running analysis only. If it is applied to any other process, it is considered simply pre-or post processing of data. Second, CS must be applied using the most accurate data available. This requires a highbandwidth, low-latency network. This is important for CS, as it has been implemented in areas such as artificial heart research. In these types of applications, highly accurate data and real-time interaction are necessary. While CS is a promising paradigm, these restrictions limit its implementation in an engineering design process. A second paradigm can address areas of a design process that CS cannot. This paradigm is called visual design steering ͑VDS͒ ͓15,16͔.
VDS is a process that allows a designer to steer a design process in a desired direction with the assistance of a visual tool. VDS states that visualization can be used at any point in a design process to garner improvement. The required component is the inclusion of a human designer so that no decision process is completely machine automated. Previously, VDS has been applied to the examination and formal solution of traditional single objective optimal design problems ͓17͔. It demonstrated large improvements in solution speed, accuracy, and efficiency. In this research, the paradigm of VDS is applied to multi-objective optimization problems involving coupled subsystems.
While VDS provides a "roadmap" to engage visualization in a design process, specific applications are very much problem dependent. The following is a survey of the visualization methods to view multidimensional design data to aid in decision making. These works validate the VDS paradigm as they have each been proven to improve design process performance in some manner. They are presented to: ͑1͒ further validate the use of visualization as a designer aid and ͑2͒ to illustrate the limitations of current techniques in handling coupled subsystems under uncertainty.
Design Space Visualization.
Visualization of a design space is a challenging task. Since there are n design variables, the visual representations must accommodate n-dimensional space. There are several software implementations available to visualize multidimensional datasets including 3DVDM ͓18͔, Cloud Visualization ͓19͔, Glyphmaker ͓20͔, Graph Morphing ͓15,16͔, Influence Explorer ͓21͔, Miner3D ͓22͔, Mondrian ͓23͔, the Multidimensional Data Interface ͓24͔, N-Vision ͓25͔, Partek Pro ͓26͔, Physical Programming Visualization ͓8͔, Spotfire DecisionSite ͓27͔, Virtual Data Visualizer ͓28͔, VisDB ͓29͔, XdmvTool ͓30͔, and Xgobi/Ggobi ͓31͔. These software packages use techniques such as parallel coordinates, dimension reduction, brushing, scatter plots, glyph plots, linked displays, and scatter matrices to produce their representations. Several of these representative visualization methods, appropriate to the research in this paper, are explained more fully below:
Graph Morphing -The underlying concept of Graph Morphing ͓15,16͔ is the visual representation of the objective and constraint equations in a single objective optimal design problem. In Graph Morphing two or three design variables are assigned to coordinate axes of a Cartesian system. The objective function contours and constraint contours are represented for set values of all other design variables, determined by the designer. A designer can continually change design variable values to understand how they affect all aspects of the optimal design problem.
Cloud Visualization -Cloud Visualization ͓19͔ is a means by which a designer can view all previously generated design information in both design and performance spaces simultaneously through data reduction and scatter plots. All spaces are defined in separate windows that can be linked. Design information is presented as a cloud of design points ͑Pareto frontier͒ plotted along two or three axes that represent either design variables or objective functions. The color of the "clouds" may vary throughout their volumes to reflect the properties ͑i.e., feasibility͒ in an area.
Physical Programming Visualization -Physical Programming Visualization ͑PPV͒ ͓8͔ creates visual representations of performance metrics for a design. PPV allows a performance metric to be assessed without directly dealing with design variable values. The visual representations provide a fast, effective method to convey the state of the design during optimization. PPV uses data reduction and linked displays to create a visual interface.
The multidimensional visualization interface -The multidimensional visualization interface ͓24͔ uses glyph plots, brushing, and scatter matrices for its interface. A glyph plot displays design space information through shape, color, orientation, transparency, and other attributes of "glyph" objects. Glyph visualization allows an engineer to focus on important parameters in a multiobjective problem and clearly visualize large amounts of information. Brushing allows a user to select a subset of elements in the design space by using some form of input controls. A scatter matrix is an n ϫ n array of scatter plots that plots performance variables against each other in a grid pattern.
These four representative examples display all the visual representation methods of the full list surveyed. There is little evidence supporting the use of one visual technique ͑i.e., brushing, scatter plots͒ over another. Each application has strength in that it provides design space information in a different manner. However, the greatest drawback that all these implementations share is data overload. The computers on which these environments are used have two-dimensional screens where projections of three-or higher-dimensional data are displayed. These displays are used to draw hundreds to thousands of representative design points or performance metrics. Thus, it can be difficult to impossible to identify individual points of interest efficiently.
Visualizing the design space for a coupled subsystem problem is important to this research. A second area of equal importance is the handling of uncertainty between coupled subsystems. Thus, it is necessary to discuss the relevant research in this area as well. This is done in the following section.
Handling Uncertainty.
In traditional applications, uncertainty and variation were defined by manufacturing tolerances or small changes in design variables. In ͓32͔, the two primary sources of uncertainty that cause variation in performance were defined to be variations in noise factors and control factors. In ͓33͔, these sources were broadened to include deterministic decisions made by other designers in MDO environments. A sensitivity-based robust optimization method was developed using a worst-case scenario to study the propagation of this kind of variation in MDO problems ͓34͔. Handling this kind of uncertainty, due to the coupling between subsystems, was then expanded in a probabilistic sense by using simulation and gradients of coupled probability distributions ͓35͔. While simple twodimensional gradient plots are used in these works to represent the uncertainty between subsystems, there is limited development of interactive visualization methods to help designers make effective decisions in coupled problems marked by uncertainty.
The method presented in this paper handles the issues with design space visualization and uncertainty that have been out-lined, with particular attention to the issue of data overload. The method allows a designer to efficiently examine large areas of a coupled design space for feasibility, under uncertainty. Once this broad examination has occurred, specific areas of interest may be further examined to provide information about specific design points. A designer then has extensive knowledge with which to make a decision on how to proceed. This decision may be which design point to use in further design cycles or which solution method to incorporate based on knowledge gained. Thus, a designer is presented with qualitative information that is used to directly improve design metrics.
Method Development
The method developed has three primary components: ͑1͒ hierarchical representation of feasible design solutions, ͑2͒ uncertainty modeling, and ͑3͒ visual interface. The integration of these can effectively generate interactive, visual representations of coupled subsystems with uncertainty.
Detail Levels of Feasible Design
Solutions. By nature, many coupled subsystems have an infinite number of feasible design points. While engineers only look at a finite number of these points, it is still typically a very large number ͑thousands to tens of thousands͒. Even if Pareto solutions are available, this is still an unmanageable number of design points. Other multidimensional visualization methods tend to visualize each point in some manner. The method proposed here groups large sets of design points ͑hundreds to thousands͒ into a single graphical object for initial examination. The method for grouping these points is discussed in Sec. 5.2. By presenting data in this manner a designer is not initially overcome with an enormous number of design points. Instead, the data are available, organized, and structured in manageable sets of "meta-data." In this paper, the term meta-data is defined as a single representation of a large collection of data. This single representation has summary properties computed from all the discrete data points that it contains.
A visual representation is constructed from this meta-data. Each set of meta-data represents what is termed a "brick." A brick is comprised of a user-specified number of computed design points, grouped together and visually displayed. If a designer is interested in further investigating a particular brick s/he can go to the next level where all the design points generated for that brick are shown in detail. This allows a designer to quickly eliminate undesirable solution regions without first having to investigate or consider hundreds to thousands of design points.
Modeling Uncertainty.
Even though a visual method for displaying the large number of feasible points has been determined, there is still the manner of generating bricks. Since these bricks are to be formed from design points from a coupled subsystem problem, information about each subsystem needs to be known. A particular subsystem may have all, some, or no knowledge about design features and solutions in other subsystems. How this uncertainty is handled directly affects the feasible solutions obtained and thus will affect the size and placement of bricks in the visualization of the coupled subspace.
To handle the uncertainty between coupled subsystems, a Monte Carlo simulation ͓36͔ is used to generate sets of random design points. Each design point's feasibility is computed using a mathematical model to represent any uncertainty. For example, if it is assumed that subsystems have no knowledge about one another's design variables, a uniform distribution may be used over the range of each design variable. Other distributions could be used if some degree of information is available ͑e.g., a normal distribution͒. Then, each point's feasibility with respect to its subsystem's optimization problem is computed, and a probability is calculated as the measure of the number of design points satisfying the constraints to the total number of design points produced. Depending upon the probability obtained, and other user defined characteristics of the uncertainty model ͑e.g., the mean and standard deviation for a normal distribution͒, a brick is created in the design space defined by the non-local design variables ͑i.e., design variables controlled by another subspace͒. Figure 3 provides a graphical depiction of this process. In the figure, the coupled problem is composed of two subsystems A and B. The exact coupling is a shared design variable x B . In this example, subsystem A has knowledge about subsystem B to establish that using a normal distribution for the unknown design variable will model the degree of uncertainty sufficiently. This distribution is used to generate explicit values of x B for all the Monte Carlo simulations performed ͑the multiple arrows in the figure͒. These values are then used to evaluate the constraint equation for subsystem A for each simulation. Finally, from all the simulations performed the ratio of feasible design points to total design points simulated is computed.
The size and location of a brick are determined by the characteristics of the model ͑i.e., mean and standard deviation͒ used to represent design variable uncertainty in the coupled problem. The model used must map onto the range of each uncertain design variable. If the model used is a uniform distribution, the probability of obtaining any specific value over the design variable range is equal. If the model used is a normal distribution, values closer to the mean will have higher probabilities of being selected for simulation. To map a normal distribution on the range of a design variable three times the standard deviation ͑3͒ is taken on either side of the mean and is set to the lower and upper bounds of the design variable, respectively. The ranges are kept inside any side constraints on the design variables. A known ͑i.e., local͒ design variable is given a constant value for all simulations.
The Monte Carlo simulations provide feasible and infeasible design points. The points are already grouped within the ranges of the non-local design variables. These variables are then placed on coordinate axes and the bricks created accordingly. Thus, a visual representation of the uncertain subspace is created. All the design points in each brick are also available for viewing. A key component is the number of simulations to be performed in each brick, which was initially set at 5000. Further studies of this number are presented in Sec. 7.
3.3 Visual Interface. The above methods were implemented into "Brick Visualization" software ͑BrickViz͒. The BrickViz interface presents a designer with a visual representation of the uncertain design subspace. The designer is able to explore this design space to locate feasible regions for all subsystems simultaneously. In this manner, a designer is presented with information to aid in understanding the complex relationships that exist between coupled subsystems. BrickViz allows any non-local de- Fig. 3 Flowchart of process to compute feasibility probability sign variables to be placed on a coordinate axis, thus enabling n-dimensional exploration of a coupled design space. This knowledge gained, aids a designer in making trade-off decisions that ultimately impact the performance of a design process.
Through this exploration, near-optimal regions of solution or possibly the Pareto frontier itself can be identified. This knowledge is the true unique contribution of this work: allowing a designer to investigate a coupled design space visually and learn where good and bad solution regions exist. This is not a formal method to determine the Pareto frontier. The knowledge gained is qualitative in nature. It serves to aid a designer in making decisions as to how a design process is to proceed. Using BrickViz a priori would allow a designer to gain understanding before undertaking a formal solution method. With this knowledge, the best method could be chosen in terms of performance to identify the Pareto frontier. The knowledge could aid in selecting a design point from a list of candidates in a design by shopping process to continue an overall design process. Whereas the candidate list may be invariably large, the BrickViz interface allows a designer to understand which candidates are truly viable solutions. The specific outcome from using BrickViz is very much dependent on the designer and their ability to interpret and utilize the information effectively. Thus, it is difficult to measure time and cost savings quantifiably as the human element is critical to achieve performance improvements. The information presented from BrickViz was designed to increase the chances of making a decision to garner significant design process improvement.
Software Implementation
The coding of BrickViz was done in Java and Java3D. The main reason for choosing Java was its platform independence, and object oriented nature. Initially, a designer enters the following into the BrickViz interface: If equations are not immediately available for input, approximations can be generated using response surface methodology or another appropriate technique. Since BrickViz is a probabilistic technique, any errors in these approximations will be damped out by the many simulations performed. Once all the inputs for a problem have been made, the main interface appears. An example is shown in Fig. 4 . The area to the left in Fig. 4 is the "design window" and the one to the right is the "visualization window." All the design variables in a problem can be seen in the design window. However, only non-local design variables can be placed on coordinate axes. These variables can be switched in real time through graphical check boxes. Some of the axis labels have been enhanced using Adobe Photoshop for print clarity. For each nonlocal design variable a distribution needs to be selected from those available to represent the type of uncertainty desired. Two types of distributions were tested, uniform and normal, but others can be easily added. If the distribution selected is normal, then a mean and standard deviation must also be entered. A designer must also select values for any local design variables within the upper and lower bounds entered previously.
Once all these values are set in the design window the "Add" button may be pressed in the visualization window. Following this, a user prescribed number of design points are generated randomly via a Monte Carlo simulation and the feasibility probability is computed. This probability, along with user-specified break points, provides the color of each brick ͑as shown in the figure͒. This is described in detail in the next section.
Break Points
The color of a brick is dependent on its feasibility probability and user-specified upper and lower threshold or break points. A break point is used to determine the threshold in which a designer wishes to mark areas of good, bad, or transitional solutions. If the feasibility probability exceeds the upper break point, the brick has many feasible design points and is colored green. If the probability is less than the lower break point the brick has many infeasible design points and is colored red. If the probability is between the Transactions of the ASME break points the brick has comparable numbers of feasible and infeasible design points and is colored blue. These break points are set by graphical slider bars in real time. The default upper break point value is 0.6 and the lower break point value is 0.4. These break points allow a designer to easily identify bricks with high ratios of feasible or infeasible design points easily.
Test Case
The developed method was applied to a multi-objective problem for the design of a speed reducer ͓37,38͔. The description of the problem is as follows:
Minimize subject to:
g 3 = ͑x 4 3 /͑x 2 x 3 x 6 4 ͒͒ − 1/1.93 ഛ 0 g 8 = 1.9 − x 4 + 1.5x 6 ഛ 0 g 4 = x 5 3 /͑x 2 x 3 x 7 4 ͒ − 1/1.93 ഛ 0 g 9 = 1.9 − x 5 + 1.1x 7 ഛ 0
where:
17 ഛ x 3 ഛ 28 2.9 ഛ x 6 ഛ 3.9
5 ഛ x 7 ഛ 5.5
The seven design variables are the gear face width ͑x 1 ͒, the teeth module ͑x 2 ͒, the number of teeth pinion ͑x 3 , an integer͒, the distance between bearings ͑x 4 , x 5 ͒, the diameter of shaft one ͑x 6 ͒, and the diameter of shaft two ͑x 7 ͒. Design objective f 1 , is to minimize the sum of the volumes of the speed reducer parts. Design objective f 2 , is to minimize the stresses in shaft one. Design objective f 3 is to minimize the stress in shaft two. The design is subject to a number of constraints imposed by gear and shaft designs. There are 11 inequality constraints: g 1 is the upper bound on the bending stress of the gear teeth; g 2 is an upper bound on the contact stress of a gear tooth; g 3 and g 4 are the upper bounds on the transverse deflection of the shafts; g 5 , g 6 , g 7 are dimensional restrictions based on space and/or experience; g 8 , g 9 are design requirements on the shaft based on experience; g 10 and g 11 are constraints on the maximum stresses on the gear shafts. In addition, each design variable has side constraints. To test the BrickViz software, this problem was formulated as two decomposed subsystems without a system level objective ͑f 1 ͒. Instead, the design objective f 1 was broken into two subsystem objectives. The subsystems were formulated with a shared variable vector of x sh = ͕x 1 , x 2 , x 3 ͖ and a system constraint vector of g 0 = ͕g 1 , g 2 , g 5 , g 6 , g 7 ͖. Design variables x 1 and x 2 and the constraints containing x 1 and x 2 ͑g 1 , g 2 , g 5 , g 6 , g 7 ͒ were allocated to Sub-Problem 1. Design variable x 3 and the constraints containing x 3 ͑g 1 , g 2 , g 5 ͒ were allocated to Sub-Problem 2. The design objectives f 1,1 and f 1,2 are used to represent the portion of the system level objective f 1 in each subsystem. The formulation of these subsystems is:
Sub-Problem 1 (SP1) Minimize: f 1,1 = 0.7854x 1 x 2 2 ͑10x 3 2 + 14.933x 3 − 43.0934͒ − 1.508x 1 x 6 2 + 7.477x 6 3 + 0.7854x 4 x 6 2 f 2 = ͑ ͱ ͑745x 4 /x 2 x 3 ͒ 2 + 1.69 * 10 7 ͒/0.1x 6 3 subject to: subject to:
The two subproblems ͑SP1 and SP2͒ were treated as two separate optimization problems. When solving SP1, exact values for x 1 , x 2 , x 4 , x 6 for each visual representation were chosen. For the design variables x 3 , x 5 , and x 7 , distributions were selected to obtain values for the simulations. Exactly the opposite was done when SP2 was input into the BrickViz application. The subspace objectives are contradictory in that a good solution for one will not be good for the other. This behavior was known a priori, thus making this a good test problem for this method. Thus, knowledge is needed to make a decision on how best to solve the overall problem.
Test Case-Scenario 1.
Although the same overall test case was investigated, there were two subsystems that could be tested. The subsystems were deemed as "scenarios." SP1 was scenario one and SP2 was scenario two. In scenario one, SP1 was input and viewed in BrickViz. Design variables x 3 , x 5 , x 7 were on the coordinate axes. The problem was input as described in Sec. 6, including the uncertainty model and parameters for each of the non-local design variables, x 3 , x 5 , and x 7 . For each of these variables, a normal distribution was used to handle the uncertainty, thus a mean and standard deviation had to be input for each variable. For the remaining design variables, explicit constant values were set through the graphical interface. Since SP1 controls these variables, it is assumed that preferable values are known or obtainable. Once this second set of inputs was complete, the software computed the location of a new brick, its size, and the specified number of Monte Carlo simulation design points ͑which was set to 5000 for this scenario͒ within the brick. The center of each brick was located at the point defined by the means of the nonlocal design variables. The three dimensions of the brick were determined using the standard deviations of these variables. The visualization window with design variables x 3 , x 5 , and x 7 on the coordinate axes is shown in Fig. 5 . As mentioned previously, a green brick represents a region of the design space where the ratio of feasible to infeasible is greater than the highest break point ͑which was 0.6 for this scenario͒, blue is between the two breakpoints, and red is below the lower break point ͑which was 0.4 for this scenario͒.
The problem was examined by generating a number of bricks across the coupled design space. When using BrickViz it is not necessary to have every section of the design space covered by a brick. As stated earlier, BrickViz is not a formal solution method. It is designed to aid a designer in locating a good region of solution from which a formal method would begin. So, having a significant portion of the design space covered is all that is necessary. In this scenario bricks were created in several locations of the subspace until the designers felt that sufficient coverage was achieved. Future work will be to identify a defined strategy for number and location of bricks. Next, each green brick was "entered" to specifically examine the design points that were generated from the Monte Carlo simulation. For example, the green brick in Fig. 5 was entered and is shown in Fig. 6 . When a brick is entered, all the examined points are displayed and color coded to indicate feasibility, again with red indicating infeasible points and green indicating feasible points. Shading is also available to indicate degrees of feasibility and infeasibility. In Fig. 6 , the vast majority of points shown are green. This additional visualization capability allows a designer to truly see where feasible points exist in a particular subspace for a specific subsystem. The next step is to examine some or all of the blue bricks. These bricks will show where the subspace transitions from feasibility to infeasibility. A blue brick from scenario 1 is presented in Fig. 7 . This figure has some important components to it. First, the boundary represents where at least one constraint changes from satisfied to violated. This is important as a designer can quickly learn if constraints are likely to be active in the design space. Second, optimal solution regions often occur at the boundary of feasibility. Last, a brick is colored blue because it falls in between the userdefined break points. A designer can interactively change these break points to see how close a blue brick may be to the lower or upper break point. Each brick that is created is stored in memory along with all design variable values, coordinate axis settings, and uncertainty parameter values. Any brick may be accessed again at a later time.
Through this examination, it became clear that specific design variables needed to be in certain ranges for a design point to be feasible. Specific relationships between design variables also became clear. For example, in Fig. 7 , it is clearly shown that feasible design points were generated if x 2 and x 3 were higher than the mean in their respective ranges. By rotating this representation, it was also seen ͑although not evident in the figure͒ that design variable x 4 had to be larger than its mean value. Keeping these values, a designer could then place different non-local design variables on the coordinate axes to see what their values ͑or ranges͒ must be to generate feasible design points. Through investigation of these relationships in a short amount of time ͑no more than 30 min͒, values for local design variables and ranges for non-local ones, which generate feasible design points, were easily determined.
By allowing a designer to change values and the visual representation, it becomes readily evident where good and bad solution regions exist. Near-optimal regions or the Pareto frontier itself can then be identified. This feature is enabled by the visualization of the coupled design space. By representing a large amount of information in an intuitive and interactive visual manner, designers can focus their time on identifying the best solution points, as opposed to simply finding any feasible point. It is not important for the determined values and ranges to generate Pareto solution points. If they are somewhere close, then a formal solution method will locate the frontier accurately and efficiently. The key is that a designer now understands where potentially good solutions exist and the relationships between design variables that drive them. After the subspace examination, the variable values in Table 1 were identified as probable to finding a good solution for SP1, if a formal solution method was employed. These values also include a set of potentially effective design variable ranges for SP2.
This scenario demonstrates the power of BrickViz. By examining a subsystem, with little to no information about couplings to other subsystems, ranges for an acceptable solution can be generated quickly and easily. Of course, using BrickViz does not guarantee locating the Pareto frontier or a desirable trade-off solution. However, it does allow a designer to dramatically improve the chances of determining areas of desirable solution points from which to choose. This capability can be used at multiple stages of a complex design process. At a conceptual design stage, this could allow proposed design changes to be investigated with relatively simple mathematical models for initial feasibility. Alternately, in a manufacturing stage, changes in product dimensions or material properties could be investigated for their impact on other areas of the product ͑i.e., other parts in an assembly͒.
Test Case-Scenario 2.
In SP2, the non-local design variables x 1 , x 2 , x 4 , x 6 were placed on the coordinate axes in differing arrangements. The steps performed for scenario 1 were repeated. No figures for this scenario are shown as the interface looks identical to that for scenario 1 with the exception that bricks and the points inside of them are in different locations. In fact, all problems input into BrickViz will appear this way. This was an intentional design feature. A designer does not have to become accustomed to a different interface or representation for each problem. If a designer understands how to interpret the BrickViz representations, then he or she can do so for any problem input. When solving SP2, none of the information from SP1 was used, allowing SP2 to operate independently from SP1. After examination of SP2, design variable values or ranges were determined, as shown in Table 2 . 
Solution Comparison.
While the preceding test case demonstrates the ease of use of the BrickViz method and software, it still needs to be determined whether these visual representations are effective in providing a designer knowledge to make trade-off decisions and obtain a usable design solution. Table 3 compares the design variable knowledge obtained from each scenario. As shown, the specific values of the design variables controlled by a subsystem were located in the ranges determined for the variables by the other subsystem. Specifically, when visualizing SP1, a range of 17-21 was determined for design variable x 3 , as this is a non-local design variable to SP1. When visualizing SP2, an explicit value of 20 was determined for x 3 , as this Table  4 provides the optimal solution to the overall problem ͓38͔, found using an adaptive optimization approach combining non-linear programming and random methods, compared to the information obtained using BrickViz.
The design variable information obtained using BrickViz was within 6% of the published solution except for design variable x 3 . However, the range determined using BrickViz contained the actual solution for x 3 . In addition, all constraints were satisfied using the design point found through the BrickViz application. There is substantial error in the design objectives from the actual point. However, the point found using the BrickViz application was not located through a formal optimization process, but merely through visual inspection of the coupled design space in less than 30 min. As stated in Sec. 3.3, BrickViz is not a formal solution method. Its purpose is to obtain information for a variety of uses. In this example, having the information in Table 3 could be used to select a point from which to begin a formal solution. This would undoubtedly provide better solution performance than starting from a random initial point. Thus, using the BrickViz method for this coupled problem, a trade-off solution was quickly and easily determined that could be used to proceed in a design process or used in a formal method to find an improved solution.
Use of BrickViz for Test Case.
The description of the test case shows the use of the different components to the developed method. Once the problem was input into the software, the user then selected some variables to view along with an uncertainty model. From this, candidate design points were generated and placed into a single brick. Through the probability calculation the brick was colored to indicate the level of feasibility. For this test case, the uncertainty models provided were simple to use. If a user had some knowledge ͑i.e., preference or requirement͒ as to the value of an unknown design variable, a normal distribution was selected. If no knowledge was available, a uniform distribution was selected. By placing bricks in the design space, the hierarchical representation was created. A user first explores bricks for promising regions of solution. Then, once candidate bricks have been identified, the next level of the hierarchy is examined showing all the candidate points in a specified brick. Through the placing and exploration of bricks a visual map of the design space is created as shown in Figs. 5-7. It is through this exploration that a user gains knowledge in which to base decisions. Examples of this are: ͑1͒ regions where mostly feasible solutions exist, ͑2͒ regions with the best solutions according to a user's preferences, or ͑3͒ regions of high numbers of infeasible design points.
Computational Time of BrickViz.
A concern throughout the research was that the computational time to use BrickViz would negate any performance improvements gained from the information found. After the method was developed and implemented this was found not to be the case as the computations performed in BrickViz occur in seconds up to and including 5000 Monte Carlo simulations. BrickViz is intended ͑and was for the test case͒ to be used for a short amount of time ͑i.e., 30 min͒ to gain knowledge that will result in dramatic computational, time, and cost savings. The Graph Morphing software discussed in Sec. 2.2, although used for different problem types, was used in this visual "pre-processing" manner and found to be very successful ͓17͔, decreasing function evaluations in a formal solution process by an average of 50%. This is noted because Graph Morphing is a similar software and representation tool in motive to BrickViz-it is primarily a pre-processing tool meant to increase the efficiency of more detailed analysis, trade-offs, and decisions. Thus, a parallel can be drawn between BrickViz and Graph Morphing with respect to their potential impact.
This serves as proof that using a visual tool of this type can have dramatic effects on solution time and quality. This small amount of time to use BrickViz can be maintained, even as the size of the coupled subsystem problem grows to involve a large number of design variables and constraints. Analytical approximations can be constructed via polynomial response surfaces or another appropriate method to maintain real-time computations in BrickViz. The formal solution to the actual problem could take minutes to hours to days. Using BrickViz for a short amount of time will be able to substantially increase this solution performance. Another concern of the authors was whether the Monte Carlo simulation truly needed 5000 points. This issue is addressed in the following section.
Probability Calculation
The number of design points evaluated per brick is user prescribed. For accuracy, the preceding test case was performed with 5000 design points per brick. An additional study was then conducted to determine if this many design points were actually needed. SP1 was tested using 100, 500, 1000, 2000, and 5000 design points for the feasibility probability calculation. The same non-local design variables on the coordinate axes, standard deviations, means, and values for local design variables were used to determine if the same results would have been found. As design points are generated randomly within a brick determined by a mean and standard deviation, the computed probability will change for multiple calculations of the same brick. Thus, four trials ͑four Monte Carlo simulation seed values͒ for each number of design points were performed to get an average value for each number of points generated. These results are shown in Table 5 . This table also displays the error obtained when compared to using 5000 design points. It is suggested from these results that using 100 points per brick does not provide enough data to generate a sufficient probability as the percent error is over 13% and the standard deviation from the four trials is large. However, using as few as 500 points per brick created a probability that was less than 10% from using 5000 points with a small standard deviation 
Conclusions and Future Work
An efficient computational and visualization methodology has been developed and implemented into software that allows for novel insights into design problems with coupled subsystems where uncertainty exists. The visual tool ͑BrickViz͒ allows a designer to examine regions of feasibility with differing uncertainty models available to approximate multi-objective problems with multiple, coupled subsystems. A designer can quickly assess promising design space regions using graphical bricks and then enter these regions for even more detailed information. All past bricks are maintained along with all the information associated with them. The ability to see a full problem representation, coupled with the ability to interact with the representation, provides a designer unique access to information about the problem. The representations change on the fly depending on the specifications provided by the designer. These methodologies were applied to a test case and were effective in identifying good regions of solution. The information gained was found to be useful in decreasing or in some cases eliminating trade-off decisions that would normally have been necessary to determine a formal solution. While the methodologies introduced and implemented in this research are promising, there is much work that still needs to be done. Some suggestions are provided below:
1. Integrating BrickViz with a formal solution algorithm.
When a designer determines a good region, points could be immediately sent to a solver. 2. Test BrickViz on larger, more complex problems. Thus, additional performance savings in iterations, computational costs, and time could be measured and quantified. 3. The inclusion of additional uncertainty models as well as weighting schemes for the problem objectives. A designer would then have more tools to model coupled design spaces and perform trade-off studies. 
