For a large data-set with groups of repeated measurements, a mixture model of Gaussian process priors is proposed 
INTRODUCTION
Multiple model approaches to the empirical modelling of nonlinear systems have been of interest for many years, and have seen more widespread use in the last ten years. We reviewed the literature in (Johansen and Murray-Smith 1997) , and recent years have seen a number of applications of the theory. 
THE MIXTURE MODEL FOR REGRESSION
The model has a hierarchical structure: a lower-level model is applied separately to each group to model the basic structure of the data; the set of lower-level models have similar structures but with some mutual heterogeneity, i.e. informally, the groups are similar but slightly different, and a higherlevel model is used among groups to model the heterogeneity. The Gaussian process prior model for regression or classification is used as the low-level model separately for each group. A mixture model, representing a good semi-parametric approach (see e.g. (Titterington et al. 1985) ), is used for modelling the hierarchical structure. A hybrid MCMC algorithm is used for implementing inference.
Gaussian process priors
We are given N data points of training data fy n ; x n ; n = 1; ; N g, where x is a Q-dimensional vector of inputs (independent variables), and y is the output (dependent variable, target). A Gaussian process prior for regression is defined in such a way that yx has a Gaussian prior distribution (1) where = w 1 ; ; w Q ; v 0 ; a 0 ; a 1 ; 2 v , and ij = 1 if i = j and 0 otherwise. This covariance function is often used in practice. The first term recognises high correlation between the outputs of cases with nearby inputs, while the rest are a bias term, a linear regression term and a noise term respectively; see (O'Hagan 1978) and (Williams and Rasmussen 1996) among others. More discussion about the choice of covariance function can be found in (MacKay 1999) .
Given a covariance function, the log-likelihood of the training data is L = , 1 2 log j j , 1 2 y T ,1 y , N 2 log 2;
(2) where = is the covariance matrix of y = y 1 ; ; y N T with dimension N N. The maximum likelihood estimate (MLE) of can be calculated by maximizing the above log-likelihood.
An iterative optimization method, such as the conjugate gradient method, can be applied. It requires the evaluation of ,1 , which takes time ON
3
. Efficient implementation with particular reference to approximation of the matrix inversion has been well developed; see for example (Gibbs 1997 ).
However, it still becomes time-consuming and impractical for larger sets of training data (e.g. N 1000).
If prior information is to be incorporated, a Bayesian approach is generally used. Let p be the prior density function of and let D = fy; xg be the training data. Then the posterior density of given the training data is pjD ppyjx; ;
where pyjx; is the density function of an N-dimensional multivariate normal distribution with zero mean and covariance matrix , as defined by (1), for example. Since the form of the covariance function is complicated in terms of , it is infeasible to do any analytical inference based on the above posterior distribution. A Markov chain Monte Carlo approach is generally used; see (Neal 1997 , MacKay 1999 .
One major goal in engineering and other fields is to predict an output based on the training data. This problem can be solved thanks to the nice analytical properties of Gaussian processes. Let x be the test inputs. The predictive distribution can be obtained by conditioning on the observed outputs of the N training cases. Since the joint distribution for the outputs of the training cases and test cases is Gaussian, the predictive distribution is also Gaussian. Let be the covariance matrix of y 1 ; ; y N ; y , where y denotes the output given x . It is partitioned as The mean (4), evaluated at the MLE of , is generally used as a prediction of y . An alternative way of predicting y is to investigate its Bayesian predictive density, given by py jD; x = R py jD; x ; pjDd: The integral can be approximated by using a Markov chain to sample the posterior density pjD. 
Hierarchical mixture models
The lower-level basic models described in the previous section are defined to fit the data corresponding to each replication (within a group) separately. The structures of the basic models are similar but with some mutual heterogeneity; a higher-level model is defined to model the heterogeneity among different replications (groups). In this section, we define a mixture regression model of Gaussian processes. 
where z m is an unobservable latent indicator variable. If z m = k is given, the model for group m is a Gaussian process regression model GP k . A special case which we use here corresponds to GP k = GP k , i.e., for different GP k , they have exactly the same structure and covariance function, but with different values of the parameter k . The association among the different groups is introduced by the latent variable z m , for which Pz m = k = k ; k = 1 ; ; K ;
for each m. K is the number of components of the mixture model. We assume that K has a fixed given value in this paper.
We adopt the Bayesian approach. Let = 1 ; ; K and = 1 ; ; K , and let D be the collection of training data. The posterior marginal density of the unknown parameters is given by p; jD p; pDj; ;
where pDj; = Q M m=1 P K k=1 k py m j k ; x m . We assume that, a priori, and are independent, and the k are independent and identically distributed, so that p; = p Q K k=1 p k . We will use the covariance function defined in (1), and adopt the priors given in (Rasmussen 1996) ; see also (Neal 1997) ). As in the general setting of mixture models, we assume that 1 ; ; K has a Dirichlet distribution, i.e. p 1 ; ; k D ; ; ; with = 1 , for example.
Obviously, it is almost impossible to do analytical posterior analysis based on the marginal density (8), so we use a hybrid MCMC algorithm. The main idea is to generate a sample of ; = f k ; k ; k = 1; ; K g from its marginal posterior density (8). From our study, we found that the implementation is much more simple and efficient if the latent variable z = z 1 ; ; z M is augmented along with the unknown parameter of interest. Each sweep of this procedure, based on the Gibbs sampler, involves the following steps: (a) update z from pzj; D given the current value of ; and (b) update from pjz; D given the current value of z. The details are given in (Shi et al. 2002) .
Posterior analysis and prediction
Using the algorithm discussed in the last subsection, we generate samples of the parameter of interest and the latent indicator variable z from their posterior distribution. 
whereŷ m and^ 2 m are given by (10) and (11) respectively. Note that^ 2 is larger than the average of the variances,
More formally, a so called allocation model can be used to model the indicator z by the information about each group, such as the height, weight, age, the level of injury, the particular technique used in standing-up and so on of a patient in the FES example discussed in the next subsection.
Illustrative regression example
To illustrate this approach we provide a data-set of 5 standing-up trajectories for a single paraplegic patient stimulated by Functional Electric Stimulation (Kamnik and Bajd 1999, Shi et al. 2002) . Six hundred data points are recorded for each standing-up. The trajectories of the body centre of mass (COM) are presented in Figure 2 (a), which shows that the basic model structure for the five trajectories should be the same, while heterogeneity is also obvious. Thus, our hierarchical mixture model of Gaussian processes seems well suited to this problem. From the whole data-set of 3000 data points, we randomly select one third of the data points as training data; the rest are used as test data. The sample sizes of training data for the five groups are 186, 212, 211, 196 and 195 respectively. We use the hierarchical mixture model (6) and (7) with two components. The MCMC algorithm converges quickly (after about 600 iterations), and 80 samples are taken to predict the test data using equation (10). The close fit of the predictions to the measured data is shown in Figure 2 
MIXTURE MODELS FOR CLASSIFICATION

Latent Gaussian process model
Models for classification problems can be defined in term of a Gaussian process model for latent variables that are associated with each case. For binary classification, the target is from the set f0; 1g, and the input may be a vector of covariates x. If we assume that the observation is ft i ; x i ; i = 1; ; n g, a logistic model can be defined in terms of continuous latent variable y i as follows: Pt i = 1 jy i = 1 1 + exp,y i :
y i is also a continuous latent variable. Pt i = 1 = Py i 0. We will use the logistic model in this paper.
The latent values y i are given a Gaussian process prior: y = y 1 ; ; y n 0 N0; C:
A possible covariance function is (Neal 1997) 
where J defines the amount of 'jitter', which is similar to the noise in a regression model, included for improving the efficiency of sampling.
For multiple classification problems, the targets are from the set f0; 1; ; V , 1g. 
Here, the y i;v are assigned V independent Gaussian process priors as in (16).
Hierarchical mixture models for classication
Using a similar idea to that described in section 2.2, we propose to use a hierarchical mixture model to fit a large data set with repeated measurements for classification problems. Assume the data are obtained from M groups. Let the observations be ft mi ; x mi ; m = 1; ; M ; i = 1 ; ; N m g. V latent variables y mi;v can be defined by (18). We apply a latent Gaussian process model as a lower-level model separately to each group: y m;v = y m1;v ; ; t mNm;v 0 jz m = k GP k
independently for v = 0 ; 1; ; V , 1, where GP k is a Gaussian process model as in (16) with unknown parameter k . The heterogeneity among the different groups is modelled by a mixture model as in equation (7), and we assume that the associated 1 ; ; K has a Dirichlet prior distribution D ; ; . Here, D = t; x is the training data. The details of the subalgorithms are as follows.
Implementation of MCMC
(a) Updating z from pzjy; ;D Let c k be the number of observations for which z m = k, over all m = 1 ; ; M . We use a sub-Gibbs sampler in this step by introducing = 1 ; ; K . Similarly to the discussion in (Shi et al. 2002) , one sweep of the procedure for sampling z and is as follows: In this approach, a sample of is also generated. Thus the k 's are conditionally independent, and we can deal with each of them separately. For a particular k, a hybrid MCMC algorithm similar to the one discussed in (Shi et al. 2002) can be used. This is log-concave for y mi;v (i.e., the log-density is concave). A Gibbs sampler with adaptive rejection sampling (Gilks and Wild 1992 ) is a very efficient way of sampling y m from the above log-concave density function.
Prediction
The predictive probability at a new point x can be expressed as where Pt = 1 jy s is given by (14).
The predictive distribution of the latent variable py jx ; D can be approximated by (9). Therefore, if we know that the test point belongs to the mth group, the above predictive distribution is approximately a Gaussian distribution with mean (10) and variance (11); otherwise, the mean and variance are given by (12) and (13) respectively.
Applying the model in (18) and the above procedure to V , 1 independent latent variables y i;v ; v = 0 ; ; V , 1, we can deal with multiple classification problems.
Classification example
An example of a synthetic three-way classification problem is constructed to demonstrate the use of hierarchical mixture models. A similar example was used in (Neal 1997 ) to illustrate a model for a single group of data. The data are generated as follows: x ij is generated from the uniform distribution over the interval 0; 1 independently for j = 1; ; 4. The class of the item t i is then selected as follows: where Dis; is the two-dimensional Euclidean distance of x i1 ; x i2 from the point x 0 = x 01 ; x 02 .
Note that x i3 and x i4 have no effect on the class. We construct a model with two mixture components with slightly different classification mechanisms, one corresponding to x 0 = 0:4; 0:5 and c 0 = 0:6, and the other corresponding to x 0 = 0 :5; 0:4 and c 0 = 1:0. After the mixture component is selected, 100 cases are generated, of which 40 are used as training data and 60 as test data. Repeating the above steps ten times, we generate a data-set with 10 groups (test data 1 in Table 1 ). Moreover, 5 new groups of data, each with 60 cases, are generated as test data (test data 2 in Table 1 ). Two groups of training cases are plotted in Figure 3 The major computational burden is that of calculating the inverse covariance matrix in the MCMC algorithm discussed in Section 3. To make the algorithm efficient, we update the values of indicators z using 20 Gibbs sampling scans, and update the latent values y using 100 Gibbs sampling scans, since this adds little to the computation time. In each iteration, five of these combined Gibbs sampling and updates of parameters were done. The algorithm is very efficient -it takes about 27 minutes on an i686 linux PC to run 1000 iterations (5000 updates of parameters ). The values are plotted on a log scale. The upper two curves correspond to xi1 and xi2, and the others correspond to xi3 and xi4 .
One of the methods used to assess the convergence of the MCMC simulation is to check the values of the parameters over the course of the simulation. Figure 4 shows the values of w 1 to w 4 in (17) corresponding to one of the two mixture components. It shows that equilibrium has been achieved very rapidly, after about 40 iterations (corresponding to a total of 200 updates of parameters ). The values of w 3 and w 4 are very small, which reflect the fact that x i3 and x i4 have no effect on the class -an example of the automatic relevance detection inherent to the Gaussian process approach to modelling.
The progress of the parameters corresponding to the other mixture component is very similar.
The predicted class for a test case is that corresponding to the largest predictive probability, which is calculated by (22). Both (21) and (22), involve the predictive distribution of the latent value, and this takes quite a complicated form even with the approximation (9). In practice, we can calculate the predictive mean and variance, and use the Gaussian distribution with the same mean and variance as the predictive distribution. We use 100 sample points after the process has reached equilibrium for calculating the predictive mean and variance. After this, 100 samples are generated from the Gaussian distribution, and are used to calculate the predictive probability (22). The final results are listed in Table 1 , and the density functions for each class are shown in Figure 5 . For test data 1, the overall classification error rate is 11:8 which is comparable to the error rate of 13 in (Neal 1997) (Fernández and Green 2000) .
The use of a Bayesian approach, implemented using MCMC methods, typically leads to more robust models than optimisation-based approaches. This can be seen in the variation in the probability densities for the various groups of data.
The classification work we have presented is useful in its own right, and is an example of the use of the divide-and-conquer approach that motivates multiple model methods. It has, however, potential for general use in existing multiple model systems. Multiple models must have a blending or gating function which selects a blend of sub-models, conditional on the current state. This is essentially the same as a multi-class classification problem, so the Gaussian process classifier presented in this paper could provide a new mechanism for representing the blending function for multiple linear models, or multiple Gaussian processes. The robustness of the Bayesian MCMC approach, coupled with the hierarchical model makes this especially interesting for obtaining more realistic estimates of model variance in sparsely populated areas of the state space, as found in transient, off-equilibrium regions in dynamic systems.
