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ABSTRACT 
Minimally Invasive Surgery (MIS) represents one of the most important advances in 
surgery. By operating through small incisions or natural body openings, it greatly 
reduces patient trauma and shortens the hospitalisation compared to conventional 
open surgical techniques. However, MIS requires a high degree of manual dexterity 
from the operators and the complexity of the instrument controls, restricted vision and 
mobility, difficult hand-eye co-ordination, and the lack of tactile feedback are major 
obstacles for carrying out minimally invasive procedures. Existing research has 
shown the importance of providing task-oriented analyses to capture the complexity 
of perceptual-motor, visual-spatial, and cognitive factors involved in MIS. 
To facilitate objective assessment of surgical skills in MIS, this thesis focuses on the 
development of vision based techniques for automatic segmentation of the surgical 
scene and 3D reconstruction of the instrument trajectory and tissue deformation. To 
enable the analysis of MIS tasks from laparoscopic videos, a colour based 
segmentation technique combined with tissue and instrument tracking has been 
proposed. By modelling the hue and saturation of the instrument and the background 
tissue using Gaussian distributions, a Bayesian colour classifier has been developed to 
accurately segment instruments and tissue from in vivo video sequences. To facilitate 
the incorporation of high level knowledge, a novel concept of contextual boosting has 
been proposed. The method recognises the fact that existing inferencing techniques 
mainly uses a static structure to perform classification and they are not able to cope 
with the highly dynamic environment of MIS operations. The concept of 
incorporating contextual information enables the adaptation of the inferencing 
mechanism to environmental changes. The tracking results together with other low-
level features are then used for episode classification in surgical workflow analysis, 
where a Bayesian network framework is developed for effective fusion of different 
visual cues. The proposed technique has demonstrated the feasibility of automated 
analysis of tissue/instrument interaction with a high accuracy. The experimental 
results have also highlighted the importance of detailed tissue deformation 
quantification for MIS workflow segmentation. 
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To provide a detailed quantitative analysis of tissue deformation, a shape-from-
shading method that exploits the unique optical constraints of the endoscope has been 
proposed. The configuration of the laparoscope greatly simplifies the surface 
reconstruction problem and enables the use of shape-from-shading technique for 
recovering the surface structure from monocular views. Issues concerning specular 
highlights are addressed and detailed phantom and in vivo experiments have been 
performed to determine the extent to which this technique can be applied. To further 
enhance the overall accuracy of the surface reconstruction and tissue deformation 
tracking technique, a novel Markov Random Field based Bayesian Network has been 
developed for integrating multiple depth cues including shading and stereo 
correspondence. Under this framework, a Bayesian belief propagation scheme has 
been proposed for updating the posterior probabilities of the sparse stereo points to 
ensure spatial continuity. The performance of the algorithm has been demonstrated by 
using both phantom and in vivo experiments. Detailed quantitative analyses have 
illustrated the accuracy of the proposed technique in capturing dynamic tissue 
deformation in 3D. 
The thesis represents the first comprehensive attempt in developing fully automatic 
computer vision techniques for detailed assessment of surgical workflow and 
tissue/instrument interaction. It circumvents the major difficulties of current methods 
in surgical instrument tracking and instrument-tissue interaction by completely 
removing the need of additional sensors or fudicial markers. The proposed techniques 
should have important values in a range of applications in MIS including image-based 
guidance, augmented reality and robotic assisted MIS. 
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Linear Discriminate Analysis 	  (LDA) 
Magnetic Resonance Imaging (MRI) 
Markov Chain Monte Carlo 	 (MCMC) 
Markov Model 	 (MM) 
Markov Random Field 	 (MRF) 
Markov Random Field based Bayesian Network 	 (MRF-BN) 
Maximum Weight Spanning Trees 	 (MWST) 
Micro-Electro Mechanical System (MEMS) 
Minimally Invasive Surgery 	 (MIS) 
Minimally Invasive Surgical Trainer-Virtual Reality 	  (MIST-VR) 
Naive Bayesian network 	 (NBN) 
Near Infrared Spectroscopy (NIRS) 
Objective Structured Assessment of Technical Skill 	  (OSATS) 
Objective Structured Clinical Examination 	 (OSCE) 
Robot Assisted MicroSurgery 	 (RAMS) 
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Scale-Invariant Feature Transform 	 (SIFT) 
Sampling Importance Re-sampling (SIR) 
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Shapefrom-X 	 (SFX) 
Simultaneous Localisation and Mapping 	 (SLAM) 
Singular Value Decomposition 	  (SVD) 
Stanford Research Institute  (SRI) 
True Positive 	  (TP) 
True Negative  (TN) 
Totally Endoscopic Coronary Artery Bypass 	 (TECAB) 
Total Hip Replacement 	 (THR) 
Total Knee Replacement (TKR) 
Unscented Kalman Filter 	 (UKF) 
Virtual Reality 	  (VR) 
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Chapter 1 
Introduction 
The field of surgery is entering a time of great change, driven by recent advances in surgical technology and the quest for minimising invasiveness and patient 
trauma during surgical procedures. Over the last ten years, there has been a strong 
movement towards improved techniques of Minimal Invasive Surgery (MIS), which 
have been made possible by improved surgical instruments and imaging techniques. 
Endoscopy, including bronchoscopy and laparoscopy is the most common procedure 
in MIS, which is carried out through natural body openings or small artificial 
incisions. If handled properly, endoscopes are completely harmless to patients. 
Diagnostic endoscopy can achieve its clinical goals with minimal inconvenience to 
patients. Compared to conventional techniques, patient trauma and hospitalisation can 
be greatly reduced, and diagnostic accuracy and therapeutic success increased. 
However, the complexity of instrument controls, restricted vision and mobility, 
difficult hand-eye co-ordination, and the lack of tactile perception require a high 
degree of manual dexterity from the operator. Existing research has shown the 
importance of providing task-oriented analyses to capture the complexity of 
perceptual-motor, visual-spatial, and cognitive factors involved in MIS. All these are 
also important to the investigation and prioritisation of the training of surgeons at all 
levels with a view to establish preferred models for structured education and 
assessment. 
The purpose of this thesis is to provide a computer vision framework for analysing 
MIS tasks required for activity profiling so that different episodes of a surgical 
workflow can be assessed in detail. In Chapter 2, a review of the clinical background 
15 
and technical requirement of MIS is provided. Issues concerning ergonomics, 
visuomotor coordination and surgical competence are addressed. It also highlights the 
technical challenges of MIS and current approaches to surgical skill assessment. In 
this chapter, the importance of computer vision techniques for episode segmentation 
of the surgical workflow is discussed and potential challenges in analysing tissue 
deformation and instrument-tissue interaction are highlighted. The main purpose of 
this chapter is to provide the technical motivation of video sequence analysis methods 
developed in this thesis for deriving accurate statistical measures for quantifying 
tissue-instrument interactions. 
To explain how computer vision techniques can be applied to MIS, common surgical 
steps in MIS are listed in Chapter 3 and laparoscopic cholecystectomy is used as an 
example to illustrate how instrument and soft tissue tracking can be used to identify 
different surgical episodes in MIS. This is then followed by the development of video 
analysis techniques for instrument segmentation, deformation tracking and motion 
analysis. A Bayesian colour segmentation technique is first presented for segmenting 
instruments and soft tissue in a cluttered laparoscopic environment. This is then 
followed by the incorporation of a Condensation algorithm for improving the 
temporal consistency of the algorithm 
Although colour segmentation can be used to segment instruments from soft tissue in 
MIS, image artefacts such as shadows and specular highlights can affect the accuracy 
of the tracking algorithm and 3D tissue deformation. In Chapter 4, a novel contextual 
boosting framework is presented for fusing multiple visual cues with dynamic 
updating. The purpose of the chapter is to introduce the concept of contextual 
boosting in a Bayesian Network (BN) to facilitate the incorporation of high-level 
knowledge. Under the proposed framework, the conditional probabilities of the BN 
are continuously adjusted with respect to domain specific rules. Throughout the 
evolution of the network, the BN structure remains unchanged so that the intrinsic 
causality is preserved. In this chapter, a general overview of the BN is first described 
and consideration on how hidden nodes can be introduced during the initial structure 
learning process to obtain a more accurate causal model is discussed. For quantitative 
validation of the proposed framework, instrument shadow detection and removal is 
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used as an exemplar for demonstrating the ability of the proposed method in 
integrating multiple visual cues. 
As each MIS operation consists of a series of manoeuvres, the prerequisite of 
optimising a surgical workflow is the correct identification of constituent surgical 
episodes. This is also one of the essential components for accurate assessment of 
surgical skills. In Chapter 5, a Bayesian method for fusing multiple visual cues is 
proposed for automatic MIS workflow segmentation. The proposed technique 
investigates the characteristics of four basic events in MIS, which include idle, 
retraction, cauterisation and suturing. Visual cues related to shape, deformation, 
changes in light reflection, and other low level image features are fused by using a 
Bayesian framework to achieve a high classification accuracy. 
The results in Chapter 5 also reveal the importance of accurate 3D tissue deformation 
reconstruction when detailed instrument-tissue interaction is to be analysed. Accurate 
reconstruction of 3D structure has been an active research topic in computer vision 
but most applications considered so far have been limited to static or rigid objects. 3D 
tissue deformation recovery is particularly challenging as general laparoscopic scenes 
are complex and identification of reliable features for tracking and depth 
reconstruction is difficult. All these are further complicated by the continuous 
deformation and change of topology of the tissue during surgery. In Chapter 6, the 
unique constraint of the camera-lighting conditions of the laparoscope is investigated, 
and a 3D reconstruction framework is presented for estimating the geometrical 
structure of the operative field from MIS video images. Issues concerning specular 
highlights are addressed and detailed phantom and in vivo experiments are performed 
to determine the extent to which this technique can be applied. 
Although the shape of a soft tissue surface can be estimated by using monocular 
vision, the robustness of the algorithm can be improved by integrating multiple visual 
cues. Chapter 7 follows the discussion of Chapter 6 and proposes a Bayesian depth 
reconstruction method by integrating computational stereo and relative surface 
geometry derived from surface shading information. In this chapter, the theory behind 
recovering deformable surface geometry using stereo laparoscope is first presented. 
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This is then followed by a Bayesian depth reconstruction method based on Markov 
Random Field (MRF) for integrating these two primary visual cues. Detailed phantom 
validation is provided, along with in vivo results to demonstrate the accuracy, 
robustness and practical value of the technique. Finally, Chapter 8 concludes the 
thesis by outlining possible future research directions and challenges for surgical 
workflow analysis and skill assessment. It also highlights the potential value of the 3D 
reconstruction techniques developed in thesis for surgical navigation and augmented 
reality by integrating pre- and intra-operative imaging data. 
The original contributions of the thesis are: 
■ Proposed a novel computer vision framework for analysing MIS tasks and 
surgical episode segmentation; 
■ Developed a Condensation based tracking method for reliable instrument 
tracking in MIS; 
■ Introduced a new contextual boosting approach for a Bayesian 
tissue/instrument segmentation framework that integrates multiple visual cues; 
■ Proposed an efficient Shape-from-Shading algorithm that is immune to 
specular highlights based on the unique optical constraint of the laparoscope 
camera for estimating soft tissue deformation; 
■ Developed a new Bayesian Markov random field method for fusing stereo and 
shading for 3D tissue structure and deformation recovery. 
To our knowledge, this is the first comprehensive study of surgical episode 
segmentation and tissue deformation recovery based on computer vision techniques. It 
circumvents the major difficulties of current methods in surgical instrument tracking 
and instrument-tissue interaction by removing the need of additional sensors or 
fudicial markers. The in vitro and in vivo results derived from the study demonstrate 
the practical value and potential clinical impact of the research. 
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Chapter 2 
Minimally Invasive 
Surgery 
2.1 Introduction 
Endoscopy, including bronchoscopy and laparoscopy, is the most common procedure in Minimally Invasive Surgery (MIS). It is carried out through natural 
body openings or small artificial incisions. It achieves its clinical goals with minimal 
inconvenience to patients and results in reduced patient trauma, shortened 
hospitalisation, and improved diagnostic accuracy and therapeutic outcome. Despite 
the major advantages that the technique attracts, it requires a high degree of manual 
dexterity from the operator as the complexity of the instrument controls, restricted 
vision and mobility, difficult hand-eye co-ordination, and a lack of tactile feedback 
are major obstacles for carrying out MIS procedures. To address these problems, a 
range of techniques have been proposed to simplify the control and visualisation of 
MIS. One recent example is the introduction of MIS robots, which not only simplify 
the instrument control but also increase the degrees-of-freedom of the surgical 
instruments. These robots also offer motion scaling and tremor removal, which can 
significantly improve the accuracy and consistency of the MIS procedures. By the 
introduction of stereoscopic cameras and displays, surgical robots further permit 
magnified 3D visualisation of the operating field, thus making MIS ergonomically 
more natural to perform. 
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Although advanced surgical tools can, to some extent, simplify the instrument control, 
MIS specific training and assessment are essential for the safe practice of the 
procedures. Due to the high dexterity required and the rapid growth in MIS 
technologies, the traditional apprenticeship used in training is no longer suitable for 
MIS. Thus far, the majority of surgical trainings still rely on observational based 
assessments or self maintained log books, which are not only subjective but also lack 
of quantitative measures on manual dexterity and surgical competence. For example, 
recent studies have proposed the use of objective assessment schemes such as the 
Objective Structured Assessment of Technical Skill (OSATS) (Martin et al., 1997) for 
surgical trainees. Through observation, expert surgeons mark the performance of 
trainees by using a structured assessment table from which an objective score is then 
derived. Although such assessment techniques can provide an accurate evaluation of 
the dexterity of the trainees, the involvement of multiple experts with repeated 
observation of the same operation has made it expensive to implement in practice. To 
minimise the cost of training and improve the overall consistency of the assessment 
procedure, Virtual Reality (VR) simulators have become a major topic of research in 
surgical technology as they permit comprehensive training of MIS specific surgical 
skills. These simulators are generally focussed on the modelling of the mechanical 
properties of the tissue and its response to instrument interactions. In addition to 
providing a general framework for surgical training, VR simulators also allow 
quantitative assessment of basic surgical skills, as the exact motion of the instruments 
can be tracked. 
Despite the fact that simulators have advanced significantly in recent years, they are 
still not realistic enough to replace the traditional training schemes, nor for the 
acquisition and assessment of certain advanced surgical skills. To facilitate objective 
assessment of surgical skills in real MIS procedures, extensive research has also been 
directed to the design and development of special surgical tools equipped with force 
and torque sensors for measuring the response and kinematics of the instruments (Ang 
et al., 2000; Rosen et al., 2002). By analyzing the force and torque applied to the 
tools, mathematical models can be applied to classify the surgical movements during 
the operation such that quantitative information can be derived. It should be noted 
however, these systems thus far do not consider instrument/tissue interaction and 
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detailed cross validation with video sequences captured in situ is required to achieve a 
comprehensive assessment of the procedure. To this end, automatic segmentation of 
the surgical scene and 3D reconstruction of the instrument trajectory and tissue 
deformation are required as direct observation or manual labelling of the procedure is 
either error prone or labour intensive. These form the main focus of the thesis and in 
this chapter, a general overview of MIS and its applications in different surgical 
specialities are provided. Different assessment approaches and key dynamic indices 
that reflect the competence of the surgical skills are discussed. The purpose of this 
chapter is to provide the clinical background and technical motivation of the video 
sequence analysis methods and 3D reconstruction techniques developed in this thesis 
for performing episode segmentation of surgical workflows and deriving accurate 
statistical measures for quantifying tissue-instrument interactions. 
2.2 Minimally Invasive Surgery 
Figure 2.1 A schematic diagram illustrating the basic setup of MIS, where small laparoscopic incisions 
are made on the abdomen and the laparoscopic instruments are inserted using the trocars. The surgeon 
performs the operation by relying on the video captured by the laparoscopic camera projected onto a 
2D video screen. (I) laparoscopic incisions, (2) laparoscopic instruments, (3) MIS trocars, and (4) 
laparoscopic camera. 
MIS represents the most important revolution in surgical techniques since the 
introduction of aseptic technique or safe anaesthesia. The aim of MIS is to gain access 
to the internal anatomy of the body and perform surgical operation by using 
specialised miniature instruments and cameras, as illustrated in Figure 2.1. 
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The original concept of MIS can be dated back to the time of Hippocrates (460-375 
BC) who first described rectum examination with a speculum and non-invasive 
remedies for conditions such as intestinal obstruction (Mishra, 2001; Raghupathy, 
2005). One of the major obstacles to early MIS is the lack of light inside the human 
body and original endoscopic operations were conducted through projecting sunlight 
from a flash of water, which was first introduced by Aranzi in 1585 (Mishra, 2001). In 
the 1800's, physicians began to use candle lights for illumination (Raghupathy, 2005). 
The first experimental laparoscopic surgery was carried out by German Surgeon 
Georg Kelling, who used a cystoscope to peek into the abdomen of a dog after first 
insufflating it with air (Mishra, 2001), and the first human celioscopy was performed 
in 1910 by Jacobeus in Sweden to investigate ascites (Raghupathy, 2005). Due to the 
limited illumination and a lack of adequate instrumentations, MIS had not been well 
adopted until the late 20th century when fibre optics and video camera were 
introduced to MIS operations. These technologies enabled the development of video 
endoscope. By using flexible fibre tubes, more intense light with reduced heat 
dissipation can be transmitted through small incisions of the body, thus providing 
much improved illumination. Combined with video cameras, a clear visualisation of 
the internal anatomy can be achieved through the use of external video monitors. 
In 1970, gynaecologists were the first to embrace the laparoscopy (Mishra, 2001) 
when general surgeons were still sceptical about MIS and remained confined to the 
traditional open surgery. However, it was not until the general surgeons started to 
adopt the MIS that the technique became a popular surgical method - not just being an 
alternative to the conventional surgical techniques but also as a new way of 
performing certain complex procedures (Darzi and Munz, 2004). Since Erich Miihe 
performed the first laparoscopic cholecystectomy in 1985 in Germany and Phillipe 
Mouret performed the first video laparoscopic cholecystectomy in 1987 in Lyon 
France, MIS had drawn significant attention in the surgical community and became 
rapidly popularised (Mishra, 2001). Within five years, the MIS approach became the 
"gold standard" for gall bladder removal with a successful rate of over 97%. It has 
been estimated that more than 70% of the procedure were performed laparoscopically 
in 1992 throughout the United States, Japan and Europe (Soper et al., 1992; Taylor et 
al., 1996). Laparoscopic cholecystectomy is now performed routinely in a growing 
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number of medical centres in the United States and Europe (Huang et al., 2000; Darzi 
and Munz, 2004). 
2.2.1 Clinical Applications of MIS 
2.2.1.1 Gynecology 
Since laparoscopy was first applied to gynecology in 1960s (Darzi and Munz, 2004), 
its application in gynecology has broadened significantly. The technique has now 
been applied to a variety of procedures such as laparoscopic hysterectomy, 
laparoscopic supracervical hysterectomy, and laparoscopic vault suspension. Figure 
2.2 illustrates a schematic diagram of a laparoscopic hysterectomy procedure, where 
uterus is removed through a small abdominal incision, which offers much quicker 
recovery for patients. With the rapid improvement of the MIS technology, surgery 
during pregnancy has also become feasible, and operations such as laparoscopic 
cholecystectomy and appendectomy during pregnancy are routinely performed 
(Fatum and Rojansky, 2001; Darzi and Munz, 2004). By the use of small incisions, 
the method minimises the risk of thromboembolism associated with pregnancy and 
prevents abdominal scarring in the presence of a growing uterus (Fatum and 
Rojansky, 2001). In addition, the rate of the fatal depression can be reduced due to 
reduced pain and narcotic use in MIS. 
In addition to therapeutic operations, MIS has also been widely used in diagnosis and 
biopsies for ovarian cyst and ovarian cancer (NYU, 2005). The method enables visual 
inspection and biopsy of the ovarian cyst. As most ovarian cysts are benign, biopsy 
could prevent further surgeries for patients. 
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Figure 2.2 A schematic setup of laparoscopic hysterectomy; (1) laparoscopic instruments, (2) 
laparoscopic camera, (3) abdominal incisions and trocars, and (4) the uterus. 
2.2.1.2 Urology 
As the kidney is hidden behind the abdomen, minimally invasive urological 
procedures were difficult to perform initially. MIS in urology had not been well 
accepted until the 1990's when MIS instruments and viewing control were more 
advanced (Darzi and Munz, 2004). MIS has now been applied to different urological 
conditions including kidney tumours and transplant. The most effective treatment for 
kidney tumours is surgical removal (Miller, 2005). Traditional open procedure for 
nephrectomies (excision of a kidney) requires large incisions, which often leads to 
postoperative complications. With the introduction of MIS, most nephrectomies, 
especially partial nephrectomies, can be effectively conducted laparoscopically. In 
addition, the reduction of patient trauma and shortened recovery of MIS have led to 
the increasing application of MIS in donor nephrectomies, where kidneys are removed 
from healthy donors through small incisions, as shown in Figure 2.3 (Lind et al., 
2003). The recent advances in surgical robots have further reshaped minimally 
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invasive urological operations, which permit more complicated operations, such as 
adrenalectomy and pyeloplasty to be performed minimal invasively. 
Figure 2.3 A schematic setup of laparoscopic Donor Nephrectomy; (1) laparoscopic instruments, (2) 
laparoscopic camera, (3) abdominal incisions and trocars, and (4) donor kidney. 
2.2.1.3 Diagnostic Endoscopy 
Before the introduction of endoscopy, biopsies often required open surgery. The 
introduction of flexible endoscopes has enabled minimal invasive examinations and 
biopsies through natural body cavities, such as colon, bronchi and sinuses. 
Miniaturised flexible endoscopes have further enabled navigation through small 
vessels, intestines and bronchus to the target location without damaging the 
surrounding soft-tissue. One example of flexible endoscope is bronchoscopy, where 
small fibre-optical bronchoscope is inserted through the airway to examine the 
interior passages of the lower respiratory tract, as shown in Figure 2.4. Bronchoscopy 
can be conducted when the patient is under local anaesthesia, which greatly facilitates 
the diagnosis while minimising patient discomfort. 
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Recent advances in semiconductor and wireless technology have also led to the 
introduction of capsule endoscope or 'video pill', which is a tiny capsule with a built-
in wireless video camera (Kovac, 2001). For colonoscopy, patient can simply swallow 
the capsule and as the capsule travels through the digestive system, video images can 
be transmitted wirelessly to a computer screen. More advanced capsule endoscopes 
with propelling mechanisms, electromagnetic field control, and external powering 
with near-field transmission have also been proposed. 
Figure 2.4 A schematic diagram illustrating the bronchoscopy procedure, which is carried out by 
inserting the probe (Bronchoscope) through the trachea and the main bronchus to the lung for 
inspecting the interior passageways of the lower respiratory tract. (1) Bronchoscope, (2) trachea, (3) 
main bronchus, (4) lung and the lower respiratory tract. 
2.2.1.4 Cardiothoracic MIS 
The application of MIS to cardiothoracic surgery has so far been limited as compared 
to other procedures. This is because the heart is positioned behind the ribs so the 
instruments have to be inserted between the ribs to gain access to the heart, as 
illustrated in Figure 2.5. This greatly restricts the mobility of the instruments and adds 
further complexity to the instrument control. The quest for performing closed-chest 
cardiothoracic surgery on a beating heart to minimize patient trauma and avoid certain 
side effects of cardiopulmonary bypass has motivated recent development in 
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cardiothoracic MIS. However, operating on a beating heart with restricted instrument 
mobility and field-of-view is extremely complicated and it requires advanced 
laparoscopic skills with a lengthy training process. Although MIS can significantly 
reduce parent trauma, only a relatively small number of cardiothoracic operations are 
carried out minimal invasively due to the intrinsic complexity involved (Nataf et al., 
2000; BMJ, 2005). The recent introduction of surgical robot has widened the use of 
minimal invasive approach for cardiothoracic procedures. Surgical robots greatly 
enhance the instrument control inside the body with increased degrees of freedom and 
stereo vision. In addition, the motion scaling and stabilisation capabilities of the 
system have offered unique opportunities of MIS for performing certain cardiac 
procedures such as Totally Endoscopic Coronary Artery Bypass (TECAB). 
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Figure 2.5 A schematic illustration of the setup of cardiothoracic MIS; (1) laparoscopic instruments, 
(2) laparoscopic camera, (3) the rib cage, and (4) the heart. 
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2.2.2 Technical Challenges of MIS 
2.2.2.1 Ergonomics of MIS 
Excluding the high equipment costs, the biggest disadvantage of MIS is operator 
dependency. MIS is technically more demanding, requiring more concentration and 
operative time than open surgery. This increases the surgeon's fatigue and stress due 
to the remote interface of the laparoscopic technique. Furthermore, the representation 
of the 3D operative scene on 2D visual display can be extremely challenging 
especially for novices. 
In MIS, the view of the operative field is displayed on a monitor that is widely 
separated from the field of action. In order to navigate inside the cavity, the 3D 
surgical field has to be interpreted and synchronized with instrument movement. In 
laparoscopy, the surgeon also has to adapt to the fulcrum effect, whereby the tip of the 
instrument moves in a direction that is opposite to the surgeon's hand around the port 
site. The fulcrum effect causes a visual-alignment conflict that requires extended 
practice. In addition, magnification of the operative field by the endoscope requires 
that the surgeon mentally scales the instrument movements appropriately. Another 
ergonomic effect of MIS that hinders its effective performance is the misalignment of 
visual-motor axes of the operator as illustrated in Figure 2.6. This is coupled with 
angular rotations of the instrument, which significantly increases the complexity of 
the task, resulting in a higher error rate and faster mental fatigue. For this reason, a 
high degree of manual dexterity and visual-motor coordination from the operator is 
essential to the success of laparoscopic procedures. Since the acquisition of these 
skills is fundamental to the performance of MIS, effective training is clearly 
important. 
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Figure 2.6 The fulcrum effect and visual-motor misalignment in MIS. As the instrument is inserted 
into the body cavity, the incision point becomes a pivoting point of the elongated instrument and the 
instrument tip moves in the opposite direction of the handle. The lack of depth information from the 2D 
laparoscopic images also introduces a visual-motor misalignment in manipulating the instruments. 
2.2.2.2 Visuomotor Coordination 
In general, acquiring skills for MIS is more difficult than learning open surgical 
procedures. MIS is more dependent on spatial abilities, since there is little perceptual 
information available. Direct vision in this case is replaced by a video image and it 
requires the ability to appreciate depth from a 2D image using subtle visual clues. 
Because instrument positions are continuously changing, the relationship between 
visual and instrument coordinates also changes rapidly. Dexterity is diminished and 
kinaesthetic feedback of the interaction forces between instruments and tissues is also 
reduced. Tactile sensation, which is especially useful for gauging tissue properties or 
embedded vessels, is not available. Consequently, there are fundamental changes in 
the required perceptual-motor/psychomotor skills. Endoscopic procedures also require 
the ability to create 3D mental models of the anatomy while viewing a 2D image. 
Spatial orientation, complex visuo-spatial organisation, and other perceptual abilities 
are intimately involved in the effective performance of MIS procedures. 
The performance of general motor skill is affected by three major factors including 
cognitive abilities, perceptual-motor coupling, and high-level decision making. 
Cognitive abilities, such as perceptual awareness, are more relevant during the early 
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stages of motor learning, whereas psychomotor abilities are important in later stages 
when cognitive problems have been solved. The relationship between visual 
perception and motor abilities is the focus of MIS skills assessment since it is related 
to the speed and accuracy, as well as the coordination of the movements for 
performing MIS. Perceptual-motor skills, also known as psychomotor skills, include 
the following main elements, as illustrated in Table 2.1 (Magill, 1998): 
Table 2.1 Basic Psychomotor skills in surgery 
Psychomotor skills 	Descriptions 
Multi-limb coordination Coordinate the movements of limbs simultaneously 
     
Control precision 
  
Make highly controlled and precise muscular adjustments 
     
Response orientation 
Reaction time 
Select rapidly where a response should be made 
   
Respond rapidly to a stimulus when it appears 
Finger dexterity 
Arm-hand steadiness 
Make a gross rapid arm movement 
Change speed and direction of responses with precise timing 
Make skilful, well-directed arm-hand movements that are 
involved in manipulating objects under speed conditions 
Perform skilful, controlled manipulations of tiny objects 
involving primarily the fingers 
Make precise arm-hand positioning movements where 
strength and speed are minimally involved 
Speed of arm movement 
Rate control 
Manual dexterity 
          
Wrist and finger speed Move the wrist and fingers rapidly 
   
— . Aiming 
        
  
Aim precisely at a small object in space 
   
Visual acuity 
Visual tracking 
See clearly and precisely 
Follow a moving object visually 
Hand-eye coordination 	Perform skills requiring vision and the precise use of the 
hands 
Psychomotor tests, such as adaptive tracking tasks, which measure hand-eye co-
ordination and dexterity, are particularly relevant. In laparoscopy, perceptual and 
information processing abilities are more accurate predictors of operative skills 
among surgical residents. Psychomotor abilities may account for up to one-third of 
the variations in early MIS performance. However, it is still poorly understood how 
surgeons learn and adapt to the unusual perceptual motor relationships in MIS. The 
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perceptual (both visual and haptic) cues that surgeons use are complex and some of 
these cues, such as subtle lighting changes or differences in tissue consistency, are 
difficult to identify and reproduce. For competent surgeons, they also combine other 
fluencies in anatomy, physiology, pathology, communicative skills, and decision 
making. It has been estimated that decision making can account for 75% of the 
successful completion of a surgical task. The importance of decision making is further 
amplified when the surgeon is faced with complications that are rare in routine 
procedures. Other essential elements of the effectiveness of a training scheme include 
a positive mental attitude and the ability to focus one's attention. Team dynamics and 
the attainment of a cohesive group are also important factors to consider. 
2.2.2.3 Robotic Assisted MIS 
Although MIS offers many advantages over traditional open approach, the loss of 
haptic feedback, difficulty of the fulcrum effect, the restricted degree of movement 
and the loss of depth perception as mentioned earlier have limited its application to 
delicate operations, such as vascular anastomoses in cardiac procedure. To overcome 
such limitations and further expand the use of MIS, different surgical robotic systems 
have recently been developed. 
In fact, soon after the widespread adoption of minimal invasive techniques in surgery, 
robotic system was introduced to assist these procedures. Kwoh et al. were the first to 
demonstrate the use of a robotic arm to perform neurosurgical biopsies (Kwoh et al., 
1988; Lanfranco et al., 2004). The industrial robot UNIMATION PUMA 200 robot 
arm was used together with preoperative Computed Tomography (CT) images to aid 
positioning the orientation and entry point of the biopsy instrument in stereotactic 
neurosurgery. Subsequently, a similar approach had been adopted for instrument 
guidance in many neurosurgical operations (Burckhardt et al., 1995). As robotic arms 
can provide a much higher accuracy in positioning, especially for rigid targets in 
orthopaedics, customised industrial robots were introduced to orthopaedic surgery 
soon after the introduction of robotic arms in neurosurgery. ROBODOC was the first 
robotic system designed to machine the femur with improved precision in hip 
replacement surgeries, and it was the first surgical robot approved by the Food and 
Drug Agency (FDA) in the United States (Taylor et al., 1994; Lanfranco et al., 2004). 
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In addition to enhanced precision in bone milling, the ROBODOC enables automatic 
preparation of the bone for receiving the implant prescribed by the surgeon for Total 
Hip Replacement (THR) and Total Knee Replacement (TKR) procedures. It soon 
became the most clinically used robots with over ten thousands procedures performed 
between 1992 and 2001 (Cleary and Nguyen, 2001). 
As human tissues are highly deformable whereas industrial robots are designed 
mainly for rigid objects without safety mechanisms for surgery, custom designed 
robotic system is required for surgical operations to ensure precision and patient 
safety. Following the first transurethral resection of the prostate using Puma 560, 
Davies et al. developed the PROBOT for urological intervention (Davies, 2000). The 
PROBOT robotic frame enables the operation on soft-tissue with a restricted Degree 
of Freedom (DOF) to ensure the safety of the operation. 
The Automated Endoscopic System for Optimal Positioning (AESOP) developed by 
Computer Motion USA in 1992 was one of the first robotic systems designed for 
general soft-tissue MIS (Sackier and Wang, 1994). The system enables laparoscopic 
control without an assistant in the operating theatre. Later, the system was extended to 
include a voice recognition interface which allows voice control of the robotic arms 
(Allaf et al., 1998). Since the introduction of the SRI-telepresence Surgery system by 
Stanford Research Institute (SRI) International and later the Robot Assisted 
MicroSurgery (RAMS) by NASA Jet Propulsion Laboratory, many surgical robot 
designs have diverted from direct manipulation to a master-slave design (Hill et al., 
1994; Charles et al., 1997). In a master-slave design, rather than controlling the 
robotic arms directly, surgeons can control the laparoscopic instruments held by the 
slave robotic arms through a master console. One such exemplar is the daVinci 
master-slave telerobotic system developed by Intuitive Surgical Inc., which was used 
to perform the first telesurgical laparoscopic cholecystectomy in Belgium in 1997 
(Himpens et al., 1998; Satava, 2002). Shortly after the introduction of daVinci, the 
Zeus master-slave MIS system was announced by Computer Motion USA. It was 
used for the first transatlantic laparoscopic cholecystectomy between New York USA 
and Strasbourg France (ISCP, 2006). After the merge of Intuitive Surgical Inc. and 
Computer Motion System, daVinci has become the most successful surgical robot 
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today, with over 300 systems deployed worldwide. The daVinci system used for 
engineering development within our laboratory and some of the experiments 
conducted in this thesis is shown in Figure 2.7. 
Figure 2.7 The daVinci system used for engineering development in our laboratory and some of the 
experiments conducted for this thesis. The daVinci system mainly consists of the master console (1), 
and the slave robotic arms (2). Different laparoscopic instruments can be mounted onto the robotic 
arms and inserted into the body cavity through the trocars (3). The robotic arms (4) are controlled by 
the manipulators on the master console to control the fine motion of the endowrists (5). 
Although surgical robots greatly enhance the manipulation and visualisation of MIS, 
the high costs, extensive training required, prolonged procedural time, and limited 
apparent evidences on direct patient benefits have hindered the widespread use of 
surgical robots. However, with further development of the robotic technology and 
more advanced system functions, such as dynamic motion stabilisation for cardiac 
operations, will enable improved precision and patient safety, thus promoting its more 
widespread use. 
33 
2.3 MIS Skills Assessment 
2.3.1 Surgical Competence 
From the description above, it is not difficult to appreciate that MIS is a complex 
process that requires a team of surgical nurses, anaesthetists, surgeons and other staff. 
A competent surgeon has to be proficient in decision making, interpersonal, 
communication, and leadership skills. The Accreditation Council for Graduate 
Medical Education (ACGME), United States endorsed six general competencies 
reflective of different skill sets that all doctors should possess (Sidhu et al., 2003): 
Table 2.2 ACGME general competencies (Sidhu et al., 2003) 
ACGME Competency Description 
Patient care 
 
Residents must be able to provide patient care that is 
compassionate, appropriate, and effective for the treatment of 
health problems and the promotion of health. 
      
Medical knowledge Residents must demonstrate knowledge about established and 
evolving biomedical, clinical and cognate (epidemiologic and 
social-behavioural) sciences and the application of this 
knowledge to patient care. 
Practice-based learning 	Residents must be able to investigate and evaluate their patient 
and improvement 	care practices, appraise and assimilate scientific evidence, and 
improve their patient care practices. 
Interpersonal and 
communication skills 
Residents must be able to demonstrate interpersonal and 
communication skills that result in effective information 
exchanges and teaming with patients, their patients families, 
and profession associates. 
       
Professionalism 
 
Residents must demonstrate a commitment to carrying out 
professional responsibilities adherence to ethical principles, 
and sensitivity to a diverse patient population. 
Systems-based practice Residents must demonstrate an awareness of and 
responsiveness to the larger context and system of health care 
and the ability to effectively call on system resources to 
provide care that is of optimal value. 
Out of these components, dexterity or technical proficiency is considered to be of 
paramount importance among surgical trainees, especially for MIS where a high 
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degree of dexterity is required. Different approaches have been proposed for training 
and assessing the technical skills of trainees. However, assessing a surgeon's 
competency solely on dexterity is not enough, as a good operation is 75% attribute to 
decision making and only 25% to dexterity (Spencer, 1983). The recent introduction 
of simulated operating theatres could provide a better evaluation of surgical 
competence (Aggarwal et al., 2004; Darzi and Munz, 2004). 
For centuries, surgical profession has been taught according to the Halstedian method, 
or master-and-apprentice model (Toledo-Pereyra, 2002; Darzi and Munz, 2004). 
Under the master-and-apprentice model, surgical trainees are trained and assessed by 
their masters, which can be highly subjective. At present, assessments in most 
institutions are still limited to subjective opinions from senior colleagues through 
direct observations and logbook assessment. Although such a model has produced 
excellent surgeons for decades, a reliable and objective assessment scheme is required 
for evaluating and training surgeons as surgical technology advances. 
2.3.2 Approaches to MIS Skills Assessment 
2.3.2.1 Observation based approaches 
Current approaches to surgical skills assessment include surgical logbooks, direct 
observation, the use of simulated models, video recording, psychomotor testing, 
motion analysis, and the use of virtual reality devices. Maintaining an accurate 
reporting of the surgeries in a logbook is a requirement for a surgical trainee and the 
logbook can be used to assess the trainee's experience in major, minor and endoscopic 
surgeries (RCSENG, 2002; CSHK, 2003; RACS, 2006; RCSED, 2007). To simplify 
the recording process and enable comparison among different surgeons, regulatory 
institutions, such as the Association of Surgeons at Great Britain and Ireland (ASGBI) 
and the Royal Australasian College of Surgeons (RACS), have recently introduced 
computerised logbook for surgeons (Everitt, 1997; Brouwer and Kiroff, 2002; 
ASGBI, 2007), where electronic forms are used for recording the operation. The 
recorded information is then sent to a database for storage and comparative analysis. 
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Direct observation is performed by observing the routine surgical procedure as it 
unfolds. The observer, who is usually a senior colleague, assess the competence of a 
trainee in performing diagnostic and interventional procedures (Grantcharov et al., 
2002). To enable objective assessment of surgical dexterity, a number of structured 
assessment schemes have been proposed. One example of structured assessment is the 
Objective Structured Clinical Examination (OSCE), which has been widely adopted 
as a measurement of clinical competence of medical students. In an OSCE exam, the 
participant has to attend a number of stations for evaluating different aspects of the 
clinical and communication skills of the individual (OSCE, 2007). It has been shown 
that the OSCE is a reliable and valid examination for assessing the performance of 
residents (Sloan et al., 1995). Other similar approaches include the Objective 
structured assessment of technical skill (OSATS) proposed by Martin et al. for 
assessing the competence of surgical trainees (Martin et al., 1997), and an objective 
scoring system by Eubanks et al. for assessing surgeon's dexterity during a 
laparoscopic cholecystectomy (Eubanks et al., 1999). OSATS was originally designed 
to evaluate bench top training methods and to provide a reliable and valid assessment 
for technical skills (Reznick et al., 1997). Since the introduction of OSATS, extensive 
studies have been conducted for validating the reliability of OSATS in different 
surgical scenarios, and it has been widely adopted as a tool for surgical skills 
assessment (Faulkner et al., 1996; Moorthy et al., 2003; Hernandez et al., 2004; 
VanBlaricom et al., 2005). 
With OSATS, several stations are set up for the assessment. Different surgical tasks 
are designed at each station, such as excision of skin lesion, insertion of a T-tube, 
abdominal wall closure, handsewn bowel anastomosis, and stapled bowel anatomosis 
(Reznick et al., 1997). Participants have to operate on live animals or bench models in 
a fix time period on each station, and their performance is observed and rated by 
examiners at each station by using a task specific checklist and a global rating scale. 
The task specific checklist identifies separate actions required for carrying out the 
operative task effectively, and each checklist consists of 20 to 40 items that are 
relevant to a specific task. The examiner rates the participant's performance by 
indicating whether or not the participant has carried out each action competently. In 
addition to the task specific checklist, a global rating scale is also designed in OSATS 
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Rating 
1 
Often used 
unnecessary force on 
tissue or caused 
damage by 
inappropriate use of 
instruments 
Many unnecessary 
moves 
Repeatedly makes 
tentative or awkward 
moves with 
instruments 
Frequently asked for 
the wrong instrument 
or used an 
inappropriate 
instrument 
Consistently placed 
assistants poorly or 
failed to use assistants 
Frequently stopped 
operating or needed to 
discuss next move 
Deficient knowledge. 
Needed specific 
instruction at most 
operative steps 
4 	 5  
Consistently handled 
tissues appropriately, 
with minimal damage 
Economy of movement 
and maximum efficiency 
Fluid moves with 
instruments and no 
awkwardness 
Obviously familiar with 
the instruments required 
and their names 
Strategically used 
assistant to the best 
advantage at all times 
Obviously planned 
course of operation with 
effortless flow from one 
move to the next 
Demonstrated familiarity 
with all aspect of the 
operation 
Variables 
Respect for 
tissue 
Time and 
motion 
Instrument 
handling 
Knowledge 
of 
instruments 
Use of 
assistants 
Flow of 
operation 
and forward 
planning 
Knowledge 
of specific 
procedure 
2 	 3 
Careful handling of 
tissue but occasionally 
caused inadvertent 
damage 
Efficient time and 
motion, but some 
unnecessary moves 
Competent use of 
instruments, although 
occasionally appeared 
stiff or awkward 
Knew the names of most 
instruments and used 
appropriate instrument 
for the task 
Good use of assistants 
most of the time 
Demonstrated ability for 
forward planning with 
steady progression of 
operative procedure 
Knew all important 
aspects of the operation 
to evaluate the operating skill of the trainee in general. Unlike the task specific 
checklist, the global rating scale was designed to be operation independent and can be 
used at all stations. The global rating scale consists of seven variables, which are 
related to some aspects of the operative performance. Each variable is graded on a 5-
point Likert scale with explicit descriptions to aid the examiners in rating the 
performance. An example of a commonly used global rating is shown in Table 2.3. 
Through statistical analysis, an objective measurement of the surgical skills of the 
participants can be derived. 
Table 2.3 OSATS global rating scale for surgical skills (Reznick et al., 1997; Moorthy et al., 2003). 
Although accurate evaluation of the surgical skills can be achieved by a structured 
assessment system, the process is highly complex, time-consuming, and expensive. In 
addition, such systems are still prone to subjective human errors. Since it is 
impractical to have experts to be presented in all the procedures, recorded video 
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analysis is often performed in MIS skills assessment. Combined with the structured 
scoring system, objective assessment can be achieved (Eubanks et al., 1999; Datta et 
al., 2002). 
Due to the high cost and risk involved in training surgeons with real patients, 
synthetic models or animal models are used extensively in training. The use of 
synthetic or animal models enables the standardisation of technical exercises and they 
are mainly used in structured training exercises, such as OSATS (Csiszar and Brath, 
1997; Grantcharov et al., 2002). In addition to basic surgical techniques, such as 
suturing, knot-tying, recent models enable simulation of more complex tasks such as 
bowel anastomosis and placement of vascular grafts (Aggarwal and Darzi, 2005). In 
addition to models for training specific tasks, advanced mannequins that enable 
manipulation of hemodynamics parameters, have also been used to simulate scenarios 
and training surgical and communication skills (Moorthy et al., 2005). 
2.3.2.2 Psychomotor testing and motion analysis 
As surgeons have to rely on the use of endoscopic cameras in MIS operations, 
psychomotor abilities of the surgeons, both in terms of manual dexterity and 
visuospatial ability, are essential in MIS. One of the main objectives of surgical 
training is to improve surgeon's psychomotor ability, especially for MIS operations, 
through the use of Virtual Reality (VR) simulators and box trainers. 
Neuropsychological tests have been designed in the last 10-15 years in predicting 
technical competence of surgical residents (Schueneman et al., 1984; Grantcharov et 
al., 2002). Different objective assessment tools have been proposed for assessing the 
psychomotor ability of the surgeons, such as VR simulators (Hanna et al., 1996; 
McCloy and Stone, 2001) and eye-tracker equipment (Law et al., 2004). The 
Advanced Dundee Endoscopic Psychomotor Trainer (ADEPT) is an example tool for 
evaluating the psychomotor ability of the surgical trainees by assessing their control 
precision, manual dexterity, spatial perception, visual-spatial ability, and hand-eye 
coordination (Francis et al., 2002). The ADEPT mainly consists of two gimbals, a 
task box, an endoscope camera, an interface unit and the computer (Francis et al., 
2002; Schijven et al., 2002), as shown in Figure 2.8. The gimbals are designed to 
mount standard laparoscopic instruments. They impose certain motion constraints to 
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the instrument to simulate the restricted movements through trocars in real MIS. In 
addition, potentiometers are incorporated to the gimbals to measure the absolute and 
angular displacements (Hanna et al., 1996). Different tasks can be incorporated into 
the ADEPT, such as grasping, moving, and positioning an object. Through the 
interface box, the movements of the instruments and the instrument errors are logged 
in the computer. By analysing the variance of the instrument error, execution time, 
total plate error time, total probe error time per task, and task completion, the ADEPT 
can provide a quantitative measurement of the subject's psychomotor skills for 
laparoscopic operation. 
Figure 2.8 The Advanced Dundee Endoscopic Psychomotor Tester (ADEPT) consists of two gimbals 
(1), an endoscope (2), a task box (3) and an interface unit (4). The gimbals enable the capturing of the 
movement of the instruments, and the motion data is transmitted to the computer through the interface 
unit. Different tasks can be introduced to the task box for different surgical assessments. 
In addition to assessing surgeon's psychomotor skill, Macmillan et al. have shown 
that the ADEPT can be used to predict the innate psychomotor ability as it was found 
that certain aspects of the performance would not improve with practice. This can be 
used for the selection of surgical trainees for endoscopic surgery (Macmillan and 
Cuschieri, 1999). Although a range of tasks can be introduced to the ADEPT to assess 
different skills, the mechanical devices cannot simulate the complexity involved in 
real operations. In addition, the ADEPT can evaluate only one aspect, namely 
psychomotor skill, of a surgical operation. Other factors, such as personality traits, 
knowledge, fatigue, operating room staff coordination, communication skills, are not 
considered. 
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In order to capture the hand motion of a surgeon during MIS, the Imperial College 
Surgical Assessment Device (IC SAD) has been developed based on a commercially 
available electromagnetic tracking system (Isotrak II, Polhemus, United States). The 
electromagnetic tracking system mainly consists of two sensors and a magnetic field 
generator, as shown in Figure 2.9. To measure hand movements, the two sensors are 
attached to the dorsum of the hands to measure the surgeon's dexterity based on 
different parameters such as the number and speed of hand movements, total 
displacement, and time taken for the task (Moorthy et al., 2003). Recently, the ICSAD 
has been extended to store video images, which can be played back synchronously for 
off-line analysis. 
Figure 2.9 (a) The ICSAD based on the Polhemus system (1), which consists of two electromagnetic 
sensors (2) and a magnetic field generator (3). The 3D positions of the sensors are transmitted to a 
computer (4) for analysis. (b) A typical ICSAD recording trace of an individual tying a surgical knot, 
the temporal changes in position of the left hand (green trace) and right hand (red trace). (Image 
courtesy of D. Leff). 
Studies have shown that experienced surgeons are more economical in terms of 
number of movements used and more precise in locating targets using shorter paths 
(Moorthy et al., 2003). The design of the ICSAD system enables motion analysis 
under different operating environments, such as laparoscopic operations (Moorthy et 
al., 2004) and open surgeries (Datta et al., 2001). However, the electromagnetic 
sensors are highly sensitive to metallic elements and the wiring required restricts hand 
manoeuvres, thus presenting a major drawback of the ICSAD in real operations. 
Furthermore, the ICSAD can only provide quantitative measurement of manual 
dexterity, but the quality of the task performed is not considered. Moorthy et al. 
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proposed the use of a checklist together with ICSAD to analyse the performance of 
the surgeons (Moorthy et al., 2004). However, the reliance on expert assessment 
greatly increases the cost of assessments, which hinders the practicality of such an 
approach. King et al. recently proposed the use of wireless sensor gloves for capturing 
hand movements (King et al., 2005). The proposed glove consists of three 2D Micro-
Electromechanical System (MEMS) based accelerometers and an optical based 
bending sensor. Another approach for motion analysis is to integrate sensors directly 
into the surgical instruments, such as the Blue Dragon proposed by Rosen et al. where 
force and torque sensors are used (Rosen et al., 1999; Richards et al., 2000; Rosen et 
al., 2001; Rosen et al., 2002; Rosen et al., 2002; Rosen et al., 2003). 
2.3.2.3 Virtual reality simulators 
Due to recent advances in computer and VR technologies, VR simulators have drawn 
significant interests in surgical training. In addition to providing standardised 
procedures with objective and quantitative assessments, surgical simulators are 
relatively cheap to construct. In addition, surgical simulators enable consistent 
simulation of different surgical scenarios. Studies have shown that training on VR 
simulators can consistently improve the basic laparoscopic skills of novice surgeons 
(Ali et al., 2002; Gor et al., 2003). 
Thus far, a number of surgical simulators have been proposed. They include MIST-
VR (Virtual Presence Medical, London, U.K.), LapSim (Surgical Science AB, 
Gothenburg, Sweden), Xitact LS5000 (Xitact SA, Morges, Switzerland), Reachin 
Laparoscopic Trainer (Reachin AB, Stockholm, Sweden), ProMIS surgical simulator 
(Haptica, Dublin, Ireland), and LapMentor (Simbionix, Clevelandm Ohio, USA). 
Among different virtual reality laparoscopic simulators, the Minimally Invasive 
Surgical Trainer-Virtual Reality (MIST-VR) trainer is one of the most popular and 
well studied simulators. It was one of the first VR laparoscopic simulators developed 
for surgical psychomotor skill assessment. The MIST-VR consists of two standard 
laparoscopic instruments mounted on a frame with gimbal sensors as shown in Figure 
2.10. The sensors are connected to a personal computer (PC), which simulates a 
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virtual 3D environment with different virtual instruments. By manipulating the 
handles, users can control the virtual instruments on the computer screen. 
Figure 2.10 Minimally Invasive Surgical Trainer-Virtual Reality (MIST-VR) consists of two standard 
laparoscopic instruments (1) mounted on a frame with gimbal sensors (2). The sensors are connected to 
a computer (3) which simulates a virtual 3D environment with virtual instruments. 
A series of tasks are provided by MIST-VR based on the psychomotor skills required 
to perform laparoscopic cholecystectomy. Exercises often require users to grasp and 
manipulate 3D objects in the virtual environment using the two instruments. By 
recording the movements of the instruments, the performance of the user is assessed 
in terms of the time to complete the task, path-length, error rate, and the economy of 
movement for each hand. Extensive research has been conducted to validate the 
effectiveness of MIST-VR for surgical training and assessment. For instance, in a 
study by Gallagher et al., three groups of laparoscopic surgeons (experienced, 
inexperienced and novice) were asked to perform ten trials of six tasks on the MIST-
VR (Gallagher and Satava, 2002). The experienced surgeons out performed other 
groups in the first trial, but after five trials, the performance of all groups plateaued. 
The inexperienced and novice surgeons demonstrated the greatest improvement, and 
it was shown that after repeating the exercises, novice surgeons can improve their 
performance to that of experienced surgeons. 
By simulating the virtual operations, VR simulators provide an effective tool for 
training surgeons. However, due to the complexity involved, most VR simulators so 
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far can only simulate simple tasks or procedures. With the recent development of 
image based rendering and modelling techniques, a number of new simulators can 
provide surgical views with real-time photorealistic rendering. For example, LapSim 
can create a virtual laparoscopic environment with deformable tissues, whereas Xitact 
can further provide force feedback on the instrument handles, thus enhancing the 
overall realism of the simulated tasks. These devices can be used as a procedural 
trainer to simulate complicated tasks such as dissection, clip application, and tissue 
separation. The recently launched LapMentor which also enables the performance of a 
complete procedure of laparoscopic cholecystectomy. 
2.4 Skills Assessment in Real Operations 
Surgical training is a very long process and usually takes up to six years to complete 
(Moorthy et al., 2003). In the first two to three years, basic surgical skills are taught, 
and trainees learn and practice basic skills usually with bench models. Following the 
completion of basic surgical training, trainees begin to assist and perform real surgical 
procedures (Moorthy et al., 2003). At this stage, bench models and virtual reality 
simulators with a higher fidelity are often used in improving trainee's skills and 
experience. Gradually, trainees are introduced to more complex procedures until they 
qualify as specialists. To closely follow this training path, Moorthy et al. suggest that 
continuous assessments should be carried out to evaluate the competence of trainees 
throughout the training period (Moorthy et al., 2003). In addition to assessing the 
trainees using bench models and VR simulators, trainee's technical skills should also 
be evaluated during real operations. 
Although high fidelity surgical simulators are emerging, they cannot replace training 
with real patient cases. In addition, due to the highly deformable and elastic nature of 
soft tissues, simulating tissue deformation, instrument interaction, and haptic feedback 
still remains an active research topic. Furthermore, existing simulators can only assess 
the technical dexterity of the trainee, other requirements such as stress, fatigue, 
operating room staff coordination, and communication skills are difficult to be 
evaluated with these devices. 
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In order to gain experience in handling soft tissues, surgical trainees often practice 
their skills using animal or synthetic models. In these cases, only observation based 
assessment can be performed, which is both subjective and time consuming. Sensor 
based approaches, such as the ICSAD and the Blue Dragon system, have been 
proposed to enable quantitative and objective assessment of surgical skills, where 
electromagnetic, force or torque sensors are used to capture the movement of the 
hands or laparoscopic instruments to derive basic dexterity levels. As mentioned 
above, however, the quality of the procedure cannot be determined by relying on 
dexterity alone. Detailed tissue-instrument interaction and the quality of the procedure 
must be taken into consideration (Eubanks et al., 1999). 
Recent advances in computer vision have enabled automatic segmentation of the 
surgical field. By directly analysing the laparoscopic videos, instrument movements 
can be quantified without the use of additional sensors during the operation. In 
addition to dexterity analysis, vision based techniques also facilitate detailed analysis 
of the surgical workflow. It is expected that vision based analysis will become an 
integral part of future MIS development. 
2.4.1 Instrument-Tissue Segmentation 
The prerequisite of vision based assessment is to extract MIS instruments from the 
endoscopic video images. Due to the highly cluttered and dynamic environment of 
endoscopic videos, typical segmentation approaches often fail to segment the images 
accurately. Figure 2.11 shows an example MIS surgical image sequence of 
laparoscopic cholecystectomy just before the transaction of the cystic duct to 
demonstrate the amount of instrument manoeuvre and tissue deformation involved. 
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Figure 2.11 Sample MIS video images from a laparoscopic cholecystectomy demonstrating the tissue-
instrument interaction involved. The red and green dots indicate the fixation of the eyes of the surgeon. 
(GA — Gallbladder, CA — Cystic Artery, CD — Cystic Duct and CDB — Common Bile Duct) 
Since the colour of the surgical instruments are usually metallic or black, which is 
quite distinctive compared to that of human tissue, colour segmentation is a common 
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approach for segmenting endoscopic videos. For instance, colour segmentation was 
used for instrument tracking by Koppel et al. (Koppel et al., 2001) and a Bayes colour 
classifier was proposed for segmenting robotic instruments from laparoscopic video 
sequences (Uecker et al., 1996). Boisvert el al. also proposed a support vector 
machine classifier for segmenting instruments from laparoscopic images (Boisvert et 
al., 2003). In addition to instrument segmentation, a graph-based method using 
multistage region merging was proposed by Shu et al. for segmenting different types 
of tissue from laparoscopic videos (Shu et al., 2005). 
2.4.2 Instrument Tracking 
To quantify the performance of a surgeon in real MIS operations, a number of 
specially designed instruments have been developed. One example is the laparoscopic 
grasper proposed by Rosen et al., where force and torque sensors are incorporated 
into the grasper to capture the movement of the instruments (Rosen et al., 1999). 
Another example is the use of accelerometers to measure the contact force of the 
instrument tips by Shimachi et al (Shimachi et al., 2005). Stoll and Dupont 
incorporated passive ultrasound markers on the instruments and Novotny et al further 
extended the study to track the instruments using a 3D ultrasound scanner (Stoll and 
Dupont, 2005; Novotny et al., 2006). 
Although sensor based approaches can accurately track the instrument movement, the 
introduction of these sensors will require regulatory approval, which may increase the 
cost of the instruments and hinder their widespread applications. A number of vision 
based approaches have recently been proposed to allow direct instrument tracking. 
For instance, Wang et al. proposed a framework for tracking the laparoscopic 
instruments using colour segmentation based on 2D instrument templates (Wang et 
al., 1998). A similar approach was used by Uecker et al. to track the robotic 
instruments, where bounding boxes were used (Uecker et al., 1996). Instrument shape 
model was proposed by McKenna et al. (McKenna et al., 2005) and Climent and 
Mares proposed a Hough transformation method for locating the instruments in 
laparoscopic videos (Climent and Mares, 2004). 
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Recently, Hsu et al. proposed the use of blob analysis to track robotic MIS 
instruments, where the instrument tips are extracted and tracked from the video 
images to keep the tool within the laparoscopic field-of-view (Hsu et al., 2005). To 
permit real-time tracking, colour marking of the instrument tips has also been used. 
Zhang and Payandeh used black strips on the instrument tips and camera calibration 
for estimating the 3D position of the instruments (Zhang and Payandeh, 2002). 
Instead of using colour markers, Krupa et al. proposed the use of laser pointers to 
track the instruments (Krupa et al., 2003). 
2.4.3 Episode Segmentation of Surgical Workflow 
Although instrument tracking can be used for objective analysis of surgical skills, the 
indices derived can only provide a gross assessment of the dexterity of the surgeons. 
Further analysis of the entire surgical workflow and its outcome is required. The 
current approach to evaluating task specific workflows mainly relies on simulated 
experiments, such as OSATS or MIST-VR (Martin et al., 1997; Gallagher and Satava, 
2002). These assessments, however, may not reflect the true performance of the 
surgeon in real operations. 
To enable detailed task analysis in real operations, episode segmentation of the 
surgical workflow is required. Rosen et al. proposed a Markov Model (MM) based 
approach to classify different surgical tasks during cholecystectomy and Nissen 
fundoplication (Rosen et al., 2001; Rosen et al., 2002; Rosen et al., 2003). Based on 
the force and torque measurements acquired from the specially designed laparoscopic 
graspers, the proposed MM can identify different tasks by comparing with the 
reference models, which was trained as a priori based on data acquired from expert 
surgeons. Similarly, Lin et al. proposed an automatic episode segmentation method 
for robotic surgery where a Bayes classifier with Linear Discriminate Analysis (LDA) 
was used to classify different suturing movements (Lin et al., 2005). Rather than 
considering isolated surgical episodes, Ahmadi et al. proposed a system for manual 
classification and labelling of complete surgical procedures (Ahmadi et al., 2006). By 
using Dynamic Time Warping (DTW), the proposed system was able to determine the 
laparoscopic instrument usage and a Hidden Markov Model (HMM) was employed to 
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label individual elements of the surgical workflow. Existing approaches rely mainly 
on capturing the instrument movements or detecting instruments usage to determine 
different surgical episodes. They are usually restricted to ad hoc experimental settings 
and often require explicit user interactions, thus making them difficult to be used for 
general clinical settings. 
2.4.4 Tissue Deformation Recovery 
In MIS, the quality of the surgical performance cannot be determined by analysing the 
instrument movements alone, tissue instrument interaction must be incorporated into 
the overall assessment framework. Determining tissue deformation in situ represents 
the most significant challenge in MIS and existing imaging techniques such as 
Computer Tomography (CT), Magnetic Resonance Imaging (MRI) and ultrasound are 
mainly used for pre-operative planning. Since in situ, in vivo MIS imaging techniques 
are only at an embryonic stage, the deformation of the tissue during MIS can only 
realistically be quantified by using computer vision based techniques. Thus far, the 
development in this area is still limited and most techniques developed so far use 
extensive regularisation constraints and structural simplifications. For instance, Lau et 
al. proposed stereo-based tracking of cardiac surface deformation where the 
deformation of the heart is captured using a stereo laparoscope with image registration 
(Lau et al., 2004). Similarly, Stoyanov et al. proposed a stereo-based 3D structure and 
motion estimation using a set of sparse salient features located on tissue surface 
(Stoyanov et al., 2005). Recently, a gaze contingent tissue deformation recovery 
method was proposed by Mylonas et al. where binocular eye tracking was used to 
measure the vergence of the eyes to determine the horizontal disparity, and thus the 
depth and deformation of the tissue under eye fixation in real-time (Mylonas et al., 
2005). 
2.4.5 Cognitive Analysis of Surgical Skills 
In addition to quantifying the dexterity of the surgeons, one of the main objectives of 
surgical skills assessment is to understand the cognitive process of expert surgeons in 
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performing the surgical tasks. Most current methods are mainly focused on several 
specific aspects of the psychomotor skills such as the motor skill and hand-eye 
coordination. To better understand the cognitive process of the surgeon in performing 
specific surgical tasks, eye movement analysis has been used to elucidate the 
cognitive process involved in performing these tasks. This reveals not only the hand-
eye coordination of the psychomotor skills but also the visual search strategy 
deployed during the task (Nicolaou et aL, 2004). Furthermore, functional 
neuroimaging with Near Infrared Spectroscopy (NIRS) can also be incorporated to 
enable the understanding of functional sub-classification of brain regions in certain 
surgical tasks (Leff et al., 2006). In Figure 2.11, the eye fixation plots, for example, 
can be used to demonstrate how eye saccades and fixations are distributed before the 
transaction of the cystic duct such that the underlying cognitive process in anatomical 
verification and cross-checking can be determined. It should be noted however, that 
cognitive analysis of surgical skills is still in its infancy, but the development of eye 
tracking technology and functional neuroimaging represents exciting future 
developments. 
2.5 Conclusions 
In this chapter, we have reviewed the basic background of MIS and highlighted the 
importance of developing an objective skills assessment framework based on 
computer vision techniques. Since the advent miniaturised laparoscopes and fibre 
optic endoscopes, the application of MIS and its allied technologies have grown 
rapidly. MIS achieves its clinical goals with minimal inconvenience to patients and 
results in reduced patient trauma, shortened hospitalisation, and improved diagnostic 
accuracy and therapeutic outcome. It is now a standard approach for many surgical 
tasks including certain complex cardiothoracic procedures. The operation of MIS 
requires a high degree of manual dexterity from the operator due to the complex 
instrument control, restricted vision and mobility, difficult hand-eye coordination, and 
lack of tactile perception. With the rapid advancement in MIS, the traditional 
apprenticeship based training scheme can no longer cater for the increasing clinical 
demand and the requirement for continuing assessment. 
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Thus far, a number of different approaches, such as OSATS and psychomotor tests, 
have been proposed for assessing the dexterity of surgeons. VR simulators have 
become a commonly adopted technique for basic surgical training because it is 
relatively cheap compared to other alternative means. It can also provide detailed 
quantitative assessment of manual dexterity for different MIS tasks. To provide more 
realistic assessment of surgical dexterity, motion analysis techniques have been used 
to assess surgeons in real operations through the integration of a range of miniaturised 
sensors. These techniques, however, alter the existing instrument design and the 
complex wiring required often impedes the normal execution of MIS procedures. 
The main objective of this thesis is to develop a computer vision approach for 
analysing MIS tasks required for activity profiling and surgical skills assessment. The 
introduction of video analysis has brought both challenges and opportunities to 
computer vision techniques. Due to the highly cluttered and constantly varying in 
vivo environment during MIS operations, conventional computer vision approaches 
often fail as most of them are designed for rigid, man-made objects. In a typical MIS 
scene, the tissue undergoes continuing deformation influenced by both instrument 
interaction and intrinsic physiological motion. Due to these difficulties, existing 
techniques are mostly focussed on the use of external markers to track the 
deformation of the tissue. The development of computer vision based techniques has 
clear advantages as it forgoes the use of additional sensors or unrealistic assumptions 
used in traditional techniques, thus permitting detailed skills assessment in routine 
MIS operations. The use of vision based analysis techniques also allows detailed 
episode segmentation of surgical workflows, thus automating the entire skills 
assessment process. In subsequent chapters, we will start by describing common 
surgical steps in a MIS operation and how vision techniques can be applied to 
analysing basic surgical steps. We will then introduce the computer vision framework 
for MIS video analysis by starting with the instrument-tissue segmentation techniques 
for MIS workflow analysis, followed by multi-sensor fusion and 3D tissue 
deformation recovery. 
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Chapter 3 
Instrument and Tissue 
Tracking 
3.1 Introduction 
In the last chapter, we have discussed the motor, perceptual, and cognitive influences of MIS surgical skills. In detailed assessment of surgical skills, 
instrument tracking is one of the main features used for evaluating the dexterity of the 
surgeons (Rosen et al., 1999; Rosen et al., 2001; Rosen et al., 2001; Rosen et al., 
2002; Rosen et al., 2002; Rosen et al., 2003; Leong et al., 2006). Thurs far, 
instrument tracking is mainly performed by embedding sensors or fiducial markers 
onto the surgical instruments. They often obstruct the free manipulation of the devices 
and are not easily generalisable beyond predefined laboratory settings. Since a 
laparoscope camera directly captures both instrument motion and tissue deformation, 
vision based tracking techniques carry significant prospect in automating the 
assessment process. 
Although vision based tracking techniques have been widely used in surveillance, 
robotics and industrial monitoring applications, their success in MIS is limited due to 
the cluttered environment, variations in tissue structure and large-scale anatomical 
deformation. To provide a stable instrument tracking environment, McKenna et al. 
recently proposed a particle filter based instrument tracking approach for laparoscopic 
cholecystectomy (McKenna et al., 2005). Wang el al. proposed a 2D template based 
instrument tracking method to follow robotic instruments from MIS video sequences 
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(Wang et al., 1998). Climent and Mares used a Hough transformation method for 
locating instruments in laparoscopic images (Climent and Mares, 2004). 
In MIS performance assessment, tracking the instruments alone may not always 
capture the context of the operation and reflect the true performance of the surgeons. 
For instance, dissecting across the anatomical margin usually involves very fine 
movements of the instrument, which are not always recognisable by examining 
instrument motion alone. To accurately analyse a MIS procedure, tissue-instrument 
interaction must be taken into account. For examining tissue deformation in situ, 
imaging based techniques, particularly endoscopic ultrasound, have been widely used 
(Ophir et al., 1999; Frokjzer et al., 2006). Since internal organs deform extensively in 
MIS, especially after the creation of pneumoperitoneum required for laparoscopic 
operations, the use of pre-operative imaging has a limited value in MIS. Recently, 
there is also extensive interest in using biomechanical modelling for predicting tissue 
deformation during MIS procedures (Miller et al., 2000; Carter et al., 2001; Brown et 
al., 2002; Tay et al., 2002). 
To capture tissue deformation during MIS, vision based techniques such as shape-
from-shading and shape-from-stereo, offer attractive ways forward. At Imperial 
College, for example, we have recently proposed a stereo-based technique for 
accurate 3D estimation of tissue deformation for robotic assisted MIS (Stoyanov et 
al., 2005). To capture movement of the soft-tissue, feature based tracking can be 
applied, from which the deformation is derived by disparity analysis. The purpose of 
this chapter is to introduce basic instrument-tissue manipulation in MIS and address 
the key requirements in instrument segmentation, deformation tracking and motion 
analysis. We will use laparoscopic cholecystectomy as an example to outline the main 
procedures involved and propose a Bayesian colour segmentation method augmented 
by the Condensation algorithm for tissue-instrument segmentation. Detailed 
validation is provided for the proposed techniques with known ground-truth data. 
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3.2 Tissue-Instrument Manipulation in Surgery 
Novices and expert surgeons can often be distinguished from the way they manipulate 
surgical instruments and handle soft tissue. A typical surgical procedure usually 
consists of a series of elementary steps. They need to be identified and assessed 
explicitly in order to build up a complete picture of the entire surgical workflow. 
Although different surgical operations can have contrastingly different workflows, the 
basic elements involved for tissue-instrument interaction share common 
characteristics. 
3.2.1 Definition of Common Surgical Steps 
In surgery, there are eight basic manipulation steps that form the technical 
components of a surgical operation (Agrawal, 2007). These basic steps include 
Exploration, Aspiration/Injection, Incision, Excision, Evacuation, Extraction, 
Scarification and Closure (Heinrichs et al., 2004). 
1) Exploration: Before operating on a patient, surgeons are required to inspect 
and examine the structure of the targeted tissue or organ by visualisation and 
palpation. Visualisation can be conducted by using the endoscopic camera, 
which enables the surgeon to view, zoom in, zoom out, or make measurements 
of the operating area. In addition to visual inspection, palpation is often 
required to gauge the structure of the tissue by touching, probing, or retracting 
of the surface with a hand or instrument. 
2) Aspiration/Injection: To aid the manipulation of instruments or highlight the 
targeted tissue, gas or chemicals are often injected into the body using a sharp 
tubular tool. In addition, aspiration is often used in biopsy. 
3) Incision: In order to gain access to the organs, surgeon will have to cut 
through the skin and tissue by using dissection tools. 
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4) Excision: To reach the target organ, certain tissue or structure has to be 
excised or removed. Excision is commonly used to cut out lesions or diseased 
tissues. 
5) Evacuation: As an alternative to excision, evacuation is used to remove a 
pathological lesion. This is also used to remove the injected gas or chemicals 
after the operation. 
6) Extraction: In certain cases, rather than excising the tissue, it is removed by 
forcefully pulling or extracting it out. 
7) Scarification: In MIS, scarification or cauterisation is often used to remove the 
diseased tissue or lesion rather than excision. This is because excision is more 
difficult to perform by using the elongated instruments and scarification can 
remove the tissue more precisely. Scarification can also control hemorrhage 
and promote new tissue adhesion. 
8) Closure: After the removal of diseased tissue, the wound is closed by using 
sutures or staples to facilitate the healing of the patients. Surgical staples are 
commonly used in MIS to clip vessels before dissection to control 
hemorrhage. 
Figure 3.1 shows an example surgical procedure which outlines the basic steps 
involved. Figure 3.1 (a) shows an image of a surgeon using a visualisation tool to 
visualise the operating field (John, 2003). Figure 3.1 (b) depicts a bone marrow 
aspiration during a biopsy operation (Sabi, 2006), and Figure 3.1 (c) shows an image 
of a surgical incision for an antero-lateral flail chest operation (Casali et al., 2005). 
Figure 3.1 (d) is a sample image of a cirsoid excision on the forearm to treat a cirsoid 
aneurysm (Seccia and Zocco, 2004). Figure 3.1 (e) shows a sample image of 
evacuation, where the surgeon is scooping sheets of tissue (Integra, 2004). Figure 3.1 
(f) depicts the extraction of the gallbladder in a laparoscopic cholecystectomy 
operation (USC, 2007). Figure 3.1 (g) illustrates scarification where tissue is 
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cauterised in a laparoscopic cholecystectomy procedure. Finally, Figure 3.1 (h) 
depicts the suturing step during a lip biopsy operation. 
(e) 	 (f) 	 (g) 	 (h) 
Figure 3.1 Common steps in surgery. (a) Exploration (remote visualisation in operating theatre) (John, 
2003). (b) Aspiration (bone marrow biopsy) (Sabi, 2006). (c) Incision (Surgical incision for an antero-
lateral flail chest) (Casali et al., 2005). (d) Excision (cirsoid excision) (Seccia and Zocco, 2004). (e) 
Evacuation (scooping out sheets) (Integra, 2004). (f) Extraction (the extraction of gallbladder) (USC, 
2007). (g) Scarification (cauterisation of tissue). (h) Closure (suturing after a lip biopsy) (Nattestad and 
Eriksson, 2007). 
3.2.2 Common Surgical Steps in MIS 
Although the procedures in MIS are different to traditional open surgery, the eight 
basic surgical steps remain valid in MIS. For instance, aspiration/injection can be used 
to describe the creation of pneumoperitonem in MIS, and exploration can be used to 
illustrate the visual inspection process of diagnostic laparoscopy. To describe the 
common surgical steps in MIS, we will use laparoscopic cholecystectomy as an 
example to outline the main steps involved. This is to be used as a basis for describing 
the basic requirements for video based segmentation and tracking techniques for MIS. 
Laparoscopic cholecystectomy is one of the most common procedures in MIS for 
removing the gallbladder minimal invasively. The gallbladder is a pear-shaped organ 
located beneath the liver in the right-upper abdomen for storing bile. The gallbladder 
is attached to the bile duct that originates from the liver, and these ducts carry bile 
from the liver to the gallbladder and intestine where the bile helps digest food. The 
anatomical location of the liver and gallbladder is illustrated in Figure 3.2. 
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Figure 3.2 The anatomical location of the liver and gallbladder. The gallbladder (1) is located beneath 
the liver (2) which is attached to the common heapatic duct (3) and common bile duct (4) through the 
cystic duct (5). 
When there is excessive cholesterol in the bile, gallstones may form in the 
gallbladder, which can cause severe pain and other symptoms. In this case, 
cholecystectomy is usually required. Before the introduction of MIS, open abdominal 
surgery was the standard way of performing cholecystectomy, which required a large 
incision on the abdomen and 3 to 7 days recovery in the hospital (GICARE, 2006). 
Since the introduction of MIS, laparoscopic cholecystectomy has become the main 
method of choice for gallbladder removal as it significantly reduces the postoperative 
care and minimise the scar on the abdomen. Typically, a laparoscopic 
cholecystectomy procedure can be categorised into 13 main steps as outlined in 
Figure 3.3 (R.K.Mishra, 2001): 
1) Preparation of the patient (exploration) 
To ensure a smooth flow of the operation and minimise the risk of intra-operative 
and post-operative complications, all equipments and instruments have to be 
sterilised, tested and positioned before the patient entering the operating theatre 
(Lobe, 2003). In the case of laparoscopic cholecystectomy, the patient is typically 
operated in a supine position with a steep head-up and left tilt once the 
pneumoperitoneum has been established (R.K.Mishra, 2001). Figure 3.4 illustrates 
the operation setup. Since a surgical operation involves extensive teamwork, the 
success of an operation relies on the cooperation of the surgical team in addition 
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to the skills and experience of each individual. To assess the surgical team 
dynamics, vision based people tracking techniques can be used , the technical 
challenges involved are mainly related to occlusion, shadow, and dynamic lighting 
changes (Mittal and Davis, 2002; Moorthy et al., 2003). 
1. Preparation of the 
patient 
(exploration) 
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Figure 3.3 A flow chart outlining the key steps involved in a laparoscopic cholecystectomy procedure. 
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Figure 3.4 Surgical scenes showing preparation of a patient for laparoscopic cholecystectomy. 
2) 	Creation of Pneumoperitoneum (Aspiration/Injection) 
To create internal space for the manipulation of the laparoscopic instruments 
and enhance the visualisation of the internal cavity, pneumoperitoneum is 
performed by insufflating CO2 gas into the abdominal cavity before inserting 
the laparoscopic camera and instruments. Figure 3.5 illustrates the basic steps 
involved. As shown in Figure 3.5, the insertion of the tube is a delicate task 
that cannot be captured clearly by video cameras. Since at this stage the 
laparoscopic camera has not been inserted, the creation of pneumoperitoneum 
is difficult to be assessed by vision based approaches. 
Figure 3.5 Surgical steps involved in the creation of pneumoperitoneum for laparoscopic 
cholecystectomy. 
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3) Insertion of port (Injection) 
To insert the laparoscopic instruments, trocars or ports are used to pinch 
through the skin and tissue to reach to the abdominal cavity. In laparoscopic 
cholecystectomy, four ports are normally used as shown in Figure 3.6. 
Figure 3.6 Four ports are typically used in a laparoscopic cholecystectomy, which include an 
(1) optical port (10mm), (2)(3) two operating ports (5,10 mm), and (4) an assisting port 
(5mm). 
Figure 3.7 Insertion of ports during laparoscopic cholecystectomy. 
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Figure 3.7 illustrates a sample video sequence captured from a laparoscopic 
camera when the surgeon is inserting the port to the abdominal cavity. As 
shown in the images, the trocar has a very sharp pin at the tip, which enables 
the surgeon to pinch through layers of abdominal skin and tissue. The port has 
to be inserted extremely carefully, as it can potentially penetrate through other 
organs or veins, leading to hemorrhage. For this reason, the laparoscopic 
camera is usually inserted first, which enables the surgeon to visualise the 
abdominal cavity and the progress of inserting other ports. 
Although inserting the port may appear to be relatively simple compared to 
other surgical manoeuvres, extensive experience is required to avoid damaging 
other tissue or organs. It can be seen from the video images that the tissue 
deforms extensively during port insertion. This process can be quantified by 
measuring tissue deformation using video based techniques. 
4) Diagnostic laparoscopy 
After inserting the laparoscopic camera, the surgeon has to explore the internal 
cavity to identify the liver and gallbladder to define the Anatomic Region of 
Surgical Interest (AROSI). Figure 3.8 depicts the laparoscopic images taken 
after the laparoscopic camera is inserted. Due to the visual-motor 
misalignment in MIS, the surgeon has to familiarise the orientation inside the 
abdominal cavity and get use to the AROSI by manipulating the laparoscopic 
camera. Depending on the experience of the surgeon, the time it takes to 
visually explore the cavity and identify the gallbladder can be very different. 
Accordingly, the understanding of the human anatomy and the experience of 
the surgeon can be assessed by quantifying the visual exploration process. 
However, as instruments are not inserted at this stage, the quantification has to 
be based on estimating the camera movements by tracking soft tissue features. 
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Figure 3.8 Visual exploration of the internal cavity during laparoscopic cholecystectomy. 
After inserting the instruments, the surgeon has to palpate the tissue in the 
AROSI to gauge its characteristics. This is because different organs have 
different elastic properties, which are also subject-dependent. Palpating the 
tissue will also enhance the depth perception of the surgeon. Figure 3.9 
illustrates an example image sequence showing the surgeon palpating the 
gallbladder before dissection (R.K.Mishra, 2001). 
Figure 3.9 Palpation of the gallbladder during laparoscopic cholecystectomy. 
As shown in Figure 3.9, palpation is characterised by extensive tissue 
instrument interaction, which can be quantified by tracking the instruments 
and the associated tissue deformation. 
5) Dissection of visceral peritoneum (Excision) 
As the gallbladder is covered with layers of peritoneum, to reach the Calot's 
triangle, the visceral peritoneum has to be removed. Figure 3.10 illustrates the 
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dissection of visceral peritoneum. These images show how the peritoneum is 
removed by retracting from the gallbladder to avoid damaging the cystic 
artery, gallbladder and the bile ducts. It is evident that the retraction process 
can also be quantified by tracking tissue-instrument interaction, particularly 
the visual cues related to repetitive instrument motion. 
Figure 3.10 Dissection of visceral peritoneum during laparoscopic cholecystectomy. 
6) Dissection of the Calot's triangle (Incision) 
The Calot's triangle is the triangle bounded by the cystic artery, the cystic duct 
and the hepatic duct (Farlex, 2007), as shown in Figure 3.11. Since the cystic 
artery, cystic duct and hepatic duct are attached together, the Calot's triangle 
has to be created by retracting, stretching and dissecting the attached tissues. 
Figure 3.12 shows an example laparoscopic sequence of dissecting the Calot's 
triangle. As shown in these images, the identification and dissection of the 
Calot's triangle requires in-depth understanding of the anatomy. To assess this 
part of the surgical workflow, accurate measurement of tissue deformation and 
identification of the key anatomical landmarks are essential. 
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Figure 3.11 The Calot's triangle (1) is the triangle bounded by the cystic artery (2), the 
hepatic duct (3) and the cystic duct (4). 
Figure 3.12 Dissection of the Calot's triangle during laparoscopic cholecystectomy. 
7) 	Clipping and division of the cystic duct and artery (Closure) 
To remove the gallbladder, the cystic duct and artery have to be clipped and 
cut. To this end, surgical staples are commonly used. Figure 3.13 illustrates an 
example image sequence showing how this is performed. As shown in this 
figure, fine movements are made to position the stapler accurately onto the 
artery. During this process, no obvious tissue movement can be seen. For 
video sequence analysis, reliable object recognition is therefore required to 
identify the surgical stapler as well as the anatomical landmarks. 
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Figure 3.13 Clipping and division of cystic duct and artery during laparoscopic 
cholecystectomy. 
8) Dissection of the gallbladder from the liver bed (Scarification) 
The gallbladder is attached to the liver bed. To remove the gallbladder, it 
needs to be dissected from the liver. While dissecting the gallbladder, 
cauterisation is often used, as it enables the surgeon to cauterise fine layers of 
tissue and minimise the risk of damaging the liver, as shown in Figure 3.14. 
Figure 3.14 Dissection of gallbladder from liver bed during laparoscopic cholecystectomy. 
From Figure 3.14, it can be seen that large tissue deformation and appearance 
change are evident. The movement of the instrument is generally small, but 
the smoke arising from cauterising the tissue is a distinctive visual cue. 
9) Extraction of gallbladder and any spilled stone (Extraction) 
After the gallbladder is dissected from the liver bed, it can be extracted from 
the abdominal cavity. To avoid complication, spilled stones also have to be 
extracted. Figure 3.15 shows an image sequence of the extraction process, 
demonstrating the insertion of the plastic bag and the collection of the 
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gallbladder and spilled stones. The bag is then pulled out of the abdominal 
cavity through the access port. 
Figure 3.15 Extraction of the gallbladder during laparoscopic cholecystectomy. 
The extraction step can be characterised by distinctive instrument movements 
and the introduction of the plastic bag. To analyse this process, the plastic bag 
has to be identified and the handling of the gallbladder can be inferred from 
the instrument movements. 
10) Irrigation and suction of the operating field (Evacuation) 
To ensure all of the tiny gallstones and residual tissues are removed, the 
operating field has to be cleaned by irrigation and suction. Figure 3.16 
illustrates the irrigation and suction process. As shown in this figure, the 
irrigation and suction tool can spill and suck water in and out of the cavity. 
Although the spilling of water is difficult to be detected, the cleaning process 
can be captured by analysing the tissue-instrument interaction, since the tissue 
surface is often pulled up by the tool during suction. 
Figure 3.16 Irrigation and suction of the operating field. 
65 
11) Final examination (Exploration) 
After the operating field is cleaned, final examination will be performed to 
ensure all the gallstones and residual tissues are removed. This process is 
shown in Figure 3.17, where the laparoscope camera is moved around to check 
the operating field. Occasionally, the liver is flipped to expose hidden 
anatomical details. Similar to the visual exploration process, the final 
examination can be evaluated based on the camera movements and tissue-
instrument interactions. 
Figure 3.17 Final examination during laparoscopic cholecystectomy. 
12) Removal of the instrument with complete exit of CO2 (Evacuation) 
After the inspection of the operating field, the instruments are removed from 
the body and CO2 is evacuated. Figure 3.18 illustrates this process and the 
removal of the instruments can be easily captured by tracking the instrument 
movements. 
Figure 3.18 Removal of instrument with complete exit of CO,. 
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13) Closure of wound (Closure) 
The final step of the operation is to close the small abdominal incisions. Figure 
3.19 shows some sample images of this step during the suturing of the 
abdominal incisions. The suturing process mainly involves hand movements 
and external video cameras can be used for hand movement tracking. 
Figure 3.19 Surgical steps involved in the closure of wounds for MIS. 
From the above description of laparoscopic cholecystectomy, it can be seen that MIS 
can be categorised into different basic surgical steps and each step requires different 
surgical manipulation skills. To accurately assess the dexterity of the surgeons, the 
workflow needs to be segmented into episodes so that the performance of the surgeon 
can be evaluated in detail by using characteristic features related to each episode. In 
these surgical steps, visual exploration (idle), retraction, cauterisation and suturing are 
the most representative surgical manoeuvres. For instance, the retraction is mainly 
used in dissecting the visceral peritoneum and the Calot's triangle, and cauterisation is 
used to dissect the gallbladder from the liver bed. In order to segment different 
surgical tasks, it is therefore necessary to identify these basic surgical manoeuvres. 
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3.3 Instrument and Tissue Segmentation 
To track the movements of instrument and tissue, they need to be accurately 
segmented from the laparoscopic images. Unlike that of typical computer vision 
applications, the laparoscopic scenes are very complex and cluttered. From the 
description in 3.2, it is evident that there is a clear distinction between the colour of 
the instrument and that of the surrounding tissue. Colour based segmentations can 
therefore be used for segmenting the laparoscopic images. 
3.3.1 Bayesian Hue-Saturation Classifier 
As the anatomy of each patient is unique, the in vivo conditions and visual appearance 
of MIS operations are subject specific. Although a generic classifier can be used to 
segment different MIS video sequences, the accuracy of the classifier can be greatly 
affected by subject specific variations in morphology and visual appearances. It would 
be more effective to construct a classifier based on typical MIS scenes but with built-
in adaptability to cater for subject specific variations. To this end, a Bayesian Hue-
Saturation based classifier is developed. 
Instead of modelling the instrument colour distribution in the R, G, B space, the 
colour distribution was modelled as unimodal Gaussian distributions in the hue-
saturation space. This is because of the hue-saturation representation is closer to 
human perception of colour. For specular highlights, which are common for 
laparoscopic views, they change only the saturation and intensity, but not the hue of 
the object colour. 
Specifically, the likelihood of a pixel x, where x=(hue, saturation), belonging to class 
w, [wo=instrument and w i=tissue] is defined as: 
P(x wi) = 	
I. 	
exP [--21  (x 
where x, and E, denote the mean and covariance of class C, respectively. The mean 
and covariance can be derived from the training data, where 
(3.1) 
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N i xec4. 
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NixEc, 
In the above equation, N, represents the number of training data belong to class C1. 
According to the Bayes theorem, the posterior probability of the class i given the 
feature vector x is: 
P(C x) = aP(x C3P(C2 ) 	 (3.3) 
where a denotes the normalising constant and P(C,) represents the prior probability of 
class G. The classification can be simplified as follows: 
ck(x) = 	 — Yi )7' El l  (x — Yi )1 
1 	do(x)> di(x) 
Tools(x,y) = 
lu 	otherwise 
1 	do(x) < dl (x) 
Tissue(x, y) = 
lu 	otherwise 
(3.4) 
3.3.2 Training Image Sequence Construction 
In order to train the classifier, manually segmented images were used to derive the 
distribution of the colour components. An example is shown in Figure 3.20, where the 
distribution of the instrument model is learned from the statistics of the segmented 
image shown in Figure 3.20 (b). Likewise, the distribution of the tissue is learned 
from the segmented tissue data shown in Figure 3.20 (c). The segmentation results of 
the model when applied to a real laparoscopic image sequence are shown in Figure 
3.21. It is evident that since the classifier only considers colour space features but not 
spatial consistency, small errors are introduced. 
(3.2) 
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(a) 	 (b) 	 (c) 
Figure 3.20 Instrument segmentation training. (a) The original laparoscopic video image, (b) the 
manually segmented instrument image, and (c) the manually segmented tissue image. 
3.3.3 Validation and Error Analysis 
To validate the performance of the classifier quantitatively, manually segmented 
ground-truth data is used. The sensitivity and specificity of the classifier is shown in 
Figure 3.22 for a laparoscopic sequence consists of 267 image frames. As shown in 
this graph, the classifier has a very high specificity of 99% and a high sensitivity of 
70% on average. Occasionally, the classifier has relatively low sensitivity values less 
than 60%. This is mainly due to incomplete training data used for the stapling tool. 
Since the majority of the stapler cannot be seen from the training image, as shown in 
Figure 3.20, the colour distribution of the stapler has not been learned accurately by 
the instrument colour model. For this reason, the classifier failed to segment the 
stapler accurately, which is evident from Figure 3.21. 
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(a) 
	
(b) 
	
(c) 
Figure 3.21 Instrument segmentation results. (a) The original laparoscopic video image, (b) the 
segmented instrument result, and (c) the segmented tissue result. 
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Figure 3.22 Segmentation result for a laparoscopic sequence consists of 267 image frames. 
3.4 Image Feature Tracking 
As described in Section 3.2, tissue deformation is one of the most important features 
for assessing surgical dexterity and differentiating surgical manoeuvres. Although 
embedding pressure or force sensors onto the laparoscopic instrument can help 
measure the elastic and response of the tissue, these measurements are generally 
localised. Image based deformation tracking offers a rich source of information for 
inferring 3D shape, as well as deformation of the tissue. To this end, feature tracking 
techniques can be applied to capture the dynamics and deformation of the tissue. 
3.4.1 Gradient-Based Feature Detection 
In MIS, distinctive features can often be observed from the surface of the visceral 
tissues. These features or landmarks are usually associated with edges or corners, so 
traditional techniques such as the Harris operator (Harris and Stephens, 1988) and the 
SUSAN feature detector (Smith and Brady, 1997) are applicable. Stoyanov et al 
demonstrated that a Shi and Tomasi based feature detector can be used to identify 
distinctive features from soft tissue surfaces (Shi and Tomasi, 1994; Stoyanov, 2005). 
In this thesis, a gradient based feature detection technique was used to identify 
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distinctive features from laparoscopic video sequences. In essence, the method is 
similar to the Harris operator (Harris and Stephens, 1988), but it is designed to 
optimise feature tracking over a relatively large image region. 
By computing the first order derivatives of the intensity value at each pixel, the 
following matrix can be derived for an image patch of an arbitrary size: 
(3.5) 
  
The variation within the image patch can be quantified by the two eigenvalues, A and 
A2 , of matrix Z. If both eigenvalues are large, the associated pixel variation is high in 
both the vertical and horizontal directions. If only one eigenvalue is large, the pixel 
variation is just along one image direction, and hence the feature is not suitable for 
tracking as it can only be used to discriminate motion in one direction. For this 
reason, the following condition is used to determine good features: 
min (Ai , A2 ) > A 	 (3.6) 
where A is a predefined threshold based on the expected image noise. To limit the 
number of features detected, non-maximal suppression is used with this method so 
that features do not cluster in the same neighbourhood. Figure 3.23 shows an example 
laparoscopic image of a heart phantom with the detected features highlighted with 
white circles. 
Figure 3.23 Feature detection based on the Shi and Tomasi operator (Shi and Tomasi, 1994). 
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3.4.2 Lucas-Kanade Temporal Tracking 
For tracking the temporal behaviour of the derived image features, an extended 
Lucas-Kanade registration algorithm proposed by Stoyanov et al. was used (Lucas 
and Kanade, 1981; Stoyanov et al., 2005). The Lucas-Kanade algorithm is designed to 
T 
align a reference image template T (m) around point m = [x y1 within an image 
region / (m) by finding the best value of q (the displacement vector) of a warping 
function W (m; q) . A translation only warping function can be written in the form of: 
W (m;  q) = 
x + qx  
(y ± q v with q = [qz   qY
iT (3.7) 
The aim of the alignment method is to minimise the error function s such that the 
warping of the image minimises the sum of squared differences for all pixel 
intensities: 
= 	(W (m; 	- T (m)12 
	 (3.8) 
m 
This requires the interpolation of image I to compute the inverse warped image 
I (W (m; q)) over all the pixels in the template region and the minimisation is 
performed in terms of the vector parameters of q . In this thesis, the parameters of q 
are estimated iteratively by using an update term Aq : 
(m; 	+ 	— T (m)r 
	 (3.9) 
m 
with the parameters updated as (q1 _1 Aq) 	qi at each iteration until the norm of 
Aq is below a predefined threshold IlDgll < • 
The update term is approximated by linearising Equation 3.9 by using the first order 
Taylor expansion: 
E 	Eb (TV (m; q)) + .71.0W 	 (m) aq 
2 
	 (3.10) 
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aq 
Aq T (m) 	(1/17 (m; q)) VI 	
 
 
VI aw  
aq 
 
a (Aq) 
 
  
(3.11) 
1 
where VI = I 
Ox
,—  
Oy 
a I represents the image derivative in the vertical and horizontal 
directions, which can be computed directly from the image data by using a 
convolution operation. After linearising the error function, a Gauss-Newton gradient 
descent method is used to compute Aq , and the partial derivative of -E with respect to 
Aq can be determined by using the chain rule: 
where the scale factor has been omitted. By setting this to zero, the following update 
equation can be obtained: 
Aq = H 1 [vi-w [T (m) - /0(m; q))] 
Oq 
where H-' is the inverse of the Hessian matrix: 
H 
 = 	[
VI  w   nvi°  aq 	aq 
In this thesis, the algorithm was implemented in a hierarchical scheme where an 
image pyramid of four levels was constructed for each image, and the above 
algorithm was used to estimate the positions of the features at each level. 
3.4.3 Error Analysis and Experimental Results 
In order to perform detailed error analysis of the proposed tracking algorithm, a 
phantom experiment was conducted. The laparoscopic video sequence was acquired 
by using a daVinci MIS robotic system. To simulate tissue deformation, a beating 
heart model (Chamberlain Inc., MA, USA) was used (Chamberlain, 2007). Figure 
3.24 illustrates the basic experimental set up, showing the phantom heart model 
connected to an automatic pump to recreate the contractile motion of the heart. 
75 
(3.12) 
(3.13) 
Figure 3.24 Tracking experimental setup. The daVinci robotic system (1) was used in the experiment 
and the stereoscopic camera (2) was pointed at a phantom heart (3), which was connected to a 
pneumatic pump to simulate the tissue deformation. 
Figure 3.25 shows a sequence of the recorded laparoscopic video with the derived 
features and motion vectors highlighted in white. For validation purposes, a small, 
yellow triangular fiducial marker was used to provide detailed quantification results. 
From the motion vectors shown in Figure 3.25, it is evident that the contraction and 
relaxation of the epicardial surface are captured reasonably accurately. To 
demonstrate this quantitatively, four feature points as labelled in Figure 3.26 were 
selected from the image sequence. Figure 3.27 shows the discrepancy of the feature 
point locations with respect to the ground-truth measurements across all the image 
frames. It is evident from this graph that the majority of the error is below 0.37mm 
(where the size of the captured epicardial surface is about 20><15mm2), and the 
average error for the four feature points are 0.19±0.12, 0.25±0.12, 0.25±0.12, and 
0.25±0.19mm, respectively. 
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Figure 3.25 Feature tracking results showing the deformation of the epicardial surface of a beating 
heart phantom based on the feature direction and tracking method described in 3.4.1 and 3.4.2. 
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r 
Figure 3.26 Detailed tracking error analysis based on four selected feature points for validating the 
performance of the proposed tissue deformation tracking technique. 
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Figure 3.27 The error distribution of the four feature points in Figure 3.26 across different fames of the 
video sequence. 
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3.5 Tracking Instrument Movements and Deriving Temporal 
Dynamics 
In the above two sections, we described the basic techniques for tissue-instrument 
segmentation and tissue deformation tracking. Another important requirement for 
laparoscopic image analysis is accurate instrument movement tracking as it is 
essential for differentiating different instrument manoeuvres. 
3.5.1 Basic Approaches to Instrument Tracking 
To track the objects in real-time, temporal tracking techniques are often used. The 
mean-shift algorithm is one of the popular temporal tracking techniques used in 
computer vision, largely because of its simplicity. The mean-shift algorithm is a 
simple iterative procedure that shifts the data points towards the average of the data 
points in its neighbourhood (Fukanaga and Hostetler, 1975; Cheng, 1995; Bradski, 
1998; Comaniciu and Meer, 1999; Comaniciu et al., 2000). Objects are tracked by 
computing the offset of vector x to a new location x' = x + Az according to the 
mean-shift vector (Collins, 2003): 
EK(s — x)w(s)s 
Az = m(x) — x =  8 ri K(s — x)w(s) 
E K(s — x)w(s)(s — x) 
s  
K(s — x)w(s) 
s 
In Equation 3.14, m(x) is the weighted sample mean, w(s) the sample weight, and KO 
a predefined kernel function. The weighted sample mean m(x) is calculated by 
summing the weighted sample over a local window of pixel s around the current 
location x. Different kernel functions can be used: 
K(s) = k(11s112 ) 
	
(3.15) 
(3.14) 
x 
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where k is nonnegative (k(s) > 0) , non-increasing (k(a) > k(b) if a < b) , and 
piecewise continuous f k(r)dr < oo . In the mean-shift algorithm, outliers can 
0 
affect the approximation of the mean. Furthermore, extensive computation is required 
to apply the kernel function to all pixels within the predefined window, especially 
when the window size is large. 
An alternative is the use of a Kalman filter, which is based on the iterative prediction-
correction mechanism. The Kalman filter optimises the prediction of the object 
location by using a linear equation: 
&lc  = 	Kk (zk — IHk) 	 (3.16) 
where the difference (zk — HI) is called the residual which reflects the discrepancy 
between the predicted measurement and the actual measurement, and variable K is 
known as the Kalman gain, which is the blending factor that minimises the a 
posteriori error covariance Pk+ : 
IT HT  Kk = 
//Pk— H R 
The a priori and a posteriori error covariance can be derived as follows: 
Pk = APktiAT + Q 
Pk+ = ( I  — ICk11)Pk— 
By modelling the object motion using a unimodal Gaussian distribution, Kalman filter 
can approximate the location of the objects efficiently and it has been widely adopted 
in computer vision applications. To track objects with non-linear state-space transition 
models, Extended Kalman filter (EKF) or Unscented Kalman filter (UKF) are often 
used (Gelb, 1974; Anderson and Moore, 1979; Julier and Uhlmann, 1997). 
Although EKF and UKF can estimate nonlinear motion models, the unimodal 
Gaussian distribution approximation of the Kalman filter can restrict its ability in 
modelling motion with multimodal distributions. For instance, the spatial-temporal 
behaviour of the movement of an object in a cluttered scene often exhibits a multi-
modal distribution, which can not be modelled effectively by EKF or UKF based 
techniques (Isard and Blake, 1998). To track objects with motion involving 
(3.17) 
(3.18) 
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multimodal non-Gaussian distribution, particle filters, also known as Sequential 
Monte Carlo (SMC) method is often used (Arulampalam et al., 2002). To 
approximate the nonlinear posterior distribution of the motion model, a set of random 
sample points (particles) is used, and the particles are updated using the recursive 
prediction-correction framework, which is similar to that of Kalman filters. Instead of 
using the general particle filter, the Sampling Importance Re-sampling (SIR) filter, or 
Condensation algorithm, is commonly used in vision based applications (Gordon et 
al., 1993; Isard and Blake, 1996; Isard and Blake, 1998). Due to the highly cluttered 
environment of MIS and the Markovian property of human movements (Isard and 
Blake, 1998), the Condensation algorithm is adopted in this thesis to ensure the 
temporal consistency and accuracy of the tracking process. 
3.5.2 Condensation Based Instrument Tracking 
The conditional probability p(zt  xt = st ) of the observation vector z of the 
instrument model at time t, given that the feature vector xt is equal to the state 
vector st , can be defined as: 
(3.19) 
P(zi xt st ) = —1-p ES (Instrument(x,y), polygon(x,y,st )) 
where st denotes the state vector, which consists of the parameters of the polygonal 
instrument model, and polygon(x, y, st ) = 1  if (x, y) lies within the model defined 
by st and is 0 otherwise. In the above equation, P is the area of the polygon. 
The pseudo code of the instrument tracking technique is listed in Figure 3.28. It is 
assumed that there are only two instruments used in the operation, and therefore, two 
separate polygon models are used to track the instruments. To measure the movement 
of the instruments, the instrument tips are first derived from the polygon models as 
follows: 
(xi  + x;) (y i + 1 TipPosto(x,y,t) = 	2 	2  
(3.20) 
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where x, and x3 are the rightmost and second rightmost points of the polygon model, and 
x, > x3 > xk ,k E polygortio(xk ,yk ,t); 
1 
[ TipPosright (x,y,t) — (x
i + x;) 
 ' 
(yi + Yi)  
2 	2 
where x, and x3 are the leftmost and second leftmost points of the polygon model, and 
x, < x 3 < xk , k E polygonno,(xk ,yk ,t). 
polygonio(xk ,yk ,t) and polygoN ghi (xk ,y,,t)represent the left and right instrument 
polygon models at time t, respectively. 
Figure 3.29 and 3.30 illustrate the tracking results for a laparoscopic sequence based 
on the polygonal instrument models where the tips and movement paths of the 
instruments are highlighted. 
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From the "old" sample-set fsTh 7r(n) cThn = 1,• • • , N } at time step t —1 
construct a "new" sample set { sr , 	ct(n) , n = 1, • • • , N} for time t. 
Construct the nth of N new samples as follows: 
1. Select a sample 4n) as follows: 
a) generate a random number r E [0,1] ,uniformly distributed. 
b) find the smallest j for which c,t1), r 
c) set 4-)  
2. Predict by sampling from 
P (xtlxt-i = st'ul) ) 
to choose each sr ) . The new sample value is generated as: 
s(n) = A s !(n) + Bw(n) t 
where 24n) is a vector of standard normal random variates, A represents the state 
transition between time steps, and BBT  is the process noise covariance. 
3. Measure and weight the new position in terms of the measured features z, : 
7r!n) = P(zt xt = si ) = —
1 E S (Instrument(x,y), polygon(x, y,st )) 
then normalise so that E 7Fr = 1 and store together with cumulative 
n 
probability as (stn ), 71 n) , C n) ) where 
(0) c, = 0, 
c 	= C 71i (n) 	(n-1) + _(n) 	(n = 	N)  
Once the N samples have been constructed: estimate, if desired, moments of the 
tracked position at time step t as 
N 
E[f (;)] = E 71-t(n)f ( sr)  
n=1 
Figure 3.28 Pseudo code of the proposed Condensation based instrument tracking technique. 
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3.5.3 Validation and Experimental Results 
In order to validate the proposed instrument tracking technique, both phantom and in 
vivo laparoscopic video sequences are used. The phantom experiment is similar to that 
used in Section 3.4 above. Figure 3.29 shows 15 image frames for this experiment 
with tracking results super-imposed. In this figure, the instrument shape models are 
shown in white, whereas the instrument tip is highlighted in yellow and the motion 
trajectories in green. To quantitatively analyse the performance of the tracking 
algorithm, the ground-truth data of the instrument tips were tracked manually. Figure 
3.31 illustrates the error distribution of the instrument tip tracking results. It can be 
observed that the errors in most frames were below 0.91 mm and 1.22 mm for the left 
and right instruments (where the size of the captured epicardial surface is about 
19x15mm2), respectively, whereas the mean error for the instruments are 0.36±0.24 
mm and 0.79±0.36 mm for the left and right instruments, respectively. 
To validate the performance of the instrument tracking algorithm for in vivo data, a 
real laparoscopic video sequence was used and the corresponding instrument tracking 
results are shown in Figure 3.30. It can be seen that the instrument model fits to the 
location of the instrument well in most of the image frames, except for one image (4th  
row, right column). This is because the instrument was moved suddenly out of the 
field of view with a velocity magnitude that is beyond the standard deviation captured 
by the Condensation algorithm. In Figure 3.30, it can also be observed that the 
estimated instrument tip position is often offset by a small value. This is due to errors 
in instrument segmentation as the metal tip of the instruments often reflects colours of 
the surrounding tissue, thus causing misclassifications. 
The effect of losing temporal tracking can also be observed by detailed error analysis 
shown in Figure 3.32, where exceptionally high error values are seen for frames 165 
to 179. Overall, the error is within 1.8 mm and the average errors for the left and right 
instruments for the sequences are 1.4±1.3 mm and 1.1±0.63 mm (where the size of the 
captured laparoscopic scene is about 29x22mm2), respectively. 
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Figure 3.29 Instrument tracking results for the phantom experiment. 
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Figure 3.30 Instrument tracking results for an in vivo laparoscopic sequence. 
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Figure 3.32 Instrument tracking error for the in vivo laparoscopic experiment. 
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3.6 Conclusions 
MIS is a complex process which consists of a series of distinctive but highly co-
related steps. For instance, there are 13 tasks in laparoscopic cholecystectomy and 
each task requires the use of different surgical skills. To accurately assess the 
dexterity of a surgeon for MIS, these elementary steps need to be segmented so that 
different visual and motion cues can be used to measure tissue-instrument 
interactions. Due to the highly cluttered environment and large tissue deformation 
involved in MIS, traditional object segmentation and tracking techniques cannot be 
applied directly. In this chapter, a Bayesian colour segmentation technique is 
proposed for segmenting the instruments and tissue from laparoscopic images. By 
modelling the colour distributions of the instrument and the background tissue, it has 
been shown that the proposed technique can accurately segment the laparoscopic 
images. 
In this chapter, a gradient based feature tracking technique was used for tracking 
tissue deformation using surface features. The proposed technique was based on the 
Shi and Tomasi feature detector and an extended Lucas-Kanade registration algorithm 
was used. The performance of the feature tracking technique was validated using 
phantom experiment showing the accuracy and practical value of the technique. For 
tracking the instruments in a highly cluttered laparoscopic video scene, a 
Condensation based instrument tracking technique was also proposed. By 
incorporating an instrument shape model into the Condensation framework, the 
proposed technique can track the instruments by estimating the underlying 
distributions of the instrument movements. The accuracy of the tracking technique 
was evaluated with both phantom and in vivo laparoscopic experiments. 
The results shown in this chapter, however, also reveal several issues that need to be 
addressed. First of all, there was no explicit incorporation of contextual information 
and noticeable errors were introduced to the instrument segmentation results. In all 
the experiments conducted, we also did not cater for instrument shadows, inter-
reflections, and specular highlights that could affect the accuracy of the segmentation 
and tracking algorithm. Furthermore, all features extracted were intrinsically 2D. 
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Further considerations are therefore required for deriving detailed 3D deformation of 
the tissue surface if detailed tissue-instrument interaction is to be analysed. 
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Chapter 4 
Contextual Boosting for 
Tissue Instrument 
Segmentation 
4.1 Introduction 
In the last chapter, we have demonstrated the feasibility of tracking MIS instruments and tissue movements from laparoscopic videos. Although the colour 
and feature based approaches are relatively immune to lighting and inter-reflection 
changes, the shadows cast by MIS instruments can affect the accuracy of the tracking 
algorithm, particularly for 3D techniques such as shape-from-shading. This effect is 
illustrated in Figure 4.1 where Tsai and Shah's technique has been used to estimate 
the 3D shape of the tissue surface (Tsai and Shah, 1994). The recess around the 
instrument is in fact caused by shadows and the error induced can significantly affect 
the accuracy of the estimated deformation field due to instrument interaction. To 
avoid this problem, reliable shadow detection is required. In MIS, shadow detection 
can also be used for enhancing the depth perception of the surgical instruments 
(Nicolaou et al., 2005). 
Since shadows can suppress colour intensity, colour based filters are commonly used 
for filtering out shadows. For instance, Salvador et al. proposed the use of a colour 
invariant model to detect shadows (Salvador et al., 2001). Funka-Lea and Bajcsy 
proposed the use of integrated visual cues, which includes colour, brightness, and 3D 
scene geometry (Funka-Lea and Bajcsy, 1995). Stauder et al. proposed a temporal 
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based shadow detection algorithm which incorporates 2D shape estimation of moving 
objects and a spatial relaxation scheme to detect shadows (Stauder et al., 1999). A 
hierarchal approach was also proposed by Jiang and Ward for the detection of 
shadows by thresholding the intensity levels (Jiang and Ward, 1992). 
Figure 4.1 The effect of shadow on 3D tissue surface reconstruction where Tsai and Shah's shape-
from-shading technique is applied to the laparoscopic image (left) (Tsai and Shah, 1994). The 
reconstructed 3D shape is shown on the right, where the area around the instrument is affected by the 
shadow cast by the MIS instrument 
To eliminate the influence of noise on segmentation, the use of contextual information 
is important. In human vision systems, multiple visual cues with contextual rules are 
often used to interpret, as well as validate and refine, visual information received. In 
general, high-level image segmentation can be considered as a clustering process by 
simultaneously considering the target pixel feature and its contextual information. The 
use of contextual information for enhancing the intrinsic performance of image 
segmentation has been widely adopted in previous research. One notable example is 
the use of Markov random fields for encoding contextual constraints into the prior 
probabilities of both low level-vision and high-level processes (Melgani and Serpico, 
2001; Jackson and Landgrebe, 2002). Another example is the use of neuro-fuzzy 
framework for incorporating contextual information so that the resulting classifier is 
adaptive to environmental changes (Lo and Yang, 2002). Katio et al., for example, 
have used this approach for segmenting shadows where context-dependence among 
neighbouring pixels is combined with their HMM model to improve state estimation 
(Kato et al., 2002). Amores et al. proposed the use of contextual information in 
boosting the object recognition accuracy (Amores et al., 2004; Amores et al., 2005). 
Similarly, Fink and Perona introduced a mutual boosting method for incorporating 
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contextual information to enhance object recognition (Fink and Perona, 2003). 
Torralba et al. introduced the Boosted Random Fields which combine both boosting 
and conditional random fields for object recognition (Torralba et al., 2004). 
An alternative approach to the techniques described above is the use of Bayesian 
Networks (BNs) for incorporating the contextual information. BNs have been widely 
used for inferencing under uncertainties in computer vision. Its graphical and causal 
structure representation enables visual and statistical modelling of the underlying 
problem domain. In addition, its ability to fuse different visual cues based on their 
statistical behaviours has facilitated the development of robust vision systems in 
highly uncertain environments. Dockstader et al., for example, proposed a BN that 
combines the visual information from multiple camera views for robust video tracking 
(Dockstader and Tekalp, 2001). The static network structure, however, has hindered 
its evolution and affected its inferencing ability for processing visual data under 
constantly varying environments. For video data processing, Dynamic Bayesian 
Networks (DBNs) are often used to incorporate temporal information into the 
network, as has been demonstrated by Pavlovie et al. for classifying object trajectories 
(Pavlovie et al., 1999). Although being able to integrate temporal changes, DBNs 
have both static network structure and parameters. Their performance also depends on 
the quality of the training data. Choudhury et al. recently introduced a "boosting" 
algorithm for dynamically adapting the BN structure for improving its performance in 
capturing the underlying dynamics of the data (Choudhury et al., 2002). However, 
constant alteration of the network structure may result in a loss of the network 
causality and lead to network instability. For this reason, a validation data set has to 
be used and the network performance is therefore intrinsically determined by the 
training and validation images. In practice, the 'boosting' technique may fail to adapt 
to changes, and thus is unable to produce accurate predictions when applied to video 
sequence processing. 
The purpose of this chapter is to introduce the concept of contextual boosting in a BN 
framework to facilitate the incorporation of high-level knowledge. Under the 
proposed framework, the conditional probabilities in the BN are continuously 
adjusted with respect to domain specific rules. Throughout the evolution of the 
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network, the BN structure remains unchanged so that the intrinsic causality is 
preserved. In this chapter, a general overview of the BN will first be described, and 
we will demonstrate how hidden nodes can be introduced during the initial structure 
learning process to obtain a more accurate causal model. For quantitative validation of 
the proposed framework, we will use instrument shadow detection and removal as an 
exemplar for demonstrating the ability of the proposed method in integrating multiple 
visual cues with contextual boosting. 
4.2 Bayesian Network 
BN is a probabilistic reasoning technique, which formulates the causalities and 
dependences between variables in a graphical model. The Bayesian network was 
originated from the Bayes' theorem, which was introduced by the 18th century 
mathematician and theologian Rev. Thomas Bayes in 1763 (Stutz and Cheeseman, 
1994). The theorem formulates the relationship of different events probabilistically, 
i.e., 
P(H E) --- P(E 1 H)P(H)  1 
P(E) (4.1) 
where P(H1E) represents the posterior probability of the hypothesis H given the 
evidence E. In the above equation, P(EIH) is the likelihood of evidence E given the 
hypothesis H, and P(H) is the prior probability of the hypothesis H. The prior 
probability of evidence E, or P(E), is often used as the normalisation factor. As such, 
whenever new evidence is observed, the posterior probability or the degree of belief 
of the hypothesis can be estimated by using the Bayes' theorem. This forms the basis 
of Bayesian inference. By collecting and accumulating evidences with regard to a 
given hypothesis, Bayesian inference estimates the degree of belief of the hypothesis 
and determines whether or not the hypothesis is true or not. 
Bayesian inference techniques have been an integral part of pattern recognition since 
the late 1950s. The probabilistic nature and evidence accumulating basis of Bayesian 
inferencing have resulted in its ubiquitous application. BN is a graphical 
representation of Bayesian inferencing based on Directed Acyclic Graphs (DAGs). 
The concept of probabilistic modelling using DAGs was first introduced by Wright in 
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1921 (Wright, 1921). However, the development of BN did not start until late 1970s 
when there was an increasing need for modelling the top-down (semantic) and 
bottom-up (perceptual) combination of evidence in reading (Pearl and Russell, 2000). 
In addition to providing a visual representation of the Bayesian inferencing 
mechanism, BN depicts the dependence or causalities between variables, which eases 
the formulation of inferencing and enables bidirectional inferences. The ability of 
bidirectional inferencing and probabilistic reasoning has led to an overwhelming 
interest in using the technique for artificial intelligence and expert systems (Pearl, 
1988; Shafer and Pearl, 1990; Heckerman et al., 1995; Jensen, 1996). 
The simplest form of BN is the Naïve Bayesian network (NBN), or naive Bayesian 
classifier. By assuming that all the evidences are statistically independent, the NBN 
fuses the evidences and estimates the posterior probabilities based on the Bayes' 
theorem. According to the Bayes' theorem, if the hypothesis has multiple evidences, 
the posterior probabilities can be estimated as follows: 
P(H Ek = 	13(E1 , E2) . E k) 
Ek H)P(H)  
(4.2) 
aP(El , E2 ,..., Ek I  H)P(H) 
where 	Ek represents the k different evidences concerning the hypothesis H, and 
a denotes the normalising constant. If all the evidences are statistically independent, 
Equation 4.2 can be rewritten as follows: 
P(H I El , E2 ,..., Ek ) aP(H)P(El l H)P(E2 I  H),...,P(Ek H) 
	
(4.3) 
where P(EkIH) is the conditional probability of evidence Ek given hypothesis H. 
Equation 4.3 formulates the posterior estimation of the NBN, and can be modelled 
using DAGs. Figure 4.2 shows the graphical representation of a NBN defined above 
where each node in the graph represents a variable (either the hypothesis or the 
evidence). The nodes are joined together by directed arcs which represent the 
conditional probability between node pairs. 
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Figure 4.2 A schematic illustration of a Naive Bayesian Network. 
Although the NBN is a simple inference mechanism with a very strong assumption on 
variable independence, it performs surprisingly well against other classifiers. Existing 
studies have shown that NBN has a similar or better performance compared to rule 
and decision-tree learners (Clark and Niblett, 1989; Langley et al., 1992; Pazzani et 
al., 1996). It has also been shown that NBN performs well even in the presence of 
strong dependences among variables (Domingos and Pazzani, 1997). Although NBN 
is able to provide satisfactory accuracy in certain applications, the simplified structure 
of the network discards all the causality and dependence information, which can 
hinder the reasoning and bidirectional inferencing capability. For instance, in the 
sprinkler example presented in (Pearl and Russell, 2000) and shown in Figure 4.3, 
instead of determining the posterior probability of one variable as in NBN, the 
posterior probability of all variables can be determined with evidence propagating 
from other nodes. 
Figure 4.3 Bayesian network representing the causal inferences in a sprinkler example (Pearl and 
Russell, 2000). For example, if the sprinkler is on then the pavement is probably wet so it is more 
likely that a person will slip. On the other hand, if the pavement is wet and the sprinkler is off, it is 
probably raining. 
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The graphical representation of the Bayesian network not only eases the 
understanding of the relationship among variables but also forms the basis for 
formulating the probabilistic model. For example, based on the dependence of the 
variables presented in the graph above, the joint probability distribution of the 
sprinkler example can be represented as: 
p(x, , x2 , ; , x4 , x5 ) = p(x3p(x2 I xop(x3 I  x, )p(x,I x2,  x3 )p(x,I x, 	(4.4) 
By using Equation 4.4, the probability of any desired proposition can be derived. For 
example, the conditional probability of "raining" given that the pavement is "wet", 
can be determined using the following equation: 
P(x2 = rain I x4 = wet) = 
>7, 	P(x1 )P(x2 = rain I  x1)P(x3  I xi )P(x4 = wet I x2 , x3)P(x5 I x4 = wet) 
	(4.5) 
X1,2:2,x3,2:5 
E P(xl )P(x, Ix1 )P(x3 xi )P(x4 = wet I x2 , x3 )P(x5 I x4 = wet) 
X1,22,23 ,25 
The estimation of the posterior probabilities and evidence reasoning can be simplified 
further with a local, distributed message passing architecture proposed by Pearl 
(Pearl, 1982; Pearl, 1988). In the case of the sprinkler example, the belief of the 
variable "sprinkler", or the posterior probability of "sprinkler" given all instantiated 
variables, can be reformatted as: 
BEL(x3 ) P(x3 I  x„ x2 , x4 ) 
Let e" stand for the siblings of node x3, and e+ stand for the other nodes. 
P(e- I x3 , e+ )P(x3 
BEL(x3 ) = P(x3 e+ 	= 
P(e- I  e+) 
= aP(e- I x3 , e+)P(x3 I e+ ) = aP(eI x3)P(x3 
= aA(x3)7(;) 
where a = (P(e- I e+ )) 'denotes the normalising constant, and 
)(x3) = P(e I x3 ) = P(c4 I x3 ) 
7r(x3) = P(x3 I e+ ) = > P(x3 I e:3 , xi)P(xi I e3 ) => P(x3 I x1)P(x1 I e.:,) 
xi 	 xl 
e+ ) 
(4.6) 
(4.7) 
(4.8) 
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Let 
k4  (x3)=  P(eZ I x3 ) 	 (4.9) 
x3 (xi) = P(xi I  e:3) 
where Az, (x3) can be considered as the evidence propagated from x4 to x3, and 
71x3 (xi ) is the prior message sent by xi to x3. The belief of x3 can then be formulated 
as: 
BEL(x3 ) = aA(x3)ir(x3) = aax4  (x3) 
	
P(x3 I xi )7r.3 (xi ) 
	 (4.10) 
xi 
Figure 4.4 illustrates the message propagation mechanism based on the sprinkler 
example. As indicated in the diagram, A evidences are propagated from the child 
node to parent nodes (i.e. upwards direction), and 7 messages are passed by the 
parent to the child nodes (i.e. downwards). 
Figure 4.4 Bayesian network message propagation. 
Whenever new evidence is observed, the messages are propagated within the network, 
and the beliefs of the variables are updated accordingly. For instance, if the value of 
x4 is known, say x4=1, then 
Az, 	E P(eZ I x3 , ;)P(; I x3 ) = E P(eZ x4 )P(x4 x3 ) 	 (4.11) 
X4 	 Z4 
A(x4 )P(x4 I x3 ) = P(x4 =11 x3 ) 
r4 
1 	if x4 =1 
as 	A(x4) ='5.4 ,x4=1 = else 
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The prior message from x4 to x5 can be calculated as follows: 
71x5 (x4) = P(x4 e25)= P( x4 ex,) = 7r(x4) 
	 (4.12) 
= 	P(; I ex4 , x2, x3)P(x2, x. I ex4 ) 
7-2,x3 
= E P(x4 I ex4 , x2, x3)P( x2 I E 4 )P(x3 I ex4 ) 
22,23 
P(X4 x2 , x3)7.4 (x2)7rx4 (x3) 
22,23 
As the belief of x4 is formulated as follows: 
BEL(x4 ) = aA(x4 )7(x4 ) 
	
(4.13) 
=a ax5 (x)E P(x4 I x2 , x3 )7r x4 (x2 )7 x4 (x3 ) 
22 ,23 
the prior message can be derived by: 
(x4) a BEL(x4 ) 	 (4.14) 
Ax5 (x4 ) 
where Az, (x4 ) is the last message sent by x5 to x4, which simplifies the calculation of 
the prior message. As such, the parent node can simply pass its belief onto all its 
children and the children nodes can calculate its belief accordingly. 
To summarise the message propagation described above, Figure 4.5 shows a simple 
example of a singly connected poly-tree. 
Figure 4.5 Message propagation in a singly connected poly-tree. 
The message propagation mechanism of the poly-tree can be summarised as follows: 
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1. Initialisation: For each node which has not been instantiated, the belief BEL 
should be initialised to 7C , and set A =(1,....,1). 
2. Instantiation: For a node that is instantiated with a value j, the j-th position of 
the A evidence should be set to 1, i.e. A=(0,...1,...,0) with 1 at the j-th 
position. 
3. Belief update: The belief or posterior probability of node X is updated based 
on the 7z- messages from its parents and the A evidences received from its 
children: 
BEL(x) = aA(x)7r(x) 
	
(4.15) 
A(x) = Ay (x).\ (x) 
7r(x) = ri P(x 1 u, v)7rx (u)7rx (v) 
4. Bottom-up propagation: Whenever a A message is received, node X will 
compute and pass new A messages to its parents U and V. 
Ax (u) = 0E A(x)E P(x 1 u, v)R- x (v) 
	
(4.16) 
Ax (v) = ,3E A(z)E P(x 1 u,v)7r . (u) 
where /3 is the normalising constant. 
5. Top-down propagation: Whenever a 71 message is received, node X will 
compute and pass new 7r messages to its children Y and Z: 
7,(x) = a 
BEL(x)  
A 
y (x) 
7r (  a) 
= 
a 
BEL(x)  
Az (x) 
(4.17) 
Whenever a variable is instantiated or evidence is observed, messages will be 
propagated around the network, and the belief or posterior probability of each variable 
is updated accordingly. As messages are passed in both directions within the network, 
they will be propagated continuously until an equilibrium stage is reached (Pearl, 
1988). 
The message propagation or inferencing of a BN relies mainly on the structure of the 
network which depicts the dependence or the causality of the variables. In some 
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applications, the structure of the network is designed manually by an expert. For 
example, a Bayesian network is used for diagnose sleeping disorders(Milho et al., 
2000). A graphical BN designing tool was proposed by Herskovits and Dagher to 
assess cervical spinal-cord trauma patients (Herskovits and Dagher, 1997). Shyu and 
Chen proposed an expert built BN for query processing in a distributed database 
system(Shyu and Chen, 2000). 
Although manual design can incorporate prior knowledge of the underlying problem 
in a Bayesian network, it may not always reflect the actual dependence or causality 
between variables. Furthermore, it is impractical to design networks manually with a 
large number of variables. In order to build a network that reflects the underlying 
dependence of the parameters, the network structure has to be learned automatically. 
In general, there are two different approaches to learning network structures from 
data. One approach is to derive a scoring metric for comparing and evaluating the 
posterior probability of different network structures (Cooper and Herskovits, 1992; 
Heckerman et al., 1995). Another approach is to calculate the dependencies among 
variables and construct the network accordingly (Pearl and Verma, 1991). In both 
approaches, it is assumed that the data is complete and statistical properties of the 
variables can be drawn directly from data. To estimate the BN structure with missing 
or incomplete data, Metropolis-Hastings algorithm can be used to estimate the 
distribution of the variables and construct the network accordingly (Madigan and 
York, 1995). 
In addition to the structure of the Bayesian Network, the parameters (the prior and 
conditional probabilities of the variables) of the network can also be derived directly 
from the data. However, if such data is not available or incomplete, as in the case of 
an expert designed network, variables are usually assumed to have Gaussian 
distributions. Mixture of Gaussian (or Expectation Maximisation (EM)), or Monte-
Carlo Markov Chain (MCMC) methods can be used to estimate the joint and 
conditional probabilities. 
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4.3 Bayesian Network with Contextual Boosting 
In essence, a BN is a graphical representation of the dependence/independence among 
stochastic variables where each node in the directed acyclic graph denotes a variable 
and each arc indicates a stochastic dependency between the connected variables. In 
other words, the structure of the BN represents the dependencies and causalities 
among variables. By learning the structure from data, the causality between variables 
can be extracted by the resulting BN without prior knowledge. However, the BN can 
only represent the dependency among nodes with observable data. In some cases, not 
all evidences can be observed, and the underlying dependency/independency between 
variables may not always be strong. As pointed out by Binder et al., in actual causal 
models, there may be some variables which are hidden and cannot be observed 
directly, but they may have direct effects on the inferencing process (J.Blinder et al., 
1997). Therefore, to obtain an accurate structure, hidden nodes need to be introduced 
into the BN framework. However, there are so far no systematic ways of inserting 
hidden nodes into BNs. In fact, in most studies, hidden nodes are inserted manually. 
For example, in the work by Kwoh et al., a hidden node was inserted manually in 
order to improve the performance of the BN in an endoscopic system (Kwoh and 
Gillies, 1995). To enhance the generality of the framework, it is necessary to insert 
hidden nodes automatically during the structure learning process. 
4.3.1 Constructing a Bayesian network with hidden nodes 
Instead of inserting hidden nodes manually (Kwoh and Gillies, 1995), a new 
technique based on the Maximum Weight Spanning Trees (MWST) algorithm is used 
in this thesis to construct a BN according to a dependency measure between variables 
(Chow and Liu, 1968). The absolute correlation measurement based on Pearson's 
correlation coefficient is chosen as a means of measuring the dependency between a 
variable pair: 
Correlation(A, B) = Co Var(A, B)  
\IVar(A)xVar(B) (4.18) 
where, for n data points 
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Var(A) = (4.19) 
and 
Co Var(A, B) = (4.20) 
From the training data, the correlation between each variable pair, except the root 
nodes, is first measured. The pairs are then sorted in a descending order with respect 
to their correlation coefficients. The resulting list of variable pairs is called the arc list 
since its content will later be selected as the arcs in the BN, similar to that used in the 
MWST, a threshold is used to filter out the pairs of nodes which are barely correlated 
(with low dependency) from the list. Arcs are then inserted to the BN as per MWST 
where variable pairs are linked in the order of their correlations provided that the 
resulting structure contains no loops. In addition, a second threshold is introduced to 
ensure that each pair of variables in the resulting sub-network is correlated. As a 
result, a cluster or clusters of nodes will be formed. Hidden nodes will then be 
inserted as the parent of each cluster and root nodes will be added as the parent of the 
hidden nodes in order to complete the structure. After the structure is constructed, the 
directions of the arcs are assigned according to the relationship between at least three 
variables (e.g., testing triplet (A — B — C) for multiple parents (A 	B 	C)), and 
arrows are propagated throughout the network. Figure 4.6 shows an example of 
constructing a BN by using the technique described above. 
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Current network 
0®©®® 
1) Arc list 
(D,E) 
(C,D) 
(A,C) 
2) Arc list Current network 
00 
.4_ Filter out arcs with 
low correlations 
4) Arc list 
The arc C-D is not 
added since C-E 
are not correlated 
5) Arc list 
The arc A-C is not 
added since B-C are 
barely correlated 
Current network (A,C) 
00 00 
Current network 
00 00 
00 
Current network 
00 
3) Arc list (C,D) 
(A,C) 
6) Adding hidden nodes Current network 
0 
0000 
Figure 4.6 Constructing a Bayesian network with hidden nodes by using the proposed clustering 
technique. 
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4.3.2 Training the network 
Unlike an ordinary BN where the conditional probabilities of the link matrices can be 
calculated directly from the data, close-form solutions for deriving the link matrices 
do not exist for a BN with hidden nodes. As the hidden nodes are imaginary variables, 
no statistics can be drawn to calculate the conditional probabilities. As such, the link 
matrices have to be learned from the data through an iterative or error minimising 
process. In this work, the backward propagation method as proposed by Kwoh et al. is 
used for parameters learning (Kwoh and Gillies, 1996). Through backward 
propagation, training data is fed into the BN and the results are compared to the 
desired outputs. The differences or errors are then propagated back to the network to 
update the conditional probabilities by using the gradient descent method. The process 
is repeated until the error is lower than a predefined threshold. 
To understand how the gradient descent method can be used in searching for network 
parameters, the conditional probabilities are first derived by Taylor series expansion 
up to the first order derivative term. The solution could then be found by an iterative 
process: 
P(n +1) = P(n) — RAP(n) = P(n) — nE 	 
	
.9.13(n)1 
	
(4.21) 
where E[.] is the expectation operator, P(n) is a link matrix at the nth  iteration, n is 
the learning rate, and 	is the error function. The error function for a node (A) is 
defined as follows: 
AS 
i=1 
(D(az )— Pos(at ))2 	
(4.22) 
where AS is the number of states of the node, D(at) is the desired value of a, (i.e. the 
1th state of node A), and Pos(ad is the posterior probability of a, given the evidences. 
The expected gradient for each epoch is described as: 
E41,1- t 
L ap ] m ap (4.23) 
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where m is the number of data points in the training set. 
To minimise the expectation as defined in Equation 4.20 (mean-squared error), each 
parameter is adjusted in the opposite direction of its gradient, i.e., 
p,.+1 = p,. _ nE 
api 
or pn+1  = pn — nVE (4.24) 
    
For a Bayesian network with a simple star structure as shown in Figure 4.7, the 
parameters of interest are the entries in the link matrices P(HIA), P(BIH), P(CIH). 
Figure 4.7 A simple star structured Bayesian network. 
By applying the chain rule for partial derivatives, the gradients of the error function 
with respect to each of the conditional probabilities in the link matrix P(HIA) can be 
expressed as 
a AS 
ki 
(4.25) OP(h, P 	a  k) 0Pa s(ak ) 07((cta 	OP
) 	
(hA(  ai ) 
where A(at ) is the likelihood evidence for state ai. The iterative formulation for 
obtaining POilad is therefore 
13'1 (h j ai ) =Pn (hi 	— TIE 
    
 
aP(h, ai ) 
 
(4.26) 
     
For the links between a hidden node and its child nodes, the error gradients are 
formulated as follows: 
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BS 	
a po(bk ) DA) 8)410  
a P(1), hi ) 	Po(bk ) wok ) aA(N) 513(b, hi) 	 (4.27) 
where BS is the number of states for node B and A(h ) the likelihood evidence for 
state j of the hidden node. As such, the probabilities of P(13,1h) can be updated as 
follows: 
.13"-1(bi  Ihi ) = Pn (bi hi ) — 77E 
   
(4.28) 
 
a P(b, hi ) 
 
     
4.3.3 Retraining the network 
To maintain performance of the BN, the size of the re-training data has to be 
minimised. In addition, the re-training data should only reflect the most significant 
misclassifications in order to improve the performance. It should be noted that in 
practice if updating the conditional probabilities by drawing statistics only from the 
re-training data, the network may become unstable and erratic. Therefore, a revised 
backward propagation method for learning hidden node parameters is introduced 
(Kwoh and Gillies, 1996). Unlike determining parameters for hidden nodes, the 
conditional probabilities between every node concerned have to be updated during the 
re-training process. As such, the proposed method propagates the differences or errors 
backward across different layers of the BN (Lo et al., 2003). This is similar to 
backward propagation in training multi-layered preceptrons. Upon receiving the 
propagated errors, a gradient descent method is used to update the conditional 
probabilities of each node. To provide a detailed illustration of the proposed method, 
a multi-layered BN is used and shown in Figure 4.8. 
Figure 4.8 A sample multi-layered Bayesian Network. 
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Under this framework, least squares estimation is applied to measure the difference 
between the posterior probabilities [13",(ax) and P'n(by)] and the desired outputs [c1,7 (a) 
and cln(by)] as follows: 
1AI 	 IBI 
(n) = E On (ax ) — P' n (ax )) + >---;(dn(by)_ P'n (by )) 
IBI 
en (ax) H-Ee(by) 
(4.29) 
where n indicates the n th  data in the re-training set, and IA I and IBI represent the 
number of states of nodes A and B respectively. The average error of the re-training is 
described as 
1 N 	1 N  
au = 	 —Ei en(ax) 
IBI 
y 
en (by )1 (4.30) 
where N represents the size of the re-training set. To propagate the errors from the 
output layer to other layers, two variables, delta(ax, ad and delta(by,k), are defined: 
delta(ax ,a,) = 
a
s(n) 	e n (ax ) a P' Jar ) 
e n (a x ) P ' n (ax ) a A(a,) 
= —2en (az )ccr(at )(6(x,i) — P' n (ax )) 
a(n) a e n (by ) pp , n(by) 
deita(by,b0 
8e n (by) a P n (by ) a A(by ) 
= —2en (by )c7r(b)(6.(y, j) — P I n (by )) 
where a is the normalising constant of the posterior probabilities. In the above 
equation, A(ax ) and A(ay ) are the likelihood evidences, and 7r(ax ) and 7r(ay ) are the 
prior evidences for state ax and by, respectively. In addition, another two variables are 
defined for propagating the errors from node D to its child node E, i.e., 
delta7,(a,b2 ) = 71-D (b7 )Ac (a2 ) 
deltaDb (a,b2 ) = D(a,) 	
(4.32) 
The gradient for updating the conditional probabilities of node D can therefore be 
calculated as 
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(4.31) 
a Pd a & b) OP( „, d I , a & b j )[ x ,(a
z ) +Ee(by ) 
(, I , 	i  
IBI 
Y 
ae(n) 0 	AI 
whereas the 
I AI 	0 e(n) 	a e„(a z ) OP' „(ax ) 0 A(a,) 	0 AD (a,) + 
(4.33) 
(4.34) 
z 	a en (az ) a P ' „(az ) 	0 A(a,) 	0 AD (a,) ap(d, I a, &b .) 
L31, ae(n) 	0 en (by ) apc,(by ) a),(bi ) 	ak,(bi ) 
L'y a en(by ) 
[IA1 	IBI 
x 
gradient 
OP' „(by ) My OAD (b 
relta:(az ,by )delta(az , a,) 1 
deltal:,(az,by)delta(by,bi) 
for updating the conditional 
ae(n) 	1AI 
j ) 0 P(d, I a, & b j ) 
A(dd 
probabilities for node C is 
a1 ) 
(a,) 
(a,)A(cr )delta(az , deltas 
UP(Cr  I a1) 	x 
deltas(az ,a1 ) = delta(az , 6/1 )AD 
In Equation 4.34, AD (a,) is the likelihood message sent by node D to node A. 
E, the gradient for updating the conditional probabilities is calculated by 
a(n)  U(x) + 
I
v(x) 
aP(Es I dq ) 	x 
= deltabD(az , by )P(d, I ax & by )delta(by ,by ) 
[IA1 PI reltaap(az ,VP(d, I ax & by )delta(az , ax ) + 
x y 	
1] 
A(E3 ) 
where 
a(n)  a  en (az ) ap ,,i (ax ) a A(az )  a AD (az ) a A(d,) 	AE(dq ) U(x) = 
en (ax ) .9.13'„(az) an(ax) OAD (ax ) aA(d,) a AE (d,) 013(Es I  dq) 
ae(n) 	en (by ) 0 P „(by )  A(by ) A(by ) 0A(dq ) 	AE (dq ) 
V (x) = 
a en (by ) a = " „(by ) a A(by ) aA,(by ) A(dq ) OAE (dd UP(ES I  dd 
For node 
(4.35) 
For these gradients, the conditional probabilities are updated by Equation 4.28, such 
that. 
13'1 (d, I a, & bi ) = Pt (dq I a, & bi ) AP(d, I a1 & bi ) 
P t+1(cr I ai ) = Pt (c,. a1 ) + 	(CrI  a1) 
	 (4.36) 
13'1(Es 	= 13' (E., I dd AP(Es I  dq) 
where t represents the tth iteration in the re-training process, 
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Bayesian 
Network 
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feedback 
AP(cl, a, &b.,) = — 
AP(c,, a) = -771   
N 
AP(E3 = 
As different applications can have different contextual rules, the Bayesian framework 
is designed to take inputs from an external module with contextual feedback for 
updating the network parameters. Figure 4.9 illustrates the basic concept of the 
proposed framework. 
1 	Oe(n)  
n 	P(d, a, & bi ) 
OP(C r ai ) 
ae(n)  
N o  
	 013(Es 
e(n) 
and ri is the learning rate. 
4.3.4 Integrating Contextual Information 
(4.37) 
	'Output 
Figure 4.9 A diagrammatic overview of the self-adaptive Bayesian network with contextual feedback. 
In other words, the BN in general will have no knowledge about the contextual rules, 
but instead it will use the output error obtained from the contextual feedback for re-
training the network parameters. As such, the Bayesian framework will be retrained 
continuously by following the steps stated in the previous section. By regarding it as 
an external module, contextual feedback can be implemented separately and 
customised to suit different applications. Iteratively, the concept of contextual 
feedback can be formulated as follows: 
BN(n +1) = BN(n) — ABN(n) 	 (4.38) 
where BN(n) is the Bayesian network at the n th  iteration, 
ABN(n) = E
a (BNO — C(BNO))  
BN(n) 
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(4.39) 
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Co) is the contextual feedback module, and BNO is the output of the BN at the nth 
iteration. To avoid bias, the same number of samples is used from each class to form 
the contextual data set for re-training. 
4.4 Shadow Recognition for MIS with BN Contextual Boosting 
To assess the validity of the proposed framework, the above BN is applied to shadow 
detection in MIS by combining multiple local visual cues with contextual feedback. 
As shadows and foreground objects often share common properties, shadow removal 
remains a difficult problem in video processing. In our previous study, a Neuro-fuzzy 
shadow filter was proposed where the concept of contextual feedback was first 
introduced (Lo and Yang, 2002). By incorporating contextual feedback, the neuro-
fuzzy filter was shown to be able to adapt to changes in the environment and remove 
shadow effectively. However, there are intrinsic difficulties in practical applications 
of the technique in that it involves an empirical process of choosing the fuzzy 
membership functions, and the framework is difficult to be extended for incorporating 
subjective decision rules. With the BN approach, the above problems are naturally 
avoided and the output of the BN is the posterior probabilities of the hypothesis and 
the BN does not need to be retrained if the conditional independence assumptions 
remain valid. Furthermore, BNs use considerably less number of parameters than an 
equivalent neural network, but with explicit domain explanations. Figure 4.10 
schematically illustrates the processing steps involved in the shadow filter by using 
the proposed BN framework. 
Figure 4.10 A schematic illustration of the BN shadow filter framework by using contextual feedback. 
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Similar to the Neuro-fuzzy filter, the BN fuses four different shadow likelihood 
measurements to classify shadow and foreground objects. In this study, the four 
measurements are defined as follows: 
i) Intensity difference 
D(x, y) = 1 1(x, y) — B(x, y) 
	
(4.40) 
which defines the absolute intensity difference between the current image I(x,y) and 
the background image B(x,y). 
ii) Intensity attenuation 
G(x, y) = 
I  (x , y) 
B(x,y) (4.41) 
   
which determines the intensity attenuation between I(x,y) and B(x,y), as suggested by 
Rosin et al. to filter out shadows (Rosin and Ellis, 1995). 
iii) RGB angular difference 
R(x, y) =  	 (4.42) 
R(x,y) is the angle between the vectors I and B , and I and T1 are the RGB vectors of 
the current and background image respectively. 
iv) Colour invariant model 
c1  = arctan 
C2 = 
c3 = 
Ri  
max (G„ 
arctan 	Gi 
max(R1 ,B1 )  
arctan 	
Bi 
max (R„ 
(4.43) 
b1 = arctan 	b  
max (G„ Bb ) 
( b2 = arctan 	Gb  
max (Rb  , Bb ) 
i 	1 
b, = arctan Bb 
max(Rb , Gb ) 
V(x, y) = (c1 — b1)2 	(c2 — b 	2 )2 + 3 — b3 )2 
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V(x,y) is the colour invariant model proposed by Salvador et al. (Salvador et al., 
2001). 
The four contextual rules are defined to create the contextual feedback module to re-
train the BN, and the rules are defined as follows: 
• If the shadow likelihood measurements are all "low", the corresponding pixel 
is a shadow pixel. 
• If the shadow likelihood measurements are all "high", the corresponding 
pixel is an object pixel. 
• If a shadow pixel is surrounded mainly by object pixels and the likelihood 
measurements are not "low", the corresponding pixel should be re-classified 
as an object pixel instead. 
• If an object pixel is surrounded mainly by shadow pixels and the likelihood 
measurements are not "high", the corresponding pixel should be re-classified 
as a shadow pixel instead. 
The initial network structure and parameters of the BN are derived through supervised 
training with a predefined training set. Once the structure is constructed, the BN is 
retrained constantly according to the feedback from the four contextual rules 
described above. 
4.4.1 Experiment 
To evaluate the performance of the proposed adaptive BN shadow filter, two 
experimental MIS video sequences were used. The video sequences were captured by 
using a daVinci surgical system. Figures 4.11 and 4.12 illustrate some sample images 
of the two video sequences used where shadows on the tissue surface cast by a strong 
laparoscopic light source are evident. 
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Figure 4.11 Sequence 1 of experimental MIS used for validating the proposed BN contextual boosting 
framework. 
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Figure 4.12 Sequence 2 of experimental MIS for validating the proposed BN contextual boosting 
framework. 
A sample image from each sequence was manually segmented to train the BN, and 
the training datasets were constructed by randomly picking the samples from the 
segmented images. Each training dataset consists of 2000 samples where half of the 
samples were selected from the foreground object and the other half were selected 
from the background. The absolute correlations between the node pairs of the two 
sequences are listed in Tables 4.1 and 4.2 respectively. 
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Table 4.1 Absolute correlations between node pairs for MIS video sequence 1 
Node pairs Correlation 
(Intensity difference, Intensity attenuation) 0.885 
(RGB angular difference, Colour invariant model) 0.458 
(Intensity attenuation, RGB angular difference) 0.093 
(Intensity attenuation, Colour invariant model) 0.071 
(Intensity difference, RGB angular difference) 0.067 
(Intensity difference, Colour invariant model) 0.053 
Table 4.2 Absolute correlations between node pairs for MIS video sequence 2 
Node pairs Correlation 
(RGB angular difference, Colour invariant model) 0.989 
(Intensity difference, Intensity attenuation) 0.746 
(Intensity difference, RGB angular difference) 0.464 
(Intensity difference, Colour invariance) 0.448 
(Intensity attenuation, RGB angular difference) 0.069 
(Intensity attenuation, Colour invariance) 0.060 
As listed in Tables 4.1 and 4.2, the intensity difference and intensity attenuation are 
highly correlated in Sequence 1, whereas the colour invariance and RGB angular 
difference are highly correlated in the second sequence. The main reason for this 
difference in the two sequences is that Sequence 1 is relatively dark with a high 
contrast, whereas Sequence 2 is much brighter with less contrast. The intensity based 
features usually contain more details in the high contrast images, and thus are more 
correlated in dark, high contrast images. This is not true for images in Sequence 2„ 
but colour based features show a higher correlation. To incorporate the high 
dependency between the feature pairs, a threshold value of 0.75 was chosen to 
construct the BNs by using the proposed technique. The resulting BNs for the two 
sequences are shown in Figures 4.13 and 4.14, respectively. 
As shown in Figures 4.13 and 4.14, a hidden node was introduced to fuse the data 
from the highly dependent feature pairs. The feature for each child node in the 
network was quantised into 10 discrete states, and the output of the network was 
designed to have two states representing the presence and absence of shadows. The 
conditional probabilities of the network were trained based on the quantised training 
datasets. In addition to assessing the significances of introducing the hidden nodes to 
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Colour 
Invariant 
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Figure 4.13 The resulting Bayesian network structure learned from the training set for sequence 1. 
Intensity 
difference 
the BN, a NBN was also constructed to provide comparative results. Similar to the 
BN, the NBN was constructed based on the same training datasets. Figure 4.15 shows 
the structure of the NBN. To demonstrate the significance of the proposed contextual 
boosting, a static BN (a BN with the contextual boosting function disabled) were 
constructed and evaluated against proposed adaptive BN. 
   
Colour 
Invariant 
Model 
   
Figure 4.14 The resulting Bayesian network structure learned from the training set for sequence 2. 
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Figure 4.15 Naive Bayesian network built from the training datasets. 
a.  
b.  
c.  
d.  
Figure 4.16 Segmentation results for Sequence 1. (a) The laparoscopic images before filtering. (b) 
Shadow removed images after applying the proposed adaptive BN with contextual boosting. (c) 
Shadow removed images after applying the static BN with hidden node. (d) Shadow removed images 
after applying a Naïve Bayesian network. 
Figure 4.16 illustrates four example shadow-removed images of the first sequence 
after applying the proposed BN with contextual boosting (b), a static BN with hidden 
node (c), and a Naïve Bayesian network (d). In order to highlight the shadows, the 
resulting images are overlaid onto the original images. It can be seen in Figure 4.16 
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(d) that the NBN approach failed to filter out the shadows. The BN with a hidden 
node, on the other hand, can identify some of the shadows, as shown in Figure 4.16 
(c). By introducing contextual boosting, the BN shadow filter identifies most of the 
shadow pixels whilst preserving the foreground instrument and background tissue 
surface, as shown in Figure 4.16 (b). 
Figure 4.17 shows sample images (a) from the second sequence together with the 
shadow-removed images after applying the proposed BN with contextual boosting 
(b), the static BN with a hidden node (c), and the Nave Bayesian network (d). 
a.  
b.  
c.  
d.  
Figure 4.17 Segmentation results for Sequence 2. (a) The laparoscopic images before filtering. (b) 
Shadow removed images after applying the proposed adaptive BN with contextual feedback. (c) 
Shadow removed images after applying the static BN with hidden node. (d) Shadow removed images 
after applying a Naïve Bayesian network. 
It can be seen from Figures 4.17 (c) and (d), the resulting images after applying the 
static BN and Nave BN are very similar, which indicate that the addition of the 
hidden node in this case did not improve the classification result. Significant 
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- — Naive BN 
improvement is achieved after introducing the contextual boosting, as shown in 
Figure 4.17 (b). 
To quantitatively assess the performance of the proposed BN framework by the use of 
contextual boosting, thirty randomly selected image samples from each sequence 
were used. Each image was segmented manually to provide the ground truth for 
validate the performance of the proposed framework. To analyse the result of the 
proposed framework as compared to those of NBN and static BN, the accuracy (the 
ratio of samples classified correctly) and precision (the ratio of predicted positive 
samples classified correctly) measurements were used. Figures 4.18 and 4.19 illustrate 
the derived results for the first image sequence by using the three different approaches 
described above. 
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Figure 4.18 The accuracy of the proposed BN shadow filter with/without contextual boosting and 
Naïve BN for processing MIS video Sequence 1. 
It is evident from Figure 4.18 that the accuracy of the static BN is higher than the 
NBN for most frames. By introducing contextual boosting, significant improvement is 
achieved, especially for the latter image frames. In terms of precision, the BN 
framework with context boosting significantly outperforms the static BN and NBN 
shadow filters, as shown in Figure 4.19. The average accuracy and precision of the 
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three different approaches are summarised in Table 4.3, which shows an overall 15% 
improvement in precision after the introduction of the hidden node, and another 9% 
improvement after the use of contextual boosting. 
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Figure 4.19 Precision of the proposed BN shadow filter with/without contextual boosting and Naïve 
BN for on processing MIS video Sequence 1. 
Table 4.3 Averaged accuracy and precision of the shadow filters for Sequence 1. 
Accuracy Precision 
BN with contextual boosting 95.4±1.6% 91.6±8.2% 
BN 93.3±2.2% 82.2±8.3% 
Naive BN 92.0±2.3% 67.7±9.8% 
Figures 4.20 and 4.21 show the accuracy and precision result for the second sequence. 
It can be seen that the results of the Naïve BN and static BN were similar but the use 
of contextual booting brings a 17% improvement in precision. These results are 
summarised in Table 4.4. 
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Figure 4.20 Accuracy of the proposed BN shadow filter with/without contextual boosting and Neve 
BN for processing the MIS video Sequence 2. 
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Figure 4.21 Precision of the proposed BN shadow filter with/without contextual boosting and Naïve 
BN for processing the MIS video Sequence 2. 
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Table 4.4 Averaged accuracy and precision of the shadow filters for Sequence 2. 
Accuracy Precision 
BN with contextual boosting 93 .7±2.8% 80.4±14.2% 
BN 91.9±3.6% 63.1±17.3% 
Naive BN 91.9±3.6% 63.1±17.3% 
4.5 Conclusions 
Shadow recognition is a major issue in many computer vision applications as it can 
significantly influence the accuracy of object recognition and tracking. For analysing 
laparoscopic videos, shadows cast by MIS instruments can affect subsequent analysis 
of tissue-instrument interaction and a common approach to shadow detection is to 
fuse multiple visual cues in order to capture different aspects of the shadow and 
enhance the accuracy of its detection (Jiang and Ward, 1992; Funka-Lea and Bajcsy, 
1995; Salvador et al., 2001). In this chapter, an adaptive BN framework is proposed 
for fusing multiple visual cues with contextual feedback. Conventional BN relies 
mainly on the training dataset which can have poor generalisation. This is especially 
true for video processing where the environment can change dynamically throughout 
the sequence. 
The integration of contextual information enables the BN to evolve and adapt to 
changes, and the proposed contextual rules enable the incorporation of spatial 
information in classifying shadows. To obtain an accurate model which represents the 
actual dependencies among variables, hidden nodes are introduced into the proposed 
framework. Based on the MWST algorithm, an effective technique has been 
developed to systemically insert hidden nodes and construct the network structure 
from the training data. A backward propagation method is developed for updating the 
parameters of a multi-layered BN to cater for continuous environmental changes. 
The ability of the proposed framework has been assessed in detail with two 
laparoscopic video sequences. From the experiment results derived, it can be seen that 
the BN with hidden nodes performed much better than the Naïve approach and the 
significance of contextual boosting is evident from the improvement of the BN 
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classification results. It should be noted that the proposed shadow removal framework 
relies mainly on the intensity and colour difference with respect to the background. 
Although the background image is learned dynamically from the video, the highly 
deformable nature of the human tissue can affect the accuracy of the proposed shadow 
filter. For instance, minimally invasive cardiac procedures, the proposed framework 
can become problematic when the motion of the heart is significant. Fortunately, 
mechanical stabilisers are normally used in these procedures so the proposed method 
should remain applicable. It is also worth noting that the basic concept of contextual 
boosting proposed in this chapter is generic, and should be applicable to other vision-
based multi-sensory fusion applications. To this end, different contextual rules such as 
Markov Random Field (MRF) can be used depending on the specific focus of the 
application. 
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Chapter 5 
Episode Segmentation 
for MIS Workflow 
5.1 Introduction 
Although the introduction of MIS has greatly reduced the cost of post-operative care due to shortened patient recovery, the complexity involved can impose 
significant stress on the operating team, both physically and mentally. For MIS, 
complications introduced due to surgical errors can seriously out-weigh any potential 
gain of the technology. To ensure the efficiency and quality of MIS, the workflow of 
the surgical team has to be optimised. Similar to all other surgical procedures, the 
performance of MIS relies on the cooperation of all members involved (Riedl, 2003). 
Optimising the surgical workflow by defining routines for specific surgical operations 
can promote improved cooperation of the team. Under the current climate of clinical 
governance and quality control, coupled with pressure due to limited healthcare 
resources and an increasingly long waiting list, surgical workflow analysis has 
become an important topic of research. For example, it has been suggested that 
surgical units have to be specialised and dedicated to specific types of surgery in order 
to streamline the workflow involved (Herfarth, 2003; Moorthy et al., 2003). 
The prerequisite of optimising surgical workflow is the identification of surgical 
episodes. It is also one of the essential components for accurate assessment of surgical 
skills. As MIS operations are performed using laparoscopic instruments, conventional 
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video recording in the operating theatre may not be able to identify different stages of 
the operation. Alternative techniques such as the measurement of laparoscopic 
instrument usage have been proposed (Ahmadi et al., 2006). However, measuring the 
instrument usage alone can only provide a rough estimate of the task performed. As 
each MIS operation consists of a series of manoeuvres such as idle, retraction, 
cauterisation and suturing, as discussed in Chapter 3, the dexterity of the surgeon can 
only be observed by detailed evaluation of tissue-instrument interactions. The existing 
surgical assessment approaches, such as OSATS or MIST-VR (Martin et al., 1997; 
Gallagher and Satava, 2002), assess the performance of surgeons for predefined 
episodes and there is so far a general lack of vision based techniques for fully 
automatic episode segmentation. This is because the complexity of the surgical scene, 
coupled with large-scale tissue deformation, imposes significant challenges on vision 
based techniques. In many cases, specially designed instruments have to be used to 
simplify the task (Rosen et al., 1999; Rosen et al., 2001; Rosen et al., 2001; Rosen et 
al., 2002; Rosen et al., 2002; Rosen et al., 2003). 
In this chapter, a Bayesian method for fusing multiple visual cues is proposed for MIS 
workflow segmentation. The proposed technique investigates the characteristics of 
four basic events in MIS including idle, retraction, cauterisation and suturing. Visual 
cues related to shape, deformation, changes in light reflection, and other low level 
image features are fused using a Bayesian framework to achieve a high classification 
accuracy. Detailed in vivo experiments have been conducted to assess the accuracy 
and practical value of the technique. 
5.2 Segmentation with multiple visual cues 
In the proposed framework, colour segmentation is first applied to the endoscopic 
video to separate MIS tools from the background tissue. This is then followed by 
tracking of the MIS tools to derive the associated motion characteristics. In order to 
measure instrument induced tissue deformation, optical flow and shape-from-shading 
based techniques are used. Four other low-level visual cues including suture presence, 
suture projection, suture movement, and specularity changes are also incorporated 
into the classification framework. 
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5.2.1 Tissue/Instrument Segmentation 
In Chapter 3, we have already discussed a number of visual cues that can be used for 
tissue-instrument segmentation. Due to the significant contrast of the surgical 
instrument and human tissue, colour segmentation is one of the simplest ways of 
differentiating MIS instrument from the surgical field-of-view. For instance, colour 
segmentation was proposed by Koppel et al. for tracking laparoscopic 
instruments(Koppel et al., 2001), and Uecker et al. proposed a Bayesian classifier to 
segment robotic instruments from laparoscopic sequences (Uecker et al., 1996). By 
modelling the R, G, B (red, green, blue) components of the instruments using 
Gaussian distributions, the classifier extracts the instruments from laparoscopic video 
sequences based on the colour components of the derived Gaussian models. 
In this thesis, the approach used for tissue instrument segmentation follows the 
method described in Chapter 3, with which a Bayesian Hue-Saturation Classifier is 
used. The reliance on hue avoids the problems introduced by shadows and specular 
highlights, as in both cases the hue is unchanged. The Bayesian classifier allows the 
effective incorporation of statistical prior of the hue-saturation of the tissue and 
instruments, thus permitting the derivation of the posterior probability of the class 
label of the pixel given measured hue-saturation feature vectors. 
5.2.2 Instrument tracking 
For the basic actions considered in this chapter, i.e., idle, retraction, cauterisation and 
suturing, the motion of the instruments provides a strong visual cue for the 
segmentation of the workflow. For tracking the position of the instruments, the 
Condensation based instrument tracking method as described in 3.5 of Chapter 3 is 
used. Compared to Kalman based technique, the Condensation algorithm can track the 
instruments more accurately, as human movements tend to be non-Gaussian with a 
multimodal distribution. This characterises the type of movements considered in this 
study. The method is designed to cater for the general situation when several 
competing observations form a non-Gaussian state-density. It uses a stochastic 
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approach that has no restriction on the system/measurement models used and the 
distribution of error sources. Despite the use of Gaussian distributions, the Monte 
Carlo nature of the Condensation algorithm enables the estimation of non-linear and 
multimodal distribution of the underlying motion models. The method provides a 
systematic learning procedure with modular training from the ground truth data such 
that information from different subjects is integrated to create a dynamical model that 
can accommodate the learnt motion characteristics. 
As described in Chapter 3, the position of each instrument can be estimated from the 
laparoscopic sequences by the use of polygon based shape model. It is assumed that 
there are only two laparoscopic instruments used concurrently during the operation. 
To quantify the movement of the instruments, the magnitude of the instrument tip 
motion is used. For the left instrument, the corresponding movement is calculated as 
follows: 
Vi = LeftInstrumentMovement(t) = V(xt — xt 	+ (y, - Yt_i)2 
	(5.1) 
where 
TipPosto(x,y,t) = ( x„x) 
TipPosio(x,y,t —1) = (xt_i,Yt-i) 
In the above equation, TipPosio represents the left instrument tip as extracted in 
Section 3.5. Likewise, the right instrument movement is quantified as follows: 
V2 = RightInstrumentMovement(t) = V(xt — xt _i )2 (yt  — Yi_i)2 
	(5.2) 
where 
TipPosnot(x, y, t) 	(xt , yt ) 
TipPosmot(x,y,t —1) = (xt_„yt _i ) 
where TipPosTight represents the location of the right instrument tip. 
5.2.3 Tissue deformation 
Although manual dexterity can be quantified by tracking the instrument movements, 
the quality of the procedure cannot be inferred from the tracking data alone. 
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Instrument-tissue interaction is one of the key indicators for most surgical 
manoeuvres and in real MIS operations, tissue deformation due to instrument 
interaction can only be inferred through its appearance in video sequences. Since most 
MIS operations use a single camera setup, optical flow can be used to measure the 
apparent deformation of the tissue. The basic equation for optical flow can be 
represented as (Horn and Schunck, 1981): 
where u 
Of 
+
af
v + — 
Of 	 (5.3) 
— =o   
ax ay at 
ax 	ay = 	and v = 
at 
are the estimated image velocity components along the x 
at 
and y directions respectively. The above equation; however, is ill-posed and the 
solution for u and v commonly requires the use of a smoothness constraint that 
2 	 2 	 (5.4) 
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2 
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+ lay) = 0  
(0x) (ay) 49x) (ay) 
In this way, the problem formulated by Equation 5.3 can be transformed into an 
optimisation problem. By the introduction of Lagrange multipliers and the use of 
calculus of variation, the problem can be reformulated as: 
1 8.112 u+laf elv — A2v2 ( ax ) 	( ax ) ay 	u (ax) at 
(5.5) 
(
ax) (9 y
)
) %t  
Pf 12 v = A2v2v 
) 	 ) at 
where a is the Lagrange multiplier. The motion vector can then be estimated 
iteratively by using the following set of equations: 
of  of Ttn + of Fn + /.1 
un+1 = un ax ax 	ay 	at  
l aff +iaf f ± 
.9x) 	ay) 
12f Lf ±Lf Fn ±la 
v 	= v  n+1 ay ax 	ay 	at  
1 8-fr +18112 +a2  
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(5.6) 
where n represents the nth  iteration, and ii, and 'T) are the means of u and v velocity 
components, respectively. In the above equation, the intensity gradients are calculated 
as follows: 
a x 	8 2f (x + 1, y , t) — f (x — 1,y ± 1, t) + f (x +1,y + 1, t) 
of 	1  — f (x — 1, y — 1, t) + f (x + 1, y — 1, t) — 2f(x — 1,y, t) --1-\  [ 
, 
	
(5.7) 
of _ 1 — f (x —1,y — 1, t) — 2f (x,y — 1, t) — f (x, y — 1, t) 1 
ay 	8 f(x — 1,y ± 1, t) ± 2f(x,y ± 1, t) ± f(x + 1,y 4- 1,t) 
Of at -= f (x,y,t) — f (x, y,t —1) 
It should be noted, however, that the motion vectors derived from the above equations 
represent the compounding movement of the tissue due to instrument, and 
physiological induced deformation. For analysing instrument induced tissue 
deformation, it is important to decouple local deformation from global tissue 
movements caused by physiological motion. In this study, the variance of the flow 
field was used as the indicator of localised tissue deformation in response to 
instrument interactions. The motion cue used for episode segmentation can therefore 
be represented as: 
m(x, y) = V u(x, y)2 + v(x, y) 2 
	
(5.8) 
V3 = TissueMotion(t) = 
1 	Tissue(x, y), 
E Tissue(x,y) '
,' y 6 (m(x, y) — 7 -72,(x , y)) 2  
x,y 
where m(x, y) is the magnitude of the motion vector and rn(x, y) is its mean. In 
addition, the symbol E represents the summation over the whole image area. Since 
2,y 
soft tissue deforms in all different directions, the derived motion vectors are error 
prone. For this reason, only the magnitude of the motion vector is used in estimating 
the tissue motion. Figure 5.1 illustrates the optical flow estimation results for five 
different laparoscopic sequences with the corresponding motion vectors 
superimposed. It is evident from the figure that both instrument and tissue motion can 
be extracted. 
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a)  
b)  
c)  
d)  
e)  
Figure 5.1 Optical flow estimation on five different sequences illustrating the derived motion vectors 
for the instrument and tissues. 
It is well known that optical flow based technique works well when there is rich 
surface texture. For most in vivo tissue surfaces, however, there is a general lack of 
such surface details. This is evident from Figure 5.1 that certain areas of tissue motion 
were not captured by the optical flow technique and only gross instrument movements 
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were detected. For reconstructing deformation of these smooth surfaces, a shape-
from-shading technique was used to provide an additional visual cue. The method 
exploits the unique geometrical constraints between the endoscopic camera and the 
light source. In 3D space, they are located immediately next to each other and always 
move in synchrony. By assuming the surface to be Lambertian with constant albedo, 
the reflectance function can be modelled as 
E(x,y)= kpiorcos 
Il 
 20) 	 (5.9) 
r ) 
where k is the camera constant, p is the surface albedo, J is the intensity strength of 
the light source, cos 0 is the angle between the incident light ray and the surface 
normal, and r is the distance between the light source position. As a point light source 
can be assumed for laparoscopic scenes, the reflectance equation can be simplified as 
(Tsai and Shah, 1994; Zhang et aL, 1999): 
1 + pp, + qq, E(x,y) = kp 
where p and q are the depth changes with respect to the x and y directions, i.e., 
az p = 	= —Z(x — 1, y —1) — 2Z(x — 1, y) — Z(x — 1,y + 1) + 
Z(x + 1,y — 1) + 2Z (x + 1,y) + Z(x + 1, y + 1) 
q=  9y ay _-Z(x-1,y-1)-2Z(x,y-1)-Z(x+1,y-1)+ 
Z(x — 1, y + 1) + 2Z(x, y + 1) + Z(x + 1, y + 1) 
In Equation 5.10, ps and q, represent the direction of the light source and 
COS T sin o- 
Ps = cos u 
sin T sin a qs 
cos 0- 
In Equation 5.12, r and o are the tilt and slant of the light source respectively. Based 
on these equations, the reflectance equation can be rewritten as 
0 = f(E(x,y),Z(x,y),Z(x —1,y), Z(x,y —1)) 	 (5.13) 
where 
f(Z(x,y)) 	E(x,y)— (pp, + qqs  + 1)  
V
( p2 	q2 +1)3  p82 q82 
(5.14) 
p2 	q2 V(ps2 qs2 + 1)3 
(5.10) 
(5.11) 
(5.12) 
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The tissue depth in relation to the camera at each time frame can be estimated by 
using Taylor series expansion off such that (Tsai and Shah, 1994): 
Z(x, y) = Zn(x, y) = Zn-1(x, y) + 	d 
_f  ( 
\
zni(x, 0) 
Z(x, y) 
where Zttz (x, y) represents the depth value of pixel (x, y) at time t after n iterations, and 
(5.15) 
f (zn-1(x, y)) 
(5.16) 
df (Z"-1(x, y)) _ 
dZ(x, y) 
(p. + qs) 
Vp2 ± q2 ± 1Vps2 +q9 
+1 
(Pi + q)(pps + qqs +1) 
	
(732 +q
2 +1)3 
V 	ps2 +q9 
+1 
Due to the coaxial relationship of the light source and the laparoscopic camera, A, and 
qs can be assumed to be zero, and the depth estimation can be simplified as: 
df (Z n-1(x,y)) = 	(p + q) 
1)3  
The corresponding depth value can therefore be simplified as: 
Z(x, y) = Zn-1(x,y) E(x, y)  
(P + q) 
	 (5.18) 
Consequently, the deformation of the tissue can be estimated by integrating the depth 
change across time. Figure 5.2 illustrates five example laparoscopic images and the 
corresponding 3D reconstruction results. It is evident from Figure 5.2 that SFS can 
reasonably approximate the 3D structure of the tissue but the method is susceptible to 
specular highlights, as well as large structural discontinuities. Although the derived 
depth measure is sufficient for the purpose of workflow analysis by integrating 
multiple visual cues, for more detailed tissue deformation analysis further rectification 
steps must be applied. We will address this specific issue later on in Chapter 6. 
To quantify the deformation of the tissue, the mean depth changes of the tissue 
surface is used as the fourth visual cue, i.e., 
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(5.17) 
x,y 
V4 = Depth Chang es(t) = Zt 	Zt-1 
1  
(Tissue(x,y), Zt (x,y)) zt  = TiTiss'ae(x,y) 	 
where Zt ' (x'  y) represents the depth value of pixel (x, y) at time t, and Zt (x' y) 
represents the mean tissue depth. 
a)  
b)  
c)  
d)  
e)  
Figure 5.2 SFS based 3D reconstruction for five different MIS video sequences. The MIS video 
images (left) and two different views of the 3D reconstructed surfaces (middle and right). 
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(5.19) 
5.2.4 The presence of suture and suturing movements 
Suturing is required for most surgical operations. During this procedure, a needle is 
used to penetrate the tissue surface to thread the suture for closing the wound. The 
same approach is used in MIS where the needle and sutures are manipulated using 
laparoscopic instruments. Unlike other surgical tasks, however, the laparoscopic 
instruments do not always interact with the soft tissue during this procedure. For 
instance, when making a surgical knot to close the wound, the instruments usually 
manipulate only the needle and sutures without any direct contact with the tissue 
surface. In addition, the needle only induces small deformation when penetrating 
through the tissue surface. For this reason, suturing can not be easily detected by 
using simple instrument tracking and tissue deformation. 
In this study, the detection of suturing is achieved by recognising the presence of the 
suture itself, which usually has a very distinctive colour. For this reason, colour 
segmentation followed by line aggregation was used. As sutures are long and thin, the 
ratio between the length of the line segments and the corresponding areas was used to 
measure the likelihood of the presence of sutures, i.e., 
V= SuturePresence(t) = 11(Suture t= 1length(linet) 
5 	 N8 i area(linez ) 
(5.20) 
In this equation, line; is the it" line segment found in the scene, and N, is the total 
number of line segments. The line segments are detected by clustering the colour 
segmented pixels with limited distance. 
lines = Ifiltered(xo ,yo ), filtered(xi , y1 ) , 	, filtered(x,,y,)} 	where 	(5.21) 
.1(filtered(x,,y,))2 — (filtered(x y i ))2 < 20 	i, j = {0, , k}, i 	 j 
where filtered(x, y) is the colour segmented image. In this study, the distance 
threshold was empirically selected as 20 pixels. 
Another likelihood measure for the presence of the suture was defined by projecting 
the line segments onto an image buffer and then comparing this with the colour 
filtered image by using the following formula, 
134 
VG = SutureProjection(t) 
1 = P2(Suture t) = —N 	(projected(x, y), filtered(x,y)) 
In the above equation, Np is the image size, projected(x, y) is the image buffer where 
the lines are projected onto. Furthermore, information concerning suture movements 
was also used, where 
147 = SutureMovement(t) = 1 -E moved(line (t),linet (t —1)) where 
Ns 
1 	p (line ; (t) = line; (t — 1)) < 0.8 
moved(line,(t),linei (t —1)) = 0 
N, 
p (line; (t)= line; (t-1)) = 	 — 1) 
where N1 represents the number of line segments previously identified at t-1. 
Figure 5.3 shows five examples of suture detection by using the proposed technique, 
where the suture line segments are highlighted in yellow. As shown in these 
examples, only a section of the suture was detected. This is mainly caused by the 
colour variation induced by the shading of the suture and the loss of detailed colour 
information during video compression. 
(5.22) 
(5.23) 
otherwise 
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Figure 5.3 Suture detection examples where the suture line sements are highlighted in yellow. 
5.2.5 Changes in specular highlights 
Although the movement of the instruments and tissue provides most of the 
information required for assessing tissue-instrument interaction, the complexity of the 
tissue morphology often leads to erroneous results. To enhance the accuracy of the 
classification results, other visual cues were also used. During the process of 
cauterisation, for example, the instruments barely move as surgeons often take extra 
precaution while cauterising tissues and blood vessels. This can lead to major 
difficulties in using movement as a cue for identifying tissue/instrument interaction. It 
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has been found that the intensity level of the tissue being cauterised often increases 
significantly, a measurement of the changes or movements of the specular highlight 
can therefore be used to facilitate the identification of cauterisation. 
In this thesis, the detection of specular highlights is based on the following equation: 
V8 = Specular(t) = —1 E I 	y, t) — S(x,y,t —1)1 
(5.24) 
1 	i(x,y)> 200 
where S(x, y, t) = 0 
where NI is the size of the image, and /(x, y) represents the intensity level of a pixel at 
(x, y). Figure 5.4 illustrates the specularity changes during an example cauterisation 
process where the specularity is highlighted in yellow. It is evident from these images 
that during cauterisation, the specularity on the target tissue can change dramatically. 
5.2.6 Classification 
To ensure accurate classification of different episodes, the derived visual cues have to 
be fused together. Unlike sensor based approaches where precise movement can be 
detected, vision based approaches are more prone to noise, especially in instrument 
tracking under highly cluttered environments. In addition, to capture instrument/tissue 
interaction, the tissue deformation inferred from the video images has to be 
considered. To fuse the derived multiple visual cues, a Naive Bayesian network 
(NBN) was used to classify different surgical events. Although NBN is based on a 
strong assumption on variable independence, it usually performs surprisingly well 
compared to other classifiers. For instance, existing studies have shown that in some 
cases NBN can have a similar or better performance compared to rule or decision-tree 
based algorithms (Clark and Niblett, 1989; Langley et al., 1992; Pazzani et al., 1996). 
It has also been shown that NBN can perform well even with strong dependences 
among variables (Domingos and Pazzani, 1997). In this study, the correlation among 
the visual cues were found to be small, where the highest correlation between visual 
cues was only 0.562. More detailed values are listed in Table 5.1. Since the derived 
features are not correlated or only weakly correlated, these features can be considered 
as independent of each other and a NBN is sufficient for the purpose of sensor fusion. 
otherwise 
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Figure 5.4 Specular highlight showing intensity changes during cauterisation (highlighted in yellow). 
The four major types of events (idle, retraction, cauterisation and suturing) were used 
for validating the accuracy of the proposed algorithm. It is worth noting that the idle 
state includes not only situations when the instruments are stationary, but also 
instances when instruments undergo 3D motion but with no contact with the tissue. In 
accordance with the four events defined, the Bayesian network was designed to have 
one root node with four states (SI ,..,S4 ), each representing one of the event type, and 
eight children, where each child node represents a visual cue (V1, ..., V8 ). Each visual 
cue is further quantised into five different states. By assuming all the visual cues are 
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statistically independent, the posterior probability of the surgical tasks, given the 
visual cues are extracted, is defined as follows: 
P(S I V 	a P(S) fl  P(V, I S) 
	 (5.25) 
where a is the normalising constant and P(V,IS) represents the conditional probability 
of each visual cue given the surgical task. Figure 5.5 illustrates the graphical model of 
the Bayesian Network used. The network was constructed by learning its parameters 
from a training data set which consisted of 126 samples. 
Figure 5.5 Naïve Bayesian network classifier. 
5.2.7 Experiment results 
The proposed technique has been applied to five MIS sequences, in which three of 
them are recorded from robotic assisted MIS and the other two from conventional 
laparoscopic operations. A total of 1726 frames were used, and to train the classifier, 
126 frames are selected randomly from the sequences. As mentioned earlier, the 
correlation between different visual cues listed in Table 5.1 demonstrates that most of 
the visual cues are uncorrelated (only V3 and V8 are weakly correlated with a 
correlation value of 0.562), which satisfies the basic assumption for using the NBN. 
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Table 5.1 Correlation between the eight visual cues. 
Features 
VI 
(Left instrument 
movement) 
V2 
(Right 
instrument 
movement) 
V3 
(Tissue 
motion) 
V4 
(Depth 
changes) 
V5 
(Suture 
presence) 
V6 
(Suture 
projection) 
V7 
(Suture 
movement) 
V8 
(Specular) 
V1 
(Left 
instrument 
movement) 
V2 
(Right 
instrument 
movement) 
V3 
(Tissue 
motion) 
V4 
(Depth 
changes) 
V5 
(Suture 
presence) 
V6 
(Suture 
projection) 
V7 
(Suture 
movement) 
V8 
(Specular) 
0.082 
0.432 
0.269 
-0.050 
0.052 
-0.048 
0.281 
0.082 
0.088 
0.238 
0.210 
0.123 
0.108 
0.244 
0.432 
0.088 
0.156 
-0.090 
0.146 
0.026 
0.562 
0.269 
0.238 
0.156 
-0.173 
0.252 
0.119 
0.069 
-0.050 
0.210 
-0.090 
-0.173 
-0.391 
-0.066 
-0.111 
0.052 
0.123 
0.146 
0.252 
-0.391 
0.280 
0.274 
-0.048 
0.108 
0.026 
0.119 
-0.066 
0.280 
0.168 
0.281 
0.244 
0.562 
0.069 
-0.111 
0.274 
0.168 
140 
To evaluate the class separation of the four surgical tasks by using the proposed visual 
cues, a matrix of scatter plots are shown in Figure 5.6, where each row and column 
represents a specific visual cue. Each graph in Figure 5.6 shows the 2D scatter plot of 
the corresponding visual cues of the video sequences used. In addition, the feature 
points are highlighted with colours that correspond to specific surgical tasks. It is 
evident from Figure 5.6 that the surgical tasks cannot be separated linearly. By careful 
assessment, it can be seen that V3 (Tissue motion) can separate S2 (retraction) from 
other classes, as the corresponding feature points are clustered away from the other 
classes. In addition, V5 (Suture presence) can be used to identify S4 (suturing) but 
other surgical tasks cannot be separated easily with specific visual cues. 
The need for effective fusion of multiple visual cues can be further justified by using 
principal component analysis of the data. Figure 5.7 illustrates a 3D scatter plot of the 
first 3 principal components of the features derived and each point is coloured to 
indicate the corresponding surgical task. It can be seen from this figure that S4 
(suturing) can be separated from other classes but other surgical tasks are difficult to 
be classified. 
The overall classification results of the proposed framework are listed in Table 5.2. In 
terms of frame-by-frame classification accuracy (i.e., correct identification of the 
surgical movements), the result of the proposed technique is 77%. Since surgical 
movements are continuous and normally take at least a few hundred milliseconds to 
complete, we have also evaluated the accuracy of the proposed technique in 
segmenting video episodes by incorporating the temporal information. As shown in 
Table 5.2, the associated accuracy in this case can be improved to 85.3%, with 
individual episode segmentation accuracy ranging from 60% to 100%. 
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Figure 5.6 Scatter plots of the 8 visual cues against the 4 different surgical tasks. 
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Sl, S2 	Sl, S3 	Sl, S4 	S2, S3 	S2, S4 	S3, S4 
(Idle, (Idle, (Idle, (Retraction, 	(Retraction, 	(Cauterisation, 
Retraction) 	Cauterisation) 	Suturing) 	Cauterisation) 	Suturing) Suturing)  
Features 
True Positive 
(TP) 
False Positive 
(FP) 
True Negative 
(TN) 
False Negative 
(FN) 
0.796 	 0.924 	 0.897 	 0.986 	 0.995 	 1.000 
0.103 	 0.377 	 0.123 	 0.120 	 0.000 	 0.000 
0.897 	 0.623 	 0.877 	 0.880 	 1.000 	 1.000 
0.204 	 0.076 	 0.103 	 0.014 	 0.005 	 0.000 
Table 5.2 Classification results for the testing video sequences consisting of 1762 video frames in total that involve the four different instrument manoeuvres. 
Events 	 Idle (Si) 	Retraction (S2) 	Cauterisation (S3) 	Suturing (S4) 
Frames 	Accuracy 	 68.9% 	 88.3% 	 57.5% 	 87.7% 
No offrames 	 761 	 495 	 141 	 365 
Overall 	 77.3% 
Episodes 	Accuracy 	 71.4% 	 100% 	 60% 	 100% 
No of episodes 	 28 	 19 	 5 	 16 
Overall 	 85.3% 
Table 5.3 Inter-class confusion matrix of the evaluation result. 
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Figure 5.7 Principal component analysis and the first three principal components are plotted. 
To provide a more detailed assessment of the classification accuracy of the proposed 
framework, the inter-class confusion matrices are listed in Table 5.3, where each 
column of the table represents a confusion matrix between the two classes, and the 
rows in the table represent the True Positive (TP), the False Positive (FP), the True 
Negative (TN) and False Negative (FN) of the matrices respectively. As shown in this 
table, the TP and TN values are high, with average values being 0.933 and 0.890, 
respectively. However, the FP of classes S1 (idle) and S3 (cauterisation) is significant 
(0.377), suggesting that these two classes are not clearly separated by using the 
technique described. 
To evaluate the significance of tissue deformation in episode segmentation, a 
Bayesian Framework for Feature Selection (BFFS) was applied to the visual cues, and 
the corresponding result is shown in Figure 5.8 where the expected Area Under the 
ROC Curve (AUC) is plotted against the visual cues (Thiemjarus et al., 2004). It can 
be seen that the most significant feature is the depth changes (V4), which indicates 
that tissue deformation is highly significant in classifying different surgical 
manoeuvres. The other significant features include the presence of suture (V5) and 
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PC3 
5 
PC2 
specularity changes (V8), demonstrating the importance of these low level visual cues 
in identifying suturing and cauterisation. 
AUC 
	
Depth Changes Suture presence Specular 
	
Suture 
V4 	 V5 	 VS 	Projection 
V6 
Tissue Motion Right Instrument Left instrument 	Suture 
V3 	 V2 	 VII 	Movement 
V7 
Figure 5.8 BFFS results where the expected AUC is plotted against the specific visual cues. 
To provide an overview of how the algorithm performs over time, Figure 5.9 provides 
a bar chart showing the distribution of the mis-classified frames/episodes throughout 
the entire video sequence. In this figure, the black bars indicate the correctly classified 
frames, whereas the grey bars represent the correctly classified episodes. The white 
spaces between the black and grey bars denote the mis-classified frames and episodes. 
In Figure 5.9, the blue lines shown on the chart are used to denote the boundary 
between the episodes. It is evident from this figure that the majority of the 
frames/episodes are classified accurately by using the proposed technique, suggesting 
the practical value of the technique in MIS workflow analysis. 
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Figure 5.9 Bar chart showing the distribution of incorrectly (white) classified video frames and episodes throughout the testing video sequences consisting of 1762 image 
frames. The blue lines indicate the boundary between episodes. 
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5.3 Conclusions 
The increasing demand for surgical operations and a general shortage of clinical staff 
have led to escalated workload and pressure on surgical teams. To maintain the 
efficiency and quality of surgical operations, the general surgical workflow has to be 
optimised. Workflow optimisation is particularly important for MIS, as these 
procedures are more complex to perform and require a higher degree of concentration, 
manual dexterity, and team cooperation. The prerequisite of surgical workflow 
analysis is automatic episode segmentation. Video based analysis has attracted 
significant interests in recent years as it neither alters the existing surgical 
environment nor involves the introduction of additional tracking equipment. Thus far, 
limited research has been conducted in applying video sequence processing for MIS 
episode segmentation, and most research is concerned with enhancing VR simulators 
rather than studying the dynamics involved in real operations. 
In this chapter, a Bayesian framework has been proposed for integrating different 
visual cues for MIS video sequence segmentation. The proposed framework is 
designed to segment four different surgical tasks by fusing different visual cues 
extracted from the laparoscopic video. The four surgical tasks chosen for episode 
segmentation include idle, retraction, cauterisation and suturing, as they are the basic 
manoeuvres for typical laparoscopic operations. For example, during different stages 
of a laparoscopic cholecystectomy procedure, the dissection of visceral peritoneum 
and Calot's triangle and the dissection of gallbladder can all be inferred from these 
four different basic manoeuvres. In addition to instrument movements and tissue 
deformation, the low level visual cues incorporated into the proposed framework 
include the presence of suture lines and specularity changes. A Naïve Bayesian 
Network has been used to fuse the derived visual cues. 
In this chapter, detailed experiments were performed to assess the accuracy of the 
episode segmentation method for MIS workflow analysis. The derived results 
demonstrate the fact that automated analysis of tissue/instrument interaction can be 
achieved by using the proposed framework with a reasonably high accuracy. 
However, the results also indicate a relatively low accuracy of the system in 
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differentiating cauterisation and idle instrument movements (60%-71%). This is 
mainly caused by the inaccuracy of depth recovery from the monocular laparoscopic 
images. As fine movements are made during the cauterisation process, only subtle 
tissue deformation can be observed from the endoscope, which can be easily confused 
with idle instrument movements. In this case, gross measurements on depth and 
specularity changes are not sufficient for differentiating these two events. With the 
steady improvements in endoscopic CCD/CMOS sensors, stereo vision systems are 
becoming available for endoscopic procedures. In this case, stereo 3D reconstruction 
can be used for improved depth reconstruction and deformation tracking. 
One interesting feature that can be observed from Figure 5.8 is that instrument 
movements (V2 and V1) are regarded as the least significant features for the type of 
basic manoeuvres considered. This is mainly caused by the inaccuracy of instrument 
tracking from the 2D laparoscopic views, which makes it insensitive to fine surgical 
movements. This also highlights the importance of 3D tracking and the introduction 
of stereo laparoscope for more accurate surgical manipulation and episode 
segmentation. In the next two chapters, we will show how to enhance the proposed 
framework by incorporating more accurate measures of tissue deformation by 
developing improved 3D depth recovery techniques by using SFS and computational 
stereo. 
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Chapter 6 
3D Tissue Deformation 
Recovery 
6.1 Introduction 
In the previous chapters, we have discussed several new techniques for MIS workflow segmentation and instrument tracking. For the results presented, we have 
used multiple visual cues ranging from basic image features to qualitative 3D 
deformation information for determining key episodes of MIS sequences. Once these 
episodes are correctly identified, it is necessary to analyse in detail the deformation of 
the tissue in response to instrument interaction. In this case, we must move from 
qualitative analysis to accurate 3D quantification of tissue deformation. The purpose 
of this chapter is to investigate the use of the unique constraint of the camera-lighting 
conditions of the laparoscope for adapting the existing concept of shape-from-shading 
method for accurate estimation of the 3D geometry of the operative field. 
In Chapter 5, we have already introduced the use of shape-from-shading for 
determining the depth information of the surgical scene. The derived results contain 
both the instrument movement and gross tissue deformation, no attempt has been 
made to distinguish detailed tissue deformation due to instrument interaction. 
Although quantitative assessments can be derived from this information, detailed 
analysis on instrument trajectories when approaching the deforming tissue has proven 
to be difficult as it requires the recovery of detailed 3D tissue deformation in situ. To 
this end, we have adopted a two stage approach in this thesis for tissue deformation 
analysis — first by using qualitative analysis for segmenting key episodes, then by 
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detailed quantitative analysis within specific episodes where quantitative 3D tissue 
deformation recovery is required. This is advantageous in that domain specific 
constraints can be imposed to these episodes for more accurate 3D reconstruction. 
One example of detailed 3D tissue deformation quantification is in analysing visual 
motion compensation for delicate MIS procedures. Existing research has shown that a 
subject who is confident with the position and 3D perception of the target would 
generally move smoothly as the target gets closer, whereas a subject with weaker 
depth perception would fluctuate when locating the target and gauging the 3D 
position of the instrument. The location and magnitude of the fluctuation can provide 
an understanding of the operator's behaviour in visual-motion compensation 
(Nicolaou et al., 2005). As an example, Figure 6.1 demonstrates different instrument 
movement trajectories and the resultant skewness of the wavelet extrema across 
different scales for a simple 3D targeting experiment in MIS. In this experiment, the 
target was kept to be still and different depth cues were provided by introducing 
shadow and stereo vision (Nicolaou et al., 2006). In this case, a negative skewness at 
a certain scale would reflect that the motion compensation is towards the end of the 
manoeuvre when the instrument is nearer to the target. On the other hand, positive 
skewness across different scales reveals early jitters or compensations at the 
beginning of the manoeuvre (as shown in the red and green curves). This is typically 
associated with behaviour that deploys early visual-motor compensation to establish 
the 3D reference framework for subsequent movement. This, in general, is a preferred 
manoeuvre as late compensation can potentially carry the risk of past-pointing errors, 
which can lead to inadvertent tissue damage. 
It is evident even from these simple experiments that the ability to accurately 
determine the spatial relationship of the instrument and tissue surface can elucidate 
the intrinsic operative characteristics of the surgeon. It is anticipated that when such a 
technique is applied to real MIS procedures, further insights into the innate ability of 
the surgeon in adaptive visuomotor compensation can be derived. The prerequisite of 
such an approach, however, is accurate 3D tissue surface reconstruction under 
continuous deformation. 
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Figure 6.1 Example trajectory profiles showing different patterns of motion when approaching a target 
(a), and the corresponding extrema of the dyadic wavelet transform at four different scales (b). Figure 
(c) illustrates the wavelet extrema skewness of the trajectories shown in (a), demonstrating how 
early/late jitter/compensation are reflected in the graph (Nicolaou, 2006). 
Obtaining accurate 3D geometry of the soft-tissue during surgical procedures, 
however, is a difficult task. Although intra-operative imaging techniques can 
potentially offer precise information about the morphology and the underlying 
structure of the operating field-of-view, they can introduce significant challenges to 
instrument design and system integration. Currently, the most practical alternative is 
to use optical based techniques to infer surface deformation in real-time based on the 
unique lighting-camera configuration of the laparoscopic camera. The key advantage 
of this approach is that the method does not require any additional equipment. This is 
essential for maintaining small entry ports for accessing the internal anatomy. It also 
ensures a seamless integration of 3D recovery with the current robotic assisted MIS 
systems as the derived tissue deformation in situ can be directly used for motion 
compensation and instrument guidance. 
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Accurate reconstruction of 3D structures has been an active research topic in 
computer vision but most applications considered so far have been limited to static or 
rigid man-made objects. 3D tissue deformation recovery is particularly challenging as 
general laparoscopic scenes are complex and identification of reliable features for 
tracking and depth reconstruction is difficult. All these are further complicated by the 
continuous deformation and change of topology of the tissue during surgery. The 
focus of the chapter is to extend the 3D deformation recovery presented in previous 
chapters by exploiting the unique constraint of the camera-lighting conditions of the 
laparoscope for accurate intra-episode estimation of the 3D geometry of the operative 
field. Detailed phantom and in vivo experiments are performed to determine the extent 
to which this technique can be applied and consideration that needs to incorporated 
for reliable tissue deformation tracking. 
6,2 3D reconstruction from monocular vision 
In the human vision system, how we infer depth from 2D images is an issue that has 
been researched for centuries. There are many cues that help the vision system to 
recover the third dimension. Well known cues for depth recovery include motion 
parallax and binocular disparity. Motion parallax is the apparent shift of an object 
against the background. Binocular disparity, on the other hand, is the difference 
between the relative positions of corresponding features resulting from the spatial 
separation of the two eyes. When an image is projected onto the screen, the apparent 
depth information is lost. However, human can still infer shape from monocular 
images with a remarkable degree of details. As the perception of depth is lost with 
monocular vision, in order to estimate the 3D description of the object, image 
features, such as contour, texture, focus, motion and shading, are used to interpret the 
3D structure of objects. For instance, the 3D structure of an object can be interpreted 
from a 2D screen by rotating it or introducing shading effect to the object , which is a 
common approach used in virtual reality. The techniques for reconstructing the 3D 
structure of objects based on these visual cues are generally called Shape-From-X 
(SFX), where X represents the visual cue used. The leading cue in a monocular image 
is the variation in brightness, also called shading. Shading arises partly from the fact 
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that the fraction of the light source that is reflected at a particular point on the surface 
depends on surface orientation. 
6.2.1 Shape-from-Contour 
Apart from obvious visual cues like shading, human can also perceive 3D structure 
from the contours of an object. For example, the 3D cylindrical shape of a 
laparoscopic instrument can be inferred from the edges shown in Figure 6.2 (right). 
Based on the concept of reconstructing 3D structure using contours, shape-from-
contour techniques estimate the shape of a 3D object by projecting the 2D curves onto 
the 3D space in order to find a 3D configuration that best describes the object. To this 
end, measurement constraints are often used to estimate the 3D curves. For instance, 
smoothness measurement was first proposed by Barrow and Tenenbaum to estimate 
3D curves from the 2D line drawings (Barrow and Tenenbaum, 1981). Instead of 
measuring the smoothness of the curves, Brady and Yuille proposed the use of the 
compactness of a figure to estimate the 3D shape of an object from 2D line drawings 
(Brady and Yuille, 1984). Another different approach was also proposed by Kanade 
(Kanade, 1981) by using the skew symmetry to estimate the 3D shape from line 
drawings. Methods based on skew symmetry assume that observed skew symmetry in 
an image is due to orthogonal symmetry in 3D (Ulupinar and Nevatia, 1988). Based 
on this, Ulupinar and Nevatia used parallel and mirror symmetric constraints to infer 
3D shape from drawings including parallel, convergent and skew symmetries 
(Ulupinar and Nevatia, 1988; Ulupinar and Nevatia, 1995). 
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Figure 6.2 An example of shape from contour showing the laparoscopic image (left), and the 
corresponding edge filtered image (right). 
6.2.2 Shape-from-Texture 
One of the disadvantages of shape-from-contour is that it can only generate an 
abstract shape of the object based on its contour or edges. If the object does not have 
clear contours or edges, or if the camera can only see a surface of the object, it will 
fail to reconstruct the object in the 3D space. In the human visual system, however, 
we can still perceive the 3D shape with surface texture alone. In Figure 6.3, for 
example, the curvature of the tissue cavity can be seen from the texture distribution. 
The distortion of the texture pattern is generally caused by the following effects 
(Aloimonos, 1988): 
• distance effect — object appears larger when they are closer to the image 
plane; 
• position effect — distortion depends on the angle between the line of sight 
and the image plane; 
• foreshortening effect — distortion depends on the angle between the surface 
normal and the line of sight. 
Human often relies on such distortion of the texture pattern to perceive the orientation 
or depth of a surface. To understand how we perceive orientation from texture, 
Gibson first suggested that texture consists of small elements, called texels, which are 
uniformly distributed on the world coordinates (Gibson, 1950). In reality, however, 
154 
texture density is often not uniform and has a gradient. As such, Gibson proposed that 
human perceives the surface orientation from this sameness (uniform density on the 
world plane) and difference (gradient of the texture in the image) (Gibson, 1950; 
Aloimonos, 1988). 
Figure 6.3 Shape-from-texture example. A laparoscopic image (left) and the corresponding texture 
image (right). 
Although early shape-from-texture research is mainly based on Gibson's assumptions, 
the method was later abandoned due to the work of Witkin and Stevens (Stevens, 
1980; Witkin, 1981; Aloimonos, 1988). They argued that Gibson's uniformity 
assumption as a model for natural texture was never been validated, and it was not at 
all obvious how we could find the texels in an image (Witkin, 1981). For this reason, 
they proposed that in order to recover the shape of a natural textured surface, it should 
rely on the texture description which can be extracted from such images rather than 
highly restrictive geometric texture patterns, and natural textures do not always mimic 
the effect of the projection. 
Based on the same principle, shape-from-texture estimates the 3D shape of an object 
by analysing its texture pattern. Early work on shape-from-texture estimates the shape 
and orientation of the surface by measuring the size, shape, spacing or distribution of 
the features, such as edges or texture gradient, in the image (Aloimonos and Swain, 
1985). For example, Bajcsy and Lieberman proposed the use of texture gradient to 
estimate the relative distance between objects in a scene (Bajcsy and Lieberman, 
1976). As only the selected features can be considered and processed, feature based 
approaches are limited. Instead of relying on specific features, subsequent studies 
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have focused on using spatial frequency representation as the texture description to 
reconstruct the shape of different surfaces (Blostein and Ahuja, 1989; Super and 
Bovik, 1995). 
6.2.3 Shape-from-Motion 
In most natural scenes, the size of an object often remains constant. Human vision 
system relies on such an assumption for tracking objects in 3D and depth is often 
perceived from the movement of an object. For instance, we can only spot a veiled 
chameleon if it moves, especially in a cluttered environment like a forest, and the 
shape of the chameleon can only be perceived through its movements. The human's 
ability in perceiving 3D shape-from-motion was first described by Wallach and 
O'Connell. In their work, a moving random-dot pattern was used to demonstrate that 
human can create a vivid 3D shape based on just motion information (Wallach and 
O'Connell, 1953). This phenomenon has been studied extensively by 
neurophysiologist in understanding the functionality of the brain (Malonek et al., 
1994; Buracas and Albright, 1996; Oram and Perrett, 1996; Grill-Spector et al., 1998; 
Kourtzi et al., 2002). By the use of functional Magnetic Resonance Imaging (fMRI), 
researchers have identified the brain regions that are likely to be involved in inferring 
3D shape from motion cues (Murray et al., 2003). 
Motion based 3D reconstruction has been an active research topic in computer vision. 
Current methods can be categorised into two approaches: feature based approach and 
optical flow motion estimation approach. For the feature based approach, 
correspondence points are extracted from a sequence of images and the structure of 
the surface is derived from the projection of the feature points (Roach and Aggarwal, 
1979; Ullman, 1979; Ullman, 1979; Roach and Aggarwal, 1980; Aggarwal and 
Nandhakumar, 1988), whereas for the optical based approach, the methods are based 
on spatial and temporal intensity gradients (Prazdny, 1979; Longuet-Higgins and 
Prazdny, 1980; Prazdny, 1980; Horn and Schunck, 1981; Muralidhara and Waxman, 
1986; Waxman et al., 1987). Figure 6.4 shows an example of shape-from-motion, 
where the optical flow approach was used to estimate the 3D structure of the tissue 
surface from a laparoscopic video image. 
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Figure 6.4 Shape-from-motion example. An example laparoscopic image (left) and the 3D 
reconstructed image based on the motion vectors (right). 
6.24 Shape-from-Shading 
As mentioned in Chapter 5, human can perceive the shape of an object based on its 
shading, which is the basis of the shape-from-shading techniques. The recovered 
shape can be expressed in several ways: depth Z(x, y), surface normal (nx, ny, nc ), 
surface gradient (p, q), and surface slant 0 and tilt r (Zhang et al., 1999). Shape-from-
shading techniques can be categorised into the following three approaches, namely 
minimisation, propagation, and linear approaches (Zhang et al., 1999). Different 
surfaces with different properties can have different reflection characteristics, and in 
general, surfaces can be categorised into Lambertian, specular, hybrid, or other more 
sophisticated surfaces. A Lambertian surface (diffuse surface) is a surface which 
reflects the light equally in all directions, and the appearance of the surface is 
independent of the viewing angle. Figure 6.5 illustrates an example of the reflectance 
geometry, where in the case of a Lambertian surface, the light source is collinear with 
the viewer. 
As the brightness of a Lambertian surface is proportional to the energy of the incident 
light, the Lambertian surface can be modelled as follows: 
I L = id lcd N • S 	 (6.1) 
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where id is the intensity of the light source, kd is the albedo of the surface, N is the 
surface normal and S is the source direction as shown in Figure 6.5. 
S 
Source 
VViewer 
Figure 6.5 The reflectance geometry used for shape-from-shading. 
Lambertian reflection can often be seen on rough surfaces, such as unfinished wood 
surfaces. However, if a surface has been polished or has high reflectivity, specular 
reflections can be introduced. Specular reflection occurs when the incident light is 
perfectly reflected, thus creating a mirror-like effect. For instance, Figure 6.6 shows a 
laparoscopic image where specular highlights can be seen on the shiny instrument and 
tissue surfaces. In addition to the incident angle, the specular reflection also depends 
on the viewing angle. The simplest model for specular reflection can be described by 
the following delta function (Zhang et al., 1999): 
IS = i36(98 	 (6.2) 
where Is is the specular brightness, is is the strength of the specular component, 6 is 
the angle between the light source and the viewing direction, and a is the angle 
between the surface normal and the viewing direction, as defined in Figure 6.5. 
Since Equation 6.2 only models the reflection on a single point, various specular 
reflection models have been proposed to model the distribution of the light intensity 
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on a surface. For instance, a Gaussian distribution was proposed by Glassner to model 
the distribution of the specular reflection (Glassner, 1989): 
Figure 6.6 Specular reflection example, where the specular highlights in the laparoscopic image are 
circled in yellow. 
)2 	 (6.3) 
= exp (— c±' 
where a is the angle between the surface normal N and the half-angle direction H, as 
defined in Figure 6.5. In Equation 6.3, m is the constant between 0 and 1 that 
represents the smoothness of the surface. 
In practice, surfaces often consist of both specular and diffuse reflections. As such, 
hybrid reflection models are used in introducing shading in computer graphics. One 
example of hybrid reflective modelling is the Phong reflection model which combines 
ambient, diffuse and specular reflection models from different light sources (Phong, 
1975): 
I =ki 	(k (N • S)id + k(R • Vr is ) 
	 (6.4) 
lights 
where ka, IQ and lc, are the ambient, diffuse and specular reflection constants 
respectively. The values of ia, id and is represent the intensity of the ambient, diffuse 
and specular light sources, whereas vectors N, S, R, and V denote the surface normal, 
light source, perfect reflection, and viewer directions. In the above equation, angle a 
is the angle between the surface normal N and the half-angle direction H, as defined in 
Figure 6.5. Blinn later proposed the modified version of the Phong reflection model, 
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called Blinn-Phong reflection model, which simplified calculation by using the 
halfway vector (Blinn, 1977): 
= S + V 
	 (6.5) 
+ 
as such, the term (R • V)a can be replaced by (N • H)'' : 
I p  = 	(kd (N • S)id + ks(N • Hy' 
	 (6.6) 
tights 
Likewise, Nayar et al. proposed a hybrid reflection model that combines the 
Lamberian, the Torrance-Sparrow (Torrance and Sparrow, 1967) and the Beckmann-
Spizzichino (Beckmann and Spizzichino, 1987) models to simulate the diffuse lobe, 
specular lobe and specular spike (Nayar et aL, 1991): 
(6.7) 
itm = kdi cos 02 	exp — a22 1+ ks.,6 (0, — 0r ) (4) 
2o-o, 
where kdi, Ics1, and k„ represent the intensities of the diffuse lobe, specular lobe and the 
specular spike respectively. The angles a, Or, and cbr denote the incident angle, 
reflection angle, and the angle between the reflection light and the x-axis of the 
surface, as illustrated in Figure 6.5. In Equation 6.7, the variable ca represents the 
roughness of the surface. 
To estimate the 3D shape from 2D images, the task can be formulated as an 
optimisation problem by minimising a cost function that describes the difference 
between the estimated shape and the observed reflection (Zheng and Chellappa, 
1991),
, 
 e.g., 
f f (I — R)2 + ((R — 2 + (11 — I)2 ) + 11((Z — p)2 	— q)2)dxdy 	(6.8) 
where I is the scene radiance, R is the estimated reflection map, and p and q are the 
surface gradients along the x and y axes: 
az 	az 	 (6.9) 
13 — x q ay 
Other methods based on the brightness and smoothness constraints can also be used to 
reconstruct the 3D shape of an object (Lee and Kuo, 1993). In addition, instead of 
estimating the whole surface, it is also possible to separate the surface into small 
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E ,E  
2h2 7•1 	nv 
triangular patches, and estimate the depth of each patch to reconstruct the 3D surface. 
In this case, the cost function can be defined as follows: 
E = Eb 	 (6.10) 
where 2 is the smoothing factor and eb is the brightness cost function: 
Mn 	2 
Eb = f f (I — R)2 dxdy = f f I — 	+ ry dxdy 
where Mn is the number of patches, z is the vector of the patch variables, and 
1.(x, y) = ap + r 3 q 	 (6.12) 
7 = R(Pco go) aPo 
= 0 R(p,q) 	= a R(p, q)  
ap a q 
The smoothing cost function can therefore be formulated as: 
(6.11) 
(Zn-1-1,ny 	2zn„ny + zn._1,ny  — )2 
+2 (z zn.,n„ -1-1,n, +1 — 	Zn. +1, ny 	Z n.,ny 
+ (zn.,„y +1 — 	zn.,ny -1 
)2 
(6.13) 
)2 
where h is the spacing between surface patches, z is the vector of the patch, and n, and 
n3 , represent the patch along the x and y directions, respectively. Alternatively, local 
approaches can be used to reconstruct the surface by assuming that the surface is 
composed of small uniform shape patches. It is also possible to use propagation 
techniques to reconstruct a 3D surface by propagating the depth information from a 
set of known surface points. 
In shape-from-shading, linear methods are often used to approximate the structure of 
a surface by simplifying the reflection model. For instance, if the surface is 
Lambertian, the surface is illuminated by distant point sources, and there is no self-
shadowing, the normalised image intensity can be represented as (Pentland, 1988): 
I (x, y) = p cos T sin a+ q sin T sin a+ cos a 
	 (6.14) 
where a and r are the slant and tilt angles respectively. For example, Tsai and Shah 
proposed to linearise the reflectance function using Talyor series expansion to 
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V p2 	q2 + 1 
I (x, y) = R(p,q) = 	
1 + pp, + qq., 
V1 + p2 ± q2 Vi ± ps2 + 
q 
32 
cos a+ p cos T sin a+ q sin T sin a 
approximate the surface structure (Tsai and Shah, 1994). By assuming the surface is 
Lambertian with constant albedo, the reflectance function is therefore: 
Vi + p2 + 
q2 
where 
13 — —
aax = Z(x, y) — Z(x —1,y) q = ay —
a Z 
=  Z(x, y)  — Z(x,y — 1) 
cos T sin a 	sin T sin a 
13, = 	q8 = 
cos a cos CT 
and r and a- are the tilt and slant angles. The reflectance function can be rewritten as: 
o 	= f (I(x, y), Z(x, y), Z(x — 1,y), Z(x,y —1)) 
= I (x, y) — R (Z(x, y) — Z(x —1,y), Z (x , y) — Z(x, y — 1)) 
The linear approximation ((Tsai and Shah, 1994) series expansion up to the first order 
terms) of the function f about a given depth map 7'1 is: 
0 	= f (1-(x, y), Z (x,y), Z(x —1,y), Z(x,y —1)) 
:----: f (.1(x, y), Zn - 1 (x, y), Zs-1(x — 1,y), Zn - 1 (x, y — 1)) 
+Z(x,y) a Z (x, y) f (1(x,y),Zn-1(x,y), Zs-1(x —1,y), Zr-1(x,y — 1)) 
—Zn-1(x,Y) az(a 	,y) f (gx,y),zn-1(x,y),zn-l (x — 1, y), Zn - 1 (x, y — 1)) 
+Z(x 11Y) 
, 
a Z(x
a 
 1,y) f (.1(x,y),T1-1(x,y),Zn-1(x —1,y), Zn-1 (x, y — 1)) 
—  
—zn-1(x —1,y) 	a 	 f ( I (x, y)'  Zs-1(x,y),Zn-1(x — 1,y) , Zn-1 (x, y — 1)) a Z(x —1,y) '  
+Z(x,y —1) ) 0 Z(x
a 
 — 1) 
f (i(x,y),Zn-1(x,y),Zn-1(x —1,y), Zn - 1 (x, y —1)) 
,y  
a  
—1) ' 
—z-1(x,y —1) a Z (x, y 	f (.1(x'  y) '  Zn-1(x,y),Zn-1(x — 1, y), Zn-1
(x,y —1)) 
where n represents the iteration number. 
(6.17) 
(6.18) 
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(6.15) 
(6.16) 
By using the previous estimate of the depth, Z°"1, the equation can be further 
simplified as: 
0 	= f(Z(x, y)) 
N f (Zn -1(x, y)) + (Z(x,  y) — Zn1 (x' y)) 	  dZ(dx,y) f  (zn-1(xl y))  
and the depth map at the nth iteration is: 
Z(x,y) = Zn (x,y) = Zn -1(x, y) + 	
d f (Zn 1(x,y)) 
Z(x,y) f (Zn
-1(x, y)) 
(6.19) 
(6.20) 
where 
df (Zn-1(x,y)) = 
dZ(x, y) 
(A + qs )  
Vp2 +q2  + 1  Vp32 + qs2 +1 
(p + q)(PPs + qqs  + 1) 
(
p2 + q2 + 1)3 .4,2 	
+q9 +1 
 
(6.21) 
/ 
Assuming the initial estimate of Z°(x, y) = 0 for all pixels, the depth can then be 
refined iteratively. 
For a specular surface, the reflectance function can be modelled as follows: 
I(x,y) = I ,(x,y) = R(p,q) = K exp[ cos-1(N • H)12  
(6.22) 
m 
where N is the surface normal and His the halfway vector. 
The surface can then be estimated as: 
o 	= f(Z(x,y)) = I(x, y) — R(Z(x,y) — Z(x —1,y), Z(x,y) — Z(x, y —1)) (6.23) 
,c-_-, f(Zn-1(x,y)) + (Z(x,  y) 
where 
— 
Z'l(x'Y)) dZ(x,y) (Zn-1(x'Y)) 
df (Zn-1(x,y)) 	= 	2 K expi cos-1(N • H)12 
 
cos 1(N • H) (6.24) 
dZ(x,y) m 	) m2 \11— (N • H)2  
(pHz + qHy + H z )(p + q )  2 	2 il *(Hz + Hy ± Hz ) 	 (p +q  + 1 2 p2 + 17  2 +1 1  
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Figure 6.7 illustrates three examples of 3D reconstruction by using shape-from-
shading, where Tsai and Shah's technique has been used to infer the depth of the 
tissue and instrument in the scene. Since the surface normal, the viewer's direction 
and the half-angle are unknown, the specular reflectance function cannot be applied. 
A low pass filtering was used instead to minimise the effect of specularities. As 
shown in the images, the overall structure of the surface is recovered well but detailed 
surface features are removed due to low-pass filtering. It is also evident that in 
specular highlighted regions errors in depth estimation are introduced. 
Figure 6.7 A shape-from-shading example showing the laparoscopic images (left) and the 
corresponding 3D reconstructed results (right). The top two images are from a phantom laparoscopic 
experiment whereas the last image is from a real laparoscopic procedure. 
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6.3 Shading based surface reconstruction for MIS 
Unlike typical shape-from-shading problems where the surface reconstruction 
technique has to cope with multiple light sources, 3D reconstruction for MIS is much 
simpler due to the unique configuration of the laparoscopic camera and light source. 
There is usually only one light source in a MIS operation and the light source is 
positioned almost collinear to the laparoscopic camera lens. This configuration is 
illustrated in Figure 6.8, where the camera lens and light source are positioned next to 
each other at the tip of the laparoscope. 
Figure 6.8 Laparoscope mainly consists of a stereoscope or monoscopic camera (1) which are almost 
co-aligned in their optical axes ((2) - the camera lens and (3) the light source). 
Although the optical configuration of a laparoscope greatly simplifies the structure 
estimation by using the shading information, the incident and reflective light angles 
cannot be measured due to constant movement of the laparoscope and deformation of 
the tissue surface. In addition, the highly reflective nature of visceral peritoneum can 
cause intensive specularities. This is the main reason why the Tasi and Shah's 
technique can fail to estimate the correct depth of the tissue in areas with 
specularities, as shown in Figure 6.7. 
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6.3.1 Shape-from-Shading for MIS 
To estimate the 3D structure of the tissue surface, a new shape-from-shading 
technique is proposed in this thesis. As the specular reflection model cannot be 
measured from the laparoscopic scene, a Lambertian reflection model has to be 
assumed to reconstruct the surface structure, and the specular highlights are addressed 
by using interpolation techniques. As such, the proposed technique consists of two 
steps, where the depth of the surface is first estimated by using a minimisation 
technique, and a B-Spline interpolation technique is used to approximate the depth in 
regions with specular highlights. 
It is worth noting that in order to illuminate the internal cavity, the laparoscopic light 
source is usually in the form of a bright point light source. For this reason, the 
distribution of light is usually not uniform, where the centre of the image is often 
brighter than the edges of the image, and this phenomenon is more apparent if the 
light source is close to the tissue. In addition, depending on the incident angle, the 
distribution of the light may appear to have an elliptical pattern rather than a circular 
pattern. For example, from the laparoscopic images shown in Figure 6.9, significant 
illumination differences can be seen between the centre of the image and the edge of 
the image. 
To compensate for this effect, a statistical method is developed to estimate the 
illumination distribution on the tissue surface: 
g(x , y) = nh(x)v(y) 	 (6.25) 
h(x) = f I (x, y)dy 
v(y) = f I (x, y)dx 
where g(x,y) is the estimated illumination distribution value at position (x ,y), n is the 
normalising constant. As such, the surface depth Z(x,y) can be rectified by: 
Z(x, y) = 
2(x, y)  
g(x , y) 
where Z(x, y) represented the estimated depth. 
(6.26) 
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Figure 6.9 Illumination distribution examples. Simulated laparoscopic images (left), and the 
corresponding illumination distribution plots (right). 
For estimating the structure of the surface, both brightness and smoothness constraints 
are used to formulate the MIS surface reconstruction technique (Brooks and Horn, 
1985; Horn, 1989; Ikeuchi and Horn, 1989). In this framework, the brightness 
constraint is defined as follows: 
= (2(x, y) /(x, y))
2 
whereas the smoothness constraint is defined as: 
02(x, y) )2 + 02(X, 012 
ax 	ay 
In the above equation, a is a weighting factor that balances the effect of smoothing 
on the surface, which has typical value of 0.6. 
As such, the total error to be minimised can be defined as: 
ff 	 (6.29) 
= f f (2 — )2 +a2 [p2 q2 dxdy 
(6.27) 
(6.28) 
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where 
a2(x, y) 	a2(x, y)  
P= 	q = ax ay 
Z = Z(x,y)g(x,y) I = I(x,y) 
Let the function F be: 
F(Z) = (2 1)2 + a2 (p2 + q2) 
The total error function can be rewritten as follows: 
	
e = if F(Z)dxdy 	 (6.32) 
Using the calculus of variation, the error function t2  has a stationary value or 
extremum, if the Euler Lagrange equation is satisfied: 
OFa OF a OF , 	 (6.33) 
— 	— — u az ax ap ay aq 
By differentiating Equation 6.31, the first term is derived as follows: 
aF 	 (6.34) z = 2(Z — I) 
The second term of Equation 6.33 can therefore be derived as: 
a_ 2a2 
P 
_ 2a2 ( az ) 
ax 
a aF _ a 1, 2 inll , (a2z) 
ax ap ax Ca ( ax )) -a2 ( axe  
Similarity, the third term is derived as: 
OF_ a 2  q = _ 2a2 ( az) aq 	 ay _ 2 
a aF = a  
2a2 [E 	a
2 2 ( 81 
ay aq ay 	ay aye  
As such, the Euler Lagrange equation can be derived as: 
2(2 — I) — 2a2 02z — 2a2  a2z , o aX2 	ay2 
and the depth map can be calculated as: 
(6.30) 
(6.31) 
(6.35) 
(6.36) 
(6.37) 
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g(x,y) 	g(x,y) 
where V 2Z(x, y) represents the Laplacian of the function Z(x, y). 
2(x, y) = I(x,y)+ a2V 2Z(x, y) 
Z(x, y) = 
2(x, y)  = I(x,y) ct2V 2 Z(x, y)  
(6.38) 
The Laplacian can be approximated by using the following discrete representation: 
  
(6.39) 
V 2Z(x, y) 
Z(x —1,y —1)± Z(x,y —1)+ Z(x +1,y — 1) ± 
Z(x —1,y)— 8Z(x,y)± Z(x ± 1, y) + 
Z(x — 1, y + 1) + Z(x, y + 1) + Z(x + 1, y + 1) 
   
Figure 6.10 illustrates the same example laparoscopic images of Figure 6.7 and the 
corresponding 3D reconstructed results by using the proposed technique. As shown in 
the reconstructed images, the estimated tissue surfaces conform well to the structure 
perceived from the laparoscopic images, except in the specular highlight regions. It is 
evident that the reconstructed surfaces are more accurate than those shown in Figure 
6.7, which are based on the Tsai and Shah's method. 
6.3.2 Specular Highlight Removal 
In many local shape-from-shading approaches, specularities are often used as the 
starting points for estimating the surface structure (Lee and Rosenfeld, 1985; 
Pentland, 1989; Zhang et al., 1999). Because the specularities are view dependent and 
the laparoscopic scenes are constantly changing, recovering the depth of specular 
regions using reflection geometry is not feasible for MIS scenes. Without a correct 
specular reflection model, surface structure can only be estimated by assuming that 
the surface is Lambertian, thus leading to errors in regions with specular highlights. 
These are evident from the results shown in Figure 6.7. 
To minimise the effect of specular highlights, Groger et al. proposed a structural 
tensor based interpolation and diffusion scheme for removing specularities in 
laparoscopic images. With this approach, highlights are detected by thresholding a 
mean normalised intensity image and linear interpolation is used to interpolate across 
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the removed areas (Groger et al., 2001). Tan et al. recently proposed an image 
chromaticity based technique for separating diffuse and specular reflection 
components of coloured surfaces (Tan and Ikeuchi, 2005). Instead of using intensity 
and chromaticity information, a different approach is proposed by Criminisi et al. 
where specularities are detected by measuring the disparity and specular epipolar 
deviations during camera movements (Criminisi et al., 2005). 
Figure 6.10 Surface reconstruction results by using the proposed shape-from-shading approach. The 
laparoscopic images used are the same as those in Figure 6.7. 
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1 kx < k < kx+, 
0 otherwise 
(6.43) 
u — kr  
B. t-i(u) ± 	
kx
+t 
— u 
kx,t _i — kx ' 	kx+t — kx±i  
{1 Is < k < ky+1  
0 otherwise 
Bx+1,t-1(u) 
As specular highlights usually have very high intensity values and no colour 
information, they are detected in this thesis by thresholding both the intensity and 
colour saturation of each pixel, i.e., 
0 
1 if I (x, y) > -y and Sat(x, y) > k 
S(x, y) =  
where S(x, y) represents the specular highlights and /(x, y) is the intensity value of the 
pixel at (x, y), whereas variables 7 and K are used for thresholding the intensity and 
saturation of the pixel and the colour saturation is calculated as: 
min(r, g, b)  
Sat(x,y) = 1 ;3 
r + g + b 
where r, g and b represents the red, green and blue values of pixel (x, y). 
To estimate the depth of the removed specular highlight areas, a B-Spline based 
surface reconstruction technique is used to interpolate the depth values. B-Spline 
curve is formed from piecewise approximation of cubic polynomial functions with 
zero, first and second order continuity (Bourke, 1996). Based on the control points 
Pxy, the continuous B-Spline surface P(u,v) is defined as: 
tz 
P(u,v) = E 	x „B„,(u)Bo(v) (6.42) 
x=0 y=0 
where nx and ny denotes the number of control points in the x and y directions, t is the 
degree of the curve (normally 3 or 4), u = 0, .., nx — t + 2 , and v = 0, .., ny — t + 2 . 
In the above equation, Bxt (u) and Bxt (v) are the blending functions defined as: 
(6.40) 
otherwise 
(6.41) 
Bo (V) 
By,t (V) 
= 
v — k
Y 	
is1-t — v = 	By,t-1 (v) + 
— 
 i. ky+t-1 n'y ky+t 
— ky
+1 
By+14-1(v) 
where the knots kx and ky are defined as: 
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0 x<t 
(6.44) 
kx  x—t+1 
n—t+ 2 
0 
t<x<n 
x>n 
y<t 
kY  = y—t+1 
n—t+2 
t<y<n 
y> n 
To interpolate the specular highlight areas, the control points of the B-Spline surface 
are set to the estimated depth of the tissue surface, except for the detected specular 
highlights, i.e., 
P(u,v) = Z(x,y) if S(x,y) = 0 	 (6.45) 
By removing specularities and interpolating using B-Splines, the depth estimation is 
much improved. Figure 6.11 demonstrates the results of the method with the B-Spline 
surface superimposed, where the detected specularities are highlighted in blue. As 
shown in these images, the proposed technique can effectively detect the specularities 
and interpolate the affected regions smoothly. To help visualising the quality of the 
results derived, Figure 6.12 illustrates the result images viewed from different angles. 
It can be observed that the surfaces achieve an accurate 3D reconstruction result and 
compared to Figure 6.10, significant improvements are achieved. In the next chapter, 
further quantitative results will be provided to demonstrate the accuracy of the 
technique by comparing the derived tissue deformation results with known ground 
truth data. 
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Figure 6.11 Specular highlights detected by using the proposed intensity-saturation filtering approach 
and the final B-Spline surface interpolation results for the laparoscopic images shown in Figure 6.7. 
6.4 Conclusions 
Tissue deformation is an important measurement for the detection of instrument-tissue 
interaction required for quantitative assessment of surgical skills. Existing methods 
for measuring tissue deformation are mainly focussed on the use of specialised 
instruments embedded with sensors or fiduicial markers. These approaches are 
associated with many practical difficulties and most of them are restricted to local 
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deformation measures. The use of laparoscopic videos provides a practical way 
forward as surface shading provides an important visual cue for inferring tissue 
structure and deformation. By relying on the unique optical configuration of the 
laparoscope camera, we have provided an effective shape-from-shading approach for 
reconstructing the 3D shape of the tissue surface. The method takes into account the 
high reflective property of visceral peritoneum and the strong speculative highlights 
induced. 
Since the reflection model of the tissue is unknown, Lambertian reflection is assumed 
for the method proposed. To rectify the effect of specularities, an intensity and colour 
saturation based filter is used to remove the specularities, followed by a B-Spline 
surface interpolation scheme. The proposed technique has been applied to both 
phantom and in vivo experiments and it has been shown that the proposed method has 
a much improved accuracy compared to existing techniques. It should be noted 
however, the use of B-Spline surface interpolation implicitly assumes that the tissue 
surface within the field-of-view is continuous. This, however, can not be guaranteed, 
particularly during surgical steps that involve tissue dissection and cauterisation. In 
this case, other visual features must be used to enhance the visual cue used for surface 
reconstruction. In the next chapter, we will discuss the use of feature disparity 
analysis for stereo reconstruction and provide further quantitative validation results 
for the 3D structure and deformation methods proposed in this thesis. 
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Figure 6.12 MIS tissue surface reconstruction results by using the proposed shape-from-shading technique from different viewing angles. The original laparoscopic images 
are shown in the centre whereas the reconstructed 3D surfaces are shown from left to right with different viewing angles. 
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Chapter 7 
3D Deformation Recovery 
with Multiple Visual Cues 
7.1 Introduction 
In the last chapter, we have moved from qualitative to quantitative depth reconstruction and demonstrated how shape-from-shading can be used for tissue 
deformation recovery for MIS when specular highlights are effectively handled. From 
the results derived, we have also illustrated some of the problems associated with the 
shape-from-shading technique and highlighted the importance of integrating multiple 
visual cues for enhancing the overall robustness of the deformation recovery process. 
The ability to integrate different visual cues is one of the key characteristics of 
reliable biological vision systems. It is recognized that in order to perform 3D 
reconstruction from 2D images, methods of integrating or assimilating different 3D 
visual cues need to be considered (Blake and Zisserman, 1987; Poggio et al., 1988). 
Currently, a number of methods for integrating 3D vision have been proposed in the 
literature. Early work based on Marr's paradigm of modular vision allowed individual 
modules to work independently and subsequently combined at a final stage (Man, 
1982). However, for applications such as 3D shape reconstruction, it may be more 
beneficial to establish a coupled relationship between these modules so that the 
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processing of each step is guided by all the information available. In complex scenes 
such as those encountered in MIS, such a synergy is essential. For example, shading 
based techniques perform well in regions with uniform albedo, little texture and 
smooth local curvature, whereas computational stereo based approaches are more 
robust in regions that have distinctive geometrical features or sufficient texture 
details. 
Currently, integrated depth recovery methods are based on a range of different 
techniques including probabilistic approaches using Bayesian (Pankanti and Jain, 
1995) or Markov Random Fields (MRF) (Little, 1989), game theory (Bozma and 
Duncan, 1991), lattice theory (Jepson and Richards, 1992) and calculus of variations 
(Shah et al., 1996). The use of energy minimisation (Blake et al., 1988; Pankanti et 
al., 1994), gradient discontinuity (Little, 1989), cross initialisation (Leclerc and 
Bobick, 1991), multi-frequency (Cryer et al., 1993), and cooperative integration 
(Banerjee et al., 1992) has been attempted. The combination of shape-from-shading 
and computational stereo is an obvious choice of integrating multiple visual cues, 
since the early years of computer vision methods based on surface mesh refinement 
(Fua and Leclerc, 1993), albedo segmentation (Samaras et al., 2000), and surface 
bidirectional reflectance function (Yu et al., 2004) have been used. These techniques 
use either explicit or implicit data exchange and the combination of results from 
different visual cues is determined by the suitability of each reconstruction method to 
separate regions. Many of the methods developed, however, are application specific 
and little work is directed towards deformable object reconstruction, which remains a 
challenging task in computer vision. 
The purpose of this chapter is to follow the discussion in Chapter 6 and propose a 
Bayesian depth reconstruction method using computational stereo and relative surface 
geometry derived from surface shading variations. In the following sections, the 
theory behind recovering deformable surface geometry using stereo laparoscope is 
first presented. This is then followed by a Bayesian depth reconstruction method and 
details on how these two primary visual cues can be integrated. Detailed phantom 
validation is provided in this chapter along with in vivo results to demonstrate the 
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accuracy, robustness, and practical value of the technique. In describing the basic 
formulation of computational stereo, the notations used in (Stoyanov, 2005) are used. 
7.2 Stereo Camera Geometry 
In order to compute 3D structures from images, it is necessary to understand the 
intrinsic process of image formation. To this end, a perspective camera model is 
typically used to describe the geometry of image formation as the incident light rays 
passing through the centre of projection onto the imaging plane. The pinhole camera 
is the simplest form of image projection, which is usually represented as having an 
optical centre at the origin of the world coordinate system with the direction of the 
camera facing the Z axis. This basic pinhole configuration can be illustrated in 
Figure 7.1. In this representation, the image plane is orthogonal to the Z axis and is 
located at a distance f from the optical centre. Practically, the imaging plane is 
located after the optical centre at —f on the Z axis but the inverted arrangement is 
assumed here for simplicity. By using the geometry of similar triangles also shown in 
Figure 7.1(a), the mapping of a world point (X, Y, Z) to a point (xn, ) on the 
image plane can be written as: 
(X, Y,Z) 	= f—Xz , yn = f ZJ 
	 (7.1) 
This transfer of points from Euclidean R3 space to the 1[82 image plane can also be 
expressed as a matrix multiplication using homogeneous coordinates: 
X (7.2) 
xn  f 0 0 0 Y 
0 f 0 0 
1 0 0 1 0 
1 
In stereo vision, the coordinates of image points are usually not expressed in the 
physical coordinate system but in local coordinates of the image plane in pixel units. 
The origin of the image coordinate system is normally defined at the top left corner of 
the image plane, and thus the principal point defines a fixed offset between the world 
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and image coordinates, and the transformation between the world and image 
coordinates can be expressed as: 
x 
y 
1 
f 
0 
0 
s 
pl 
0 
u 
1 1 
(7.3) 
where the coordinates of the principal point in the image are c = [u, T . In Equation 
7.3, parameter s is the skew resulting from deviation of the pixel shape from being 
rectangular and it = cz c, is the aspect ratio. These parameters are all determined by 
the internal optical characteristics of the camera as illustrated in Figure 7.1(b). They 
are therefore called the intrinsic camera parameters (Faugeras, 1993; Hartley and 
Zisserman, 2000; Luong and Faugeras, 2001), which are typically grouped into the 
camera matrix denoted as K3x3 . In this way, Equation 7.3 can be rewritten as: 
m = K3,3mn 	 (7.4) 
So far, we have considered the camera being positioned at the centre of the world 
coordinate system and the optical axis being aligned with the Z axis. With motion of 
the camera or change of the world coordinate system, this configuration will no 
longer be satisfied and a general form of the camera model that encapsulates the 
translation and rotation of the coordinate systems is necessary. Mathematically, 
rotation is usually described by a rotation matrix R3x3 and the translation by a 
translation vector t3x1 so that a point in the world coordinate system M is transferred 
to the camera coordinate system according to M' = RM t . In homogenous 
coordinates, this can be written as: 
   
X 
Y 
   
(7.5) 
= 
R3x3 -R3x3C3x1  
01)(3 	1 
  
R3x3 t3x1 
01)(3 	1 
M 
 
       
        
where C is the camera centre and t = —RC represents the translation vector. The 
effect of the change of coordinate system is shown in Figure 7.1(c). 
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(a) 
(b) 
 
z 
  
X 
(c) 
Figure 7.1(a) Perspective mapping of a point in the world coordinate space onto the image plane, 
where as an example, the transformation in the vertical coordinate axis is illustrated in more detail. (b) 
The intrinsic camera parameters showing the transformation between the world and pixel coordinates, 
and the parameters resulting from pixel shape and size. (c) Mapping between the world and camera 
coordinate systems resulting from the rotation and translation of extrinsic camera parameters. 
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7.2.1 The Camera Matrix 
By combining the effects of the intrinsic and extrinsic parameters, it is possible to 
describe the projection of the world to image coordinates through a single matrix 
multiplication in homogeneous coordinates by integrating Equations 7.2 to 7.5 above, 
K3x3 [11,3x3 t3x1 I M ti  PM 
	 (7.6) 
where matrix P3x4 is called the camera projection matrix. In general, P3x4 is only 
defined up to scale and thus has eleven DOFs. The camera matrix describes a 
standard linear perspective projection, but imperfection of the lens can cause 
deviation from its idealised model, which is called aberration (Forsyth and Ponce, 
2003). Most effects from aberration can be compensated with careful camera design. 
However, lens distortion which linearly displaces points on the image plane away 
from the principal point is common, which is particularly the case for laparoscopy. 
Therefore, it is necessary to compensate for the non-linearity of image projection by 
warping the images to correct for this distortion. 
In general, the radial displacement of points away from the optical centre can be 
written as: 
1+ k1r 2 + k 2 r4 + k 37-1r1 
YR 
(7.7) 
where r2 = 4 + y and k. are radial distortion control coefficients. In practice, a 
tangential distortion component also needs to be added where the non-collinear 
curvature of the lens causes further image imperfections: 
2t1xon + t2 (7-2 + 24 ) 
tl  (r2 + 2y:i ) + 2t2x3iyal 
where k are tangential distortion coefficients. The effects of lens distortion can be 
linearly combined to give the following equation: 
X d 
yd 
X d 
d 
(7.8) 
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X d X dr x
t (7.9) 
Yd Yd Yd 
The distortion coefficients can be represented by a single vector d = {k, t2 } . When 
these parameters are known, the deviation from perspective projection can be 
compensated for by simply warping the image coordinates. The complexity of the 
distortion model does not permit an analytical solution but an iterative procedure can 
be used to estimate a converging solution (Heikkila and Silven, 1997). 
7.2.2 Stereo Camera Geometry and Fundamental Matrix 
In stereo camera geometry, two views of a scene are related to each other through an 
intrinsic geometric relationship called the epipolar geometry. This is independent of 
the scene and can be defined by the intrinsic and relative extrinsic parameters of the 
two cameras. For a geometric illustration of the epipolar geometry, consider the case 
that the two cameras centred at C and C' , and a point M in 3D as shown in Figure 
7.2 define a plane s . This plane is called an epipolar plane and it intersects the 
retinal plane 3Z along the line of 1, and the retinal plane R' along the line of 1' , 
respectively. The lines 1 and 1' are called epipolar lines and are said to be 
corresponding, since any world point projected to line 1 must also project onto 1' in 
the second view. This illustrates an inherent relationship between the projection of the 
scene in one view and the corresponding projection in the other view. 
For a given image point in either view, there is a corresponding epipolar plane and 
thus a resulting pair of epipolar lines. All epipolar planes contain the baseline, i.e., 
the line joining the two camera centres. Therefore, all epipolar lines cross the baseline 
at the intersection between the retinal planes with the baseline; these locations are 
called the epipoles and shown as e and e' in Figure 7.2. One of the most significant 
results from the epipolar geometry is that an image point m on the epipolar line 1 
must lie somewhere on the corresponding epipolar line 1' in the second image. The 
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significance of this condition is that it confines the search space for corresponding 
image points from the original 2D to 1D. 
Figure 7.2 The epipolar geometry for two images with camera centers C and C . The epipolar 
plane cuts the image space into lines which intersect the baseline at the two epipoles el and e2 ' 
Given two views of a rigid scene, the epipolar geometry forms the most fundamental 
knowledge about the cameras, which can be determined from the images alone. This 
is algebraically encapsulated by a special matrix, called the fundamental matrix. 
Without a loss of generality, one camera can be assumed to be the world reference 
coordinate system and hence its camera projection matrix can be written as: 
m 	K [13,(3 03„1  M 
	 (7.10) 
Each point in an image taken with this camera can be back-projected to a ray joining 
the camera centre and the image point written as: 
= AK-1m 
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X (7.11) 
where A is depth along the direction of the ray. By using A to parameterise points 
lying on the direction ray, the general position of the points can be written as: 
M (A) 
AK-1m 
1 
(7.12) 
   
When two arbitrary points along the ray are chosen, for example one at the origin (the 
camera centre) and the other at infinity, we have 
     
A = 0 Ma = 
°3x1 
1 
and A = 00 	= 
K'm 
0 
(7.13) 
     
     
Each point projects into a different image by the second camera, which maps from the 
world to image coordinates as m' ti  K' [R3,<3 t3),1 ]M , i.e., 
m'o — K1[11 ti Mo K't and 	— 	tl M. — 	 (7.14) 
one may compute the line joining these points by using the cross product relationship 
as: 
(K't) x (ICRK-1m) 	[t],, RK-im 	 (7.15) 
This means that given a point in one image m , one can calculate the epipolar line 1' 
on which the corresponding point m' in the other image must lie. The matrix which 
defines this relationship algebraically is known as the fundamental matrix F and it is 
defined by: 
F 	[t]. 	 (7.16) 
For corresponding points (m m') then m'Tl' = 0 and thus: 
	
m'TFm = 0 	 (7.17) 
This relationship between corresponding image points and the fundamental matrix is 
known as the correspondence condition and can be used to calculate F given a 
sufficient number of corresponding points. In general, the fundamental matrix has 
seven DOFs and has a rank of two, which means that a minimum of seven 
corresponding points are required (eight correspondences are necessary for a unique 
solution to solve the problem). The relationship between the fundamental matrix and 
the camera parameters can be used to obtain calibration information and to compute 
structural information about the scene. 
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7.2.3 Structure Triangulation 
With knowledge of corresponding points for a pair of images, it is now possible to 
determine the 3D structure of the scene, which satisfies the constraint that it lies on 
the line of sight for rays back-projected from each camera. In practice, the measured 
correspondence points may be corrupted by noise, and thus the back-projected rays 
may not exactly intersect in 3D space. It is therefore necessary to compute an optimal 
position for the world point. Commonly, the midpoint on the shortest line connecting 
the back projected rays is used for this purpose. The solution to this problem may be 
formulated as a least squares minimisation problem by writing the camera projection 
matrices in the following form: 
M and mf  ,--, 
Each image point gives rise to three equations in the parameters of M with two 
linearly independent and one dependent. The scale factor can be eliminated from each 
projection equation by using the non independent equation and thus the problem of 
finding M can then be posed as solving: 
T 	TIT 
r XP3 — i 
T 	T 
YP3 — P2 
M r`,  
T 
pl 
T 
P2 
T 
P3 
  
/T 
PI 
IT 
P2 
IT P3 
M 
(7.18) 
   
A4x3M = 0 with A4x3 =  / /T 	/T X p3 — pi 
Y /P3 /T — P2 
/T 
(7.19) 
The solution to Equation 7.19 can be solved by using the Singular Value 
Decomposition (SVD) of matrix A to find its right null space. The advantage of this 
method is that it is easily extendible to multiple views of the same point by stacking 
equations together to solve an over determined system. 
185 
7.3 Stereo Correspondence and Depth Reconstruction 
For depth reconstruction based on stereo laparoscope, two primary sources of 
information are required: knowledge of the camera parameters and stereo 
correspondence between the pair of images. Stereo correspondence relates to 
knowledge about which image primitives across the stereo pair correspond to the 
same primitive in the 3D scene. This is the prerequisite of being able to perform 
triangulation to relocate the scene structure. In practice, stereo correspondence is a 
challenging task in computer vision as it is inherently an ill-posed problem for 
homogeneous, occluded, or uniformly textured image regions. 
To circumvent this problem, it is possible to compute the stereo correspondence over 
small subset of image points, which are sufficiently distinct from their surroundings. 
Commonly used salient features are low level primitives such as corners (Deriche et 
al., 1994; Zhang et al., 1995; Pilu, 1997), lines (Zhang, 1995; Schmid and 
Zisserman, 2000) and curves (Venkateswar and Chellappa, 1995; Zhang, 1995; 
Schmid and Zisserman, 2000). In this thesis, a translation only warping function 
based on the pyramidal Lucas-Kande method described in Chapter 3 is used to 
compute feature matches across the stereo pairs (Lucas and Kanade, 1981). The 
warping function is sufficient due to the arrangement of the stereo-laparoscope 
cameras. Although it is possible to incorporate more complex warping models, the 
increased search space can have an adverse effect on the actual performance. 
To illustrate the accuracy of the above algorithm, Figure 7.3 shows an example of a 
sparse 3D reconstruction result achieved for a MIS surgical scene. In this figure, 
small texture patches are assigned to each reconstructed 3D point to improve 
visualisation and the locations of the cameras are highlighted in green and red 
pyramids to represent the left and right camera, respectively. The grey squares in this 
figure are used to indicate the depth of the surface with respect to the camera views. It 
has been shown that the method can cope with a large range of disparity because the 
overall algorithm can be implemented in a hierarchical manner where an image 
pyramid of four levels is constructed for each image and Lucas-Kanade matching is 
used to refine the correspondence at each level by using the previous level's result as 
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(a) 
the starting solution. At the lowest resolution, the starting solution is assumed to be 
equivalent to zero disparity and a simple upper bound threshold is used as a heuristic 
filter to remove noise. 
(b)  
Figure 7.3 (a) Feature matching across a stereo pair by using the Lucas-Kande method and (b) four 
different views of the 3D reconstructed result by using the proposed method. In this figure, small 
texture patches are assigned to each reconstructed 3D point to improve visualisation and the locations 
of the cameras are highlighted in green and red pyramids to represent the left and right camera, 
respectively. The grey squares in this figure are used to indicate the depth of the surface with respect to 
the camera views. The distance between the squares is 5mm. 
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7.4 Fusion of Different Depth Cues 
It can be observed from Figure 7.3 that although feature based stereo surface 
reconstruction can accurately estimate the 3D location of distinctive feature points, 
they are not sufficient to reconstruct the entire 3D surface geometry. To recover the 
shape of the 3D surface, a number of dense stereo reconstruction techniques have 
been proposed. They include, for instance, a dynamic programming based dense 
stereo reconstruction method proposed by Criminisi et al. (Criminisi et al., 2003), a 
combined spatial-temporal disparity method by Leung et al. (Leung et al., 2004) and 
a feature-less approach by Smelyanskiy et al. for reconstructing dense surface 
through minimising the error between the observed and rendered images 
(Smelyanskiy et al., 2001). Although dense reconstruction methods do not rely on 
feature correspondences, surface textures are still required to optimise the estimation 
process, which is problematic for dealing with homogenous soft tissue surfaces. 
To estimate the depth of homogenous surfaces, shading based techniques are ideal for 
this purpose since they rely only on the light reflection of the surface. To accurately 
reconstruct the 3D surface of the soft tissue, the stereo and shading based techniques 
need to be fused such that the two techniques can combined to maximise their ability 
in depth recovery. To this end, a Markov-Random Field (MRF) based Bayesian 
Network (BN) has been proposed. By using the MRF to ensure spatial continuity in 
an image, the MRF-BN approach infers the depth of a surface by fusing the posterior 
probabilities of node in the Markov blanket together with the shading and stereo 
information. In addition, a probability propagation scheme is designed to propagate 
the evidences of the sparse stereo points to infer the depth of the surrounding surface 
patches. 
Since image points depend only on the immediate neighbours, an image can be 
represented by a MRF and the conditional probability of a point xv can be formulated 
as: 
P(x j,i xR,oti ) = P(xi,j 	 (7.20) 
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where 	represents the Markov blanket or the neighbourhood system and 
represents the neighbouring nodes, where i E 	 j E R and i, j 0 	. The 
Markov blanket can be defined as: 
= (i + a, j + b) 	 (7.21) 
where 	a = —1,..,1 b=-1,..,1 	and a = b 
To estimate the depth of a soft tissue surface, the sparse stereo and shading results can 
be fused together with the MRF by using a BN: 
BEL(x2,2) 	N (7.22) 
where SS,, , and SFS,,, represents the depth estimation by using the sparse stereo and 
surface shading techniques, respectively. It can be assumed that the measurements are 
intrinsically independent to each other and the belief of depth x,j, BEL(x, j) can be 
simplified as: 
BEL(x,,, ) = aP(xi,i )P(x,,,, 	 x2 ,3 ) 
	
(7.23) 
= oar(x,,,Pk(x,,,) 
where a is the normalising constant, 7r(x,, ) represents the prior probability and 
A(x13 ) represents the evidence from the sparse stereo, Shape-from-shading and 
neighbouring nodes. 
Figure 7.4 depicts the overall structure of the proposed MRF-BN where 
represents the posterior probability of the depth at pixel (if). 	and 
SFS,,, represents the depth value estimated by using the computational stereo and the 
SFS technique for pixel (if), respectively. The other nodes, x,_1,3_1  , 	, x2+1,,_1 , 
, 	, x,_,,,+,, x1,2+1 and xt+1,,n , denote the posterior probabilities of the 
neighbouring nodes. 
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Figure 7.4 A schematic illustration of the proposed MRF-BN structure. 
Since only a limited number of feature points can be estimated by using the sparse 
stereo technique and the fact that the posterior probability of feature point depends 
on the posterior probability of the neighbour nodes, a belief propagation scheme has 
been used to propagate the belief of nodes with sparse stereo measurements to 
estimate the depth of the surface. In this way, the belief of the nodes with spare stereo 
measurement can be estimated as follows: 
BEL(xi , j ) = aP(xi,i )P(SS,, j I xi , j )P(SES,,i xi,j ) 	 (7.24) 
The posterior probability of the node can then be propagated to the neighbourhood 
nodes, and the posterior probability of the neighbour nodes are calculated as follows: 
BEL(x j+„,i+b ) = aP(x j,„,i+b )P(xN,+.,, xji)P(SFS,+a,j-1-6 I Xt+a,j+b) 
	
(7.25) 
where a = —1,..,1 b = —1,..,1 and 	a = b 
The belief propagation repeats until the full surface is recovered and Figure 7.5 
illustrates the belief propagation process. 
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Figure 7.5 MRF-BN belief propagation demonstrating how the posterior probability of the node (the 
centre node) with the sparse stereo evidence is propagated to its neighbour nodes, and how it estimates 
its posterior based on the propagated evidence and the depth information derived from shading (the 
small node underneath). 
Under this framework, the prior probability and the conditional probabilities can be 
learned directly from the data, as described in Chapter 4. However, since there are 
insufficient stereo points to represents a surface, the conditional probabilities are 
assumed to follow a Gaussian distribution. 
To demonstrate how the MRF-BN works in practice, the proposed technique has been 
applied to a phantom and an in vivo video sequence captured from a stereo 
laparoscope. Figure 7.6 illustrates the pairs of the stereo images for the two 
sequences. Figure 7.7 shows the reconstruction results of the proposed MRF-BN 
technique by using only the feature points extracted from sparse stereo reconstruction. 
It is evident from this figure that the reconstructed surface follows well with the tissue 
surface but it appears to be blocky due to the paucity of the feature points used. For 
pixels without stereo correspondence, the depth values are estimated purely by 
propagating the posterior probabilities from their neighbours. In addition, the use of 
MRF enables the removal of outliers and enhances the general spatial continuity. 
When compared to the result of using only the SFS information in the previous 
chapter, the reconstructed surface is much closer to the actual structure of the 
phantom. 
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To illustrate the actual improvements achieved by fusing these visual cues, Figure 7.8 
shows the reconstructed surface using the proposed technique with a red B-Spline 
mesh overlaid on top. The B-Spline mesh is approximated by using only the sparse 
stereo points, as highlighted in white. As shown from different views of the surface, 
the reconstructed surface and mesh have similar shape in areas with dense feature 
points. In homogeneous areas of the surface, however, the estimated errors are 
significant and these errors are further amplified in areas with specular highlights. As 
the specularity can be removed by using the shape-from-shading approach described 
in Chapter 6, these deviations are rectified by using the proposed MRF-BN method. 
The corresponding surface reconstruction results for these two experiments are shown 
in Figure 7.9. It is evident from the figure that the proposed technique is able to 
approximate more accurately the 3D surface, which is difficult to achieve by either of 
the techniques on its own. 
Figure 7.6 Stereo pairs of the phantom (top) and in vivo stereo-laparoscopic experiments (bottom) 
used for initial validation of the proposed MRF-BN depth fusion technique. 
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Figure 7.7 Surface reconstruction using the MRF-BN technique with only the sparse stereo points, 
where the sparse stereo points are highlighted in white. 
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Figure 7.8 Comparison of the MRF-BN reconstruction with sparse 3D reconstruction. The sparse 3D 
reconstruction feature points are shown in white, and a B-Spline mesh shown in red is used to 
approximate the surface structure from the feature points. 
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(a)  
(b)  
Figure 7.9 Surface reconstruction results by using the proposed MRF-BN technique for a phantom laparoscopic sequence (a) and an in vivo sequence (b). The surface 
normal of each sequence is drawn in grey to show the orientation of the surface. 
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7.5 Dynamic 3D Tissue Deformation Recovery 
To validate the performance of the multiple visual cue surface reconstruction 
technique, further experiments were conducted by using the daVinci surgical robot. 
The basic experiment setup is shown in Figure 7.10, where the stereo laparoscopic 
camera was positioned above a purpose built beating heart phantom. A small 
triangular marker was placed on top of the epic ardial surface as a reference point. An 
NDI Optotrak Certus device was used to track the exact 3D position of the reference 
point by using an active Optotrack sensor to provide the ground-truth data (NDI, 
2007). The tracked deformation was then used to validate the dynamic deformation 
data estimated from the proposed algorithm. 
Figure 7.10 Experimental setup for dynamic 3D tissue deformation recovery by using the proposed 
algorithm. (1) The stereo laparoscopic camera of the daVinci robotic system was used to capture the 
deformation of a beating heart phantom (2). To validate the accuracy of the 3D reconstruction results, 
an active Optotrak sensor was positioned on the epicardial surface of the phantom heart (3), and the (4) 
Optotrak data was used as the ground-truth reference. 
To position the active Optotrack sensor, a thin film was required to fix the sensor on 
the beating heart surface as shown in Figure 7.11. This could affect the result of the 
shape-from-shading algorithm and for this reason video sequences of the heart were 
first recorded without the Optotrak sensor positioned. Figure 7.11 illustrates an 
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example of the recorded video sequence and the image after positioning the Optotrak 
sensor on top of the triangular marker. 
In this experiment, three sequences were recorded where the laparoscope camera was 
positioned to capture the deformation of different parts of the heart. Figures 7.12, 7.13 
and 7.14 illustrate the example images and the corresponding 3D surfaces 
reconstructed by using the proposed technique. From the reconstructed 3D surfaces, it 
can be seen that the deformation of the reconstructed surface is generally in 
accordance to different cardiac phases of the heart. For providing a more quantitative 
comparison, one of the vertices of the triangular marker as highlighted in Figures 
7.12, 7.13 and 7.14 was used. The selected vertex was tracked throughout the cardiac 
cycle and the corresponding 3D positions were used to measure the deformation error 
induced by the proposed 3D reconstruction algorithm. In these figures, the 
corresponding reconstructed 3D surfaces are also provided for initial visual 
assessment. 
Figure 7.11 Schematic illustration of the position of the reference marker (left) and how the Optotrak 
active sensor is positioned on the epi-cardial surface of the phantom heart (right). 
The surface deformation in terms of depth changes in millimetre along the Z-axis by 
using the proposed depth recovery technique and the Optotrak for the three 
experiment sequences are shown in Figures 7.15, 7.16 and 7.17 respectively. To 
facilitate a detailed comparison, the signals are normalised and low-pass filtered for 
both the MRF-BN and Optotrak signals to remove high frequency noise. Furthermore, 
the Optotrak data was re-sampled to 25Hz to match the frame rate of the laparoscope 
video. It is evident from these figures that although the amplitude of the estimated 
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deformation signal by using the MRF-BN technique varies, the deforming pattern 
matches well to the reference data by using the Optotrak system. By performing 
Fourier transform, Figures 7.18, 7.19 and 7.20 demonstrate the accuracy of the 
recovered principal frequency of the beating heart. 
Figure 7.12 Tissue deformation experiment sequence 1. The recorded laparoscopic video sequence 
(left) and the corresponding reconstructed 3D surface (right). 
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Figure 7.13 Tissue deformation experiment sequence 2. The recorded laparoscopic video sequence 
(left) and the corresponding reconstructed 3D surface (right). 
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Figure 7.14 Tissue deformation experiment sequence 3. The recorded laparoscopic video sequence 
(left) and the corresponding reconstructed 3D surface (right). 
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Figure 7.15 Deformation measurement for Sequence 1 of the experiment by using the MRF-BN (Z) 
and Optotrak (Optotrak Z) techniques. 
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Figure 7.16 Deformation measurement of Sequence 2 of the experiment by using the MRF-BN (Z) and 
Optotrak (Optotrak Z) techniques. 
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Figure 7.17 Deformation measurement of Sequence 3 of the experiment by using the MRF-BN (Z) and 
Optotrak (Optotrak Z) techniques. 
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Figure 7.18 The frequency power spectrum of the deformation measurements for Sequence 1 of the 
experiment by using the MRF-BN (Z) and Optotrak (Optotrak Z) techniques. 
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Figure 7.19 The frequency power spectrum of the deformation measurements for Sequence 2 of the 
experiment by using the MRF-BN (Z) and Optotrak (Optotrak Z) techniques. 
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Figure 7.20 The frequency power spectrum of the deformation measurements for Sequence 3 of the 
experiment by using the MRF-BN (Z) and Optotrak (Optotrak Z) techniques. 
To compare the estimated deformation and the tracked deformation, linear regression 
analysis was performed for the three experiments conducted. The corresponding 
203 
Regression ratio: 1.062±0.125 
0.6 ,  
-0.8 
results are shown in Figures 7.21, 7.22 and 7.23, respectively. The regression ratio 
and standard deviation for the three experiments are (0.892± 0.232), (1.062±0.125), 
and (0.595 ±0.114). 
Regression ratio: 0.892±0.232 
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Figure 7.21 Regression analysis on deformation measurements for experiment sequence 1. 
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Figure 7.22 Regression analysis on deformation measurements for experiment sequence 2. 
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Figure 7.23 Regression analysis on deformation measurements for experiment sequence 3. 
To evaluate the performance of the proposed technique for capturing in vivo tissue 
deformation, the proposed technique was applied to two in vivo sequences shown in 
Figures 7.24 and 7.25. In these figures, the original laparoscopic video images and the 
corresponding reconstructed 3D surfaces are shown. To illustrate the recovered tissue 
deformation traces, five landmark points on the surface was chosen in each sequence. 
They are highlighted in the figures and the corresponding deformation tracking results 
are shown in Figures 7.26 and 7.27, respectively. From these results, it can be seen 
that the proposed technique can capture the deformation of tissue surface well. This is 
important for analysing instrument-tissue interaction and intra-operative surgical 
guidance. 
205 
Figure 7.24 Tissue deformation tracking for an in vivo Totally Endoscopic Coronary Artery Bypass 
(TECAB) procedure (Sequence 1). The laparoscopic video images are shown on the left with the 
tracked point marked in black squares. The corresponding 3D reconstructed images are shown on the 
right with the tracked point highlighted in white. 
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Figure 7.25 Tissue deformation experiment for an upper gastrointestinal procedure (Sequence 2). The 
laparoscopic video images are shown on the left with the tracked point squared in black, and the 
corresponding 3D reconstructed images are shown on the right with the tracked point highlighted in 
white. 
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Figure 7.26 Tissue deformation measurements for in vivo sequence 1, where the normalised depths of 
the five chosen points are plotted against video frame ID. 
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Figure 7.27 Tissue deformation measurements for in vivo sequence 2, where the normalised depths of 
the five chosen landmark points are plotted against video frame ID. 
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7.6 Discussion and Conclusions 
In this chapter, we have demonstrated the value of stereo-based tissue deformation 
recovery for MIS and how this information can be used to further enhance the 
accuracy of the results derived from SFS as proposed in Chapter 6. Tissue 
deformation is one of the main features in surgical workflow segmentation and it is 
the ultimate visual cue for determining poor surgical manoeuvres that lead to 
inadvertent tissue damage. We have shown that stereo based approach can provide 
accurate measurements of the 3D structure, although the reliance on distinctive 
features alone is problematic in areas with smooth local curvature and no apparent 
surface texture. Effective fusion of depth information from different reconstruction 
techniques is therefore necessary for the practical deployment of the technique for in 
vivo applications. 
In this chapter, a MRF based BN technique has been proposed for fusing visual cues 
extracted from stereo and SFS techniques. To estimate the 3D structure of a soft tissue 
surface using stereo laparoscope, the geometry of the cameras are first determined, 
and a multi-scale Lucas-Kanade matching algorithm is then applied to establish the 
stereo correspondence, and therefore the depth of the corresponding feature points. To 
ensure the spatial continuity and enhance the accuracy of the method, a Bayesian 
belief propagation scheme has been proposed to propagate the depth information from 
the sparse stereo points. The proposed MRF-BN method is then used to fuse the 
derived depth cues for reconstructing the final 3D surface. 
The ability of the proposed technique in fusing different visual cues and 
reconstructing the soft tissue surface has been demonstrated by using both phantom 
and in vivo experiments. Significant improvements have been achieved by comparing 
the final results with those derived from individual depth cues. These results support 
the value of depth cue fusion, which is important for the robustness of the method for 
practical clinical applications. 
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Chapter 8 
Conclusions and Future 
Work 
8.1 Achievements of the Thesis 
With the apparent patient benefits, MIS has revolutionised the surgical practice and there is now a strong movement towards improved techniques of 
minimal access surgery. By operating through small incisions or natural body 
openings, MIS greatly reduces patient trauma and shortens the hospitalisation 
compared to conventional open surgical techniques. However, MIS requires a high 
degree of manual dexterity from the operators and the complexity of the instrument 
controls, restricted vision and mobility, difficult hand-eye co-ordination, and the lack 
of tactile feedback are major obstacles for carrying out MIS procedures. To address 
these problems, a range of techniques have been proposed to ease the control and 
visualisation of MIS. One such example is the introduction of surgical robotic for 
MIS, which significantly enhances the dexterity of the surgeon and improves the 
overall consistency of the surgical procedures. Although advanced surgical tools can, 
to some extent, simplify the instrument control, MIS specific training and assessment 
are essential for the safe practice of the procedures. Thus far, the majority of surgical 
training is still based on observation based assessments. This is not only subjective 
but also lacks of quantitative measures on manual dexterity and surgical competence. 
Recent advances in VR simulators have enabled task specific surgical training and 
assessment. By modelling the mechanical properties of tissue and its response to 
instrument interaction, VR simulators can create different scenarios that are suitable 
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for evaluating basic surgical skills. So far they are still not realistic enough to replace 
traditional training schemes. 
To facilitate objective assessment of real MIS operations, a number of sensor based 
techniques have been proposed. By embedding sensors into the instruments or 
attaching sensors onto surgeons' hand, detailed movements of the instruments or 
hands can be captured and quantified. These systems, however, do not consider 
detailed instrument/tissue interaction and cross validation with video sequences 
captured in situ is required to achieve a comprehensive assessment of the surgical 
procedure. To this end, automatic segmentation of the surgical scene and 3D 
reconstruction of the instrument trajectory and tissue deformation are required. This is 
because direct observation or manual labelling of the procedure is either error prone 
or labour intensive. Recent advances in computer vision have facilitated the 
segmentation of the surgical workflow by directly analysing the laparoscopic videos. 
This enables the quantification of instrument movements without the use of additional 
sensors or fiduicial markers. For this reason, this thesis has focused on the application 
and development of new computer vision techniques for analysing MIS tasks. 
To enable the analysis of MIS tasks from laparoscopic videos, a colour based 
segmentation technique combined with tissue and instrument tracking has been 
proposed. By modelling the hue and saturation of the instrument and the background 
tissue using Gaussian distributions, a Bayesian colour classifier has been proposed to 
accurately segment instruments and tissue from in vivo video sequences. For tracking 
tissue deformation, the Shi and Tomasi feature detector with an extended Lucas-
Kanade registration algorithm was used. The performance of the feature tracking 
technique was validated by using both phantom and in vivo experiments to 
demonstrate the accuracy and practical value of the technique. 
Although the colour and feature based approaches are relatively immune to lighting 
and inter-reflection changes, the shadows cast by MIS instruments can affect the 
accuracy of the tracking algorithm, particularly for 3D depth reconstruction 
techniques such as shape-from-shading. In Chapter 4, a novel concept of contextual 
boosting has been proposed to facilitate the incorporation of high level knowledge. 
The method recognises the fact that existing inferencing techniques such as BN 
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mainly uses a static structure to perform classification and they are not able to cope 
with the highly dynamic environment of MIS operations. The concept of 
incorporating contextual information enables the adaptation of the inferencing 
mechanism to environmental changes. Based on the concept of contextual boosting, 
an adaptive BN framework has been developed. The performance of the proposed 
framework has been assessed in detail for shadow detection due to cross illumination 
in MIS and significant improvements over the traditional BN approach have been 
observed. 
In Chapter 5, a new technique has been proposed for MIS workflow segmentation. 
Unlike conventional approaches for surgical task classification that rely only on 
instrument tracking, the proposed technique uses tissue deformation features 
combined with instrument tracking and other low-level visual cues for classifying 
basic surgical events. These visual cues are fused together under a Bayesian 
framework for achieving a high classification accuracy. The proposed technique has 
demonstrated the feasibility of automated analysis of tissue/instrument interaction 
with a reasonably high accuracy. The experimental results have also demonstrated the 
importance of detailed tissue deformation quantification for MIS workflow 
segmentation. 
Based on the findings in Chapter 5, a SFS technique that exploits the unique optical 
constraints of the endoscope has been proposed in Chapter 6. The configuration of the 
laparoscope greatly simplifies the surface reconstruction problem and enables the use 
of SFS technique for recovering the surface structure from monocular views. Issues 
concerning specular highlights are addressed and detailed phantom and in vivo 
experiments have been performed to determine the extent to which this technique can 
be applied. Although it has been shown that SFS can provide a good approximation of 
the soft tissue surface, the use of monocular views has many limitations in 3D surface 
recovery. In Chapter 7, a novel MRF-BN technique has been proposed for improving 
the overall accuracy of the surface reconstruction and tissue deformation tracking 
technique by fusing multiple visual cues. By using stereo laparoscopes, accurate 3D 
position of the feature points, albeit being sparse, can be derived by using 
computational stereo. The proposed technique fuses the depth information from both 
computational stereo and the previously proposed SFS technique under a Bayesian 
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framework to enable accurate reconstruction of the 3D surface. Under this framework, 
a Bayesian belief propagation scheme has been proposed for updating the posterior 
probabilities of the sparse stereo points to ensure spatial continuity. The performance 
of the algorithm has been demonstrated by using both phantom and in vivo 
experiments. Detailed quantitative analyses have shown the accuracy of the proposed 
technique in capturing dynamic tissue deformation in 3D. 
8.2 Discussions and Future Perspectives 
This thesis has proposed and demonstrated a computer vision framework for 
analysing MIS workflow. Episode segmentation and tissue deformation recovery are 
only the starting point of surgical skill assessment. By tracking the instrument 
movement and tissue deformation within each surgical episode, the proposed 
framework can provide the required metrics for analysing a surgeon's motor skills. 
For a comprehensive performance assessment, further activity and behavioural 
profiling is required. In addition to manual dexterity, other parameters such as hand-
eye coordination and perceptual/cognitive factors have to be considered. 
In terms of tissue deformation tracking, the spatial correlation between the feature 
points can be incorporated with temporal tracking by the use of particle filters, for 
example, to further improve the tracking accuracy. In addition, other invariant feature 
extraction techniques, such as Scale-Invariant Feature Transform (SIFT) can be 
applied to enhance the overall robustness of feature identification. The feature based 
soft tissue tracking can also be integrated with Simultaneous Localisation and 
Mapping (SLAM) to estimate the pose of the laparoscopic camera to improve the 
segmentation of surgical episodes. 
Due to the complexity of surgical environments, vision based instrument tracking is 
mainly limited to 2D in this thesis by using shape models. By the use of stereo 
laparoscope cameras, 3D instrument tracking is feasible by adapting the proposed 3D 
tissue tracking technique. Since these instruments have a rigid structure, further 
structural and temporal constraints can be applied to simplify, as well as improve the 
accuracy of the 3D tracking process by modelling the articulation of the instruments 
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in 3D. In this way, detailed tissue-instrument interaction can be analysed to permit a 
more comprehensive assessment of the surgical procedure. With the recent advances 
in wireless sensing, unobtrusive sensing of the instrument and hand movements is 
becoming a reality. It is expected that further insights into the surgical process can be 
obtained by integrating all these information in a real-time, in situ manner. 
With regard to shadow removal in MIS videos, although the proposed technique has 
shown to be able to effectively identify shadows from laparoscopic videos, the 
requirement of stable background can be a potentially limiting factor for general MIS 
operations. To identify shadows with rapid tissue deformation, 3D models of the 
instruments, tissue surface, light source and camera positions have to be obtained. The 
contextual boosting concept itself, however, can be applied to other classification 
problems to enable the incorporation of high level knowledge for dynamic adaptation 
of the environment. The proposed technique can also be used for other computer 
vision applications, such as video surveillance. 
For surgical episode segmentation, this thesis has demonstrated the feasibility of a 
fully automatic approach by fusing multiple visual cues. The proposed fusion 
framework, however, can be improved by incorporating the proposed 3D soft tissue 
deformation measurement and future development of 3D instrument tracking 
techniques. 
In terms of tissue surface reconstruction and deformation tracking, although the SFS 
technique can only provide approximation of the tissue structure, the proposed 
technique can be used to enhance the depth perception in general laparoscopic 
operations, as currently most laparoscopic operations are still relying on monocular 
cameras. Finally, the proposed MRF-BN soft tissue surface reconstruction technique 
provides a practical approach to accurate 3D surface reconstruction, which should 
facilitate the realisation of computer guided surgical navigation in general MIS. One 
of the major obstacles in surgical navigation is the deformation of tissue which causes 
misalignment of the model derived from pre- or intra-operative imaging data. By real-
time tracking of the tissue deformation in situ, the anatomical models can be updated 
dynamically to permit more accurate navigation. 
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In addition to surgical skill assessment, one of the major applications of the technique 
developed in this thesis is in robotic surgery. With recent advances in robotic assisted 
MIS, it is now possible to perform closed-chest cardiothoracic surgery on a beating 
heart in order to minimize patient trauma and avoid certain side effects of 
cardiopulmonary bypass. With Totally Endoscopic Coronary Artery Bypass Surgery 
(TECAB), small-port incisions are made at intercostal spaces through which robotic 
arms carrying the endoscope and surgical implement attachments are introduced after 
deflation of the lung. For robotic assisted MIS, dexterity is enhanced by 
microprocessor controlled mechanical wrists, which allow motion scaling for 
reducing gross hand movements and the performance of micro-scale tasks that are 
otherwise not possible. One of the significant challenges to TECAB is the correct 
identification of the coronary vessels in the presence of epicardial fat. For the 
dissection and exposure of intramural coronary arteries or vessels hidden deep inside 
the epicardial fatty tissue, one relies mainly on visual information of the exposed field 
of view. Accidental grafting of the wrong vessel is a potential risk because spatial 
orientation is difficult under endoscopic view and manual palpation of the vessel is 
not possible. The use of pre-operative images has been attempted, particularly the use 
of 3D reconstruction of multi-detector row CT before surgery for the identification of 
the target vessel, its morphologic appearance and relationship to surrounding 
structures. The correct registration and fusion of the 3D data to the target anatomy, 
however, is difficult, particularly due to the deflation of the lung, insufflation of the 
chest and application of surgical tools, which all contribute to significant 
morphological deformation and dynamic changes of the heart. Another significant 
challenge of beating heart surgery is the destabilization introduced by cardiac and 
respiratory motion, which severely affects precise tissue-instrument interactions and 
the execution of complex grafts. These problems are compounded by the reduced 
access to the internal anatomy inherent in MIS, which impose difficulties on target 
localization and on the use of tactile feedback to actively constraint surgical actions. 
The proposed 3D motion reconstruction and tracking techniques are therefore 
essential in performing deformable co-registration of the pre- and intra-operative data, 
which can be served as a basis for a range of applications in robotic surgery to provide 
image-based guidance, dynamic active constraints, and motion stabilisation in robotic 
assisted MIS. 
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In summary, we have presented in this thesis a computer vision based framework for 
surgical workflow analysis and deriving 3D tissue structure and motion for MIS. The 
proposed methods have been validated with a combination of simulation, phantom 
models and in vivo experiments. To our knowledge, this is the first comprehensive 
attempt in developing fully automatic computer vision techniques for detailed 
assessment of surgical workflow and tissue/instrument interaction. It should be 
mentioned, however, the study presented in the thesis represents only one aspect of 
the exciting interdisciplinary research programme on MIS that is currently carried out 
at the Royal Society/Wolfson MIC Laboratory at Imperial College. Other parallel 
research includes augmented reality for surgical navigation, biomechanical modelling 
of instrument-tissue interaction, high fidelity patient-specific VR modelling, dynamic 
active constraints for motion compensation, visual search behaviour modelling, the 
development of a gaze contingent framework for real-time 3D reconstruction, and 
human-robot interfacing in MIS. 
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