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If their number density is high enough, clusters of axions can decay to photons via stimulated
emission. We study both the special and general relativistic corrections to lasing in such dense axion
clusters as they evolve in static spacetimes. Our main results are rate equations for the evolution of
axion and photon number densities that include these corrections. We use Schwarzschild spacetime
as a detailed example.
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2I. INTRODUCTION
If axions exist (for reviews of axion physics see [1–3]), they are a dark matter (DM) candidate produced in a Bose-
Einstein condensate (BEC) in the early universe by vacuum misalignment [4–6] and by cosmic strings after inflation
[7] where the produced axions relax into a BEC via a + a → a + a scattering and by the gravitationally scattering
of axions. When the temperature is near the QCD scale (T ∼ 1GeV), regions where the axion field a is far from the
minimum of its potential V (a(T )) have axion over densities that can decouple from the Hubble flow to form axion
mini clusters. The typical mass of these objects is roughly ∼ 10−14M [8, 9] and a fraction fmc ∼ 10% of all axions
are expected to be in mini clusters [10]. The evolution of axion mini clustered have been studied in [11, 12] and more
recently in [13].
Since the central density, radius and total masses of axion miniclusters are known along their evolutionary stability
curves, we can check to see if these parameters are in the range where lasing can commence. If it does lase, then the
cluster experiences an immediate (approximate δ-function) change in those parameters due to the fast mass loss after
which the cluster must rearrange itself to regain stability or quasi-stability.
Gravitationally bound and self bound axion clusters have been studied by several groups. Relativistic axions are
best expressed in terms of a real scalar field and low energy axions E << ma by an effective complex field, see
[13–15]. For a detailed review of for various bound state including quasi-bound states and including breather like
states, see [13]. Particles in free space can interact gravitationally or through other mutual interactions to form bound
or quasi-bound objects. If the particles are identical bosons in the early universe, then the objects are Bose stars. If
the particles are cold or can radiate energy, then they can form a Bose-Einstein condensate (BEC) with properties
that differ from low occupation number configurations. For a recent review of axion cosmology see [16]. Depending
on invisible axion model parameters, they can form gravitationally bound clumps called axion stars or self interaction
systems called axitons. For an extensive review of bound axion systems with a review of axion field theory, and
definitions see again [13].
Let us call all the possible types of bound or quasibound axion configurations axion clusters. Here we will be
interested in the evolution of these axion clusters, however we will not need to distinguish between stable or quasi-
stable clusters, since we will be studying axion cluster decay to photons via lasing who’s time scale is much shorter
than other time scales associated with cluster evolution phenomenon, like relaxation, radiative cooling, etc. Hence
the clusters we consider need not even be bound, but could just be dense transients. Hence our focus will be on snap
shots of otherwise slowly evolving clusters where we ask if the parameters are right for lasing to commence when we
take both general and special relativistic effects into account, i.e., we allow for axion velocities near the speed of light
c in curved backgrounds.
The axion field a couples to standard model particles, plus it self interacts via an effective potential V (a), but the
coupling of most interest here is to photons via the global chiral anomaly term in the Lagrangian
α cγ0
8pifa
aF ∧ F
where α is the fine structure constant, fa is the axion decay constant, F is the electromagnetic field strength and cγ0
is an O(1) model dependent constant. From this term we can calculate the decay rate for a→ γ + γ.
Experimental and cosmological limits have now constrained the mass of the QCD axion to lie in a narrow range
10−3eV > ma > 10−5eV . Because axions are copiously produced at rest during the QCD phase transition, they
would over close the universe if their mass was lighter than the lower bound and they would have been experimentally
detected if they were heavier than the upper bound. Since they are born non-relativistic they are a cold dark
matter (CDM) candidate. Studies of density perturbations have shown that CDM can form structures on all scales.
Consequently, assuming axions are the CDM, we expect to find them seeding galaxies or clusters of galaxies, but also
perhaps being the seeds of early stars. There are many potential forms of these axion clumps. If they are diffuse the
axions will remain non-relativistic. If they become dense then they can become relativistic. The clumps may or may
not be spherically symmetric depending on the environment in which they were formed. If they are sufficiently dense
the a curved space metric will be necessary to describe the cluster. If their number density is high enough, then they
can lase and hence the resulting photons can be detectable at large distances.
Spherically symmetric non-relativistic lasing axion clusters were first studied in the 1980s [17–19]. More recently
non-spherically symmetric non-relativistic cluster with arbitrary momentum and spacial distributions have also been
studied [20, 21]. Our purpose here is to study relativistic axions in static space-times. An example is axions moving
in a static geometry like Schwarzschild space-time. But we also allow for high density where the axions are moving
at high velocities, i.e., we study special and general relativistic corrections to the previously obtained results for
non-relativistic axions in Minkowski space.
3II. a↔ γ + γ PROCESS IN MINKOWSKI SPACETIME
Two photons emitted by decay of a spin zero particle have the same helicity, as required by angular momentum
conservation. The change in the number density of photons of a given helicity λ = ±1 within the axion cluster, due
to the process a↔ γ + γ in Minkowski spacetime, is
dnλ
dt
=
∫
dX
(3)
LIMS[fa(1 + f1λ)(1 + f2λ)− f1λf2λ(1 + fa)] (1)
× |M(a→ γ(λ)γ(λ))|2 ,
where fa, f1λ and f2λ are the occupation numbers of the axion and the two photons and M = M(a→ γ(+)γ(+)) =
M(a → γ(−)γ(−)) is the decay amplitude determined by the Abelian chiral anomaly[22, 23] and is related to the
spontaneous axion decay constant by
τ−1a = Γa =
1
8pi
(
1
2ma
)
1
2
∑
λ=±
|M(a→ γ(λ)γ(λ))|2 . (2)
The three body Lorentz invariant momentum space is∫
dX
(3)
LIMS =
∫
d3p
(2pi)32p0
∫
d3k1
(2pi)32k01
∫
d3k2
(2pi)32k02
× (2pi)4δ(4)(p− k1 − k2) .
From here one obtains eq. (10) of [19]
2k
dfλ(~k)
dt
=
4maΓa
pi
∫
d3k1
2k01
d3p
2p0
δ4(p− k − k1) (3)
×{fa(~p)[1 + fλ(~k) + fλ( ~k1)]− fλ(~k)fλ( ~k1)} .
which became the starting point for studying the lasing of nonrelativistic spherically symmetric axion clouds.
Here we need to recall, in more than the usual amount of detail, how the Lorentz invariant phase space originates
in Minkowski space in order to generalize it to curved space. Specifically, the one body Lorentz invariant momentum
space measure is ∫
dXLIMS =
∫
d3p
(2pi)32p0
.
This comes about in the following way. In Minkowski spacetime, the quantity dp0dp1dp2dp3 which equals to√|η|dp0dp1dp2dp3 is Lorentz invariant, where η is the determinant of the Minkowski metric. This is obvious because
it measures the 4-momentum volume in any Lorentz coordinate system. The form of dp0dp1dp2dp3 is preserved under
Lorentz transformation.
For a particle in special relativity, when we count how many possible momentum states it possesses, p0, p1, p2,
p3 can not just take any values. These values have to satisfy the normalization condition pµpµ = m
2. The first
component is just the energy of the particle, so in addition, we need to require that p0 > 0. Therefore, a new quantity
that is both Lorentz invariant and counts the number of all possible momentum states is∫ p0=+∞
p0=−∞
dp0dp1dp2dp3δ(pµpµ −m2)Θ(p0)
=
d3p
2
√
~p2 +m2
=
d3p
2p0
= (2pi)3dXLIMS .
The quantity
√|η|dx0dx1dx2dx3 = dx0dx1dx2dx3 is a Lorentz invariant pseudoscalar. The small change d( τm ) is
also a Lorentz invariant, where τ and m are the proper time and the rest mass of the particle, respectively. Hence we
have another Lorentz invariant quantity
m
dx0
dτ
dx1dx2dx3 = p0d3r .
4Finally, from the product of two pseudoscalars dx0dx1dx2dx3 and dp0dp1dp2dp3, which is a scalar, the Lorentz
invariant phase space measure arises naturally,
2m
dτ
dx0dx1dx2dx3
∫
dp0dp1dp2dp3δ(pµpµ −m2)Θ(p0)
=2p0d3r
d3p
2p0
= d3rd3p = dXLIPS .
This is the quantity that we will generalize to curved space below.
III. OCCUPATION NUMBER AND NUMBER DENSITY OF PARTICLES IN MINKOWSKI
SPACETIME
The infinitesimal line element in Minkowski metric using polar coordinates reads
ds2 = −dt2 + dr2 + r2dθ2 + r2 sin2 θdφ2 . (4)
In these coordinates the particle number density is given by
n(~r, t) =
∫
f(~p, ~r, t)
d3p
(2pi)3
=
∫
f(~p, ~r, t)
(2pi)3
dpxdpydpz
=
∫
f(~p, ~r, t)
(2pi)3
∂(px, py, pz)
∂(pr, pθ, pφ)
dprdpθdpφ
=
∫
f(~p, ~r, t)
(2pi)3
r2 sin θdprdpθdpφ
=
∫
f(~p, ~r, t)
(2pi)3
√
|ηE|dprdpθdpφ ,
where ηE is the determinant of the 3 dimensional Euclidean metric in spherical coordinates. The total number of the
particle is
N(t) =
∫
n(~r, t)r2 sin θdrdθdφ =
∫
n(~r, t)
√
|ηE|drdθdφ .
IV. COVARIANCE MEASURES IN STATIC SPACETIME
Before generalizing to an arbitrary static curved space time let us start with an example, Schwarzschild spacetime.
The infinitesimal line element in the Schwarzschild metric reads
ds2 = −(1− 2M
r
)dt2 + (1− 2M
r
)−1dr2 + r2dΩ2 . (5)
For any species of particles, the occupation number f(~p, ~r, t) in Minkowski spacetime should change to f(pi, xα),
where pi is the three spatial component of the 4-momentum of the particle and xα is the spacetime coordinate of the
particle. The occupation number does not depend on the first component p0 of the 4-momentum of the particle since
normalization of the 4-momentum still holds in Schwarzschild spacetime. The coordinate time t is the time measured
by a stationary observer at r =∞ with 4-velocity ξ = (1, 0, 0, 0).
The concept of Lorentz transformation is not very useful in Schwarzschild spacetime because there is no global
inertial frame. At a single event, the spacetime can be treated locally as flat and special relativity is still applicable,
Lorentz transformation still provides the relationship between two nearby observers from two local inertial frames
having relative velocity in that infinitesimal region. As soon as an observer, for example, moves forward along the
geodesic a finite distance, the previous established Lorentz transformation loses its meaning.
5The curvature of Schwarzschild spacetime presented in the form (5) is from the perspective of a special observer
stationary at r =∞ who sets the origin r = 0 as the location of the singularity. The advantage of the metric form (5)
is that it displays the symmetry of the metric conspicuously. When we change coordinates, the curvature of spacetime
would be shown from the perspective of other observers. So even if the functionality of Lorentz transformation
between inertial frames is irrecoverable in curved spacetime, we can embrace the general coordinate transformation
under which general relativity demonstrates general covariance.
Lorentz transformation preserves the explicit form of the Minkowski metric η = (−1,+1,+1,+1), which reflects the
fact that flat spacetime is the same for all inertial observers. In curved spacetime, a general observer is non-inertial, so
there is no need to preserve the explicit form of the metric. Upon changing the coordinates, the new form of the metric
is just another presentation of the curvature of the spacetime. The invariance provided by Lorentz transformation in
flat spacetime can be emulated by writing quantities in a general covariant form in curved spacetime. For example,
in Schwarzschild spacetime, the coordinates can be expressed as Schwarzschild coordinates, or Kruskal-Szekeres co-
ordinates, or other equivalent transformations, but the general covariant quantities are valid without referring to the
specific coordinate system.
In general relativity, when we count how many possible momentum states a particle can have, p0, p1, p2, p3 are not
arbitrary. They still have to satisfy a normalization condition gµνp
µpν = −m2 as they did in Minkowski space. The
minus sign is due to the signature convention we chose for the curved space time metric. The first component is still
related to the energy of the particle. A stationary particle has 4-momentum pµ = (p0, 0, 0, 0), and its 4-velocity is
vµ = (p0/m, 0, 0, 0). A co-stationary observer at the location of the particle would measure the energy of the particle
to be m = −gµνpµvν = −g00 (p
0)2
m . p
0 = ± m√−g00 , where we choose p0 such that it reduces to m in the flat spacetime
limit. So in addition, we may as well require that p0 > 0. Moreover, p0 > 0 implies that dtdτ > 0, or the proper time
and coordinate time flow in the same direction. Similar to the Lorentz invariant momentum space dXLIMS, now there
is a general covariant momentum space dXGCMS,
dXGCMS =
∫ √
|g|dp0dp1dp2dp3δ(gµνpµpν +m2)Θ(p0) .
The general covariant 4-momentum volume element is
√|g|dp0dp1dp2dp3, regardless of the metric or the coordinates
that give a specific form to the metric, where g is the determinant of the metric. This abstract form of momentum
space is as far as we can go without implementing the knowledge of a specific metric. It is applicable to not only
Schwarzschild spacetime, but to any atationary spacetime, including the Kerr spacetime.
This momentum space is considered to be flat for four reasons. First, it is not a space in physical reality formed
by any matter; it’s a conceptual space used for counting the number of possible states. Second, it is a space de-
fined at a single point, similar to tangent space which is treated as flat. Third, the factor
√|g| serves as a spatial
scaling factor because g is the metric of position spacetime. gµν(x
α) is not a functions of momentum pα. (To have
a curved momentum space, we would need a metric qµν that tells how momentum in momentum space is mea-
sured, dw2 = qµν(p
α)dpµdpν , which is absent in our discussion.) Fourth, the specific situation we are interested in is
far away from the event horizon of the black hole, so that every geometrical objects can be approximately taken as flat.
Now let us consider static spacetime where g0µ = g00δ0µ, which is equivalent to the choice of synchronous gauge.
In this case we can have a static covariant momentum space dXSCMS which is a 4-momentum volume measure that
is compatible with all the static spacetime and their coordinates transformations which keep g0µ = g00δ0µ.
dXSCMS
=
√
|g|
∫ +∞
p0=0
dp0dp1dp2dp3δ[g00(p
0)2 + gijp
ipj +m2]
=
√||gij ||dp1dp2dp3
2
√−g00p0 , (6)
where |gij | is the determinant of the metric of 3-surface dx0 = 0 in the static spacetime of ds2 = g00(dx0)2+gijdxidxj ,
and the details of the derivation of (6) can be found in part A of the Appendix.
A general covariant 4-volume element is
√|g|dx0dx1dx2dx3. A small change d τm , where τ is the proper time and
m the rest mass of the particle is also a general covariant. So the quantity√
|g|mdx
0
dτ
dx1dx2dx3 =
√
|g|p0dx1dx2dx3
6is also general covariant. Combining this with the static covariant momentum space (6), we have the static covariant
phase space element
dXSCPS =
√
|g|p0dx1dx2dx3
√||gij ||dp1dp2dp3√−g00p0
=||gij ||dx1dx2dx3dp1dp2dp3 .
If we adopt notations
d3x =
√
||gij ||dx1dx2dx3 d3p =
√
||gij ||dp1dp2dp3 ,
then static covariant phase space has an identical form to Lorentz invariant phase space
dXSCPS = d
3xd3p .
V. OCCUPATION NUMBER AND NUMBER DENSITY OF PARTICLES IN STATIC SPACETIME
In a static spacetime, the number density given by
n(xα) =
∫
f(pi, xα)
d3p
(2pi)3
=
∫
f(pi, xα)
√||gij ||
(2pi)3
dp1dp2dp3 .
is itself not a static covariant quantity, but we can express some parts of static covariant quantities as the number
density in calculations. The total number of the particle is
N(t) =
∫
n(xα)d3x =
∫
n(xα)
√
||gij ||dx1dx2dx3 ,
where |gij | is the determinant of the 3-surface metric
ds2 = gijdx
idxj
at constant coordinate time t. The total number is indeed a static covariant quantity.
VI. a↔ γ + γ PROCESS IN STATIC SPACETIME
It is now straightforward to generalize equation (1) to find the change in the number density of photons of a given
helicity = ±1 within the axion cluster, due to the process a↔ γ + γ in Schwarzschild spacetime, which is
dnλ
dτ
=
∫
dX
(3)
SCMS[fa(1 + f1λ)(1 + f2λ)− f1λf2λ(1 + fa)]
× |M(a→ γ(λ)γ(λ))|2 . (7)
The one body static covariant momentum space is∫
dXSCMS =
∫ √||gij ||dp1dp2dp3
(2pi)32
√−g00p0 ,
and the three body static invariant phase space is∫
dX
(3)
SCMS
=
∫ √||gij ||dp1dp2dp3
(2pi)32
√−g00p0
√||gij ||dk11dk21dk31
(2pi)32
√−g00k01
×
√||gij ||dk12dk22dk32
(2pi)32
√−g00k02
(2pi)4δ(4)(p− k1 − k2) .
7Equation (2) describes the axion decay constant τa in a local inertial frame that is comoving with the axion. The
relation between the time in the comoving frame τ with the axion and the coordinate time t in static spacetime is
dt
dτ
=
1√−g00
√
gij
pipj
m2
+ 1 .
Specifically, in Schwarzschild spacetime, this becomes
(
dt
dτ
) =(1− 2M
r
)−1/2
√
gij
pipj
m2
+ 1
where
gijp
ipj =(1− 2M
r
)−1(pr)2 + r2(pθ)2 + r2 sin2 θ(pφ)2
is the square of the magnitude of the 3-momentum. The decay constant τa in the comoving frame would change to
the decay constant in lab frame ta
ta = τa
1√−g00
√
gij
pipj
m2
+ 1 ,
where the decay rate becomes
Γa =
√−g00(gij p
ipj
m2
+ 1)−1/2 .
In static spacetime, the rate of change in number density is related to the rate of change in occupation number by
dnλ
dt
=
∫
2
√−g00k0 dfλ
dt
√||gij ||dk1dk2dk3
(2pi)32
√−g00k0 .
In Minkowski spacetime k0 = k, but the magnitude of energy and momentum are no longer equal in general in a
static spacetime. Instead, we have a static energy-momentum relation for photon:
gijk
ikj =− g00(k0)2 , (8)
and for massive particle, the corresponding relation is
m2 + gijp
ipj =− g00(p0)2 . (9)
Multiplying equation (7) by dτdt and using (1), we have an equation for the rate of change in the number density of
photons measured by coordinate time t,
dnλ
dt
=
∫
dX
(3)
SCMS{[fa[1 + fλ(ki) + fλ(ki1)]
− fλ(ki)fλ(ki1)} × 16pimaΓa
dτ
dt
.
Writing dnλdt in terms of fa we have one static covariant momentum space measure dXSCMS on the LHS of this equation
that we use to cancel one of the three static covariant momentum space measures in dX
(3)
SCMS on the RHS. There
remains two static covariant momentum space measures, one for the axion and one for a photon, plus the δ function.
2
√−g00k0 dfλ
dt
=
∫ √||gij ||dp1dp2dp3
(2pi)32
√−g00p0
√||gij ||dk11dk21dk31
(2pi)32
√−g00k01
× (2pi)4δ4(pα − kα − kα1 )
× {[fa[1 + fλ(ki) + fλ(ki1)]− fλ(ki)fλ(ki1)}
× 16pimaΓa
√−g00(gij p
ipj
m2a
+ 1)−1/2 .
8After simplification, we obtained the evolution equation
2k0
dfλ
dt
=
4maΓa
pi
∫ √||gij ||dp1dp2dp3
2
√−g00p0
√||gij ||dk11dk21dk31
2
√−g00k01
× {[fa[1 + fλ(ki) + fλ(ki1)]− fλ(ki)fλ(ki1)}
× δ4(pα − kα − kα1 )(gij
pipj
m2a
+ 1)−1/2 . (10)
which resembles equation (3), and reduces to it in the flat space limit.
VII. MOMENTUM SPACE INTEGRATIONS
The momentum space integrations needed for the evaluation of (10) are rather tedious and can be found in parts
B and C of the Appendix. Specifically, doing the k1 integration first leads to
2k0
dfλ(k
i)
dt
=
4maΓa
pi(−g00)
∫
ma
p0
√||gij ||dp1dp2dp3
2
√−g00p0
× 1
2
√
gij(pi − ki)(pj − kj)
× δ[p0 − k0 −
√
gij(pi − ki)(pj − kj)
−g00 ]
× {fa(pi)[1 + fλ(ki) + fλ(pi − ki)]− fλ(ki)fλ(pi − ki)} . (11)
and then the p integration results in
dfλ(
√
gijkikj)
dt
=
maΓa
√−g00
gijkikj
∫
ma
p0
dp0 × {fa(
√
gijpipj)
[1 + fλ(
√
gijkikj) + fλ
(√−g00(p0 − k0))]
− fλ(
√
gijkikj)fλ
(√−g00(p0 − k0))} .
where we have a factor of
√−g00 from gravitational redshift which corrects the time difference between the clock in
the lab and the clock at the location the axion and the factor map0 is due to the special relativistic correction.
VIII. EVOLUTION EQUATIONS
In Riemann normal coordinates xiR at the at point P0 the law of cosines
|~pR − ~kR|2
∣∣∣
P0
= |~pR|2
∣∣∣
P0
+ |~kR|2
∣∣∣
P0
− 2 cos θR
∣∣∣
P0
|~pR|
∣∣∣
P0
|~kR|
∣∣∣
P0
, (12)
see eq. (20) in part C of the Appendix, can be expressed as
(−g00)(p0 − k0)2
∣∣∣
P0
=[(−g00)(p0)2 −m2a]
∣∣∣
P0
+ (−g00)(k0)2
∣∣∣
P0
−2 cos θR
√
(−g00)(p0)2 −m2a
√
(−g00)(k0)2
∣∣∣
P0
.
9cos2 θR
∣∣∣
P0
≤ 1 requires that
p0
∣∣∣
P0
≥ k0
∣∣∣
P0
+
m2a
4k0(−g00)
∣∣∣
P0
.
or
k0min
∣∣∣
P0
≤ k0
∣∣∣
P0
≤ k0max
∣∣∣
P0
,
where
k0max/min
∣∣∣
P0
=
1
2
[ p0 ±
√
(p0)2 − m
2
a
−g00 ]
∣∣∣
P0
=
1
2
(p0 ±
√
gijpipj
−g00 )
∣∣∣
P0
.
This equation and equation (20) in the Appendix provides a relationship between momentum of axions and photons,
all located at a single point where Riemann normal coordinates were applied. But in general, neither the law of cosines
nor the trigonometric relation cos2 θ ≤ 1 holds in curved spacetime over an extended region. We find that at event
P0, there are upper and lower limits on the 0th component of photon momentum. This is true for every event at any
point in spacetime. The bounds are
p0 ≥k0 + m
2
a
4k0(−g00)
k0max/min =
1
2
[ p0 ±
√
(p0)2 − m
2
a
−g00 ]
=
1
2
(p0 ±
√
gijpipj
−g00 )√
gijkikj
max/min
=
1
2
(
√−g00p0 ±
√
gijpipj) .
The transition from P0 to other events is straightforward because the bounds are written in covariant form.
Switching from variable
√
gijpipj to p
0, the evolution equation becomes
dfλ(
√
gijkikj)
dt
=
maΓa
√−g00
gijkikj
∫
k0− m2a
4k0g00
ma
p0
dp0{fa
(√
(−g00)(p0)2 −m2a
)
× [1 + fλ(
√
gijkikj) + fλ
(√−g00(p0 − k0))]
− fλ(
√
gijkikj)fλ
(√−g00(p0 − k0))} .
10
Note that p0 = k0 + k01 and
√−g00k01 =
√
gijki1k
j
1. The integral of p
0 can be rewritten as an integral over
√
gijki1k
j
1,
dfλ(
√
gijkikj)
dt
=
maΓa
√−g00
gijkikj
∫
m2a
4
√
gijk
ikj
mad(
√
gijki1k
j
1)√
gijkikj +
√
gijki1k
j
1
× {fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
× [1 + fλ(
√
gijkikj) + fλ(
√
gijki1k
j
1)]
− fλ(
√
gijkikj)fλ(
√
gijki1k
j
1)} .
At any event xα, the number density is given by
n(xα) =
∫
f(pi, xα)
√||gij ||
(2pi)3
dp1dp2dp3 .
This also holds at event P0,
dnλ
dt
∣∣∣
P0
=
dnλ
dt
∣∣∣
xα=tP0 ,x
i
P0
=
∫
dfλ(
√
gijkikj)
dt
√||gij ||
(2pi)3
dp1dp2dp3
∣∣∣
P0
=
∫
dfλ(
√Gijkikj)
dt
√||Gij ||
(2pi)3
dk1dk2dk3
∣∣∣
P0
=
∫
dfλ(|~kR|)
dt
|~kR|2
(2pi)3
d|~kR|d(− cos θR)d(φR)
∣∣∣
P0
=
∫
dfλ(
√
gijkikj)
dt
gijk
ikj
(2pi)3
d(
√
gijkikj)d(− cos θR)d(φR)
∣∣∣
P0
=
∫
dfλ(
√
gijkikj)
dt
gijk
ikj
2pi2
d(
√
gijkikj)
∣∣∣
P0
,
where we considered that the metric at P0 is Euclidean in Riemann normal coordinates, Gij
∣∣∣
P0
= ηij = (+1,+1,+1),
and the occupation number is isotropic. The rate of change in photon number density is then
dnλ
dt
=
maΓa
√−g00
2pi2
∫ ∫
k0− m2a
4k0g00
ma
p0
{fa
(√
(−g00)(p0)2 −m2a
)
× [1 + fλ(
√
gijkikj) + fλ(
√−g00p0 −
√
gijkikj)]
− fλ(
√
gijkikj)fλ(
√−g00p0 −
√
gijkikj)}
× dp0d(
√
gijkikj) , (13)
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or alternatively
dnλ
dt
=
maΓa
√−g00
2pi2
∫ ∫
m2a
4
√
gijk
ikj
mad(
√
gijki1k
j
1)d(
√
gijkikj)√
gijkikj +
√
gijki1k
j
1
× {fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
[1 + fλ(
√
gijkikj)
+ fλ(
√
gijki1k
j
1)]− fλ(
√
gijkikj)fλ(
√
gijki1k
j
1)} .
The k and k1 integrations are both long and tedious and so have been relegated to part D of the Appendix. They
result in the following expression
dnλ
dt
=
maΓa
2pi2
√−g00
× {m
2
aβ
′3
3
[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)
+ 2fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ 2(fac(t)fλd(t) + fad(t)fλc(t))d(r)
− f2λc(t)Θ(r+ − r)Θ(r − r−)− 2fλc(t)fλd(t)d(r)]
− m
2
aβ
′2
2
[f2λc(t)Θ(r+ − r)Θ(r − r−) + 2fλc(t)fλd(t)d(r)]} , (14)
where the subscripts c and d refer to the flat and distorted part of the spectrum and the function d(r) is the distortion
as described in part D of the Appendix. This result will be used to analyze the Schwarzschild case in the next section.
Later we apply the results to a specific model and extract the distortion caused by the relativistic corrections of the
flat space case. Equation (14) is one of the main results of this work.
The rate of change in axion number density is the opposite of that of photon, and is
dna
dt
= −1
2
∑
λ=±
dnλ
dt
.
as we find from (14).
IX. SETUP OF SIMPLE CLUSTER MODEL
The rate equations we have just developed applies to all static spacetime metric, includes those from metric based
theories other than general relativity. E.g., there could be static black holes in other metric based gravitational theory
that allow spontaneous particle creation which serve as a source of the axion production. But for now we set the
question of axion production aside and focus on the gravitational correction to stimulated radiation in axion clusters.
The major difference between this model and [19] is that here the axion self gravity is still ignored but the gravity
from the host black hole is taken into account. If these axions were produced by perturbative black hole processes,
we assume the total energy in axions be much smaller than the mass of the black hole.
We want to investigate static stationary spacetime where
g00 = g00(r) gij = gij(r, θ) lim
r→∞ gµν = ηµν .
Schwarzschild and Reissner-Nordstro¨m metric from general relativity belong to this category. Because of the factor√−g00, it is difficult to maintain a uniform distribution for photons along the radial direction. Thus we introduce a
small distortion function d(r) in the following calculations.
Assume that the dependences of the axion occupation number are separable, and of the form
fa(
√
gijpipj , r, t)
=Θ(pmax −
√
gijpipj)[fac(t)Θ(r+ − r)Θ(r − r−)
+ fad(t)d(r)] . (15)
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We let r+ ∼ r− both be far beyond the event horizon of the host black hole, with the small distortion d(r) in the
region (r− ≤ r ≤ r+) away from a uniform distribution.
An axion at r has momentum pα,
m2a + gij(r)p
ipj =− g00(r)(p0)2 .
If the axion moves on a geodesic, then the scalar product of its momentum and the killing vector (1, 0, 0, 0) is a
constant,
g00(r)p
0(r) = g00(r+)p
0(r+) .
The momentum is normalized at r+ such that
m2a + gij(r+)p
i(r+)p
j(r+) =− g00(r+)[p0(r+)]2 .
Considering an axion with just enough momentum to reach radius r+ where p
i(r+) = 0, then we have
p0esc(r+) =
ma√−g00(r+) .
Hence the escape value of p0 for an axion at any r < r+ is
p0esc(r) =
g00(r+)
g00(r)
p0esc(r+) =
√−g00(r+)
−g00(r) ma .
The escape momentum
√
gij(r)pipjesc thus satisfy
m2a + [gij(r)p
ipj ]esc =
−g00(r+)
−g00(r) m
2
a ,
or upon solving for this momentum,
√
gij(r)pipj
esc
=ma
√
−g00(r+)
−g00(r) − 1 .
The escape momenta are different for axions at different r, and the maximally allowed momentum should be set to
the largest
√
gij(r)pipjesc.
pmax = maβ
′ = max{ma
√
−g00(r+)
−g00(r) − 1} ,
where we have defined the parameter
β′ =
√
−g00(r+)
−g00(r−) − 1 . (16)
which will be of use below.
An axion at r = r+ with
√
gij(r+)pipj = maβ
′ has
p0(r+) =
ma√−g00(r−) .
Thus it can go further outward up to rmax where
g00(rmax)p
0(rmax) =g00(r+)p
0(r+)
and
g00(rmax)[p
0(rmax)]
2 =−m2a .
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This results in
g00(rmax) =[g00(r+)]
2 [p
0(r+)]
2
−m2a
=
[g00(r+)]
2
g00(r−)
.
Hence all axions in the cluster stay approximately within the region r− < r < r+. I.e., if an axion at r+ (at the
outer edge of the cluster in the model) has the maximum
√
gij(r+)pipj = maβ
′, then it can reach at most rmax ∼ r+.
While if an axion at r− (the inner edge of the cluster in the model) has the maximum
√
gij(r−)pipj = maβ′, then it
can also reach at most r+. In the case of Schwarzschild spacetime, this equation becomes
1− 2M
rmax
=
(1− 2Mr+ )2
1− 2Mr−
,
or rmax =
1− 2Mr−
2
r+
− 1r− − 2Mr2+
≈ 12
r+
− 1r−
=
r+r−
2r− − r+ .
In Schwarzschild spacetime, by setting the maximum
√
gij(r)pipj to be maβ
′, the cluster is guaranteed to be bound
gravitationally and we expect this could also be the case for many other static spacetime.
We will not set a minimum
√
gij(r)pipj as it can not prevent the axions from falling into a black hole, but we
assume that r− is far outside the event horizon so the chance that an axion has zero angular momentum is very low.
Furthermore, the value of β′ itself is very small as shown in the following calculations. Even if there is some small
loss of axions due to their falling into black hole, production of axions may compensate it in some real applications,
for example, superradiance.
For Schwarzschild spacetime, the axions at r = r+ have the smallest escape momentum, and the maximum velocity
is
β′sch =
√√√√ 2Mr− − 2Mr+
1− 2Mr−
&
√
2M
r−
− 2M
r+
=
√
2M
r+
√
r+
r−
− 1 .
Using solar parameters, the numerical value of the maximum velocity is written as
β′sch =2× 10−3
√
MR
Mr+
√
r+
r−
− 1 .
Depending on the outer radius of the cluster and the mass of the Schwarzschild black hole, there may be a noticable
correction to the value of maximum velocity obtained from Newtonian theory. The non-relativistic axion assumption
is easier to establish, compare to the maximum velocity calculated in [19].
For Reissner-Nordstro¨m spacetime with Q < M , the axions at r = r+ > r−  M +
√
M2 −Q2 also have the
smallest escape momentum, and the maximum velocity is expected to be less than that of the Schwarzschild case,
β′rn < β
′
sch .
This is because if a Reissner-Nordstro¨m black hole of mass M could be effectively replaced by a Schwarzschild black
hole, where the Schwarzschild black hole would have a mass Mconverted < M .
Equation (16) is a general formula for calculating the upper bound on
√
gijpipj without specifically knowing each
individual component of the metric gij of the static spacetime. By itself equation (16) can not always constrain
axions to be inside Θ(r+ − r)Θ(r − r−). Axions starting with
√
gijpipj = maβ
′ at r = r− and at r = r+ can barely
reach r+ and rmax ≈ r+, respectively. To prevent axions from crossing r− and falling into the black hole, we need
to impose conditions on the angular momenta of axions. It’s not easy to impose angular momentum condition for a
general static spacetime. However, for a spacetime with symmetry such as Schwarzschild spacetime, conditions on
angular momentum can be deduced.
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The relation between the coordinate r of stable circular orbit and angular momentum L in Schwarzschild spacetime
is
L = mar
√
M
r − 3M .
So axions in circular orbits at r = r− and r = r+ have angular momentum L− and L+ (L− < L+), respectively,
assuming r±  3M . Because test particles in spacetime move on a plane, we have the following equation for axions
on circular orbits,
gijp
ipj = r2(
dφ
dτ
)2 =
L2
r2
= m2a
M
r − 3M .
This means that axions at r = r− and r = r+ move with
√
gijpipj being equal to ma
√
M
r−−3M and ma
√
M
r+−3M ,
respectively. In this case, we can choose
β′ =
√
M
r+ − 3M =
√
2M
r+
√
r+
2(r+ − 3M) .
Then axions are bounded inside r+ although axions with maβ
′ at r− are still susceptible to falling into the black hole
due to lack of momentum. However, this is of limited concern due to
ma
√
M
r− − 3M ≈ ma
√
M
r+ − 3M ≈ 0 .
The discussion of β′ up to this point is an attempt to provide a value for the upper bound of
√
gijpipj of the
non-relativistic axions. They serve merely as one approach by which this objective could be achieved.
Using Riemann normal coordinates, the axion number density at event xα is an integration of fa(
√
gijpipj , r) over
pi,
na(t, x
i) =
∫ maβ′
0
Θ(pmax −
√
gijpipj)
gijk
ikj
2pi2
d(
√
gijkikj)
× [fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
=
(maβ
′)3
6pi2
[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
=[nac(t)Θ(r+ − r)Θ(r − r−) + nad(t)d(r)] .
The occupation numbers can be converted to number densities with
fac(t) =
6pi2
(maβ′)3
nac(t)
fad(t) =
6pi2
(maβ′)3
nad(t)
Since we set the maximum axion momentum to be maβ
′, the extremes of photon momentum become√
gijkikj±
=
1
2
(
√−g00p0 ±
√
gijpipj)
∣∣∣∣√
gijpipj=maβ′
=
1
2
[
√
m2a + (maβ
′)2 ±
√
(maβ′)2]
=
ma
2
(
√
1 + β′2 ± β′) .
This is somewhat different from the extreme photon momentum values in [19], because there the escape velocity
was defined in the non-relativistic sense.
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Suppose that the photon occupation number which correspondences to that of axions (15), is
fλ(
√
gijkikj , r, t)
=[fλc(t)Θ(r+ − r)Θ(r − r−) + fλd(t)d(r)] (17)
×Θ(
√
gijkikj
+
−
√
gijkikj)Θ(
√
gijkikj −
√
gijkikj−
) .
Using Riemann normal coordinates, we calculated the volume of the shell
Θ(
√
gijkikj+ −
√
gijkikj)Θ(
√
gijkikj −
√
gijkikj−) to be
Vk ≈4pi[ 1
2
(
√
gijkikj
+
+
√
gijkikj−
)]2
× (
√
gijkikj
+
−
√
gijkikj−
) = pim3aβ
′(1 + β′2) .
The number density of photon
nλ(t, x
i) =nλc(t)Θ(r+ − r)Θ(r − r−) + nλd(t)d(r) (18)
is an integration of photon occupation number fλ over k
i. The coefficients of occupation number and number density
are related by
fλc(t) =
(2pi)3nλc(t)
Vk
=
8pi2
m3aβ
′nλc(t)
fλd(t) =
(2pi)3nλd(t)
Vk
=
8pi2
m3aβ
′nλd(t) ,
which we note is different from the axion relations.
X. RADIAL DISTRIBUTION APPROXIMATION
Because of the factor
√−g00, both axion and photon can not maintain a uniform radial distribution and it is
this factor that causes the distortion d(r) to arise in those quantities. We can assume that the distortion is the
displacement of
√−g00 from 1. √−g00 = 1 + d(r) .
In the case of Schwarzschild spacetime, the Maclaurin series for the correction factor
√−g00 is√
1− 2M
r
=1− 1
2
2M
r
− 1
8
(
2M
r
)2 − ...
In the case of Reissner-Nordstro¨m spacetime it is√
1− 2M
r
+
Q2
r2
=1− 1
2
2M
r
+ [
1
2
Q2
r2
− 1
8
(
2M
r
)2]− ...
From the Maclaurin series, we can see that all the r dependent terms contribute to the unevenness of the distribution,
i.e., to d(r).
Returning to the general form, we consider the time derivative of (18). Neglecting terms which are second or higher
order of d(r), we have
dnλ
dt
=
dnλc(t)
dt
Θ(r+ − r)Θ(r − r−) + dnλd(t)
dt
d(r)
=
maΓa
2pi2
[1 + d(r)]{m
2
aβ
′3
3
[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)
+ 2fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ 2(fac(t)fλd(t) + fad(t)fλc(t))d(r)
− f2λc(t)Θ(r+ − r)Θ(r − r−)− 2fλc(t)fλd(t)d(r)]
− m
2
aβ
′2
2
[f2λc(t)Θ(r+ − r)Θ(r − r−) + 2fλc(t)fλd(t)d(r)]} .
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which defines the uniform and distorted parts of the number density, nλc(t) and nλd(t) respectively, as well as the
uniform and distorted parts of the of the corresponding occupation number.
We now match terms according to whether the radial distribution is uniform Θ(r+− r)Θ(r− r−) or distorted d(r).
The uniform part of the photon distribution is
dnλc(t)
dt
=
maΓa
2pi2
{m
2
aβ
′3
3
[fac(t) + 2fac(t)fλc(t)− f2λc(t)]−
1
2
m2aβ
′2fλc(t)2} .
while the deformed part is
dnλd(t)
dt
=
maΓa
2pi2
{m
2
aβ
′3
3
× [fac(t) + fad(t) + 2fac(t)fλc(t) + 2fac(t)fλd(t)
+ 2fad(t)fλc(t)− f2λc(t)− 2fλc(t)fλd(t)]
− m
2
aβ
′2
2
[f2λc(t) + 2fλc(t)fλd(t)]} .
Finally we replace all the occupation number coefficents with number density coefficents and simplify to find
dnλc
dt
= Γa(nac +
16pi2
m3aβ
′nacnλc −
32pi2β′
3m3a
n2λc −
16pi2
m3a
n2λc)
which is the same as equation (32) of [19], as expected. In addition, we have the simplified equation that accounts
for radial distortion,
dnλd(t)
dt
=Γa(nac + nad +
16pi2
m3aβ
′nacnλc +
16pi2
m3aβ
′nacnλd +
16pi2
m3aβ
′nλcnad
− 32pi
2β′
3m3a
n2λc −
64pi2β′
3m3a
nλcnλd − 16pi
2
m3a
n2λc −
32pi2
m3a
nλcnλd) .
XI. SURFACE LOSS AND TOTAL PHOTON DENSITY
The surface loss of photon at r = r+ is
(dnλ)r+surface loss
=
1
2
× −dNλ
V
= −1
2
× nλdV∫ √|gij |dxidx2dx3 ,
where 12 accounts for the probability that in the tangent space of an event at the surface, the momentum of the photon
has positive radial component. In general, the surface loss rate Γs (at both r+ and r−) is proportional to the number
density,
(
dnλ
dt
)r+surface loss + (
dnλ
dt
)r−surface loss = −Γsnλ .
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For Schwarzschild spacetime,
(dnλ)r+surface loss
=− nλSc (dt)∫ √
(1− 2Mr )−1r2r2 sin2 θdrdθdφ
× 1
2
=− nλSc (dt)
4pi
∫ r+
r−
r2√
1− 2Mr
dr
× 1
2
≈− nλ
4pir2+
4pir3+
3 −
4pir3−
3
c (dt)× 1
2
.
Here since r  2M , (working to lowest order in d(r)) we used the approximation
√
1− 2Mr ∼ 1. Then the surface
loss at r+ is
(
dnλ
dt
)r+surface loss = −
3cr2+nλ
2(r3+ − r3−)
=− 3cr
2
+
2(r3+ − r3−)
[nλc(t)Θ(R− r) + nλd(t)d(r)] .
The surface loss of photon at r = r− can be neglected because photons would go back to the cluster unless being
captured by the black hole. r−  2M limits the possibility of incidents that photon falling into black hole. Define
the surface loss rate,
Γs = −
3cr2+
2(r3+ − r3−)
.
Surface loss rate for Reissner-Nordstro¨m spacetime can be obtained following similar procedures.
With surface loss included, the photon number density rate equation becomes
dnλc
dt
=Γa[nac +
16pi2
m3aβ
′nacnλc −
32pi2
3m3a
(β′ +
3
2
)n2λc]− Γsnλc .
dnλd
dt
=Γa[nac + nad +
16pi2
m3aβ
′ (nacnλc + nacnλd + nλcnad)
− 32pi
2
3m3a
(β′ +
3
2
)n2λc −
64pi2β′
3m3a
(β′ +
3
2
)nλcnλd]− Γsnλd .
Assuming that all reactions create and/or annihilate equal number of photons from each helicity state, n+c = n−c
and n+d = n−d. Hence nλc = 12nγc and nλd =
1
2nγd, and we find
dnγc
dt
=Γa[2nac +
16pi2
m3aβ
′nacnγc −
16pi2
3m3a
(β′ +
3
2
)n2γc]− Γsnγc .
and
dnγd
dt
=Γa[2nac + 2nad +
16pi2
m3aβ
′ (nacnγc + nacnγd + nγcnad)
− 16pi
2
3m3a
(β′ +
3
2
)n2γc −
32pi2
3m3a
(β′ +
3
2
)nγcnγd]− Γsnγd .
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The uniform and distorted axion number density rate equations are minus one half of the photon number density
rate equation, excluding sterile axions
dnac
dt
= −Γa[+nac + 8pi
2
m3aβ
′nacnγc −
8pi2
3m3a
β′n2γc] .
and
dnad
dt
=− Γa[+nac + nad + 8pi
2
m3aβ
′ (nacnγc + nacnγd + nγcnad)
− 8pi
2
3m3a
β′n2γc −
16pi2
3m3a
β′nγcnγd] .
Counting time in units of axion decay constant 1/Γa, then defining a new dimensionless variable ta = tΓa and
measuring volume in unit of axion Compton volume 16pi
2
m3a
, the system of rate equations can be expressed as
dnCγc
dta
= [2nCac +
1
β′
nCacn
C
γc −
1
3
(β′ +
3
2
)(nCγc)
2]− Γs
Γa
nCγc .
dnCac
dta
= [−nCac −
1
2β′
nCacn
C
γc +
β′
6
(nCγc)
2] .
dnCγd
dta
=2nCac + 2n
C
ad +
1
β′
(nCacn
C
γc + n
C
acn
C
γd + n
C
γcn
C
ad)
− 1
3
(β′ +
3
2
)(nCγc)
2 − 2
3
(β′ +
3
2
)nCγcn
C
γd −
Γs
Γa
nCγd .
dnCad
dta
=− nCac − nCad −
1
2β′
(nCacn
C
γc + n
C
acn
C
γd + n
C
γcn
C
ad)
+
β′
6
(nCγc)
2 +
β′
3
nCγcn
C
γd .
These equations are our main results. They can be applied in many circumstances.
XII. EXAMPLE: LASING AXIONS CLUSTERED NEAR A SOLAR MASS BLACK HOLE
The following example is meant to be illustrative but not necessarily physically motivated. Non the less it will help
place our results in context.
We have numerically solved the above system of rate equations for the case of a one solar mass, M = M
Schwarzschild black hole. (Although the mass of sun is below the minimum value required to form a black hole,
primordial black holes are allowed to have solar mass.) We assume there is a hadronic axion (∼ 3 eV) cluster
(Hadronic axions are not currently favored.) of diameter 600 m with roughly standard ice density 900 kg/m3 which
is equivalent to an initial axion number density of about 7.56× 1018 times the unit axion Compton number density.
If the cluster is placed at 40 AU (this corresponds to the radius of the Kuiper belt in solar system) from the black
hole, the relativity index becomes β′ = 2.156× 10−10. The uniform photon density nγc grows exponentially on a time
scale of 10−28/Γa. See Figures 1.
Since the distortion factor d(r) ∼ −2.465× 10−10 is very small (see Figure 2.), the total photon and axion number
density are affected very little. (See Figure 3.) The detailed photon radiation outcome, such as growth time and
pulse height, are highly dependent on the initial axion number density, as the surface loss would affect low density
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nγcC nacC
FIG. 1. The uniform axion density nac decreases exponentially on the same temporal scale as the photos.
32. 34. 36. 38. 40. 42.
ta (×10-28)
-2.
2.
n
C (×1020)
nγdC nadC
FIG. 2. The distorted photon density formed a sharp pulse. The distorted axion density also formed a sharp pulse with the
amplitude being the opposite of that of distorted photon.
axion clusters more noticeably than high density ones.
For the numerical calculation we assume the axion cluster is approximately a cylinder rather than spherical. Actually
it is a section of a cone of height 600 m, i.e., a frustum, which we get by including the factors Θ(θ)Θ(10−8 −
θ)Θ(φ)Θ(10−8 − φ) to constrain the axion and photon occupation numbers (15) and (17), since g00 in equation (14)
does not depend on the θ or φ if the black hole is of Schwarzschild or Reissner-Nordstro¨m type. Including these
factors makes our results applicable to asteroid size axion cluster. These factors will not change the β′. During the
lasing time scale, axions move only a few micrometer if the previous β′ is the maximum velocity of the axions. This
means that the axions would be confined in the region described by these Θ factors during lasing. Surface loss terms
may need to be changed here, therefore it is not guaranteed that every point in the cluster would lase as the figures
suggest, but some part of the cluster will. The purpose of the example presented here is only to demonstrate the
applicability of the method we have developed but not to provide an example of a realistic physical system. Other
examples are easily handled by this approach, for instance, ring type axion clusters are also able to be described by
our results by adding similar angular factors and changing surface loss terms as far as spherical symmetric metric is
concerned.
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FIG. 3. The total particle densities
XIII. DISCUSSION AND CONCLUSION
Axions are copiously produced at the QCD phase transition. A possible way to detect cosmological axions is through
the lasing of axion clusters. If axions are a component of the cold dark matter, then their density perturbations in the
early universe can grow to form highly over dense regions. If the density is high enough, then ambient photons from
the CBM or from axion spontaneous decay can cause these axion clumps to begin to undergo stimulated emission,
i.e., to lase [17–19].
Besides the initial density perturbations, other axion structures can form from the evolution of those perturbations,
e.g., caustics from the infall of galactic axions [24, 25]. Yet another possibility is that axions can be produced via a
Penrose type process in the neighborhood of primordial black holes (PBHs). Such black holes could be another result
of early universe density perturbations which may come from axions, but could also have other origins. If the PBHs
have angular momentum, which would be most likely but not necessarily due to mergers, and if their masses are in
the right range MBH ∼ λ−1C , where λC is the Compton wave length of the axion, then superradience can lead to axion
in an n, `,m = 2, 1, 1 hydrogenlike orbit around these primordial Kerr black holes. Again, if the axion density is high
enough, then lasing can commence. Such objects have been proposed as the source of fast radio bursts (FRBs) [26].
Other axion lasing mechanisms for FRBs have been suggested in [27, 28].
The results given here will allow us to improve on a broad class of models of lasing axion clusters in static spacetimes.
The results also hold for the nonstatic case when the lasing happens so fast that the static approximation holds. The
improvements include both special and general relativistic corrections. We plan to study specific physically relevant
examples in future work.
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XIV. APPENDIX: SOME CALCULATIONAL DETAILS
In this appendix we give some of the calculational details that were avoided in the text in order to allow the
discussion to flow more naturally.
A. General form for dXSCMS
First we provide the details of the dXSCMS calculation who’s general form is
dXSCMS
=
√
|g|
∫ +∞
p0=0
dp0dp1dp2dp3δ[g00(p
0)2 + gijp
ipj +m2]
which can be rewritten as
dXSCMS
=
√
|g|dp1dp2dp3
∫ +∞
0
dp0
× δ[g00(p0 −
√
gijpipj +m2
−g00 )(p
0 +
√
gijpipj +m2
−g00 )]
and then using the properties of the Dirac δ-function we obtain
dXSCMS
=
√
|g|dp1dp2dp3
∫ +∞
0
dp0
× [ 1
−2g00
√
gijpipj+m2
−g00
δ(p0 −
√
gijpipj +m2
−g00 )
+
1
−2g00
√
gijpipj+m2
−g00
δ(p0 +
√
gijpipj +m2
−g00 )].
Carrying out the integral then leads to the final form
dXSCMS
=
√|g|dp1dp2dp3
2
√−g00
√
gijpipj +m2
=
√−g00||gij ||dp1dp2dp3
2
√−g00
√−g00(p0)2
=
√||gij ||dp1dp2dp3
2
√−g00p0 ,
where |gij | is the determinant of the metric at the 3-surface dx0 = 0 in the static spacetime of ds2 = g00(dx0)2 +
gijdx
idxj .
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B. Integration in k1 space
We integrate the ki1 part first,
2k0
dfλ(k
i)
dt
=
4maΓa
pi
∫
(gij
pipj
m2a
+ 1)−1/2
√||gij ||dp1dp2dp3
2
√−g00p0
×
∫ √||gij ||dk11dk21dk31
2
√−g00k01
1√|g|δ(p0 − k0 − k01)
× δ(p1 − k1 − k11)δ(p2 − k2 − k21)δ(p3 − k3 − k31)
× {fa(pi)[1 + fλ(ki) + fλ(ki1)]− fλ(ki)fλ(ki1)}.
The only function that depends on k11, k
2
1 and k
3
1 is fλ(k
i
1) = fλ(k
1
1, k
2
1, k
3
1). Therefore, after the three δ function are
integrated, fλ(k
i
1) will change to fλ(p
1 − k1, p2 − k2, p3 − k3) = fλ(pi − ki).
k01 is an implicit function of k
1
1, k
2
1 and k
3
1 as given by the photon energy momentum relation (8). After integration
k01 would change to
k01 →
√
gij(pi − ki)(pj − kj)
−g00 ,
where gij(p
i − ki)(pj − kj) is the square of the magnitude of the 3-momentum pi − ki. Given that g = −g00|gij |, we
now have
2k0
dfλ(k
i)
dt
=
4maΓa
pi
∫
(gij
pipj
m2a
+ 1)−1/2
√||gij ||dp1dp2dp3
2
√−g00p0
× 1
2
√
gij(pi − ki)(pj − kj)
1√−g00
× δ[p0 − k0 −
√
gij(pi − ki)(pj − kj)
−g00 ]
× {fa(pi)[1 + fλ(ki) + fλ(pi − ki)]− fλ(ki)fλ(pi − ki)}.
From equation (9), gijp
ipj can be rewritten in terms of p0,
(gij
pipj
m2a
+ 1)−1/2 =
ma√−g00p0 .
The equation above becomes
2k0
dfλ(k
i)
dt
=
4maΓa
pi
∫
ma√−g00p0
√||gij ||dp1dp2dp3
2
√−g00p0
× 1
2
√
gij(pi − ki)(pj − kj)
1√−g00
× δ[p0 − k0 −
√
gij(pi − ki)(pj − kj)
−g00 ]
× {fa(pi)[1 + fλ(ki) + fλ(pi − ki)]− fλ(ki)fλ(pi − ki)} .
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Canceling common factors, we arrive at
2k0
dfλ(k
i)
dt
=
4maΓa
pi(−g00)
∫
ma
p0
√||gij ||dp1dp2dp3
2
√−g00p0
× 1
2
√
gij(pi − ki)(pj − kj)
× δ[p0 − k0 −
√
gij(pi − ki)(pj − kj)
−g00 ]
× {fa(pi)[1 + fλ(ki) + fλ(pi − ki)]− fλ(ki)fλ(pi − ki)} . (19)
C. Integration in pi space with isotropic occupation number and Riemann normal coordinates
Here, we can proceed to integrate if occupation numbers are assumed to be isotropic. Occupation numbers depend
on the 3-momentum only through its norm,
fa(p
i) =fa(
√
gijpipj)
fλ(k
i) =fλ(
√
gijkikj) .
Note that the isotropic assumption reduces to spherical symmetry in Schwarzschild spacetime. (Spherical symmetry
does not imply that f(pi) = f(pr) which suggests that the occupation number depends on the component pr only.
On the contrary, this f(pr) is not a valid occupation number because it puts no restriction on the other components
and results in a divergence.) Applying the isotropic assumption to equation (19) results in
2k0
dfλ(
√
gijkikj)
dt
=
4maΓa
pi(−g00)
∫
ma
p0
√||gij ||dp1dp2dp3
2
√−g00p0
× 1
2
√
gij(pi − ki)(pj − kj)
× δ[p0 − k0 −
√
gij(pi − ki)(pj − kj)
−g00 ]
× {fa(
√
gijpipj)[1 + fλ(
√
gijkikj)
+ fλ
(√
gij(pi − ki)(pj − kj)
)
]
− fλ(
√
gijkikj)fλ
(√
gij(pi − ki)(pj − kj)
)
} .
Equation (19) is valid at event P0(tP0 , xiP0). On the 3-surface ds2 = gijdxidxj , at point P0 we employ Riemann
normal coordiantes xiR on an infinitesimal small patch around P0. We write the metric on the infinitesimal 3-patch
in these coordinates as
ds2 = Gij(xR)dxiRdxjR .
None of the temporal components are subject to change in equation (19), because the Riemann normal coordiantes
are employed on the 3-surface. But the coordinate labels have to be changed from (t, xi) to P0, to remind us that we
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are focusing on the physics only at P0. Hence we will make the following replacements
k0(t, x1, x2, x3) ⇒ k0
∣∣∣
P0
p0(t, x1, x2, x3) ⇒ p0
∣∣∣
P0
g00(t, x
1, x2, x3) ⇒ g00
∣∣∣
P0
.
If there is no isotropic assumption, the occupation numbers would depend on each momentum spatial component
pi. But in general we do not know how pi change under generic Riemann normal coordinates. It is just some
generic function pi = F (xR, pR), where pR is the corresponding momentum in Riemann normal coordinates. Further
calculations are difficult without specific assumptions.
The isotropic assumption is required so that the spatial quantites in equation (19) can be written in general
covariant form (general covariant only on the 3-surface). General covariant quantities keep their form when switching
to Riemann normal coordinates xiR, √
||gij ||dp1dp2dp3 ⇒
√
||Gij ||dp1Rdp2Rdp3R
∣∣∣
P0√
gij(pi − ki)(pj − kj) ⇒
√
Gij(piR − kiR)(pjR − kjR)
∣∣∣
P0√
gijpipj ⇒
√
GijpiRpjR
∣∣∣
P0√
gijkikj ⇒
√
GijkiRkjR
∣∣∣
P0
.
With these substitutions equation (19) becomes
2k0
∣∣∣
P0
dfλ(
√
GkiRkjR
∣∣∣
P0
,P0)
dt
=
4maΓa
pi(−g00
∣∣∣
P0
)
∫
ma
p0
∣∣∣
P0
√||Gij ||dp1Rdp2Rdp3R∣∣∣P0
2
√
−g00
∣∣∣
P0
p0
∣∣∣
P0
× 1
2
√
Gij(piR − kiR)(pjR − kjR)
∣∣∣
P0
× δ[p0
∣∣∣
P0
− k0
∣∣∣
P0
−
√
Gij(piR − kiR)(pjR − kjR)
−g00
∣∣∣
P0
]
× {fa(
√
GijpiRpjR
∣∣∣
P0
)[1 + fλ(
√
GijkiRkjR
∣∣∣
P0
)
+ fλ
(√
Gij(piR − kiR)(pjR − kjR)
∣∣∣
P0
)
]
− fλ(
√
GijkiRkjR
∣∣∣
P0
)fλ
(√
Gij(piR − kiR)(pjR − kjR)
∣∣∣
P0
)
} .
The metric Gij at point P0 in Riemann normal coordinates xiR is Gij
∣∣∣
P0
= (+1,+1,+1), which means at point P0
on the 3-surface, the space is Euclidean. So the momentum differential volume at point P0 can be expressed as√
||Gij ||dp1Rdp2Rdp3R
∣∣∣
P0
= |~pR|2d|~pR|d(− cos θR)d(φR)
∣∣∣
P0
.
where |pR| is the magnitude of the 3-momentum, which is invariant under the coordinate change
|~pR|2
∣∣∣
P0
= GijpiRpjR
∣∣∣
P0
= gijp
ipj
∣∣∣
P0
.
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Rewriting other quantities using the Euclidean notation, gives√
GijpiRpjR
∣∣∣
P0
=|~pR|
∣∣∣
P0√
GijkiRkjR
∣∣∣
P0
=|~kR|
∣∣∣
P0√
Gij(piR − kiR)(pjR − kjR)
∣∣∣
P0
=|~pR − ~kR|
∣∣∣
P0
,
The law of cosines still hold at the event P0,
|~pR − ~kR|2
∣∣∣
P0
= |~pR|2
∣∣∣
P0
+ |~kR|2
∣∣∣
P0
− 2 cos θR
∣∣∣
P0
|~pR|
∣∣∣
P0
|~kR|
∣∣∣
P0
. (20)
The photon 3-momentum ~kR is an independent variable in the 3-Euclidean space around the event P0. As far as the
integration process is concerned, we have the freedom to choose that in this 3-Euclidean space, the angle formed by
~pR and ~kR is θR, or in other words, ~kR = |~kR|~ez.
With the isotropic assumption, the evolution equation becomes
2k0
∣∣∣
P0
dfλ(|~kR|
∣∣∣
P0
,P0)
dt
=
4maΓa
pi(−g00
∣∣∣
P0
)
∫
ma
p0
∣∣∣
P0
|~pR|2d|~pR|d(− cos θR)d(φR)
∣∣∣
P0
2
√
−g00
∣∣∣
P0
p0
∣∣∣
P0
× 1
2|~pR − ~kR|
∣∣∣
P0
× δ(p0
∣∣∣
P0
− k0
∣∣∣
P0
− |~pR −
~kR|√−g00
∣∣∣
P0
)
× {fa(|~pR|
∣∣∣
P0
)[1 + fλ(|~kR|
∣∣∣
P0
) + fλ(|~pR − ~kR|
∣∣∣
P0
)]
− fλ(|~kR|
∣∣∣
P0
)fλ(|~pR − ~kR|
∣∣∣
P0
)} .
φR
∣∣∣
P0
is directly integrated to yield
2k0
∣∣∣
P0
dfλ(|~kR|
∣∣∣
P0
,P0)
dt
=
4maΓa
(−g00
∣∣∣
P0
)
∫
ma
p0
∣∣∣
P0
|~pR|2d|~pR|d(− cos θR)
∣∣∣
P0√
−g00
∣∣∣
P0
p0
∣∣∣
P0
× 1
2|~pR − ~kR|
∣∣∣
P0
× δ(p0
∣∣∣
P0
− k0
∣∣∣
P0
− |~pR −
~kR|√−g00
∣∣∣
P0
)
× {fa(|~pR|
∣∣∣
P0
)[1 + fλ(|~kR|
∣∣∣
P0
) + fλ(|~pR − ~kR|
∣∣∣
P0
)]
− fλ(|~kR|
∣∣∣
P0
)fλ(|~pR − ~kR|
∣∣∣
P0
)} .
Equation (9) at point P0 reads
m2 + GijpiRpjR
∣∣∣
P0
= m2 + |~pR|2
∣∣∣
P0
= −g00(p0)2
∣∣∣
P0
,
which gives a differential relation at P0
|~pR|d|~pR|
∣∣∣
P0
= −g00p0dp0
∣∣∣
P0
.
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From the law of cosines (20), there is another differential relation which tells us how the magnitude |~pR−~kR| changes
when we change the angle θR formed by ~pR and ~kR at P0,
|~pR − ~kR|d|~pR − ~kR|
∣∣∣
P0
= |~pR||~kR|d(− cos θR)
∣∣∣
P0
.
Replacing d(− cos θR) with d|~pR − ~kR|, |~pR|d|~pR| with −g00p0dp0, and changing the argument of the δ function, we
have
2k0
∣∣∣
P0
dfλ(|~kR|
∣∣∣
P0
,P0)
dt
=
4maΓa
(−g00
∣∣∣
P0
)
∫
ma
p0
∣∣∣
P0
(−g00)p0dp0 |~pR − ~kR|d|~pR − ~kR|
∣∣∣
P0√
−g00
∣∣∣
P0
p0
∣∣∣
P0
|~kR|
∣∣∣
P0
× 1
2|~pR − ~kR|
∣∣∣
P0
×√−g00
∣∣∣
P0
× δ(|~pR − ~kR|
∣∣∣
P0
−√−g00(p0 − k0)
∣∣∣
P0
)
× {fa(|~pR|
∣∣∣
P0
)[1 + fλ(|~kR|
∣∣∣
P0
) + fλ(|~pR − ~kR|
∣∣∣
P0
)]
− fλ(|~kR|
∣∣∣
P0
)fλ(|~pR − ~kR|
∣∣∣
P0
)} .
After canceling common factors in numerators and denominators, integrating the |~pR−~kR| part, the previous equation
becomes
k0
∣∣∣
P0
dfλ(|~kR|
∣∣∣
P0
,P0)
dt
= maΓa
∫
ma
p0
∣∣∣
P0
dp0
∣∣∣
P0
|~kR|
∣∣∣
P0
×{fa(|~pR|
∣∣∣
P0
)[1 + fλ(|~kR|
∣∣∣
P0
) + fλ
(√−g00(p0 − k0)∣∣∣P0
)
]
−fλ(|~kR|
∣∣∣
P0
)fλ
(√−g00(p0 − k0)∣∣∣P0
)
} .
The rate of change of photon occupation number at P0 is then
dfλ(|~kR|
∣∣∣
P0
,P0)
dt
=
maΓa
k0|~kR|
∣∣∣
P0
∫
ma
p0
∣∣∣
P0
dp0
∣∣∣
P0
×{fa(|~pR|
∣∣∣
P0
)[1 + fλ(|~kR|
∣∣∣
P0
) + fλ
(√−g00(p0 − k0)∣∣∣P0
)
]
−fλ(|~kR|
∣∣∣
P0
)fλ
(√−g00(p0 − k0)∣∣∣P0
)
} .
Now the rate equation is given at event P0(tP0 , xiP0) where the metric is Euclidean, using Riemann normal coordi-
nates xiR on the 3-surface. The norms of 3-momenta keep the same value, regardless of which coordinates were used.
We can converte from Riemann normal coordinates xiR back to general coordinates, via the following substitutions√
gijpipj
∣∣∣
P0
⇐
√
GijpiRpjR
∣∣∣
P0
= |~pR|
∣∣∣
P0√
gijkikj
∣∣∣
P0
⇐
√
GijkiRkjR
∣∣∣
P0
= |~kR|
∣∣∣
P0
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gij(pi − ki)(pj − kj)
∣∣∣
P0
⇐
√
Gij(piR − kiR)(pjR − kjR)
∣∣∣
P0
= |~pR − ~kR|
∣∣∣
P0
and
k0
∣∣∣
P0
=
√
gijkikj
−g00
∣∣∣
P0
.
The reason we can use Riemann normal coordinate and convert back is that, the equations do not depend on the
specific Riemann normal coordinates we are using, and where the event point is located. All the relevant variables can
be written in covariant form. We can go through the same process at event P1(tP1 , xiP1), P2(tP2 , xiP2) using Riemann
normal coordinates xiR1 and x
i
R2 respectively, and then obtain equations of the same form. Thus we arrive at
dfλ(
√
gijkikj
∣∣∣
P0
,P0)
dt
=
maΓa
√−g00
∣∣∣
P0
gijkikj
∣∣∣
P0
∫
ma
p0
∣∣∣
P0
dp0
∣∣∣
P0
× {fa(
√
gijpipj
∣∣∣
P0
)[1 + fλ(
√
gijkikj
∣∣∣
P0
)
+ fλ
(√−g00(p0 − k0)∣∣∣P0
)
]
− fλ(
√
gijkikj
∣∣∣
P0
)fλ
(√−g00(p0 − k0)∣∣∣P0
)
} .
If the event P0(tP0 , xiP0) is not at a special point in spacetime, then we should have this equation at any location xα,
dfλ(
√
gijkikj)
dt
=
maΓa
√−g00
gijkikj
∫
ma
p0
dp0 × {fa(
√
gijpipj)
[1 + fλ(
√
gijkikj) + fλ
(√−g00(p0 − k0))]
− fλ(
√
gijkikj)fλ
(√−g00(p0 − k0))} .
We note the factor of
√−g00 is from the gravitational redshift which corrects the time difference between the clock
in the lab and the clock at the location the axion. The factor map0 is due to special relativity correction.
D. Integration over |ki1| |ki|
We choose not to impose the approximations on eq. (13) used in [19]. There the axions were treated as non-
relativistic, so the maximum momentum of the axion maγβ beame maβ. If we imposed this condition here, then due
to the small value of β′ derived previously, we find
√−g00p0 =
√
m2a + gijp
ipj ∼ ma, and (13) would become,
dnλ
dt
=
maΓa
√−g00
2pi2
∫ ∫
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)d(
√
gijkikj)
× {fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
[1 + fλ(
√
gijkikj)
+ fλ(
√
gijki1k
j
1)]− fλ(
√
gijkikj)fλ(
√
gijki1k
j
1)} .
This approximation drops the special relativity correction, which account for the time difference between the clock of
a stationary observer at xi and the intrinsic clock of the axion.
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But since we have decided to keep this time dilation factor, we start with (13).
dnλ
dt
=
maΓa
√−g00
2pi2
∫ ∫
m2a
4
√
gijk
ikj
ma√
gijkikj +
√
gijki1k
j
1
× {fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
[1 + fλ(
√
gijkikj)
+ fλ(
√
gijki1k
j
1)]− fλ(
√
gijkikj)fλ(
√
gijki1k
j
1)}
× d(
√
gijki1k
j
1)d(
√
gijkikj) .
The first integral is
∫
d(
√
gijkikj)
∫
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
ma√
gijkikj +
√
gijki1k
j
1
fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
=
∫
d(
√
gijkikj)
∫ ma√1+β′2−√gijkikj
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
ma√
gijkikj +
√
gijki1k
j
1
[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
=
∫
d(
√
gijkikj)[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
×ma ln(
√
gijkikj +
√
gijki1k
j
1)
∣∣∣∣ma
√
1+β′2−
√
gijkikj
m2a
4
√
gijk
ikj
=ma
∫
d(
√
gijkikj)[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
× [ln(ma
√
1 + β′2)− ln(
√
gijkikj +
m2a
4
√
gijkikj
)]
Now let
z =
√
gijkikj
z± =
√
gijkikj±
=
ma
2
(
√
1 + β′2 ± β′) ,
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so that the first integral becomes
=ma
∫
dz[ln(ma
√
1 + β′2)− ln(z + m
2
a
4z
)]
× [fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
=ma[
∫
ln(4ma
√
1 + β′2z)dz −
∫
ln(4z2 +m2a)dz]
× [fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
=ma{[z ln(4ma
√
1 + β′2z)− z]
∣∣∣∣+
−
− [ma arctan 2z
ma
− 2z + z ln(4z2 +m2a)]
∣∣∣∣+
−
}
× [fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
=ma{[z ln(4ma
√
1 + β′2z)− z ln(4z2 +m2a)
+ z −ma arctan 2z
ma
]
∣∣∣∣+
−
}
× [fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)]
where using
[z ln(4ma
√
1 + β′2z)]
∣∣∣∣+
−
=maβ
′ ln(2m2a
√
1 + β′2)
+
ma
2
√
1 + β′2 ln[
√
1 + β′2 + β′√
1 + β′2 − β′ ]
and
z ln(4z2 +m2a)
∣∣∣∣+
−
=
ma
2
√
1 + β′2 ln[
(
√
1 + β′2 + β′)2 + 1
(
√
1 + β′2 − β′)2 + 1]
+maβ
′ ln(2m2a
√
1 + β′2)
as well as
[z ln(4ma
√
1 + β′2z)]− z ln(4z2 +m2a)
∣∣∣∣+
−
= 0
and
z −ma arctan 2z
ma
∣∣∣∣+
−
=ma[β
′ + arctan(
√
1 + β′2 − β′)− arctan(
√
1 + β′2 + β′)]
=ma[β
′ + (
pi
4
− β
′
2
+
β′3
6
− β
′5
10
+ ...)
− (pi
4
+
β′
2
− β
′3
6
+
β′5
10
+ ...)] = ma
β′3
3
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the first integral finally reduces to
∫
d(
√
gijkikj)
∫
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
ma√
gijkikj +
√
gijki1k
j
1
fa(
√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a)
=
m2aβ
′3
3
[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)] .
Using a similar procedure we find that the second integral is
∫
d(
√
gijkikj)
∫
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
ma√
gijkikj +
√
gijki1k
j
1
fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
fλ(
√
gijkikj)
=
∫
d(
√
gijkikj)
∫ ma√1+β′2−√gijkikj
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
× ma√
gijkikj +
√
gijki1k
j
1
× {fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ [(fac(t)fλd(t) + fad(t)fλc(t))d(r)]}
=ma{[z ln(4ma
√
1 + β′2z)− z ln(4z2 +m2a)
+ z −ma arctan 2z
ma
]
∣∣∣∣+
−
}
× {fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ [fac(t)fλd(t) + fad(t)fλc(t)]d(r)}
=
m2aβ
′3
3
{fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ [fac(t)fλd(t) + fad(t)fλc(t)]d(r)} .
Here terms which are second or higher order of the distortion d(r) are dropped. Because the distortion is expected to
be small when the locations of all the interactions are far away from the event horizon.
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Likewise, the third integral is
∫
d(
√
gijkikj)
∫
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
ma√
gijkikj +
√
gijki1k
j
1
fa
(√
(
√
gijkikj +
√
gijki1k
j
1)
2 −m2a
)
fλ(
√
gijki1k
j
1)
=ma{[z ln(4ma
√
1 + β′2z)− z ln(4z2 +m2a)
+ z −ma arctan 2z
ma
]
∣∣∣∣+
−
}
× {fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ [fac(t)fλd(t) + fad(t)fλc(t)]d(r)}
=
m2aβ
′3
3
{fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ [fac(t)fλd(t) + fad(t)fλc(t)]d(r)} .
The last integral splits into two parts: back reactions produce normal axions with
√
gij(r)pipj ≤ maβ′ and sterile
axions with
√
gij(r)pipj > maβ
′.
∫
d(
√
gijkikj)
∫
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
× ma√
gijkikj +
√
gijki1k
j
1
fλ(
√
gijkikj)fλ(
√
gijki1k
j
1)
=
∫
d(
√
gijkikj)
∫ ma√1+β′2−√gijkikj
m2a
4
√
gijk
ikj
d(
√
gijki1k
j
1)
× ma√
gijkikj +
√
gijki1k
j
1
+
ma√
gijkikj +
√
gijki1k
j
1
×
∫
d(
√
gijkikj)
∫ √gijkikj+
ma
√
1+β′2−
√
gijkikj
d(
√
gijki1k
j
1)
× [f2λc(t)Θ(r+ − r)Θ(r − r−) + 2fλc(t)fλd(t)d(r)]
=m2a(
β′3
3
+
β′2
2
)[f2λc(t)Θ(r+ − r)Θ(r − r−)
+ 2fλc(t)fλd(t)d(r)]
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The integral which accounts for the sterile axions is worked out as follows,∫
d(
√
gijkikj)
∫ √gijkikj+
ma
√
1+β′2−
√
gijkikj
d(
√
gijki1k
j
1)
× ma√
gijkikj +
√
gijki1k
j
1
=ma
∫
d(
√
gijkikj)[ln(
√
gijkikj +
ma
2
(
√
1 + β′2 + β′))
− ln(ma
√
1 + β′2)]
=ma{[z + ma
2
(
√
1 + β′2 + β′)] ln[z +
ma
2
(
√
1 + β′2 + β′)]
− z − z ln(ma
√
1 + β′2)}
∣∣∣∣+
−
=ma{ma(
√
1 + β′2 + β′) ln[ma(
√
1 + β′2 + β′)]
−ma
√
1 + β′2 ln[ma
√
1 + β′2]
−maβ′ −maβ′ ln(ma
√
1 + β′2)}
=m2a[(
√
1 + β′2 + β′) ln(
√
1 + β′2 + β′√
1 + β′2
)− β′]
=m2a[(β
′ +
β′2
2
− β
′3
6
+ ...)− β′] ≈ m2a
β′2
2
.
Substituting all four integrals into rate equation, we finally arrive at
dnλ
dt
=
maΓa
2pi2
√−g00
× {m
2
aβ
′3
3
[fac(t)Θ(r+ − r)Θ(r − r−) + fad(t)d(r)
+ 2fac(t)fλc(t)Θ(r+ − r)Θ(r − r−)
+ 2(fac(t)fλd(t) + fad(t)fλc(t))d(r)
− f2λc(t)Θ(r+ − r)Θ(r − r−)− 2fλc(t)fλd(t)d(r)]
− m
2
aβ
′2
2
[f2λc(t)Θ(r+ − r)Θ(r − r−) + 2fλc(t)fλd(t)d(r)]} .
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