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Abstract
Standard Model contributions to neutral B meson mixing begin at the one loop level where they are further
suppressed by a combination of the GIM mechanism and Cabibbo suppression. This combination makes B
meson mixing a promising probe of new physics, where as yet undiscovered particles and/or interactions can
participate in the virtual loops.
Relating underlying interactions of the mixing process to experimental observation requires a precise
calculation of the non-perturbative process of hadronization, characterized by hadronic mixing matrix ele-
ments. This thesis describes a calculation of the hadronic mixing matrix elements relevant to a large class
of new physics models. The calculation is performed via lattice QCD using the MILC collaboration’s gauge
configurations with 2 + 1 dynamical sea quarks.
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Chapter 1
The Standard Model
1.1 Particles and gauge symmetries
The Standard Model (SM) is a SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge theory that describes, with great success,
observed electroweak and strong interactions. The fermions of the SM come in three generations, or flavors,
labeled here by index i = 1, 2, 3
qILi(3, 2) 1
6
, uIRi(3, 1) 2
3
, dIRi(3, 1)− 1
3
, lILi(1, 2)− 1
2
, eIRi(1, 1)−1 (1.1)
where, for example, the left handed quark, qILi(3, 2) 16 , is a triplet under SU(3)C , a doublet under SU(2)L,
and has hypercharge 1/6. The superscript I indicates an eigenstate of the interaction basis.
To preserve invariance under the SM gauge groups, the kinetic terms in the SM Lagrangian density are
built with the gauge covariant derivative
Dµ = ∂µ + igsG
µ
aLa + igW
µ
b Tb + ig
′BµY, (1.2)
where gs, g, and g
′ are the strong, weak, and hypercharge gauge couplings, respectively. The eight Gµa are
the SU(3)C octet of gluons responsible for mediating the strong interaction and La are generators of SU(3)C
(3 × 3 Gell-Mann matrices for the SU(3)C triplet quark fields, and 0 for SU(3)C singlets). The three Wµb
are the triplet of weak gauge bosons responsible for mediating the unbroken SU(2)L gauge interaction and
Tb are generators of SU(2)L (2 × 2 Pauli matrices for the SU(2)L doublet fields, 0 for the right-handed
SU(2)L singlets). B
µ is the hypercharge gauge boson responsible for mediating the unbroken U(1)Y gauge
interaction and Y is the hypercharge of Eq. (1.1). The resulting kinetic terms in the Lagrangian density are
1
given by
LkineticSM = iq¯ILiγµ
(
∂µ + igsG
µ
aLa + igW
µ
b Tb +
i
6
g′Bµ
)
qILi
+ il¯ILiγµ
(
∂µ + igWµb Tb −
i
2
g′Bµ
)
lILi + · · · (1.3)
where the ellipses contain kinetic terms for bosonic SM particles.
In addition to the fermions and gauge bosons, we consider here the standard, minimal extension to the SM
to generate spontaneous electroweak symmetry breaking (EWSB) by introducing a Higgs SU(2)L doublet,
φ(1, 2) 1
2
. The presence of a fundamental scalar to achieve EWSB has not been confirmed and alternatives
(eg. technicolor theories [1, 2] in which a dynamically broken, strongly coupled gauge theory generates a
pseudo Nambu Goldstone boson that plays the role of the Higgs) seem more likely with each update to the
Higgs exclusion bounds [3, 4]. Independent of the mechanism, EWSB due to the presence of a Higgs-like
particle or condensate is generally accepted. In the framework of the minimally extended SM considered
here, all particles are massless prior to EWSB.
Higgs and Yukawa interactions in the SM (those interactions that will, upon spontaneous symmetry
breaking, be responsible for generating SM masses) are encoded in the following terms of the SM Lagrangian
density
LHiggs,YukawaSM = µ2φ†φ− λ(φ†φ)2
− Y uij q¯ILiφ∗uIRj − Y dij q¯ILiφdIRj + h.c.
− Y lij l¯ILiφeIRj + h.c. (1.4)
Y u,d are 3 × 3 complex matrices with 10 physical parameters corresponding to six quark masses and four
parameters that will form the CKM matrix, and  is the antisymmetric 2 × 2 matrix. Y l is a 3 × 3 matrix
with three physical parameters corresponding to the masses of the three charged leptons.
1.2 Electroweak symmetry breaking
The Higgs gets a vacuum expectation value, 〈φ〉 = (0, v/√2) where v ≈ 246 GeV, spontaneously breaking
the SM gauge group
SU(3)C ⊗ SU(2)L ⊗ U(1)Y −→ SU(3)C ⊗ U(1)EM . (1.5)
2
The gluons of the unbroken SU(3)C remain massless. Of the four gauge bosons, W
µ
b and B
µ, representing
SU(2)L ⊗ U(1)Y , one admixture (the photon) corresponding to the unbroken U(1)EM remains massless.
Admixtures of gauge bosons corresponding to the three broken gauge degrees of freedom form the massive
W±µ and Z
0
µ, mediators of the weak interaction.
In addition to the three gauge bosons, the quarks and charged leptons also acquire masses from EWSB.
Focusing on the quarks, the mass matrices that results from Eq. (1.4) are in the basis of weak eigenstates and
are not diagonal. Diagonalizing the Y u,d with the unitary matrices, Uu,dL,R, gives the diagonal mass matrices
Mu,d = Uu,dL Y
u,d (Uu,dR )
† v/
√
2 (1.6)
and quark mass eigenstates
qLi = (U
q
L)ijq
I
Lj , and qRi = (U
q
R)ijq
I
Rj , where q = u, d. (1.7)
Interactions between quarks and SU(2)L ⊗ U(1)Y gauge bosons of Eq. (1.3) are governed by
LqI−Wµ,BµSM = −q¯ILi
(
gγµW
µ
b Tb +
g′
6
Bµ
)
qILi. (1.8)
After EWSB, we rewrite the SU(2)L ⊗ U(1)Y gauge bosons, Wµb and Bµ, in linear combinations that
correspond to the massless photon and the three massive weak gauge bosons, W±µ and Z
0
µ. In the mass
basis, the charged current interactions of the quarks and the W±µ are
Lq−W
±
µ
SM = −
g√
2
u¯Liγ
µ(UuLU
d†
L )ijdLjW
+
µ + h.c. (1.9)
1.3 The CKM matrix
The unitary 3× 3 matrix UuLU †dL is defined as the Cabibbo-Kobayashi-Maskawa (CKM) matrix,
VCKM = U
u
LU
d†
L =


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 . (1.10)
An alternate parameterization, called the Wolfenstein parameterization, makes explicit the fact that there are
only four physical parameters in VCKM , illustrates its hierarchical structure, and enforces the SM assumption
3
of unitarity. Following PDG [5] notation for the Wolfenstein parameterization, we define VCKM in terms of
the four parameters λ, A, ρ, and η,
VCKM =


1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4), (1.11)
where λ = |Vus|/
√|Vud|2 + |Vus|2 ≈ 0.23, ρ¯+ iη¯ = −(VudV ∗ub)/(VcdV ∗cb), and A = |Vcb|/(λ|Vus|).
VCKM permits charged-current, flavor-changing interactions mediated by the W
±
µ . Interactions between
the quarks and neutral Z0µ, for left-handed up type quarks in the mass basis, are governed by
Lq−Z
0
µ
SM = −
g
cos θW
(
1
2
− 2
3
sin2 θW
)
u¯Liγ
µuLj(U
u
L)ik(U
u†
L )kj Z
0
µ
= − g
cos θW
(
1
2
− 2
3
sin2 θW
)
u¯Liγ
µuLi Z
0
µ (1.12)
where unitarity of the Uu,dR,L gives (U
u
L)ik(U
u†
L )kj = δij , preventing flavor-changing neutral current (FCNC)
interactions. This result holds for the down type quarks as well.
Unitarity of VCKM (VCKMV
†
CKM = 1) implies that rowi·row∗j = coli·col∗j = δij . Of particular significance
to B mixing are the relations
VuqV
∗
ub + VcqV
∗
cb + VtqV
∗
tb = 0, where q = d, s. (1.13)
These expressions, three complex numbers adding to zero, can be expressed graphically as triangles in the
complex plane. The resultant triangles are the so-called Unitarity Triangles. One triangle, for q = d, has
sides of roughly the same length and the greatest number of relevant experimental measurements. It is
typically referred to as “the Unitary Triangle” and is shown, in the complex ρ¯ − η¯ plane, in Fig. 1.1 with
angles given by
α = arg
(
− VtdV
∗
tb
VudV ∗ub
)
, β = arg
(
−VcdV
∗
cb
VtdV ∗tb
)
, and γ = arg
(
−VudV
∗
ub
VcdV ∗cb
)
. (1.14)
4
∣∣∣∣VudV ∗ubVcdV ∗cb
∣∣∣∣
∣∣∣∣VtdV ∗tbVcdV ∗cb
∣∣∣∣
(ρ¯, η¯)
α
βγ
(0, 0) (1, 0)
Figure 1.1: The Unitarity Triangle (ie. VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0) in the complex ρ¯ – η¯ plane. Figure
adapted from Ref. [6].
The magnitudes of the elements of VCKM have been determined to be [5]


|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|

 =


0.97425± 0.00022 0.2252± 0.0009 (3.89± 0.44)× 10−3
0.230± 0.011 1.023± 0.036 (40.6± 1.3)× 10−3
(8.4± 0.6)× 10−3 (38.7± 2.1)× 10−3 0.88± 0.07

 . (1.15)
Entries for |Vtd| and |Vts| come from B mixing measurements (ie. Eq. (2.4)) combined with lattice QCD
SM input via Eq. (3.15), and the assumption that |Vtb| = 1 (roughly equivalent to assuming third row
unitarity). All other entries are free of unitarity constraints. In particular, the reported value for |Vtb| has
been determined directly from top quark decays and is ∼ 1σ less than the value implied by |Vtd|, |Vts|, and
unitarity.
The general success of the CKM description of SM flavor physics means new physics scenarios (eg.
EWSB via other than a fundamental scalar) are tightly constrained. They must reproduce observed levels
of unitarity in flavor-changing charged- and suppression in flavor-changing neutral-current interactions. The
dilema this poses for generic new physics scenarios is referred to as the new physics flavor problem [6]. Better
precision for nonperturbative input to new physics theory predictions means more leverage for flavor physics
to sort out what lies beyond the SM.
5
Chapter 2
Motivation for improved precision
2.1 Theory
W±
t, c, u
W∓
t, c, uq b
b q W±
t, c, u t, c, u
W∓q b
b q
Figure 2.1: Leading order Feynman diagrams for SM B0q mixing, where q ∈ {d, s}.
B mixing calculations and experimental measurements are motivated by the simple fact that the SM
contribution to B mixing is small. The SM contribution is small because it begins at the loop level where
its further suppressed by a combination of the GIM mechanism and Cabibbo suppression. This opens the
door for the possibility of relatively sizeable new physics contributions.
Fig. 2.1 shows the leading order, one loop, Feynman diagrams for SM B mixing. Loop suppression is
realized by the fact that the amplitude for this diagram is proportional to α2W ∼ 10−3.
The amplitude for each diagram in Fig. 2.1 can generically be written
A ∝

 ∑
i=u,c,t
f(mi)VibV
∗
iq


2
(2.1)
where f(m) ∝ m2/M2W [6]. Expanding the sum and using VCKM unitarity to make the replacement
VubV
∗
uq = −VcbV ∗cq − VtbV ∗tq, we have
A ∝ 1
M4W
[
(m2c −m2u)VcbV ∗cq + (m2t −m2u)VtbV ∗tq
]2
. (2.2)
6
bq
q
b
Figure 2.2: The effective four-quark interaction for B0q mixing.
Given the relative size of the quark masses, mu  mc  mt,
A ∝ m
4
t
M4W
∣∣VtbV ∗tq∣∣2 . (2.3)
Together with suppression by factors of m4u/M
4
W and m
4
c/M
4
W , this partial cancellation of the amplitude
due to the unitarity of the CKM matrix, known as the GIM mechanism1, effectively kills all but the top
quark contribution to B mixing and, naively, attributes a suppression factor of 1/3. The role of the GIM
mechanism in B mixing goes far beyond its meager contribution to suppressing the SM amplitude. Our
ability to describe B mixing via an effective, local, four quark mixing operator, as in Fig. 2.2, arises from
the fact that only the top quark and W±µ contribute significantly.
The last source of SM B mixing suppression comes from the presence of |VtbV ∗tq|2 in Eq. (2.3). Using
the values from Eq. (1.15), |VtbV ∗td|2 ≈ 5.5 × 10−3 and |VtbV ∗ts|2 ≈ 1.2 × 10−3. This is referred to as
Cabibbo suppression. Combining the suppression factors, and (mt/MW )
4 enhancement, the amplitude for
SM B mixing is suppressed by an overall factor of ∼ 10−6.
Examples of new physics scenarios whose contributions to B mixing have been studied in detail (eg.
Buras et al. [10] and Lenz et al. [11]) are supersymmetric flavor models, little Higgs models with extended
weak gauge groups, and Randall-Sundrum warped extra dimension models. The beauty of the effective
theory description of B mixing is that it provides a model-independent way to characterize the hadronic
contribution to BSM B mixing. Our analysis is therefore free of the details related to these, or any other,
specific BSM scenario. Provided new physics flavor changing interactions are mediated by a particle at least
as massive as the W±, the effective theory picture of B mixing via a local, four quark interaction is valid.
1Note that if the quark masses are degenerate, the amplitude vanishes. The fact that experimental limits on Γ(K0 → µ+µ−)
were much less than calculated decay rates prompted Glashow, Iliopolous, and Maiani [7] to postulate the existence of the charm
quark to facilitate this cancellation. They proposed this in 1970 – four years before the discovery of the charm quark [8, 9].
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2.2 Experiment
More important than the mere idea that small SM contributions may make possible significant BSM contri-
butions, there are actual experimental hints of new physics related to B mixing.
The past four years have seen a persistent, growing, tension in the unitarity triangle [12, 13, 14, 15, 16].
These analyses perform global fits to multiple experimental and lattice inputs to extract best fit values of
the sides and angles of the unitarity triangle. Tension in the fits indicates best fit values fail to form a closed
triangle. By removing a set of inputs related to a specific physical process (eg. B mixing) and redoing the
fit, the sensitivity of the tension to the process can be assessed. The most recent analysis [17] reports a 3σ
tension and attributes it to B mixing.
The UTfit collaboration performed a model independent analysis of B0s mixing–related measurements
and found evidence for new physics at the level of 3σ [18].
CP even initial state pp¯ collisions at the Tevatron occasionally produce B0q , B¯
0
q pairs which, with a
roughly 10% probability, undergo semi-leptonic decay to a final state µ+ or µ−, respectively. If one of the
B0q mesons oscillates prior to decay, a same sign dimuon final state will result. SM CP violation results in
a non-zero, though small, same sign dimuon charge asymmetry corresponding to about 0.03% more µ−µ−
than µ+µ+ events [19]. D0 has measured the same sign dimuon charge asymmetry in B0q mixing and found
deviation with the SM at the level of 3.9σ [19].
The SM branching fraction B(B0s → µ+µ−)SM = (3.2 ± 0.2) × 10−9 [20]. CDF has recently measured
B(B0s → µ+µ−)expt. = (1.8+1.1−0.9)×10−8 [21], nearly 6 times the SM expectation – tantalizing evidence of new
physics in the B0s system. Recent work [22] has correlated new physics in B mixing and Bs → µ+µ− in the
framework of several new physics scenarios. Additionally, if combined with a corresponding measurement of
B(B0d → µ+µ−)expt., this would allow an optimum way to determine the amount of BSM contributions to
∆Ms/∆Md [20].
Lastly, though no less important, is the precision of the experimental measurements of the B mixing
oscillation frequencies,
∆Md = 0.507± 0.003(stat)± 0.003(syst) ps−1 [5], and
∆Ms = 17.77± 0.10(stat)± 0.07(syst) ps−1 [23]. (2.4)
These measurements are extremely precise, < 1%. With theory errors at least an order of magnitude larger,
there is plenty of room for improvement.
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Chapter 3
Theoretical description of B mixing
We start with a quantum mechanical description of B mixing at the meson level, then transition to the quark
level by describing the mesons via composite operators and utilizing the operator product expansion (OPE).
The end result is an expression for the B mixing oscillation frequency to be evaluated by a combination of
lattice QCD and perturbation theory.
3.1 Meson level
Imagine observing, in its rest frame, the life of a neutral B-meson. As we watch, it oscillates between the
particle and anti-particle version of itself (ie. between its weak eigenstates). During the 10−12 s of its life1
the B0d (B
0
s ) oscillates, on average, once (27 times) before decaying. We now develop an expression for the
frequency of oscillation, ∆M .
We begin with a quantum mechanical, meson–level description, where the effects of decay are accounted
for by the Wigner–Weisskopf approximation [24]. To span the Hilbert space we’d have to include |B0〉, |B¯0〉,
and all states accessible via decay. The list of possible decay products is long. In lieu of specifying them all
we limit our description to states of interest, |B0〉 and |B¯0〉, and account for the non–unitarity of our theory
by adding an anti–Hermitian term to the Hamiltonian as a catch–all for the cumulative effect of decay to
unspecified states,
i
d
dt
(
|B0(t)〉
|B¯0(t)〉
)
=
(
M − i
2
Γ
)(
|B0(t)〉
|B¯0(t)〉
)
. (3.1)
The 2 × 2 Hermitian matrices M and Γ account for mixing and decay, respectively. Hermiticity implies
real-valued diagonal elements, M21 = M
∗
12, and Γ21 = Γ
∗
12, while CPT invariance requires M22 = M11 and
1The B0
d
has a mean life of (1.525± 0.009) × 10−12 s and the B0s a mean life of (1.472+0.024−0.026)× 10−12 s.
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Γ22 = Γ11. The Hamiltonian is therefore
M − i
2
Γ =
(
M11 − i2Γ11 M12 − i2Γ12
M∗12 − i2Γ∗12 M11 − i2Γ11
)
, (3.2)
with eigenvalues
ωH = (M11 − i2Γ11) +
√
|M12|2 − 14 |Γ12|2 − iRe(M12Γ∗12) and
ωL = (M11 − i2Γ11)−
√
|M12|2 − 14 |Γ12|2 − iRe(M12Γ∗12) (3.3)
and mass eigenstates, labeled as heavy and light, |BH(t)〉 and |BL(t)〉. The weak eignenstates, |B0〉 and |B¯0〉,
are not eigenstates of the Hamiltonian. They mix with frequency ∆M and have a decay width difference
∆Γ2,
∆M = 2Re
(√
|M12|2 − 14 |Γ12|2 − iRe(M12Γ∗12)
)
and (3.4)
∆Γ = 2Im
(√
|M12|2 − 14 |Γ12|2 − iRe(M12Γ∗12)
)
. (3.5)
The weak eigenstates are related to the mass eigenstates by
|BH/L〉 = p|B0〉 ± q|B¯0〉, (3.6)
where |p|2 + |q|2 = 1 and
(∆M)2 − (∆Γ)24 = 4|M12|2 − |Γ12|2, ∆M∆Γ = −4 Re (M12Γ∗12), and qp = ∆M+i∆Γ2M12−i Γ12 . (3.7)
∆M is determined by the off diagonal element of the Hamiltonian, M12 − i2Γ12, which represents the time-
independent probability amplitude for a B0 ↔ B¯0 transition.
Introducing a mixing Hamiltonian density3, Hmix, we have
M12 − i
2
Γ12 = 〈B0|Hmix|B¯0〉. (3.8)
2An ambiguity exists in the definition of the sign of ∆Γ, which has yet to be experimentally determined.
3Dimensional arguments, beginning with Eq. (3.1) and including a requirement that meson states be consistently normalized
before and after the OPE, require this to be a Hamiltonian density.
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|n〉
∆b = 1 ∆b = 1
Figure 3.1: Diagrams representing the effective theory of mixing at the meson level via (left) a ∆b = 2
interaction and (right) two ∆b = 1 interactions with intermediate state |n〉.
Next, we perturbatively expand Hmix, in powers of the Fermi coupling GF , giving
Hmix = H∆b=0 +H∆b=1 + · · · (3.9)
where H∆b=n ∝ GnF induces a change in heavy quark flavor, ∆b = n. Stationary state perturbation theory
and a strict flavor changing selection–rule (the total change of flavor in B mixing is ∆b = 2) give
M12 − i
2
Γ12 = 〈B0|H∆b=2|B¯0〉+
∑
n
〈B0|H∆b=1|n〉〈n|H∆b=1|B¯0〉
En −MB , (3.10)
depicted graphically in Fig. 3.1. The ∆b = 2 interaction is referred to as absorptive and the pair of ∆b = 1
interactions dispersive. The use of flavor to specify Hmix allows us to take advantage of the strict flavor
changing selection rule and facilitates a transition to a quark level description.
3.2 Quark level
To transition to a description of meson mixing in which quarks, not mesons, are the fundamental degrees
of freedom, we express |B0〉, |B¯0〉, H∆b=2, and H∆b=1 as composite operators. We take |B0q 〉 = b¯γ5q|Ω〉,
and similarly for |B¯0〉, with |Ω〉 the vacuum. Note the composite operator b¯γ5q has the quantum numbers
of the B0q meson. The ∆b = 2 term in the expansion of Hmix is the four quark operator (b¯Γ2q)y (b¯Γ1q)x
that annihilates a B¯0q at spacetime point x then creates a B
0
q meson at y. The ∆b = 1 term involves four
quark operators like (q¯′′Γ2q′)y (b¯Γ1q)x that annihilate a B¯0q meson at x then create an intermediate state
q′q¯′′ meson at y. The SM spin structures Γi are fixed by the V − A structure of the weak interaction. The
local, four quark, BSM mixing operators will be discussed in detail in Ch. 4.
For a ∆b = n interaction, the OPE yields
〈B0|H∆b=n|B¯0〉 =
∑
i
C
(n)
i (µ)〈B0|O∆b=ni (µ)|B¯0〉+ · · · , (3.11)
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|n〉∆b = 1 ∆b = 1
Figure 3.2: Diagrams representing the effective theory of mixing at the quark level via (left) a ∆b = 2
interaction and (right) two ∆b = 1 interactions with intermediate state |n〉.
to leading order, ie. a mixing operator, Oi, of mass dimension six. The energy scale at which the quantities
are evaluated is µ and the ellipses contain matrix elements of mixing operators of dimension greater than
six. We will neglect their effects.
Two disparate scales of physics in B mixing factorize under the OPE [25]. The high energy, model-
dependent physics of flavor changing interactions occurs at a scale set by the mass of the particle responsible
for mediating the interactions, at least as large as the scale of EWSB, ∼ 100 GeV. This physics is char-
acterized by, generally, perturbatively calculable Wilson coefficients C
(n)
i (µ). The low energy physics of
hadronization occurs at the scale ΛQCD ∼ 500 MeV, and is characterized by the hadronic mixing matrix
elements. Under the OPE Eq. (3.10) becomes
M12 − i
2
Γ12 =
∑
i
C
(2)
i (µ)〈B0|O∆b=2i (µ)|B¯0〉+
∑
n
∑
j,k
C
(1)
j (µ)C
(1)
k (µ)〈B0|O∆b=1j (µ)|n〉〈n|O∆b=1k (µ)|B¯0〉
En −MB ,
(3.12)
depicted graphically in Fig. 3.2.
In SM B mixing, the GIM mechanism results in intermediate states composed of top quarks orW±’s and
the denominator of the ∆b = 1 term in Eq.’s (3.10) and (3.12) is sufficiently large to allow the long distance
contribution from intermediate states to be neglected. This long distance piece corresponds to mixing via
intermediate states whose presence in the analysis is due to of our inclusion of iΓ/2 in the Hamiltonian,
Eq. (3.1). Generically for B mixing, |M12| ∼ 103 |Γ12| [5]. Therefore, we can safely neglect the contributions
to B mixing from ∆b = 1 interactions and write
∆M = 2|M12|
[
1 +O
(∣∣∣ Γ12
M12
∣∣∣2
)]
, (3.13)
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where, to a very good approximation, M12 is given by
M12 =
∑
i
C
(2)
i (µ)〈B0|O∆b=2i (µ)|B¯0〉. (3.14)
3.3 Role of lattice QCD
For the SM we have [26]
∆Mq =
(
G2FM
2
WS0
4pi2
)
ηB(µ)
∣∣VtbV ∗tq∣∣ 〈B0q |O∆b=2(µ)|B¯0q 〉 (3.15)
where S0 is the Inami–Lim function [27] and ηB encodes perturbative QCD corrections. This expression
highlights the role played by lattice QCD in B mixing calculations. The experimental determination of ∆Mq
is combined with known, or perturbatively calculable, quantities and a lattice calculation of the hadronic
mixing matrix element to allow extraction of the CKM matrix elements. For generic extensions beyond the
SM we have
∆M = 2
∣∣∣∑
i
C
(2)
i (µ)〈B0|O∆b=2i (µ)|B¯0〉
∣∣∣, (3.16)
and a similar game is played. A new physics model is placed on the chopping block of comparison with
experiment. The Wilson coefficients are calculated from the model and combined with a lattice determination
of the hadronic mixing matrix elements to allow the comparison. The better the precision of the hadronic
mixing matrix elements, the more of the model’s parameter space can be chopped off.
This work calculates all possible BSM hadronic mixing matrix elements, 〈B0|O∆b=2i (µ)|B¯0〉.
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Chapter 4
The mixing operators
In the discussion that follows, we generalize to heavy quark, Q, and light quark, q, as the description is
relevant to the mixing of B0q , K
0, and D0. The generic heavy-light meson is |X0〉. The effective four-quark,
∆Q = 2 interactions are current-current interactions of two heavy-light quark bilinears. We consider the
set of all such interactions that are Lorentz invariant color singlets. Examples are the composite operators
Q
α
i γµ,ijLjkq
α
k Q
β
r γµ,rsLstq
β
t , referred to as O1, and Q
α
i Lijq
β
j Q
β
rLrsq
α
s , or O3. Arabic indices refer to spin
and Greek to color. When performing Wick contractions on the quark fields to express the matrix elements
of these operators in terms of heavy and light quark propagators it will be necessary to keep track of which
quark fields are heavy, which are light, and where spin indices go. Until then things can be simplified a bit
by using Takahashi notation [28] where quark fields and spin indices are dropped, color indices are traded
for square or curved brackets, and bracket pairing represents pairing of color indices. In this notation O1
and O3 become
O1 = Qαi γµ,ijLjkqαk Q
β
r γµ,rsLstq
β
t −→ (γµL)[γµL], and
O3 = Qαi Lijqβj Q
β
rLrsq
α
s −→ (L][L). (4.1)
Besides saving room, this notation has the advantage that it emphasizes the two features that distinguish
the operators – the spin structure of each bilinear and how color singlets are formed.
To generate all possible Lorentz invariant, color singlet, four-quark operators, we first build all possible
Lorentz invariant spin structure pairs (a space that, in four space-time dimensions, is spanned by ten elements
[29]) then consider color. The space of all possible single spin structures (ie. the space of 4×4 complex
matrices) is spanned by the chiral basis1 {R,L, γµL, γµR, σµν}. Forming all possible Lorentz invariant
tensor products of chiral basis elements yields
{L⊗L, L⊗R, R⊗L, R⊗R, γµL⊗γµL, γµL⊗γµR, γµR⊗γµL, γµR⊗γµR, µνρτ σµν⊗σρτ , σµν⊗σµν}. (4.2)
1The Dirac basis, {1, γ5, γµ, γµγ5, σµν} (cf. Section 3.4 of [30]) is perhaps more common, but the chiral basis is a more
convenient choice given the chiral nature of the current-current interactions of the bilinears.
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Next, we consider color. For each of these pairs there are two ways to form color singlets. Either
each bilinear is a color singlet as in O1 or color indices from one bilinear are tied to the other as in O3
(eg. L⊗L −→ (L)[L], (L][L)). This gives 20 composite operators:
O1 = (γµL)[γµL] O2 = (L)[L]
O3 = (L][L) O4 = (L)[R]
O5 = (L][R) O6 = (γµL)[γµR]
O7 = (γµL][γµR) O8 = (R)[R]
O9 = (R][R) O10 = (γµR)[γµR]
O11 = (γµR][γµR) O12 = (γµL][γµL)
O13 = (σµν)[σµν ] O14 = (σµν ][σµν)
O15 = (γµR)[γµL] O16 = (γµR][γµL)
O17 = (R)[L] O18 = (R][L)
O19 = µνρτ (σµν)[σρτ ] O20 = µνρτ (σµν ][σρτ )
(4.3)
The mixing matrix elements generated by these 20 operators are not, however, linearly independent.
There are relationships between the operators themselves (Fierz transformations and re-arrangement by
commuting quark fields) and relationships between the matrix elements of the operators (parity and time-
reversal).
After studying the symmetries we’ll find there are only five independent hadronic mixing matrix elements,
the so-called SUSY basis. The remaining 15 matrix elements can be simply expressed in terms of these five.
The derived relationships give us multiple ways to generate physically equivalent data – data that may be
statistically distinguishable. In these cases, we can combine multiple sets of data, effectively increasing the
statistics associated with the Monte Carlo evaluation of the path integral used to evaluate the mixing matrix
elements.
In the remainder of this chapter we’ll derive relationships between the mixing matrix elements, and
evaluate the level of agreement between physically equivalent data. We’ll find data sets that are physically
equivalent due to symmetry, yet are distinguishable at a level that makes it advantageous to average them.
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4.1 Symmetries of operators
4.1.1 Re-arrangement by commuting quark fields
For a generic mixing operator, the quark fields can be commuted to write Q
α
i (Γ1)ijq
β
j Q
β
r (Γ2)rsq
α
s =
Q
β
r (Γ2)rsq
α
s Q
α
i (Γ1)ijq
β
j . This re-arrangement, trivially satisfied when Γ1 = Γ2, allows us to equate the
following operators:
O4 R= O17 O5 R= O18
O6 R= O15 O7 R= O16
(4.4)
where
R
= indicates equality by re-arrangement. Operators equal by re-arrangement generate identical2 data.
4.1.2 Chiral Fierz identities
Fierz symmetries provide additional relationships among the operators. For Γ in the chiral basis and Γ˜ in
its dual basis, {R,L, γµR, γµL, 12σµν}, the chiral Fierz identities are [31]
(ΓA)[ΓB ] = −
∑
C,D
1
4
Tr[ΓAΓ˜CΓBΓ˜D](ΓD][ΓC), and
(ΓA][ΓB) = −
∑
C,D
1
4
Tr[ΓAΓ˜CΓBΓ˜D](ΓD)[ΓC ]. (4.5)
Using the Mathematica program FeynCalc [32] to aid in evaluating traces of gamma matrices, we performed
Fierz transformations on these 20 operators, generating the following relationships:
O1 F= O12 8O2 F= −4O3 −O14 +O20
8O3 F= −4O2 −O13 +O19 2O4 F= −O16
2O5 F= −O15 O6 F= −2O18
O7 F= −2O17 8O8 F= −4O9 −O14 −O20
8O9 F= −4O8 −O13 −O19 O10 F= O11
2O13 F= −6 (O3 +O9) +O14 2O14 F= −6 (O2 +O8) +O13
2O19 F= 6 (O3 −O9) +O20 2O20 F= 6 (O2 −O8) +O19
(4.6)
where
F
= indicates equality by Fierz identity.
To determine the utility of the Fierz transformations in generating additional data, the data for the
matrix element of each operator and the matrix element of its Fierz transformation are compared. The
2Comparison of data for O5 and O18 on the coarse 0.1ms ensemble revealed a single point in the t1, t2 plane where the
difference is non-zero. However, the disagreement at this point is at the level of 10−15σ.
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comparison is carried out by calculating the Z-statistic, described in the Appendix, Section E.4. Data for
O1 is identical to data for F(O1) and data for O10 is identical to that for F(O10). Data generated by
operators O4−7,13,14 differs at the 10−6σ level, as shown in Fig. 4.1, from the corresponding data generated
by their Fierz transformations. Data generated by operators O2,3,8,9,19,20 differ at the level of 10−2σ, as
shown in Fig. 4.2, from the Fierz transformed data. Though not identically satisfied, as in the case of re-
arrangement symmetries, Fierz symmetries are satisfied to such a high degree that related data are essentially
equivalent and the achievable statistical gain is insignificant.
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Figure 4.1: The difference between data generated for operators O4,13 and data generated for their Fierz
transformations is nearly exact, with differences around one-millionth of a σ. The same is true for O5−7,14.
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Figure 4.2: The difference between data generated for operators O2,9 and data generated for their Fierz
transformations differs by ∼ 10−2σ. The same is true for O3,8,19,20.
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4.2 Symmetries of mixing matrix elements
The hadronic mixing matrix elements include only the effects of QCD. Therefore, the hadronic mixing
matrix elements separately conserve parity and time-reversal. To determine the effects of parity, P , and
time-reversal, T , on the mixing matrix elements we must start with the transformations of quark and gauge
fields, build up to transformations of quark propagators, and finally develop the transformation laws for the
mixing matrix elements. This work is presented in App. B, with the transformations of the mixing matrix
elements under P and T given in Eq’s. (B.7) and (B.8), respectively.
4.2.1 Parity
With the exception of those operators containing a σµν , the effect of a parity transformation is effectively
the interchange L↔ R. Using Eq. (B.7), the parity transformations for each of the O1−20 are:
P : 〈X0|O1([U ])|X¯0〉x1,x2 P= 〈X0|O10([U ]p)|X¯0〉xp1 ,xp2
〈X0|O2([U ])|X¯0〉x1,x2 P= 〈X0|O8([U ]p)|X¯0〉xp1 ,xp2
〈X0|O3([U ])|X¯0〉x1,x2 P= 〈X0|O9([U ]p)|X¯0〉xp1 ,xp2
〈X0|O4([U ])|X¯0〉x1,x2 P= 〈X0|O17([U ]p)|X¯0〉xp1 ,xp2
〈X0|O5([U ])|X¯0〉x1,x2 P= 〈X0|O18([U ]p)|X¯0〉xp1 ,xp2
〈X0|O6([U ])|X¯0〉x1,x2 P= 〈X0|O15([U ]p)|X¯0〉xp1 ,xp2
〈X0|O7([U ])|X¯0〉x1,x2 P= 〈X0|O16([U ]p)|X¯0〉xp1 ,xp2
〈X0|O11([U ])|X¯0〉x1,x2 P= 〈X0|O12([U ]p)|X¯0〉xp1 ,xp2
〈X0|O13([U ])|X¯0〉x1,x2 P= 〈X0|O13([U ]p)|X¯0〉xp1 ,xp2
〈X0|O14([U ])|X¯0〉x1,x2 P= 〈X0|O14([U ]p)|X¯0〉xp1 ,xp2
〈X0|O19([U ])|X¯0〉x1,x2 P= −〈X0|O19([U ]p)|X¯0〉xp1 ,xp2
〈X0|O20([U ])|X¯0〉x1,x2 P= −〈X0|O20([U ]p)|X¯0〉xp1 ,xp2 (4.7)
where
P
= indicates equality by parity symmetry. The parity transformations for O4−7 are equivalent to the re-
arrangement symmetries of Eq. (4.4), while matrix elements of operators O13 and O14 are symmetric under
parity. Therefore, the parity transformations of O4−7,13,14 generate physically equivalent but statistically
indistinguishable data. To assess the utility of parity transformations of the remaining operators to generate
useful additional data, the data for matrix elements of the operators and their parity transformations are
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(d) Difference in σ between O20 and P (O20). By parity, O20 = 0.
Figure 4.3: The difference between data generated for operators O1,3,11,20 and data generated for their
parity transformations differs by . 4σ. The same is true for O2,19.
compared via the Z-statistic, as described in the App. E.4. Under parity O1−3,11,19,20 generate data that
are physically equivalent, but differ by . 4σ. This indicates that, for these operators, we can effectively
increase our statistics by averaging O and P (O).
Role of parity equivalent data
Here we discuss the manner in which parity transformations provide additional data. Let [U ] be a gauge
configuration, [U ]p its parity transformation, and U the ensemble of gauge configurations used to generate
correlation functions. If U is not closed under parity (ie. ∃ a [U ] ∈ U such that [U ]p /∈ U) then parity is not
a symmetry of U . Inclusion of parity-equivalent data, however, closes U under parity. To see this, consider
19
the parity transformation of O3 from Eq. (4.7),
〈X0|O3([U ])|X¯0〉 P= 〈X0|O9([U ]p)|X¯0〉
⇒ 〈X0|O9([U ])|X¯0〉 P= 〈X0|O3([U ]p)|X¯0〉. (4.8)
By using the parity averaged matrix element
〈O3〉 = 〈X0| O3([U ]) +O9([U ]) |X¯0〉 / 2
= 〈X0| O3([U ]) +O3([U ]p) |X¯0〉 / 2 (4.9)
we include [U ]p for each [U ] ∈ U , effectively expanding our ensemble from U = {[U ]} to Up = {[U ], [U ]p}.
Up is closed under parity, enforcing parity symmetry of the expanded ensemble of gauge configurations, Up.
We have seen evidence of a systematic, < 1σ, shift in data generated with U as compared to data generated
with Up. The possibility of such a bias, induced by an ensemble of parity violating gauge configurations,
provides additional motivation to utilize parity equivalent data sets.
4.2.2 Time-reversal
Time-reversal transformations for each of the O1−20 are calculated using Eq. (B.8):
T : 〈X0|O1([U ])|X¯0〉x1,x2 T= 〈X0|O10([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O2([U ])|X¯0〉x1,x2 T= 〈X0|O8([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O3([U ])|X¯0〉x1,x2 T= 〈X0|O9([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O4([U ])|X¯0〉x1,x2 T= 〈X0|O17([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O5([U ])|X¯0〉x1,x2 T= 〈X0|O18([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O6([U ])|X¯0〉x1,x2 T= 〈X0|O15([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O7([U ])|X¯0〉x1,x2 T= 〈X0|O16([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O11([U ])|X¯0〉x1,x2 T= 〈X0|O12([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O13([U ])|X¯0〉x1,x2 T= 〈X0|O13([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O14([U ])|X¯0〉x1,x2 T= 〈X0|O14([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O19([U ])|X¯0〉x1,x2 T= −〈X0|O19([U ]τ )|X¯0〉xτ1 ,xτ2
〈X0|O20([U ])|X¯0〉x1,x2 T= −〈X0|O20([U ]τ )|X¯0〉xτ1 ,xτ2 (4.10)
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Note that time-reversal couples the same pairs of operators as parity and there are, therefore, no new
relationships to exploit. We do, however, utilize a combined parity and time-reversal transformation in a
process called folding and discussed in Sec. 6.5.
4.3 Exploiting parity and Fierz symmetries: increasing statistics
Imposing parity (we could alternatively use time-reversal), Fierz, and re-arrangement symmetries – and using
the shorthand of simply referring to the operator instead of the matrix element to which parity symmetry
actually applies, O6−20 can be eliminated in favor of O1−5:
O6 RF= −2O5 O11 FP= O1 O16 F= −2O4
O7 RF= −2O4 O12 F= O1 O17 R= O4
O8 P= O2 O13 FP= −8O3 − 4O2 O18 R= O5
O9 P= O3 O14 FP= −8O2 − 4O3 O19 P= 0
O10 P= O1 O15 F= −2O5 O20 P= 0
(4.11)
Relationships that don’t rely on re-arrangement or Fierz symmetries allow us to effectively generate
additional statistics for O1−5 by averaging the equivalent operators. Denoting by 〈O〉 the statistically
improved mixing matrix element after averaging equivalent, yet statistically distinguishable, operators:
〈O1〉 = (O1 +O10)/2
〈O2〉 = (O2 +O8)/2
〈O3〉 = (O3 +O9)/2 (4.12)
4.4 The SUSY basis of operators
The space of effective four-quark, mass dimension six, ∆Q = 2, hadronic mixing matrix elements in and
beyond the SM is spanned by the matrix elements of the SUSY basis of operators [33]. The name, SUSY
basis, is purely historical.
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The SUSY basis of operators, with quark fields and indices explicit, are the O1−5 found above:
O1 = Qαi γµ,ijLjkqαk Q
β
r γµ,rsLstq
β
t
O2 = Qαi Lijqαj Q
β
rLrsq
β
s
O3 = Qαi Lijqβj Q
β
rLrsq
α
s
O4 = Qαi Lijqαj Q
β
rRrsq
β
s
O5 = Qαi Lijqβj Q
β
rRrsq
α
s (4.13)
The hadronic mixing matrix elements of operators O1,2,3 are needed for SM calculations. O1 has the
SM’s required V −A×V −A structure and operators O2,3 enter via operator mixing under renormalization.
Therefore, generic extensions beyond the SM require only the hadronic matrix elements of two operators,
O4,5, and the seemingly sweeping statement ending Sec. 3.3 can be focused considerably. This work calculates
the BSM hadronic mixing matrix elements, 〈B0q |O4|B¯0q 〉 and 〈B0q |O5|B¯0q 〉, for q = d, s.
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Chapter 5
The lattice calculation
5.1 Lattice basics
We begin in the continuum with the Euclidean, path integral formulation of the QCD vacuum expectation
value (VEV) of, a typically composite, operator A,
〈Ω|A|Ω〉 =
∫
[dψ][dψ¯][dGµ] A[ψ, ψ¯, Gµ] e
−SQCD[ψ,ψ¯,Gµ]∫
[dψ][dψ¯][dGµ] e−SQCD[ψ,ψ¯,Gµ]
, (5.1)
where
SQCD[ψ, ψ¯, Gµ] =
∫
d4x ψ¯( /D +m)ψ + S[Gµ], (5.2)
and Gµ are the gluons of the QCD gauge group, SU(3)C . The perturbative approach expands the integrand
in powers of the strong coupling to yield analytically calculable integrals, a valid approach provided the
coupling remains small enough to justify the expansion – a condition not met at energies below or near
ΛQCD. In the lattice approach we first perform the Berezin integration over quark fields,
〈Ω|A|Ω〉 =
∫
[dGµ] A[( /D +m)
−1, Gµ] e−S[Gµ]+ln[det(
/D+m)]∫
[dGµ] e
−S[Gµ]+ln[det( /D+m)]
, (5.3)
where ( /D +m)−1 is the quark propagator1. The gauge field integration that remains is not (yet) solvable
analytically and, as we’ve discussed, can only be tackled with perturbation theory at energy scales for which
the strong coupling is small. This is where lattice QCD enters. We discretize space-time, providing explicit
UV and IR regulation, and approximate SU(3)C gauge group integration by a Monte Carlo sum over possible
gauge field configurations, allowing numerical evaluation of the VEV of A.
Discretization requires transcription of fields and operators to the lattice. We place quark fields on lattice
sites and represent gauge fields by link variables, Ux,µ ∈ SU(3)C , connecting those sites. Our gauge action
is a functional of the gauge links, S[Uµ]. Gauge covariant derivatives are built from finite differences and
1Quark fields appearing in A are combined, via Wick contraction, to produce propagators.
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the parallel transport action of Uµ,x,
ψ(x) → ψx
Gµ(x) → Ux,µ = P exp
{
ig
∫ x+aµˆ
x
Gν(y)dyν
}
Dµψ(x) → ∆µψx = 1
2a
(
Uµ,xψx+aµˆ − U †µ,x−aµˆψx−aµˆ
)
(5.4)
where a is the lattice spacing and g the bare lattice coupling.
The collection of gauge field configurations used to evaluate the Monte Carlo sums are generated with a
Boltzmann-like probability distribution exp(−S[Ui] + ln
[
det( /∆+m)
]
) from Eq. (5.3), a process referred to
as importance sampling. On the lattice, Eq. (5.3) is then
〈Ω|A|Ω〉 ≈ 1
N
N∑
i=1
A
(
{Ui}, ( /∆+m)−1
)
, (5.5)
allowing the calculation of non-perturbative processes associated with arbitrarily strong coupling.
5.2 Extrapolating to reality
The value for 〈Ω|A|Ω〉 obtained from Eq. 5.5 is specific to a discrete universe with lattice spacing a of
Eq. 5.4. To relate this result to reality we must extrapolate from the lattice spacings used in our simulations
(approximately 0.09 - 0.12 fm) to zero. In addition, the quark masses used in the simulation are typically
too heavy (in the case of an up or down quark) or only approximately equal to (in the case of the strange
quark) their physical counterparts. As a result, we simulate over a range of light quark masses to permit
extrapolation to the physical light quark mass and interpolation to the physical strange quark mass. The
simultaneous extrapoltion to physical light quark mass and the continuum is outlined in more detail in Ch. 8.
Table 5.1 summarizes the ensembles used in this analysis.
5.3 Simulation details
The MILC gauge configurations [34] used in this simulation have Symanzik [35, 36, 37] tadpole improved [38]
gluons, with lattice artifacts beginning at O(αsa2) and O(a4). App. C outlines this action and its improve-
ments.
Sea quarks are incorporated in the gauge configurations through the determinant in Eq. (5.3), where we
use the fourth-root trick [39] to reduce the effect of doublers in the staggered, O(a2) and tadpole improved
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≈ a [fm] (La )3 × Ta β = 10g2 κ aml ams amx Ncfg
0.12 243×64 6.760 0.0901 0.005 0.050 (0.0050, 0.0070, 0.0100, 0.0200, 2099
0.0300, 0.0349, 0.0415, 0.0500)
0.12 203×64 6.760 0.0901 0.007 0.050 (0.0050, 0.0070, 0.0100, 0.0200, 2110
0.0300, 0.0349, 0.0415, 0.0500)
0.12 203×64 6.760 0.0901 0.010 0.050 (0.0050, 0.0070, 0.0100, 0.0200, 2259
0.0300, 0.0349, 0.0415, 0.0500)
0.12 203×64 6.790 0.0918 0.020 0.050 (0.0050, 0.0070, 0.0100, 0.0200, 2052
0.0300, 0.0349, 0.0415, 0.0500)
0.09 403×96 7.045 0.0976 0.0031 0.0310 (0.0031, 0.0047, 0.0062, 0.0093, 1015
0.0124, 0.0261, 0.0310)
0.09 323×96 7.085 0.0977 0.00465 0.0310 (0.0031, 0.0047, 0.0062, 0.0093, 984
0.0124, 0.0261, 0.0310)
0.09 283×96 7.090 0.0979 0.0062 0.0310 (0.0031, 0.0047, 0.0062, 0.0093, 1931
0.0124, 0.0261, 0.0310)
0.09 283×96 7.110 0.0982 0.0124 0.0310 (0.0031, 0.0047, 0.0062, 0.0093, 1996
0.0124, 0.0261, 0.0310)
Table 5.1: Summary of MILC ensembles and quark masses used in this analysis. The bare lattice coupling of
the gauge action is set by β, cf. Eq. (C.3). The heavy valence quark is tuned to the physical bottom quark
mass and is represented by κ, Eq. (D.8). The light and strange sea quark masses, in lattice units, are aml
and ams, respectively. The light valence quark mass, in lattice units, is amx. At a ≈ 0.12 fm, the physical
strange quark mass, in lattice units, is amphys ≈ 0.0349 and at a ≈ 0.09 fm its amphys ≈ 0.0261. Ncfg is the
number of gauge configurations used to evaluate the sum in Eq. (5.5).
asqtad action [40, 41, 42, 43]. A discussion of the difficulties associated with discretizing fermions is given
in App. D, followed by a description of the asqtad action and the fourth-root trick in App. D.3.
The asqtad action is also used to generate quark propagators used in the simulation of light valence
quarks. Heavy valence quarks are simulated with quark propagators generated by the Fermilab action [44],
an O(a) improved Wilson action [45] with a heavy quark effective theory inspired interpretation of improve-
ment coefficients. Lattice artifacts enter via the Fermilab action at O(αsaΛQCD) and O(a2Λ2QCD) while
heavy quark effective theory power counting reveals heavy quark errors that enter at O(αsΛQCD/mQ) and
O(Λ2QCD/m2Q), where mQ is the heavy quark mass. The Fermilab action is discussed in App. D.2.
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Chapter 6
Generating Data
To generate lattice data for the hadronic mixing matrix elements of Eq. (3.16), we begin with their description
in terms of composite operators with quark degrees of freedom, as discussed in Sec. 3.2, ie. the combination of
composite operators 〈B†OB¯〉1. On the discrete spacetime of the lattice we generate data for this three point
correlation function and extract the hadronic mixing matrix element from its amplitude. In the remainder
of this chapter we again generalize the discussion to a generic heavy light neutral meson, X0, made of a
light and heavy quark, q and Q, respectively. The relevant combination of composite operators, for mixing
operator ON , is then 〈X†ON X¯〉, where N ∈ {1..5} specifies which operator of Sec. 4.4 is responsible for the
mixing.
6.1 Quark propagators
Wick contraction of quark fields in 〈X†ON X¯〉 generates quark propagators, quantities that can be calculated
on the lattice and used as building blocks to make correlation function data. In terms of Wick contracted
fields, the light (L) and heavy (H) quark propagators are
Lαβij (x, y) ≡ 〈qαj (x)qβk (y)〉 and Hαβij (x, y) ≡ 〈Qαj (x)Q
β
k (y)〉 (6.1)
with indices as specified in the beginning of Ch. 4. A quark propagator is built by inverting the quadratic
operator in the action (eg. the Dirac operator, /∆ +m), a multi-dimensional matrix with spacetime, spin,
and color indices. This matrix is numerically inverted, a costly step in data production. In practice, the
generation of quark propagators is part of a large script developed by the FNAL-MILC collaboration and
referred to as the “superscript”.
1Adopting the shorthand 〈•〉 = 〈Ω| • |Ω〉, where |Ω〉 is the vacuum.
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6.2 Building three point correlation functions
Hadronic matrix elements are extracted from the three point functions. In this section we develop the
relationship that governs how quark propagators computed on the lattice are combined to generate data for
the three point correlation functions. We work in the meson rest frame, create the anti-meson at x1, place
the mixing operator at the spacetime origin, and annihilate the meson at x2. We build neutral meson states
from interpolating operators |X¯0〉 = qγ5Q|Ω〉 and 〈X0| = 〈Ω|qγ5Q. The correlation function is then the
time-ordered VEV
〈(X0)~x2,t2 |(ON )~0,0|(X¯0)~x1,t1〉 = 〈T {(qγ5Q)~x2,t2(ON )~0,0(qγ5Q)~x1,t1}〉, (6.2)
where time ordering is ensured by taking t2 > 0 > t1. Writing O1, O2 and O4 (operators with color indices
not mixed between bilinears) generically as Onomix and O3 and O5 (operators with color indices mixed
between bilinears) as Omix, we have
Onomix = Qαi Γ1,ijqαj Q
β
rΓ2,rsq
β
s and Omix = Q
α
i Γ1,ijq
β
j Q
β
rΓ2,rsq
α
s , (6.3)
where the form of Γ1 and Γ2 identifies the mixing operator.
Inserting the field content of the mixing operators and mesons gives
〈X0|Onomix|X¯0〉x1,x2 = 〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
β
l Q
γ
mΓ2,mnq
γ
n)0 (q
δ
oγ5,opQ
δ
p)x1〉 (6.4)
and
〈X0|Omix|X¯0〉x1,x2 = 〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
γ
l Q
γ
mΓ2,mnq
β
n)0 (q
δ
oγ5,opQ
δ
p)x1〉. (6.5)
There are four possible Wick contractions
〈X0|Onomix|X¯0〉x1,x2 = 〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
β
l Q
γ
mΓ2,mnq
γ
n)0 (q
δ
oγ5,opQ
δ
p)x1〉
+〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
β
l Q
γ
mΓ2,mnq
γ
n)0 (q
δ
oγ5,opQ
δ
p)x1〉
+〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
β
l Q
γ
mΓ2,mnq
γ
n)0 (q
δ
oγ5,opQ
δ
p)x1〉
+〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
β
l Q
γ
mΓ2,mnq
γ
n)0 (q
δ
oγ5,opQ
δ
p)x1〉 (6.6)
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and
〈X0|Omix|X0〉x1,x2 = 〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
γ
l Q
γ
mΓ2,mnq
β
n)0 (q
δ
oγ5,opQ
δ
p)x1〉
+〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
γ
l Q
γ
mΓ2,mnq
β
n)0 (q
δ
oγ5,opQ
δ
p)x1〉
+〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
γ
l Q
γ
mΓ2,mnq
β
n)0 (q
δ
oγ5,opQ
δ
p)x1〉
+〈(qαi γ5,ijQαj )x2 (Q
β
kΓ1,klq
γ
l Q
γ
mΓ2,mnq
β
n)0 (q
δ
oγ5,opQ
δ
p)x1〉. (6.7)
Anticommuting the quark fields to the left and identifying the quark propagators defined in Eq. (6.1), we
have2
〈X0 |Onomix| X¯0〉x1,x2 = Hβαri (0, x2)∗γ5,rkΓ1,klLβαli (0, x2)Γ2,mnLγδno(0, x1)Hγδto (0, x1)∗γ5,tm
−Hβαri (0, x2)∗γ5,rkΓ1,klLβδlo (0, x1)Γ2,mnLγαni (0, x2)Hγδto (0, x1)∗γ5,tm
−Hγαri (0, x2)∗γ5,rmΓ1,klLβαli (0, x2)Γ2,mnLγδno(0, x1)Hβδto (0, x1)∗γ5,tk
+Hγαri (0, x2)
∗γ5,rmΓ1,klL
βδ
lo (0, x1)Γ2,mnL
γα
ni (0, x2)H
βδ
to (0, x1)
∗γ5,tk (6.8)
and
〈X0 |Omix| X¯0〉x1,x2 = Hβαri (0, x2)∗γ5,rkΓ1,klLγαli (0, x2)Γ2,mnLβδno(0, x1)Hγδto (0, x1)∗γ5,tm
−Hβαri (0, x2)∗γ5,rkΓ1,klLγδlo (0, x1)Γ2,mnLβαni (0, x2)Hγδto (0, x1)∗γ5,tm
−Hγαri (0, x2)∗γ5,rmΓ1,klLγαli (0, x2)Γ2,mnLβδno(0, x1)Hβδto (0, x1)∗γ5,tk
+Hγαri (0, x2)
∗γ5,rmΓ1,klL
γδ
lo (0, x1)Γ2,mnL
βα
ni (0, x2)H
βδ
to (0, x1)
∗γ5,tk. (6.9)
We isolate a recurring component in each term – called the open meson propagator – that’s independent
of Γ1,2. We generate it once and store it for later use. This is cost effective, as the open meson propagators
require less space than the quark propagators3. Identifying the open meson propagators
Eαβij (x, y) ≡ Lαγik (x, y)Hβγlk (x, y)∗γ5,lj , (6.10)
2We utilize here γ5-Hermiticity, Eq. (B.5), a symmetry of Euclidean heavy quark propagators: H(y, x) = γ5H†(x, y)γ5.
3For a 203 × 64, a = 0.12fm lattice an open meson propagator is 150kb while a light quark propagator is 37Mb and a
heavy quark propagator is 590Mb! The open meson propagator requires only 0.02% of the disk space required to store quark
propagators.
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t1
0
t2X¯0
ON
X0
Figure 6.1: The anti-meson is created at time t1, mixing occurs (via mixing operatorON ) at time 0 converting
the anti-meson into a meson, and the meson is annihilated at time t2, where t1 < 0 < t2. The heavy (light)
quark propagator is indicated by a double (single) line. To extract the hadronic mixing matrix element we
need the three point correlation function depicted here and the two point correlation functions corresponding
to the propagation of the X¯0 from t1 to 0 and of the X
0 from 0 to t2.
summing over space to set ~p = 0, and specifying spin and color traces, trs and trc, respectively, we have
〈X0|Onomix|X¯0〉t1,t2 =
∑
~x1,~x2
{trs [Γ1trcE(0, x2)] trs [Γ2trcE(0, x1)]− trstrc [Γ1E(0, x1) Γ2E(0, x2)]
−trstrc [Γ1E(0, x2) Γ2E(0, x1)] + trs [Γ1trcE(0, x1)] trs [Γ2trcE(0, x2)]} (6.11)
and
〈X0|Omix|X¯0〉t1,t2 =
∑
~x1,~x2
{trc [trs [Γ1E(0, x2)] trs [Γ2E(0, x1)]]− trs [Γ1trcE(0, x1) Γ2trcE(0, x2)]
−trs [Γ1trcE(0, x2) Γ2trcE(0, x1)] + trc [trs [Γ1E(0, x1)] trs [Γ2E(0, x2)]]}. (6.12)
The open meson propagators are generated by the superscript. A separate code then ties them together
with the appropriate Γ’s to generate the time-dependent three point correlation function data, depicted in
Fig. 6.1. The three point correlation function data for mixing operator ON will be denoted by C3ptN (t1, t2),
C3ptN (t1, t2) =


〈X0|Onomix|X¯0〉t1,t2 , if N = 1, 2, 4
〈X0|Omix|X¯0〉t1,t2 , if N = 3, 5.
(6.13)
6.3 Building two point correlation functions
In order to extract the hadronic mixing matrix elements from the three point correlation function data, we
need the meson two point correlation functions as well. We start with the spacetime dependent correlation
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functions, written as time-ordered VEV’s complete with spin and color indices
〈(X0)
~x,t
|(X0)~0,0〉 = 〈T {qαi (x)γ5,ijQαj (x)Q
β
k(0)γ5,klq
β
l (0)}〉 and
〈(X¯0)~0,0|
(
X¯0
)
~x,t
〉 = 〈T {Qαi (0)γ5,ijqαj (0)qβk (x)γ5,klQβl (x)}〉, (6.14)
then perform the Wick contractions to get
〈(X0)
~x,t
|(X0)~0,0〉 = 〈qαi (x)γ5,ijQαj (x)Q
β
k (0)γ5,klq
β
l (0)〉
= −〈qβl (0)qαi (x)〉γ5,ij〈Qαj (x)Q
β
k (0)〉γ5,kl
= −Lβαli (0, x)γ5,ijHαβjk (x, 0)γ5,kl
= −Eββlk (0, x)γ5,kl
= −trs [trcE(0, x)γ5] (6.15)
and for the anti-meson
〈(X¯0)~0,0|
(
X¯0
)
~x,t
〉 = 〈Qαi (0)γ5,ijqαj (0)qβk (x)γ5,klQβl (x)〉
= −〈Qβl (x)Q
α
i (0)〉γ5,ij〈qαj (0)qβk (x)〉γ5,kl
= −Hβαli (x, 0)γ5,ijLαβjk (0, x)γ5,kl
= −Eααji (0, x)γ5,ij
= −trs [trcE(0, x)γ5] . (6.16)
We find the meson two point correlation function from 0 to t is equal to the anti-meson two point correlation
function from t to 0, as it must by CP T invariance. Finally, we sum over all space to set ~p = 0, giving the
expression used to generate time-dependent two point correlation function data,
〈(X0)
t
|(X0)0〉 = 〈(X¯0)0|
(
X¯0
)
t
〉 = −
∑
~x
trs [trcE(0, x)γ5] , (6.17)
referred to as C2pt(t).
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6.4 Operator improvement
6.4.1 Heavy quark smearing
The composite meson interpolating operator acts on the vacuum to produce a linear combination of all
states, subject to quantum number selection rules. To increase the overlap of the generated state with the
ground state we convolve the heavy quark interpolating field with a 1S wavefunction based on work [46]
in the charmonium system. This is referred to as 1S-smearing and can, in principle, be turned on or off
independently at the creation or annihilation of each heavy quark field. If 1S-smearing is not used, the
operator is referred to as local4. In this work, we use 1S-smearing at the creation and annihilation of heavy
quark fields in the two point correlation function data (ie. at times 0 and t) and at times t1 and t2 in the
generation of three point correlation function data. We do not 1S-smear the heavy quark fields in the mixing
operator (ie. at t = 0 in the three point correlation function data) as this is the spacetime point at which
we extract the hadronic mixing matrix element. Any smearing would have to be deconvolved to resurrect
the correctly normalized value.
6.4.2 Heavy quark rotation
We do, however, improve the heavy quark fields of the mixing operator to improve the matching of lattice
heavy quark spinors and continuum relativistic heavy quark spinors [44]. The normalization of the lattice
spinor is corrected to remove an O(a~p) discretization error by a heavy quark spatial “rotation”
Qrot =
(
1 + ad1~γ · ~D
)
Q, (6.18)
where d1 is tuned to
d1 =
1
2 + am0
− 1
2(1 + am0)
(6.19)
to remove the O(a~p) discretization error. Here am0 is the tadpole improved bare heavy quark mass,
am0 =
1
2u0
(
1
κ
− 1
κcrit
)
(6.20)
expressed in terms of the hopping parameter, κ, and the critical hopping parameter, κcrit, at which a
heavy-heavy “pion” is massless.
4Local as in a spatial point source, equivalent to maximal spread of momenta internal to the meson and therefore maximal
overlap with all states subject to quantum number selection rules.
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(a) Unfolded data.
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(b) Data folded to enforce a combined PT symmetry.
Figure 6.2: Two point correlation function data for the a ≈ 0.09 fm, 403 × 96 ensemble with valence heavy
quark κ = 0.0976 and light quark am = 0.0261. This valence mass combination corresponds to the B0s
meson. The scaling factor Meff removes leading exponential decay. The relative error of the folded data is
a factor of
√
2 smaller than the relative error of the unfolded data. Temporal oscillations in the data are
discussed in detail in App. D.4.
6.5 Exploiting time-reversal and parity: folding the data
We take advantage of the derived parity and time-reversal transformations to combine the data in a way
that differs from the data combinations performed in Eq. (4.12) based solely on parity. When performing
simulations, we use periodic boundary conditions on the lattice. This means the creation of a meson at t = 0
also creates a meson at t = T − 1. We can identify the signal for a meson traveling backward in time from
t = T − 1 with the signal for our meson traveling forward in time from t = 0, allowing us to fold the data
about the midpoint t = T/2, effectively doubling the data. Using the P and T transformations of the open
meson propagators, Eq. (B.6), we can transform the two point correlation function data of Eq. (6.17) to find
C2pt(t) = PT (C2pt(t)). (6.21)
The backwards propagating meson is physically equivalent to the forward propagating meson, evaluated on
parity transformed gauge links. This equivalence is evidenced in the data for a representative two point
correlation function, scaled to remove leading exponential decay, shown in Fig. 6.2a. By folding the data we
effectively increase statistics associated with the forward propagating two point correlation function. The
decrease in relative error, shown in Fig. 6.2b, corresponds to a factor of 1/
√
2. App. E summarizes terms
used throughout this work to discuss statistical errors and analyses.
We similarly fold the three point correlation function data. For a concrete example, consider the un-
folded three point correlation function data for mixing operator O4 on the a ≈ 0.09 fm, 323 × 96 ensemble:
〈X0|O4([U ])|X¯0〉t1,t2 =
∑
~x1,~x2
〈X0|O4([U ])|X¯0〉x1,x2, shown in Fig. 6.3a . Note the explicit t1 ↔ t2 sym-
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(a) Unfolded data has an explicit t1 ↔ t2 symmetry.
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(b) Data folded to enforce a combined PT symmetry.
Figure 6.3: Data for the scaled three point correlation function 〈B0s |O4|B¯0s 〉t1,t2 on the a ≈ 0.09 fm, 323× 96
ensemble with valence heavy quark κ = 0.0977 and light quark amx = 0.0261. This valence mass combination
corresponds to the B0s meson.
metry that follows from the form of Eq.’s (6.11) and (6.12) – the data is a mirror image of itself across the
diagonal running from the upper-left to the lower-right. Under time-reversal,
〈X0|O4([U ])|X¯0〉x1,x2 T= 〈X0|O17([U ]τ )|X¯0〉xτ1 ,xτ2 . (6.22)
Enforcing parity symmetry of the matrix element we have
〈X0|O17([U ]τ )|X¯0〉xτ1 ,xτ2
P
= 〈X0|O4([U ]τ,p)|X¯0〉xp,τ1 ,xp,τ2 , (6.23)
giving the combined PT transformation
〈X0|O4([U ])|X¯0〉x1,x2 PT= 〈X0|O4([U ]τ,p)|X¯0〉xp,τ1 ,xp,τ2 , (6.24)
analogous to what we found for the two point correlation function data in Eq. (6.21). Data for O4 is
physically equivalent to backward propagating data for the same operator evaluated on parity transformed
gauge configurations. This result holds for each of the O1−5. By folding the time-reversed data (folding
across the diagonal running from the lower-left to the upper-right) we effectively double our statistics. The
folded data are shown in Fig. 6.3b.
The requirement to time order the VEV of the three point correlation function, Eq. (6.2), is t1 < 0 < t2.
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The progression of times that satisfy this requirement is: . . . , t1 = −2, t1 = −1, 0, t2 = 1, t2 = 2, . . . Given
the periodic boundary conditions, this corresponds to
. . . , t1 = T − 2, t1 = T − 1, 0, t2 = 1, t2 = 2, . . . (6.25)
Therefore, we analyze the upper right hand quadrant of Fig. 6.3b.
An example of three point correlation function data, scaled to remove the leading exponential decay, is
shown in Fig. 6.4a and its relative error is plotted in Fig. 6.4b. Aside from providing a visual display of the
data, the plots in Fig.’s 6.2b, 6.4a, and 6.4b aide with the fitting procedure outlined in Sec. 7.2.
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Figure 6.4: Three point correlation function data for O5 on the a ≈ 0.09 fm, 403× 96 ensemble with valence
heavy quark κ = 0.0976, and light quark amx = 0.0261. This valence mass combination corresponds to the
B0s meson.
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Chapter 7
Analyzing correlation functions
7.1 Preliminary analyses
7.1.1 Autocorrelations
Gauge configurations used to evaluate the Monte Carlo sum in Eq. (5.5) are generated by the MILC collabo-
ration via a Molecular Dynamics based algorithm [34]. In this process each gauge configuration is generated
from the previous configuration. In such processes, referred to as Markov processes, configurations are
necessarily related to each other. The resulting correlations between gauge configurations are referred to
as autocorrelations and their presence results in an underestimate of the statistical error associated with
the Monte Carlo sum. In an attempt to decrease autocorrelations, only every nth configuration is saved
(with a typical value of n = 6). Despite this effort, autocorrelations may still remain in data built from the
gauge configurations. A first step in the lattice calculation of a particular observable1 is an assessment of
autocorrelations.
Using methods outlined in App. E.3.2, autocorrelations in B meson two point correlation function data
are evaluated by calculating the autocorrelation function, A(η),
A(η) = 1
N
∑
i
(Ci+η(t)− C(t))(Ci(t)− C(t))
σ2t
(7.1)
which, by construction, satisfies A(0) = 1 and −1 < A(η) < 1.
Fig. 7.1a shows A(η) calculated directly from the two point correlation function data while Fig. 7.1b
shows A(η) calculated using the principal component analysis. In each case an autocorrelation time, τ , can
be extracted from the plots by assuming |A(η)| = e−η/τ [47]. Both plots (using points at η = 0 and η = 1)
give τ ≈ 0.15. Following [47], we skip 2τ configurations to ensure our configurations are independent. For
τ ≈ 0.15, the configurations are, essentially, independent. That is, the level of autocorrelation present in the
data is negligible.
1The degree of autocorrelation depends, to some extent, on the observable being calculated.
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Figure 7.1: Time slice averaged A(η) for the a ≈ 0.12 fm, aml/ams = 0.007/0.050 ensemble with
amx = 0.0415. Each plot indicates an autocorrelation time of roughly τ ≈ 0.15.
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Figure 7.2: The scaled two point correlation function, and its standard error, are plotted for bin sizes ranging
from one to four. The data are from the a ≈ 0.12 fm, aml/ams = 0.007/0.050 ensemble with amx = 0.0415
and κ = 0.0901. The standard error is largely unchanged by bin size, indicating negligible autocorrelations.
Again using two point correlation function data, we test for autocorrelations via the third method of
App. E.3.2, binning. Multiple adjacent configurations are averaged into bins, effectively reducing the number
of configurations in favor of greater separation in configuration time. Then, by observing the change in
relative error with respect to bin size, we can discern the degree of autocorrelation. No change implies
no autocorrelation. Fig. 7.2 shows the data for a two point correlation function, scaled to remove leading
exponential decay, for bin sizes ranging from one (no binning) to four. The relative error is observed to be
constant with respect to bin size, indicating no autocorrelation.
Based on the autocorrelation function, principal component, and binning studies presented here we have
determined the B meson data contain negligible autocorrelations. Therefore, we do not bin the data.
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7.1.2 Effective mass and amplitude
Several plots of correlation function data in this work are scaled to remove the leading exponential decay,
simply for the purpose of making the plots easier to look at. The leading exponential decay comes from a
quantity referred to as the effective mass, Meff. In addition to scaling data for plots, the effective mass plays
an important role in the fitting procedure outlined in Sec. 7.2.3.
In a Euclidean metric, the eigenstate for a free particle with four momentum p has the characteris-
tic behavior, |p〉 ∼ e−px. In the particle’s rest frame this simplifies to |M〉 ∼ e−Mt. The local2 inter-
polating operators introduced in Sec. 6.2, however, have overlap with an infinite tower of excited states
and the resultant meson correlation function is described by an infinite sum of decaying exponentials
C(t) ∼ Z0e−M0t + Z1e−M1t + . . . , whereM0 < M1 < . . . We define Meff(t) such that C(t) = Zeffe−Mefft and
extract its value from the correlation function data,
Meff(t) =
1
n
log
[
C(t)
C(t+ n)
]
. (7.2)
This gives us a sort of average over the masses of all states contributing at time t. The expression for the
effective mass can be tweaked slightly to account for periodic boundary conditions used in our simulations.
Defining Meff such that C(t) = Zeff
(
e−Mefft + e−Meff(T−t)
)
gives
Meff(t) =
1
n
cosh−1
[
C(t+ n) + C(t− n)
2C(t)
]
. (7.3)
Due the exponential decay that results from a Euclidean metric, Meff(t)
t→∞−−−→ M0. Fig. 7.3 shows a
representative plot of Meff(t) obtained using Eq. (7.3) with n = 2. The asymptotic Meff value used to
remove leading exponential decay in correlation function data comes from a representative point on the
plateau beginning near t = 6.
With a value for Meff in hand we write the effective amplitude as Zeff = C(t)/
(
e−Mefft + e−Meff(T−t)
)
,
precisely the quantity plotted in Fig. 6.2 and referred to there as the scaled two point correlation function.
We use Meff and Zeff to guide our choice of priors in the constrained fits described in Sec. 7.2.2.
2In the next chapter we’ll discuss a process called smearing to improve overlap with the ground state. We’ll also put the
correlation function time dependence on a firmer footing by including effects of staggered light quarks – a complication that
does not affect our definitions of Meff or Zeff.
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Figure 7.3: The effective mass plot from the a ≈ 0.09 fm, aml/ams = 0.0031/0.031 ensemble with amx =
0.0031 and κ = 0.0976. This lattice has temporal extent T = 96 and the data have been folded about the
midpoint. The effective mass is calculated using Eq. (7.3) with n = 2.
7.2 Fitting correlation functions
7.2.1 Fit functions
The correlation function data generated per Ch. 6, C2pt(t) and C3ptN (t1, t2), are modeled by the fit functions
C
2pt(t) and C3ptN (t1, t2). We build the fit functions starting with Eq.’s (6.14) and (6.2). Working in the B
meson rest frame where En =Mn, we shift quark fields to the Heisenberg picture, eg. q(t) = e
Htqe−Ht, and
insert the complete sets of energy eigenstates,
1 =
∞∑
n=
|Bn〉〈Bn|
2Mn
=
∞∑
n=0
|B¯n〉〈B¯n|
2Mn
, (7.4)
where |Bn〉 is the nth excited state of the B0 meson. This gives the infinite sums of exponentials,
C
2pt(t) =
∞∑
n=0
Z2n
2Mn
(−1)n(t+1)
(
e−Mnt + e−Mn(T−t)
)
(7.5)
C
3pt
N (t1, t2) =
∞∑
n,m=0
〈Bn|ON |B¯m〉ZnZm
4MnMm
(−1)n(t1+1)+m(t2+1)
(
e−Mn|t1| + e−Mn(T−|t1|)
)(
e−Mmt2 + e−Mm(T−t2)
)
(7.6)
where the real-valued amplitude Zn = 〈qγ5Q|Bn〉, H |Ω〉 = 0, and t1 < 0 < t2. Time oscillating opposite
parity states from staggered light valence quarks (detailed in App. D.4) and the effect of periodic boundary
conditions are explicitly accounted for in Eq.’s (7.5) and (7.6). Note the sums separate the parity odd
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(expected pseudoscalar) and even (opposite parity oscillating) states according to whether or not the index
being summed over is even or odd, ie. M1 is the lowest lying state for the oscillating opposite parity state.
In practice, we limit the time range of data included in the fit (tmin ≤ t ≤ tmax) and truncate the sums
(
∑N2pt−1
n=0 and
∑N3pt−1
n,m=0 ), where N
2,3pt is the number of states used in the fit. The selection of time ranges
and numbers of states is discussed in Sec. 7.2.3.
A comparison of correlation function data to the fit functions allows us to extract the hadronic mixing
matrix element (as well as the masses and amplitudes). The best fit values of these parameters are obtained
by minimizing the goodness-of-fit parameter, χ2,
χ2 =
∑
t1,t2
[ft1({p})− d¯t1 ] (σ2t1t2)−1 [ft2({p})− d¯t2 ] (7.7)
where f is the fit function, {p} are parameters to be extracted from the fit, d¯t are correlation function data
at time t averaged over configurations, and σ2t1t2 is an element of the covariance matrix, Eq. (E.25).
7.2.2 Constrained fitting
A characteristic feature of meson two point (Fig. 6.2b) and three point (Fig. 6.4b) correlation function data
is the exponential growth of relative error with time. This comes from the fact that a large component of
the noise in our correlation function data is due to intermediate states composed of the lightest quarks in
the simulations, that is, the noise comes from pions [48]. Because the pions are lighter than our heavy-light
mesons they decay slower and the signal to noise ratio decays exponentially.
The cleanest, most desirable, data are therefore those at smallest times. However, those data also have the
greatest relative contribution from excited states. Including cleaner data comes at the expense of having to
include more terms in the sums of decaying exponentials in our fit functions, a notoriously hard problem [49].
A solution to this problem is the inclusion of prior knowledge to prevent the fit from searching unphysical
regions of parameter space. For example, the masses of the odd and even parity excited states are ordered,
M0 < M2 < M4 < . . . and M1 < M3 < M5 < . . . , so if we parameterize them by mass differences, eg.
M2 =M0 + e
∆2 , (7.8)
and fit ∆2, we constrain the fit by preventing it from considering masses such that M2 ≤ M0 in its search
of parameter space.
Another application of this type of constraint limits the search of parameter space for the amplitudes.
From Eq.’s (7.5) and (7.6) we can assume, without loss of generality, that Zn > 0. The sign associated with
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any negative amplitudes can be absorbed in the three point matrix element, a process that doesn’t affect
the groundstate matrix element we’re after. We therefore write
Z2n =
Zn√
2Mn
(7.9)
and determine the best fit value for Zn.
The final instance of parametric constraint utilized in our fits is associated with the hadronic mixing
matrix elements. CP symmetry of hadronic matrix elements, combined with the fact that our matrix
elements are real-valued, gives 〈Bn|ON |B¯m〉 = 〈Bm|ON |B¯n〉. This reduces the number of unique entries in
the N3pt×N3pt matrix representing the elements 〈Bn|ON |B¯m〉 from (N3pt)2 to N3pt(N3pt+1)/2. We write
the groundstate matrix element as3
O(N) =
〈B0|ON |B¯0〉
M0
(7.10)
and define the remaining unique elements, {O(N)i | i = 1, . . . , N3pt(N3pt + 1)/2− 1}, to include the matrix
element, masses, and amplitudes. In terms of these reparameterizations, and defining
gn(t) = e
−Mnt + e−Mn(T−t)
= 2e−MnT/2 cosh(Mn(T/2− t)), (7.11)
the fit functions are given by
C
2pt(t) = Z20g0(t) + Z21 (−1)t+1g1(t) + . . .
C
3pt
N (t1, t2) =
1
2O
(N)Z40g0(|t1|)g0(t2) + 12O
(N)
1
[
(−1)t2+1g0(|t1|)g1(t2) + (−1)t1+1g1(|t1|)g0(t2)
]
+ 12O
(N)
2 (−1)t1+t2g1(|t1|)g1(t2) + . . . (7.12)
These simple applications of prior knowledge can be extended in a less trivial way by giving a preference
for certain values of the parameters to be fit. For example, the plot of Meff in Fig. 7.3 suggests the ground
state mass M0 is probably between 1.0 and 2.0, in fact its probably pretty close to 1.5. The important part
of our prior knowledge isn’t M0 ≈ 1.5, but rather that its not Avogadro’s number or −1000. Unless we
somehow give the fit the information we have from the effective mass plot, it will consider these possibilities
with the same probability as values around 1.5. We inform the fit by adding a term to χ2 that grows as the
fit values for M0 stray too far from 1.5. This is referred to as Bayesian, or constrained, curve fitting [50].
3We occasionally denote the light quark content of the B meson in the ground state mixing matrix element by subscript x.
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pˆ± σˆ
fit parameter a ≈ 0.12 fm a ≈ 0.09 fm
M0 1.9 ± 0.15 1.55 ± 0.15
M1 2.15 ± 0.15 1.75 ± 0.15
∆2 -0.91 ± 0.35 -1.16 ± 0.4
∆i>2 -1.23 ± 1.0 -1.48 ± 1.0
Z0 1.30 ± 0.1 1.25 ± 0.15
Z1 0.85 ± 0.4 0.85 ± 0.4
Z2 0.65 ± 0.65 0.62 ± 0.62
Zi>2 0.45 ± 0.45 0.45 ± 0.45
O(N) 0 ± 1.0 0 ± 1.0
O
(N)
i>0 0 ± 0.5 0 ± 0.5
Table 7.1: Priors for correlation function fits.
We use a software package developed by G. P. Lepage that augments χ2 with prior knowledge of the fit
parameters {pi}, encoded in priors {pˆi} and prior widths {σˆi}. The augmented χ2aug is written
χ2aug = χ
2 +
∑
i
(pi − pˆi)2
σˆ2i
. (7.13)
Our choice of priors and prior widths must be given careful consideration to avoid unduly influencing fit
results. We routinely check that fit results are contained within the range of values defined by the prior
and prior width, pˆ ± σˆ. Priors for mass splittings are derived from the Particle Data Group [5] or other
works [51, 52]. The 1S-smearing of Sec. 6.4.1 results in an overlap with the tower of possible excited states
that, in general, decreases with increasing excitation energy, ie. Zn+1 ≤ Zn, a fact reflected in our choice of
priors for Zn. Priors for other fit parameters are obtained from subsets of the data or preliminary analyses
like the effective mass and amplitude plots. Table 7.1 gives the priors and prior widths used in the constrained
fits to the correlation function data.
7.2.3 Fit procedure
Fits using data at small t must account for increased excited state contributions by including an adequate
number of states, made possible by constrained curve fitting. To select optimum values of N , tmin and
tmax for the two and three point correlation function fits, we follow a systematic procedure that allows us to
achieve consistent and stable fits, with a suitable choice of time range, for N2,3pt = 2, 4, and 6. Plots of scaled
correlation function data guide our selection of time ranges for study. For tmin we generally consider from
tmin = 2 until excited state contributions have significantly decreased. Though increasing tmax utilizes more
41
1.564
1.566
1.568
1.570
1.572
1.574
 2  4  6  8  10  12  14  16  18  20
0.0
0.2
0.4
0.6
0.8
1.0
M
0
p
-
v
a
l
u
e
t
2pt
min
M0 vs. t
2pt
min (t
2pt
max=32)
(a) Two point correlation function fits versus t2ptmin.
1.5645
1.5650
1.5655
1.5660
1.5665
1.5670
1.5675
 15 17 19 21 23 25 27 29 31 33 35 37 39
0.0
0.2
0.4
0.6
0.8
1.0
M
0
p
-
v
a
l
u
e
tmax
2pt
M0 vs. tmax
2pt
 (tmin
2pt
=10)
(b) Two point correlation function fits versus t2ptmax.
Figure 7.4: Two point correlation function fits for the a ≈ 0.09 fm, 403 × 96, aml/ams = 0.0031/0.031
ensemble with amx = 0.0261 and κ = 0.0976. Fit results reveal a common plateau for N
2pt = 2 (blue burst),
4 (pink square) and 6 (red dash) fits. Solid lines indicate p-values for the fits.
data, it also introduces an increasing level of noise and can reduce our ability to determine the covariance
matrix.
Two point correlation function fits
For the two point correlation function of Fig. 6.2 we consider the ranges t2ptmin = 2, . . . , 20, t
2pt
max = 15, . . . , 39,
and N2pt = 2, 4, 6. We fit for each combination of N2pt, t2ptmin and t
2pt
max and select a representative fit from
the common plateau, ensuring stability with respect to our choice of N2pt, t2ptmin and t
2pt
max. Fig. 7.4a (7.4b)
shows fit results for the the ground state mass as a function of t2ptmin (t
2pt
max). We generate similar plots for
the ground state amplitude. Though we’ve performed cursory excited state studies our primary concern
is the ground state mixing matrix element. Our focus is on ground state quantities that directly affect its
determination.
From Fig. 7.4a we select the following based on a combination of fit error, central value relative to the
common plateau, and p-value:
N2pt = 2; t2ptmin = 10
N2pt = 4; t2ptmin = 2
N2pt = 6; t2ptmin = 2 (7.14)
For these choices of t2ptmin, we generate plots of fit results versus t
2pt
max. The N
2pt = 2 plot is shown in Fig. 7.4b,
from which we select a value of t2ptmax based on the same criteria used in the selection of t
2pt
min. Our choices for
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this two point correlation function are:
N2pt = 2; t2ptmin = 10, t
2pt
min = 33
N2pt = 4; t2ptmin = 2, t
2pt
max = 33
N2pt = 6; t2ptmin = 2, t
2pt
max = 33 (7.15)
Three point correlation function fits
In the context of testing new physics scenarios via Eq. (3.16), the hadronic mixing matrix element is a natural
choice for parameterizing the low energy QCD contribution to B mixing. In the SM, and historically for
BSM work, other parameterizations are often used. The most prevalent alternative BSM parameterization
uses the bag parameter, BN , defined by
O(N) = cNf
2BN (7.16)
where f is the B meson decay constant and cN are given by: c1 = 2/3, c2 = −5/12, c3 = 1/12, c4 = 1/2,
and c5 = 1/6. In SM B mixing analyses its common to speak of the mixing parameter, βN ,
βN = f
√
BN . (7.17)
The three point correlation function fit results in this work are reported in terms of either O
(N)
0 or βN .
To extract O(N) from Eq. (7.12) we perform a simultaneous fit to the two and three point correlation
function data. This is done in an analogous way to the fit procedure outlined above for the two point
correlation function. Scaled correlation function data and relative error plots guide selection of time ranges
to consider. For the data in Fig.’s 6.4a and 6.4b we choose to study t3ptmin = 2, . . . , 13, t
3pt
max = 14, . . . , 20,
and N3pt = 2, 4, 6. Experience shows that for a ≈ 0.12 fm data a relative error of ∼ 5% is indicative of the
optimum t3ptmax while for a ≈ 0.09 fm data, ∼ 3% is typical. When performing simultaneous fits we match
the numbers of states used in the two and three point fit functions (N2pt = N3pt) and fix the two point
correlation function time ranges per Eq. (7.15).
From resultant simultaneous fits depicted in Fig. 7.5a, we select N3pt = 2 and t3ptmin = 11 based on the
combination of fit error, central value consistency, and p-value. Then, fixing t3ptmin = 11, we plot the N
3pt = 2
fit results versus t3ptmax as shown in Fig. 7.5b. From this plot we select t
3pt
max = 15. The value of O
(5)
0 at
this combination of N2,3pt and t2,3ptmin,max represents the fit result for mixing operator O5 on the a ≈ 0.09
fm, 403 × 96, aml/ams = 0.0031/0.0310 ensemble with valence quarks amx = 0.0261 and κ = 0.0976. This
analysis is repeated, for O4 and O5, on the 60 light valence quark mass and MILC ensemble combinations
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Figure 7.5: Three point correlation function fits for the a ≈ 0.09 fm, 403 × 96, aml/ams = 0.0031/0.031
ensemble with amx = 0.0261 and κ = 0.0976. Solid lines indicate p-values for the fits.
of Table 5.1. The results of these analyses are shown in Fig. 7.6 for mixing operator O4 and Fig. 7.7 for
mixing operator O5.
Results are plotted as a function of squared pion mass, with a pion built from degenerate light valence
quarks (with mass amx from Table 5.1). This is in preparation for a subsequent stage of analysis where
chiral effective theory, with pions as fundamental degrees of freedom, guides extrapolation to physical pion
(and by proxy, quark) masses. Values of β4,5 extracted from fits, as well as the pion masses, are in lattice
units. We use the scale conversion factor r1/a to convert results to so called “r1 units”, free of lattice spacing
dependence. These points are discussed in the context of the chiral extrapolations in Sec.’s 8.2 and 8.3.3,
respectively.
Fit errors
We perform the least squares fit of Eq. (7.7) using a covariance matrix calculated from the data. Errors
returned by the fit should therefore account for correlations. If the covariance matrix is poorly determined
(see App. E.3.3), errors from the fit may not adequately account for correlations. Additionally, fit errors
are parametrically dependent on the form of the fit function in Eq.’s (7.5) and (7.6). By using the boot-
strap method, outlined in App. E.2.1, we generate a non-parametric estimate of the error by studying the
distribution of fit results to 600 bootstrap resamples. The error bars in Fig.’s 7.6 and 7.7 correspond to
width of the middle 68% of the bootstrap distribution. We observe excellent agreement between naive fit
and bootstrap errors.
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Figure 7.6: Simultaneous two and three point correlation function fit results for mixing operator O4.
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Figure 7.7: Simultaneous two and three point correlation function fit results for mixing operator O5.
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Chapter 8
Relating lattice results to experiment
Correlation function data are built at finite lattice spacing with unphysical quark masses. To compare with
experiment, we must first correct for this.
8.1 Renormalization and matching
Lattice calculations are explicitly UV regulated by the lattice spacing, pmax = pi/a. Results obtained at
different lattice spacings in Fig.’s 7.6 and 7.7 are effectively evaluated at different energies. In order to
perform the necessary extrapolations we need all our data to be evaluated at the same scale. Also, our
results for the hadronic mixing matrix elements will be combined with perturbatively calculated quantities
per Eq. (3.16). This combination requires consistency with the continuum scheme and scale.
At one loop the BSM operators mix only with each other under renormalization1
〈B|O4(mb)|B¯〉R = [1 + αsζ44(mb)] 〈B|O4|B¯〉lat + αsζ45(mb)〈B|O5|B¯〉lat (8.1)
〈B|O5(mb)|B¯〉R = [1 + αsζ55(mb)] 〈B|O5|B¯〉lat + αsζ54(mb)〈B|O4|B¯〉lat (8.2)
where the ζij run lattice results from their value at the energy scale set by the lattice spacing, 〈•〉lat, to their
value at the energy scale used to evaluate perturbatively calculated Wilson coefficients, C
(2)
i (µ), of Eq. (3.16),
〈•(µ)〉. For B mixing the scale used is the mass of the bottom quark, µ = mb. The superscript “R” indicates
renormalized matrix elements while “lat” indicates matrix elements obtained at finite lattice spacing. The
coefficients ζij are calculated to one loop in lattice perturbation theory by collaboration members Elvira
Ga´miz and Andreas Kronfeld and are listed in Table 8.1.
The QCD coupling constant, αs, should be evaluated at a scale indicative of the typical gluon loop
momentum. Following [38] and [55] we use the “V scheme” and define αs in terms of the static quark
1From [53] and the Fierz transformations of Sec. 4.1.2.
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ζij a ≈ 0.12 fm a ≈ 0.09 fm
ζ44 1.7352 1.4329
ζ45 -0.4886 -0.4388
ζ54 0.2532 0.0660
ζ55 0.1958 0.1809
Table 8.1: BSM mixing operator matching coefficients, calculated to one loop [54].
potential V (q). Schematically, we take αs = αV , where αV is defined by the static quark potential,
V (q) =
4
3
4piαV (q)
q2
. (8.3)
Combined with a lattice measurement of the static quark potential, this allows us to extract a value for
αV (q). This value is then run to the desired scale, αV (µ), using the renormalization group. In practice,
we take the third-order expansion for αMS(q) in terms of αV (qe
5/6) from [56] as an all orders definition of
αV (q). A lattice measurement of the static quark potential [55] yields a value for αV (q) which is run to the
desired scale αV (µ) by
q2
dαV (q)
dq2
= −β0αV (µ)2 − β1αV (µ)3 − β2αV (µ)4 − β3αV (µ)5 − · · · (8.4)
where the perturbative coefficients, βi, are determined from the results of [57]. We choose µ = 2/a as the
typical scale of gluon loop momentum, a choice consistent with the optimal choices of [38] and [58].
8.2 Chiral perturbation theory
Extrapolation to physical light quark mass is guided by chiral perturbation theory χPT – the low energy,
low mass effective theory of QCD [59, 60, 61, 62]. In the limit of zero light quark (u, d, s) mass, QCD
gains a global SU(3)L⊗SU(3)R chiral symmetry, believed to be broken spontaneously to SU(3)V with eight
conserved Noether currents, jaµ = qγµλ
aq (λa are the 3 × 3 Gell-Mann matrices). The particles associated
with SU(3)V are, after spontaneous symmetry breaking, the massive vector mesons (ρ, K
∗, ω, φ). The
broken SU(3)A has eight massless, pseudoscalar, Nambu Goldstone bosons, referred to generically as pions,
pia. The pions of SU(3)A are associated with the observed pseudoscalar octet (pi, K, η). In the massless limit,
the axial vector currents, jaµ5 = qγµγ5λ
aq, are also conserved, pµ〈Ω|jaµ5|pib〉 = δabM2pifpi = 0 (massless pions).
For light, not massless, quarks chiral symmetry is softly broken. The pions are no longer massless and are
referred to as pseudo Nambu Goldstone bosons and the axial vector current is only partially conserved.
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Pions dominate low energy dynamics and are the fundamental degrees of freedom in χPT. They’re
packaged to build the field,
Σ = exp
(
ipiaλa
fpi
)
(8.5)
where
piaλa =


pi0 + 1√
3
η
√
2pi+
√
2K+
√
2pi− −pi0 + 1√
3
η
√
2K0
√
2K−
√
2K¯0 − 2√
3
η


. (8.6)
Under SU(3)L ⊗ SU(3)R, Σ transforms as Σ→ ULΣUR, with UL/R ∈ SU(3)L/R.
The effective lagrangian is built from chiral invariant interactions, making it a low mass effective theory.
Its also a low energy effective theory in that its interactions are built from an expansion in powers of
momentum. Lowest order interactions have the fewest powers of momentum. The leading order effective
lagrangian encodes this by starting with the most general, Lorentz and chiral invariant term with the fewest
number of derivatives,
LLOeff =
f2pi
4
Tr
(
∂µΣ∂µΣ
†)
= 12∂µpi
a∂µpi
a + Lint, (8.7)
where the second line comes from expanding Σ and grouping all higher order terms in Lint. Higher order terms
correspond to higher powers of momenta and are suppressed by powers of p/Λχ, where Λχ ∼ 4pifpi ∼ 1 GeV.
The lagrangian of Eq. (8.7) contains no quark (and therefore pion) masses. We incorporate non zero
quark mass by adding the explicit chiral symmetry breaking term
Lsb = f
2
piB0
2
Tr(MΣ† +ΣM †) (8.8)
where M = diag(mu,md,ms) and B0 is a second (fpi was the first) free parameter added to the theory. The
validity of χPT extends to small but nonzero mu,d,s giving small but nonzero pion masses. The pion mass
dependence guides the extrapolation of data in Fig.’s 7.6 and 7.7 to physical masses.
It is computationally cheaper to take an existing ensemble and generate data for different valence quark
masses than to generate a new ensemble2. This results in non-degenerate sea and valence quarks of the same
flavor. Chiral effective theory, modified [63] to allow this generalization, is referred to as partially quenched
χPT. Notationally, we specify valence quarks by mx and sea quarks by mu,d,s. In practice, we use degenerate
2This is the reason for the proliferation of valence quark masses for each ensemble in Table 5.1.
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light sea quarks, mu = md (and occasionally refer to the light sea quark mass as ml). These mass differences
are accounted for by the flavor splitting, δxf ∼ (mf −mx), for sea quark flavor f ∈ {l, s}.
The presence of a heavy b quark in the B meson allows additional constraints, from heavy quark spin and
flavor symmetries, to be incorporated in χPT via heavy quark effective theory [64]. The continuum, partially
quenched, heavy meson χPT for the ∆b = 2 flavor changing interactions relevant to B mixing was developed
by Detmold and Lin [65]. Heavy-light pseudoscalar mesons, via pion exchange, can generate virtual heavy-
light vector mesons, an interaction characterized by the coupling constant g. The mass difference between
the vector and pseudoscalar B meson is the hyperfine splitting, ∆∗.
The incorporation of rooted, staggered light quarks to partially quenched, heavy meson χPT was worked
out by Aubin and Bernard [66, 67]. Within this framework, Laiho and Van de Water [68] extended the work
of Detmold and Lin to include rooted, staggered quarks. The resulting rooted, staggered, heavy meson, χPT
for ∆b = 2 flavor changing interactions in B mixing is the starting point for the extrapolation performed in
this work. An important component of staggered χPT is the incorporation of lattice spacing dependence,
eg.
m2ij,Ξ = µ(mi +mj) + a
2∆Ξ, (8.9)
where mij,Ξ is a taste Ξ pion composed of flavor i and j quarks. By explicitly incorporating leading order
discretization (taste breaking) effects in the fit function the effects are systematically removed from the fit
results. The low energy constant µ and taste splittings ∆Ξ are fixed [69]. In addition to removing leading
order discretization (taste breaking) effects, the incorporation of lattice spacing dependence allows us to
perform a simultaneous continuum and chiral extrapolation.
8.3 Chiral Extrapolation
We treat the fit results for the matrix elements (at different sea and valence masses and lattice spacings)
as data points to which the chiral expression for the matrix element is fit, allowing extrapolation to phys-
ical quark masses and the continuum. We outline the elements of the chiral expression in the context of
performing a chiral fit.
The next to leading order (NLO) expressions for the rooted, staggered, heavy meson, chiral expansions
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(a) Tadpole diagram, T . (b) Wavefunction diagram, W . (c) Sunset diagram, Q.
Figure 8.1: Next to leading order χPT diagrams. Dashed lines are pions, solid lines are B meson, double
lines are B∗ mesons, and ⊗ is the mixing operator.
of the mixing matrix elements3 are [68]
O(1)x = β1
(
1 + T 1x +Wx +Qx
)
+ analytic terms (8.10)
O(N)x = βN
(
1 + T ix +Wx
)
+ β′NQx + analytic terms, N ∈ {2..5} (8.11)
where βN and β
′
N are constants to be fit, representing the leading order value of the matrix elements.
The “analytic terms” in Eq.’s (8.11) and (8.11) encompass NLO contributions from Lsb and O(a2) taste
violations. These contributions are parameterized by [68]
analytic terms = c0mx + c1(2mu +ms) + c2a
2 (8.12)
where c0, c1, and c2 are low energy constants to be determined from the fit. Prior selection for NLO analytic
terms is guided by [70].
The tadpole diagram term, T ix , of Fig. 8.1a includes a sum over the three flavors of sea quarks with the
degeneracy mu = md. The factors of four and six associated with the taste multiplets indicate the sum runs
over each element of the multiplet. At order a2, taste splittings are degenerate within a multiplet, and sum
results in four or six identical copies. The sum over all 16 tastes and factor of 116 gives the average taste
contribution. The tadpole diagram term for the SM mixing operators is [68]
T 1,2,3x =
−i
f2
{
1
16
∑
j=xu,xd,xs
Ξ=I,P,4V,4A,6T
IjΞ + 1
16
∑
Ξ=I,P,4V,4A,6T
IxxΞ + 2
3
[
RXI ({MXI}; {µI})
(
∂IXI
∂m2XI
)
−
∑
j∈{MXI }
Dj,XI ({MXI}; {µI})Ij
]
+ a2δ′V
[
RXV ({MXV }; {µV })
(
∂IXV
∂m2XV
)
−
∑
j∈{MXV }
Dj,XV ({MXV }; {µV })Ij
]
+
(
V → A)
}
(8.13)
3Field normalization from heavy meson χPT results in matrix elements that are physically equivalent to the quantity O(N),
referred to as the ground state matrix element and defined in Eq. (7.10).
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and the expression for the BSM mixing operators is [68]
T 4,5x =
−i
f2
[
1
16
∑
j=xu,xd,xs
Ξ=I,P,4V,4A,6T
IjΞ − 1
16
∑
Ξ=I,P,4V,4A,6T
IxxΞ
]
(8.14)
where δ′V (A) is a hairpin vertex factor arising from flavor singlet pions [67] that we treat as a fit parameter.
The MILC collaboration determination of δ′V (A) guides prior selection. The pseudoscalar decay constant, f ,
is fixed to f = 132 MeV as in [65].
The wave function diagram of Fig. 8.1b is given by [68]
Wx = ig
2
f2
{
1
16
∑
j=xu,xd,xs
Ξ=I,P,4V,4A,6T
H∆∗+δjjΞ +
1
3
[
RXI ({MXI}; {µI})
(
∂H∆∗XI
∂m2XI
)
−
∑
j∈{MXI }
Dj,XI ({MXI}; {µI})H∆
∗
j
]
+ a2δ′V
[
RXV ({MXV }; {µV })
(
∂H∆∗XV
∂m2XV
)
−
∑
j∈{MXV }
Dj,XV ({MXV }; {µV })H∆
∗
j
]
+
(
V → A)
}
(8.15)
where g is the piBB∗ coupling. We use several works [65, 71, 72, 73] to guide prior selection and treat g as
a fit parameter. The hyperfine, ∆∗, and flavor, δxf , splittings are fixed per [72].
The sunset diagram in Fig. 8.1c is evaluated by [68]
Qx = −ig
2
f2
{
1
16
∑
Ξ=I,P,4V,4A,6T
H∆∗xxΞ +
1
3
[
RXI ({MXI}; {µI})
(
∂H∆∗XI
∂m2XI
)
−
∑
j∈{MXI }
Dj,XI ({MXI}; {µI})H∆
∗
j
]}
. (8.16)
Per Ref. [74] splittings here should be ∆∗ (the heavy-light meson in the loop is a vector meson so there
should be a hyperfine splitting to adjust its mass, and there are no sea quark loops to give flavor splitting)
in contrast to [65].
8.3.1 Summary of chiral functions
In the evaluation of these diagrams a common set of functions is encountered. The residue functions R and
D, the integrals H and I, and their derivatives ∂H∂m2 and ∂I∂m2 are discussed below. In this work we neglect
finite volume effects, expected to be < 0.1% [71], but give the necessary expressions. Hyperfine and flavor
splittings, motivated [72] by an expected improvement to the determination of finite volume effects, are also
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neglected.
The residue function R appears from single poles in the flavor singlet hairpin propagator and is defined
in the appendix of [75]
Rj({m}; {µ}) =
∏k
a=1(µ
2
a −m2j)∏n
i=1
i6=j
(m2i −m2j)
(8.17)
where mj is the pole mass in the propagator. The lists {m} and {µ} have n and k elements, respectively.
The double pole residue function D arises from double poles in the flavor singlet hairpin propagator. Also
defined in the appendix of [75], D is
Dj,l({m}; {µ}) = − d
dm2l
Rj({m}; {µ}) (8.18)
where ml ∈ {m}. Note that for l 6= j,
Dj,l({m}; {µ}) = Rj({m}; {µ})
(m2l −m2j)
, (8.19)
while for l = j,
Dj,j({m}; {µ}) = Rj({m}; {µ})
(
k∑
a=1
1
µ2a −m2j
−
n∑
i=1,i6=j
1
m2i −m2j
)
. (8.20)
The light meson integral Im is defined in two forms in the appendix of [65], depending on whether finite
volume effects are included (FV) or the infinite volume limit is taken (IV). I’ll specify the case by indexing
Im, eg. the finite volume version of Im will be denoted by IFVm . UV divergences from loop integration using
dimensional regularization have been removed by subtracting
λ =
2
4− d − γE + log(4pi) + 1. (8.21)
The simplest form of Im neglects finite volume effects
IIVm =
−im2
16pi2
log
(m2
Λ2χ
)
(8.22)
where Λχ is the chiral symmetry breaking scale and m is the relevant meson mass. Finite volume effects
would be incorporated by adding a correction term. That is,
IFVm (L) = IIVm + δIFVm (L) (8.23)
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where the finite volume correction term is given by
δIFVm (L) =
−im
4pi2
∑
~n6=~0
1
nL
K1(nmL)
mL1−−−−→ −i
4pi2
∑
~n6=~0
√
mpi
2nL
(
1
nL
)
e−nmL
{
1 +
3
8nmL
− 15
128(nmL)2
+O
([
1
nmL
]3)}
(8.24)
with L the spatial extent of the lattice, K1 the modified Bessel function of the second kind of order one, and
n = |~n|. The derivative of Eq. (8.24) is
∂
∂m2
δIFVm (L) =
∂
∂m2
[
−i
4pi2
∑
~n6=~0
√
mpi
2nL
(
1
nL
)
e−nmL
{
1 +
3
8nmL
− 15
128(nmL)2
+O
([
1
nmL
]3)}]
=
i
8pi2
∑
~n6=~0
√
pi
2mnL
e−nmL
{
1− 1
8nmL
+
9
128(nmL)2
+O
([
1
nmL
]3)}
. (8.25)
The heavy meson integral, H∆m, is defined in two forms in the appendix of [65], based on whether or not
finite volume effects are included. We use the same notation used for the light meson integrals to specify
the case (ie. a superscript IV or FV .). Neglecting finite volume effects,
H∆; IVm =
3i
16pi2
∂
∂∆
{
log
(m2
Λ2χ
)(
m2 − 2∆
2
3
)
∆+
(10∆2
9
− 4m
2
3
)
∆+
2m(∆2 −m2)
3
R
(∆
m
)}
(8.26)
where
R(x) =
√
x2 − 1 log
(
x−√x2 − 1 + i
x+
√
x2 − 1 + i
)
. (8.27)
Evaluating the derivative gives,
H∆; IVm =
i
8pi2
{
3
2
log
(
m2
Λ2χ
)
(m2 − 2∆2) + 5∆2 − 2m2 + 2m∆R
(
∆
m
)
+(∆2 −m2)
[
∆/m√
∆2/m2 − 1 log
(
∆/m−√∆2/m2 − 1 + i
∆/m+
√
∆2/m2 − 1 + i
)
− 2
]}
(8.28)
In the limit of zero splitting this reduces to
lim
∆→0
H∆; IVm = −3 IIVm . (8.29)
Because we neglect hyperfine and flavor splittings, we make the replacement H∆; IVm → −3 IIVm .
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Finite volume effects are incorporated by adding a correction term,
H∆; FVm (L) = H∆; IVm + δH∆; FVm (L) (8.30)
where the finite volume correction term is given by
δH∆; FVm (L) = i(m2 −∆2)
∂J∆m(L)
∂∆
− 2∆iJ∆m(L)− δIFVm (L) (8.31)
and the function J∆m(L) is, for mL 1,
J∆m(L) =
∑
~n6=~0
(
1
8pinL
)
e−nmLA∆m,n(L) (8.32)
where
A∆m,n(L) = ez
2[
1− Erf(z)]+ ( 1
nmL
)[
1√
pi
(
z
4
− z
3
2
)
+
z4
2
ez
2[
1− Erf(z)]]
−
(
1
nmL
)2[
1√
pi
(
9z
64
− 5z
3
32
+
7z5
16
+
z7
8
)
−
(
z6
2
+
z8
8
)
ez
2[
1− Erf(z)]]+O([ 1
nmL
]3)
,
(8.33)
and
z =
(
∆
m
)√
nmL
2
. (8.34)
8.3.2 Masses and splittings
Quark masses used in the lattice simulation are combined with LEC’s and taste splittings to build the needed
meson masses. In the code, the resultant meson masses are packaged in lists that coincide with the sums
in T , W , and Q, and the arguments of R and D. The meson masses that appear in {MXI}, {MXV,A}, and
{µI,V,A} are
m2ηI =
1
3
(
m2UI + 2m
2
SI
)
m2XΞ = 2µmx + a
2∆Ξ
m2ηV,A =
1
2
(
m2UV,A +m
2
SV,A +
3
4
a2δ′V,A − ZV,A
)
m2η′V,A =
1
2
(
m2UV,A +m
2
SV,A +
3
4
a2δ′V,A + ZV,A
)
(8.35)
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with the hairpin splittings
ZV,A =
√
(m2SV,A −m2UV,A)2 −
a2δ′V,A
2
(m2SV,A −m2UV,A) +
9(a2δ′V,A)2
16
. (8.36)
The index Ξ ∈ {I, P, V,A, T } labels the meson taste. Additional masses enter as subscripts of I and H (eg.
Ixu,Ξ with valence x and sea u) and are calculated using Eq. (8.9).
The lists of meson masses used as arguments for the residue functions are {MXI}, {MXV,A}, and {µI,V,A},
given by
{MXI} = {mηI ,mXI},
{MXV,A} = {mηV,A ,mη′V,A ,mXV,A}, and
{µI,V,A} = {mUI,V,A ,mSI,V,A}. (8.37)
The other meson mass lists needed to evaluate the sums T , W , and Q are
{Mxu,Ξ} = {mxu,I ,mxu,P ,mxu,V ,mxu,A,mxu,T },
{Mxs,Ξ} = {mxs,I ,mxs,P ,mxs,V ,mxs,A,mxs,T }, and
{Mxx,Ξ} = {mxx,I ,mxx,P ,mxx,V ,mxx,A,mxx,T}. (8.38)
There are three types of mass splittings. Based on power counting arguments of Ref. [72], the first affects
only the pion masses and not the heavy-light meson pole (ie. the ∆ that enters H):
• Mesons with taste Ξ 6= P have a taste-dependent mass splitting, ∆Ξ, as in Eq. (8.9). Values for
∆P,V,T,A,I are obtained from [69].
The remaining two splittings affect heavy-light meson masses and are related to the fact that heavy meson
χPT field redefinitions result in meson propagators with masses defined relative to a heavy-light pseudoscalar
composed of valence quarks. These two splittings enter H and its derivatives and are neglected in this work:
• The hyperfine splitting (difference between the vector and pseudoscalar), mB∗x − mBx is ∆∗. This
splitting is present in continuum χPT and is due to the presence of a virtual vector meson in the
sunset and wave function diagrams. Per Ref. [72], ∆∗(B) = 45.8 MeV.
• In a partially quenched calculation, a splitting is possible due a difference in sea, f ∈ {l, s}, and
valence, x, quarks of the same flavor, δxf . This splitting only appears in the connected wave function
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renormalization diagram. The flavor splitting is calculated by
δxf = 2µλ1(mf −mx) (8.39)
where λ1(B) = 0.192GeV
−1 [69].
8.3.3 Units
Dimensionful quantities, like masses and matrix elements extracted from correlation function fits, appear in
the simulation in dimensionless, lattice spacing dependent combinations (eg. amx = 0.007). These numbers
are said to be in “lattice units”. Prior to performing the chiral fits, we convert all dimensionful quantities
from lattice units to “r1 units”, where r1 is defined by the force between static quarks, r
2
1F (r1) = 1.0 [76, 77].
The ratio r1/a is measured for each ensemble by the MILC collaboration and the values tabulated in [69].
The latest MILC collaboration determination of r1 [78] and a useful ratio relating fm to GeV are
r1 = 0.3117(6)(
+12
−31) fm (8.40)
1 GeV · fm = 5.06773(12) (8.41)
All parameters and data are scaled by appropriate powers of r1/a and/or r1 and converted to r1 units. For
example, the decay constant f = 0.132 GeV, becomes
r1f = 0.132 GeV× 5.06773
GeV · fm × 0.3117 fm
= 0.2085 (8.42)
With all data and parameters in r1 units, the chiral fits are performed simultaneously for data at differing
lattice spacing. Results of the extrapolation are converted to physical units (eg. GeV). Error associated
with the measurement of r1 (setting the scale) comprises part of the error budget for any lattice calculation.
8.3.4 Summary of parameters
Table 8.2 lists parameters determined by the fit and Table 8.3 lists parameters fixed prior to the fit. Fixed
parameters, data used in the fit, and priors and widths are converted to r1 units per the discussion of
Sec. 8.3.3.
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parameter pˆ σˆ
g 0.47 0.2
β4 1 1
β5 1 1
β′4 1 1
β′5 1 1
c0 0 s
c1 0 s
c2 0 s
a2r21δ
′
V c:0, f:0 c:0.07, f:0.02
a2r21δ
′
A c:-0.28, f:-0.098 c:0.06, f:0.021
d0 0 s
2
d2 0 s
2
Table 8.2: Parameters to be fit, priors pˆ, and widths σˆ. Priors for δ′V/A depend on lattice spacing and values
are given for “ c ”oarse a ≈ 0.12 fm and “ f ”ine a ≈ 0.09 fm ensembles. Widths for NLO and NNLO LEC’s
are chosen such that the associated term is limited to a range defined by the characteristic size of NLO chiral
logarithms [71, 70], s = ( mpi4pif )
2 ∼ 0.3.
parameter value
f 0.132 GeV
∆I c:0.0712222, f:0.0145911
∆P c: 0, f: 0
∆V c:0.0582393, f:0.0107817
∆A c:0.0272273, f:0.00499694
∆T c:0.0433517, f:0.00816435
µ c:2.270327, f:1.697543
Λχ 1 GeV
r1/a †
r1 0.3117(6)(
+12
−31) fm
Table 8.3: Parameters fixed prior to the fit. Where necessary, values are given for “ c ”oarse a ≈ 0.12 fm
and “ f ”ine a ≈ 0.09 fm ensembles. †Values for r1/a vary with ensemble and lattice spacing, see [69] for
values used in this analysis.
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8.3.5 Higher orders
At NLO we’ve found reliable fit results are only possible for relatively light valence quark masses, (mpir1)
2 . 1.
As a result, we’ve studied fits using combinations of the NNLO analytic terms,
d0mxa
2, d1(2mu +ms)a
2, d2mx(2mu +ms), d3m
2
x, d4(2mu +ms)
2, and d5a
4. (8.43)
That NNLO terms are required to fit the full range of quark masses has been noted in previous analyses [71,
78, 79]. Selection of priors for NNLO LEC’s is guided by [70]. Chiral fits displayed in Fig.’s 8.2 and 8.3 use the
NLO expression plus NNLO terms needed to fit the full range of quark masses, d0mxa
2 and d2mx(2mu+ms).
8.3.6 Chiral fit results
The parameters of Table 8.2 are determined by performing the chiral fits. With these values, the NNLO
chiral expression is used to extrapolate (interpolate) to the physical d (s) quark mass, and extrapolate to
the continuum.
Fig. 8.2 shows the the data and chiral fit versus valence pion mass. Data points in shades of red represent
the a ≈ 0.12 fm coarse data and shades of blue the a ≈ 0.09 fm fine data, with darker shades corresponding
to more chiral ensembles. The chiral fits are shown fore each ensemble to allow a comparison of the fit
and data. The continuum and sea quark extrapolation is given by the black curve, labeled continuum. By
performing the chiral fit on each of the 600 bootstrap fit results for the matrix elements, we generate a
bootstrap distribution of chiral fit results. The middle 68% of this distribution gives the one sigma error on
the chiral fit and generates the gray band. The black bursts to the left (right) in the gray band represent
the physical value of the matrix element for the Bd (Bs) meson.
Fig. 8.3 shows the chiral fit and a subset of data versus sea pion mass. The data points in the upper
(lower) half of the plot have simulated light valence quark mass closest to the physical s (d) quark mass.
Red squares correspond to the a ≈ 0.12 fm coarse data and blue circles to a ≈ 0.09 fm fine data. The curves
in the upper (lower) half of the plot are evaluated at the physical light valence s (d) quark mass. The black
curves represent the light valence quark inter(extra)polation and continuum extrapolation. The gray band
represents the one sigma error on the chiral fit. The black bursts to the left in the gray band represent chiral
extrapolation to physical light sea quark mass.
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(a) Chiral fit results for mixing operator O4.
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(b) Chiral fit results for mixing operator O5.
Figure 8.2: All data, chiral fits, and the chiral and continuum extrapolations versus valence pion mass. Data
and fit results are shown for the ground state matrix element as defined in Eq. (7.10). Additional details
related to the plot can be found in the text.
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Figure 8.3: Subset of data and chiral extrapolations versus sea pion mass. Data and fit results are shown
for the ground state matrix element as defined in Eq. (7.10). Additional details of the plot can be found in
the text.
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Chapter 9
Results and outlook
Preliminary chiral and continuum extrapolated values for the hadronic mixing matrix elements are summa-
rized in Table 9.1. The results are preliminary as we intend to add additional data at lattice spacings of
a ≈ 0.06 fm and a ≈ 0.045 fm. The analysis outlined in Ch.’s 5–8 is expected to remain, largely, unchanged.
The addition of data at finer lattice spacings is expected to improve most errors, notably, those associated
with perturbative matching and heavy quark discretization errors.
9.1 Error budget
In Table 9.2 we provide an estimated budget of systematic errors to augment the bootstrap errors associated
with the results of Table 9.1, with conservative estimates based on the addition of data at lattice spacing of
a ≈ 0.06 fm. These error estimates are made by way of comparison with our collaboration’s previous SM B
mixing studies [80, 81], where results for errors on the mixing parameter β1 have been converted (multiplied
by two) to give corresponding errors on O(N) = cNβ
2
N .
9.1.1 Sources of error
Statistics
The most straightforward, and computationally expensive, way to reduce statistical errors is to increase the
number of gauge field configurations used in the Monte Carlo evaluation of the VEV in Eq. (5.5). We utilize
two methods to effectively increase the number of correlation functions available for measurement at minimal
computational expense. The first involves packing multiple correlation functions in a single configuration.
O(4) r31 O
(5) r31
Bd 0.923(38) 0.398(22)
Bs 1.390(31) 0.593(16)
Table 9.1: Preliminary BSM mixing operator matrix element results, in r1 units, with bootstrap errors.
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Source of Error [%] Previous Expected
scale (r1) 6.0 2.1
light quark masses 0.6 0.6
gB∗Bpi 0.6 < 0.6
κb 2.2 ∼ 1.7
χPT ⊕ light quark discretization 0.8 < 0.8
heavy quark discretization 4.0 ∼ 2.7
matching (1-loop perturbation theory) ∼ 8.0 ∼ 5.0
finite volume effects ≤ 1.0 < 1.0
Total 11.1 ∼ 6.5
Table 9.2: Systematic error budget for the hadronic mixing matrix element, O(N). Previous column entries
are derived from previous FNAL–MILC calculations for SM B mixing [80, 81].
The temporal extent of the lattices are large enough that multiple correlation functions “fit” on the lattice
associated with each configuration. For each of the ensembles of Table 5.1 four correlation functions are
used per configuration. The four correlation functions on a given configuration are averaged together to
generate the Ncfg configurations used in the analysis. This effectively increases statistics by a factor of two,
neglecting autocorrelations. A newly implemented procedure, in place for the production runs of Table 5.1,
decreases autocorrelations by randomizing the spatial location of the sources in each configuration. The lack
of observed autocorrelations in Sec. 7.1.1 suggests this effort is successful.
Systematics
The analysis of systematic errors is not as straightforward as with statistical errors. Sources of systematic
error include errors associated with input quantities, light and heavy quark discretization errors, one loop
perturbative matching, and finite volume effects. Several of these are evaluated by varying the chiral fit
function.
A lattice QCD calculation, just like a perturbative QCD calculation, requires a host of input values,
each of which comes with it’s own uncertainty. These errors are typically propagated via the chiral and
continuum extrapolation. We vary the inputs according to their error and treat the range of extrapolated
results as the resultant error. For example, the error associated with the scale r1 is estimated by varying
r1 over its error [78] in the scaling of each dimensionful parameter and observing the range of final results
from the chiral and continuum extrapolation. A similar procedure is carried out for the light quark masses
and the heavy meson χPT coupling, gB∗Bpi.
The bottom quark mass is represented by the hopping parameter κb (see Eq. (D.8)), tuned to reproduce
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the Bs meson mass [82]. Errors associated with this tuning are then translated to errors in the fit parameters
by studying the dependence of the fit parameter over a range of κ’s [71, 70], ie. σ2O =
(
dO
dκ
)2
σ2κ.
Light quark discretization effects are incorporated in rooted staggered χPT discussed in Sec. 8.2 and the
addition of NNLO analytic terms of Sec. 8.3.5. Light quark discretization errors are therefore contained in
a systematic error associated with varying the form of the chiral fit function (ie. variation of extrapolated
results based on the combination of NNLO terms in the fit). The role of NNLO terms in the chiral fits is
dependent on the data used in the fit. For example, with data at two lattice spacings the inclusion of the
NNLO term, d5a
4, is unjustified as it would be equivalent to introducing a third unknown to describe two
data points. We delay this analysis until after the a ≈ 0.06 fm data has been analyzed and incorporated in
the chiral extrapolation.
Heavy quark discretization effects are separately estimated by power counting arguments. Following the
results of the discussion in App. D.2, heavy quark lattice cutoff effects begin at O(αsaΛQCD, (aΛQCD)2).
The relative size of these effects can be estimated by considering the ratio of lattice spacings, a ≈ 0.09 fm
(the finest lattice used in [80, 81]) and a ≈ 0.06 fm, giving an improvement factor of ∼ 23 .
Errors associated with one loop perturbative matching are estimated via conservative estimate of the
two loop term in the perturbative expansion of the matrix element, generically written
O(N) = O
(N)
LO (1 + CNLO αs + CNNLO α
2
s + . . . ). (9.1)
For example, if CNNLO α
2
s = 0.1, we’d estimate the one loop truncation error at 10%. In our estimate of
the two loop term, we assume CNNLO ∼ 1 and use the value αs = 0.225 on the a ≈ 0.06 fm ensembles [54],
where αs is defined and evaluated per the discussion of Sec. 8.1. This estimate yields an error of ∼ 5%.
Finite volume effects have typically been negligible in B physics simulations performed on the MILC
ensembles [71, 73, 82], ie. < 1.0%. By incorporating the finite volume (with hyperfine and flavor splittings)
terms in the chiral fit functions, as described in Sec. 8.3, finite volume errors will be incorporated in the
bootstrap errors obtained from the chiral and continuum extrapolation.
9.2 Outlook
In the near future we intend to include MILC ensembles with lattice spacings of a ≈ 0.06 fm and a ≈ 0.045 fm.
The a ≈ 0.06 fm data should allow us to realize the improvements in the errors discussed above and the
inclusion of a ≈ 0.045 fm data promises to further improve upon those errors. We’ve coordinated with
collaboration members to facilitate a simultaneous analysis of B meson decay constants and the hadronic
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mixing matrix elements to allow extraction of the bag parameter (see Eq. (7.16)) in a manner that accurately
accounts for correlations in the two analyses. The framework of this analysis is generally applicable to
calculating the short distance contributions to heavy-light neutral meson mixing. A planned study of D
meson mixing should benefit from this work.
This represents the first calculation of the hadronic contribution to BSM B mixing in nearly a decade [33]
and the first ever calculation including the effects of dynamical sea quarks.
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Appendix A
Conventions
A.1 Gamma matrices
The representation of euclidean gamma matrices used in the generation of two- and three-point correlation
function data is referred to as the MILC, or Degrand-Rossi, basis. The MILC basis gamma matrices and
some of their relevant properties are listed here:
γ0 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


, γ1 =


0 0 0 i
0 0 i 0
0 −i 0 0
−i 0 0 0


, γ2 =


0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0


,
γ3 =


0 0 i 0
0 0 0 −i
−i 0 0 0
0 i 0 0


, γ5 = γ1γ2γ3γ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


(A.1)
where {γµ, γν} = 2δµν , {γµ, γ5} = 0, and γ†µ = γµ.
The right/left projection operators are defined by R/L = 12 (1 ± γ5), and we define σµν = i2 [γµ, γν ] so
that σ†µν = σµν . Some useful relations involving the right/left projection operators, σµν , and the gamma
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matrices are:
γ5L = Lγ5 = −L
γ5R = Rγ5 = R
γµR/L = L/Rγµ
γ5σµν = σµνγ5
γρσµν =


σµνγρ, if ρ 6= µ, ν;
−σµνγρ, else
Tr(γµγνγργσγ5) = −4µνρσ. (A.2)
A.2 Fourier transformations
In the continuum, with four spacetime dimensions, the Fourier transformations of the fermion field ψ(x) are
given by
ψ(x) =
1
(2pi)4
∫ ∞
−∞
d4k ψ(k)eikx and ψ¯(x) =
1
(2pi)4
∫ ∞
−∞
d4k ψ¯(k)e−ikx (A.3)
and the inverse transformations of ψ(k) by
ψ(k) =
∫ ∞
−∞
d4x ψ(x)e−ikx and ψ¯(k) =
∫ ∞
−∞
d4x ψ¯(x)eikx. (A.4)
The normalization is consistent with the definition of the Dirac delta function,
∫ ∞
−∞
d4k eik(x−x
′) = (2pi)4δ(4)(x− x′). (A.5)
The discrete spacetime Fourier transformations replace the integrals by sums over all the spacetime points
or accessible wavenumbers,
1
(2pi)4
∫ ∞
−∞
d4k→ 1
V
∑
k∈B
and
∫ ∞
−∞
d4x→
∑
x∈V
(A.6)
where V is the spacetime volume. In a simple discrete theory1, there’s a minimum wavelength that can fit
on the lattice, λmin = 2a, and an associated |k|max = pi/a. There’s also a maximum wavelength that can
fit in the lattice. Ignoring the trivial state with infinite wavelength, the maximum wavelength is set by the
1With twisted boundary conditions [83], wavenumbers between zero and pi/L are possible.
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extent L of the lattice, λmax = 2L. The associated |k|min = pi/L. The corresponding space of all possible
wavenumbers, called the Brillouin zone and denoted B, is given by
B = {k;−pi ≤ akµ ≤ pi, ∀µ}. (A.7)
Fourier transformations of the fermion field ψx, on a lattice are given by
ψx =
1
V
∑
k∈B
ψk e
ikx and ψ¯x =
1
V
∑
k∈B
ψ¯k e
−ikx (A.8)
and the inverse transformations of ψk by
ψk =
∑
x∈V
ψx e
−ikx and ψ¯k =
∑
x∈V
ψ¯x e
ikx. (A.9)
The normalization is consistent with the definition of the Kronecker delta function,
∑
k
eik(x−x
′) = V δxx′ . (A.10)
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Appendix B
Discrete symmetries on the lattice
B.1 Symmetries of Wilson quarks, gauge fields, and propagators
Our mixing operators act on valence quarks. The valence quarks are either naive (in the case of light
quarks) or Fermilab heavy quarks (Wilson action with the mass-independent Fermilab interpretation of
the Symanzik improvement program). Naive valence quarks are a special case of Wilson quarks. We can,
therefore, generically consider the discrete symmetries of the Wilson quarks. The action of the euclidean,
discrete lattice symmetries P , T , and C on Wilson quark fields, ψ(x), and gauge links, Uµ(x), is [84]
P : ψ(x) → γ0ψ(xp)
ψ(x) → ψ(xp)γ0
U0(x) → U0(xp)
Uj(x) → U−j(xp) (B.1)
T : ψ(x) → γ0γ5ψ(xτ )
ψ(x) → ψ(xτ )γ0γ5
U0(x) → U−0(xτ )
Uj(x) → Uj(xτ ) (B.2)
C : ψ(x) → CψT (x)
ψ(x) → −ψT (x)C−1
Uµ(x) → U∗µ(x) (B.3)
where xp is the parity inverted space-time point xp = (x0,−~x), xτ is the time reversed space-time point
xτ = (−x0, ~x), and CγµC = −γ∗µ = −γTµ where C = γ5γ2 (note the difference here from [84] due to a different
choice of basis for the gamma matrices).
When applied to a quark propagator, G, between space-time points x and y, and evaluated on gauge
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configuration [U ], G(x, y, [U ]),
P : G(x, y, [U ]) → γ0G(xp, yp, [U ]p)γ0
T : G(x, y, [U ]) → γ0γ5G(xτ , yτ , [U ]τ )γ5γ0
C : G(x, y, [U ]) → CGT (x, y, [U ]c)C−1 (B.4)
where [U ]p, [U ]τ , and [U ]c are the P , T , and C transformed gauge configurations, respectively.
There are additional discrete symmetries of Wilson quark propagators related to “γ5-hermiticity”, H ,
H : G(x, y, [U ]) → γ5G†(y, x, [U ])γ5
CH : G(x, y, [U ]) → Cγ5G∗(x, y, [U ]c)γ5 (B.5)
B.2 Symmetries of three point correlation function data
Applying the P and T transformations1 of Eq. (B.4) to the definition of the open meson propagator in
Eq. (6.10) yields
P : Eαβij (x, y, [U ]) → −γ0,ik Eαβkl (xp, yp, [U ]p) γ0,lj
T : Eαβij (x, y, [U ]) → −(γ0γ5)ik Eαβkl (xτ , yτ , [U ]τ ) (γ5γ0)lj (B.6)
and finally, applying these transformations to the expressions for 〈B0q |O(no)mix|B¯0q 〉t1,t2 , we arrive at the P
and T transformed expressions for the mixing correlation functions:
1Charge conjugation transformations do not produce relationships useful for generating additional data.
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P : 〈B0q |Onomix|B¯0q 〉t1,t2 →
∑
~xp1,~x
p
2
{trs [γ0Γ1γ0 trcE(0, xp2, [U ]p)] trs [γ0Γ2γ0 trcE(0, xp1, [U ]p)]
−trstrc [γ0Γ1γ0 E(0, xp1, [U ]p) γ0Γ2γ0 E(0, xp2, [U ]p)]
−trstrc [γ0Γ1γ0 E(0, xp2, [U ]p) γ0Γ2γ0 E(0, xp1, [U ]p)]
+trs [γ0Γ1γ0 trcE(0, x
p
1, [U ]
p)] trs [γ0Γ2γ0 trcE(0, x
p
2, [U ]
p)]}
〈B0q |Omix|B¯0q 〉t1,t2 →
∑
~xp1,~x
p
2
{trc [trs [γ0Γ1γ0 E(0, xp2, [U ]p)] trs [γ0Γ2γ0 E(0, xp1, [U ]p)]]
−trs [γ0Γ2γ0 trcE(0, xp2, [U ]p) γ0Γ1γ0 trcE(0, xp1, [U ]p)]
−trs [γ0Γ1γ0 trcE(0, xp2, [U ]p) γ0Γ2γ0 trcE(0, xp1, [U ]p)]
+trc [trs [γ0Γ2γ0 E(0, x
p
2, [U ]
p)] trs [γ0Γ1γ0 E(0, x
p
1, [U ]
p)]]} (B.7)
T : 〈B0q |Onomix|B¯0q 〉t1,t2 →
∑
~x1,~x2
{trs [γ0γ5Γ1γ5γ0 trcE(0, xτ2 , [U ]τ )] trs [γ0γ5Γ2γ5γ0 trcE(0, xτ1 , [U ]τ )]
−trstrc [γ0γ5Γ1γ5γ0 E(0, xτ1 , [U ]τ ) γ0γ5Γ2γ5γ0 E(0, xτ2 , [U ]τ )]
−trstrc [γ0γ5Γ1γ5γ0 E(0, xτ2 , [U ]τ ) γ0γ5Γ2γ5γ0 E(0, xτ1 , [U ]τ )]
+trs [γ0γ5Γ1γ5γ0 trcE(0, x
τ
1 , [U ]
τ )] trs [γ0γ5Γ2γ5γ0 trcE(0, x
τ
2 , [U ]
τ )]}
〈B0q |Omix|B¯0q 〉t1,t2 →
∑
~x1,~x2
{trc [trs [γ0γ5Γ1γ5γ0 E(0, xτ2 , [U ]τ )] trs [γ0γ5Γ2γ5γ0 E(0, xτ1 , [U ]τ )]]
−trs [γ0γ5Γ2γ5γ0 trcE(0, xτ2 , [U ]τ ) γ0γ5Γ1γ5γ0 trcE(0, xτ1 , [U ]τ )]
−trs [γ0γ5Γ1γ5γ0 trcE(0, xτ2 , [U ]τ ) γ0γ5Γ2γ5γ0 trcE(0, xτ1 , [U ]τ )]
+trc [trs [γ0γ5Γ2γ5γ0 E(0, x
τ
2 , [U ]
τ )] trs [γ0γ5Γ1γ5γ0 E(0, x
τ
1 , [U ]
τ )]]}
(B.8)
These expressions allow calculation of the P and T transformations of the three point correlation function
data. As can be seen from Eq’s. (B.7) and (B.8) the calculation that must be done is a manipulation of the
gamma matrices γ0Γ1,2γ0 for P and γ0γ5Γ1,2γ5γ0 for T . The relations of Eq. (A.2) are useful here.
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Appendix C
Gluons on the lattice
Gluons are represented on the lattice by gauge links, Ux,µ. Gauge links transform under gauge transforma-
tion, Vx, according to
Ux,µ → VxUx,µV †x+aµˆ. (C.1)
An important consequence of this is the fact that the trace of a product of gauge links around any closed
path, aWilson loop, is gauge invariant. Wilson’s original [85] lattice gauge action, SW [Uµ], is built of Wilson
loops on the simplest closed paths on the lattice, squares of side a. The oriented product of link variables
needed to construct this path (a 1× 1 Wilson loop) is called a plaquette, Px;µν ,
Px;µν = Ux,µUx+aµˆ,νU
†
x+aνˆ,µU
†
x,ν (C.2)
where U †x,µ = Ux+aµˆ,−µ. Built from these plaquettes the Wilson action is
SW [Uµ] =
2
g2
∑
x
∑
µ<ν
Re tr(1− Px;µν) (C.3)
where expansion in powers of a reproduces the Yang-Mills action plus O(a2) terms.
In the 37 years since Wilson introduced the lattice gauge action, much effort has gone into improv-
ing it. A systematic improvement program, developed by Symanzik [35, 36, 37], reduces O(a2) effects by
adding extended Wilson loops to the gauge action with coefficients computed to one loop in lattice pertur-
bation theory [86, 87]. This allows effects from physics at distances shorter than the lattice spacing to be
incorporated.
Perturbation theory plays an important role in lattice calculations. In addition to its role in the Symanzik
improvement program, quantities calculated on the lattice are often perturbatively run to an energy scale
appropriate for matching with continuum calculations (cf. Eq. 3.14). The convergence of lattice perturbation
theory is greatly improved by a method referred to as tadpole improvement [38]. Perturbation theory
performed as an expansion about the bare lattice coupling converges slowly because of the renormalization
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Figure C.1: Gluon tadpole diagram.
of the gauge link, Ux,µ, defined in Eq. 5.4, and given approximately by
Uµ ≈ eiagGµ
≈ 1 + iagGµ − a2g2G2 + · · · (C.4)
The G2 term in the small a expansion induces a ψG2ψ¯ vertex that, at the loop level, generates the gluon
tadpole diagram of Fig. C.1. This diagram is quadratically divergent but regulated by the lattice cutoff
and is therefore proportional to a−2. This cancels the a2 suppression in Eq. C.4, results in large tadpole
contributions to renormalization, and slows convergence. Perturbation theory formulated this way is formally
correct but poorly executed. The solution of [38] factors out the UV contribution to the gauge link and
replaces it by the mean field value, effectively integrating out the UV modes. This is equivalent to evaluating
the coupling constant at a momentum scale at which the tadpole diagrams are suppressed and the theory
behaves more like its continuum counterpart, ie. its equivalent to not expanding about the bare coupling.
The mean field value of the gauge link is defined by the measured value of the plaquette
u0 ≡ 〈Ω| 13 trP |Ω〉1/4 (C.5)
and used to rescale all gauge links in our lattice simulation, Uµ → Uµ/u0.
The MILC gauge configurations used in this simulation have Symanzik, tadpole improved glue with
lattice artifacts beginning at O(αsa2) and O(a4).
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Appendix D
Fermions on the lattice
There’s a famous (infamous, really) no-go theorem by Nielsen and Ninomiya [88, 89] that plays a significant
role in the way quarks are dealt with on the lattice. The cocktail party version of the theorem states that
you can’t have fermions on the lattice that are simultaneously local, chiral, and free of what’s referred to as
the doubling problem, unwanted fermionic degrees of freedom. The degree to which the theory remains local
or chiral can be blurred, giving different approaches to tackling the problem. In the end, either you have
doublers (naive and staggered fermions), lose (Wilson fermions) or alter what is meant by (overlap fermions)
chirality, or alter what is meant by locality (domain wall fermions).
Poles in the fermion propagator occur when the fermion field satisfies the Dirac equation. Consider
a continuum, non-interacting theory in Euclidean metric. We examine the momentum dependence of the
propagator’s pole structure by Fourier transforming (App. A.2) the field
0 = (γµ∂µ +m) ψ(x)
= (γµ∂µ +m)
∫ ∞
−∞
d4k
(2pi)4
ψ(k) eikx
=
∫ ∞
−∞
d4k
(2pi)4
ψ(k)(iγµkµ +m) e
ikx (D.1)
yielding the Euclidean on-shell condition, −i/k = m. We discretize the theory by introducing lattice spacing
a and replacing the derivative with a finite difference, ∂µψ(x) → ∆µψx = (ψx+aµˆ − ψx−aµˆ)/2a, and do the
analogous calculation
0 = (γµ∆µ +m) ψx
= (γµ∆µ +m)
1
V
∑
k∈B
ψk e
ikx
=
1
V
∑
k∈B
ψk
(γµ
2a
(eikµa − e−ikµa) +m
)
eikx
=
1
V
∑
k∈B
ψk
(
iγµ
sin(kµa)
a
+m
)
eikx (D.2)
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we find the discrete version of the on-shell condition, −iγµ sin(kµa) = ma. Taking the magnitude squared
of both sides gives
sin2(kµa) = (ma)
2. (D.3)
Within the range of accessible wavenumbers (see App. A.2) there are multiple potential solutions, provided
sin(pia/L) ≤ am ≤ 1. Simplifying to one dimension, we have sin(ka) = ±ma. Fig. D.1 shows the location
Figure D.1: Poles, circles on the ka-axis, in the one dimensional, discrete fermion propagator reveal the
appearance of extra fermions, doublers, at large values momenta near the lattice cutoff, a|k| ∼ pi.
of continuum-like poles at small |k| and two discrete spacetime specific poles at large |k|. In d dimensions,
there are a total of 2d tastes of fermions that live at the corners of the Bruillon zone.
D.1 Naive action
The naive discretized fermion action simply replaces the covariant derivative in the Dirac operator with a
covariant finite difference operator,
Sniave =
∑
x
ψ¯x(γµ∆µ +m)ψx
=
∑
x
ψ¯x
[∑
µ
γµ
2a
(
Uµ,xψx+aµˆ − U †µ,x−aµˆψx−aµˆ
)
+mψx
]
(D.4)
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which suffers from the doubling problem.
D.2 Fermilab action
Wilson recognized the appearance of doublers and proposed a solution [45]. So called Wilson fermions are
obtained by adding a second derivative, dimension five term to the naive action,
SWilson = Sniave − ar
2
∑
x
ψ¯x
∑
µ
∇µψx
= Sniave − r
2a
∑
x
ψ¯x
∑
µ
[
Uµ,xψx+aµˆ + U
†
µ,x−aµˆψx−aµˆ − 2ψx
]
, (D.5)
where r is a free parameter typically set to one. This operator, which goes to zero in the a→ 0 limit, adds
to the doublers’ mass a term proportional to a−1. In the continuum limit, the doublers become infinitely
massive and decouple from the theory. An additive mass term, however, explicitly breaks chiral symmetry.
The chiral dynamics of light quarks, namely the protection of quark masses from additive renormalization,
is lost when using the Wilson fermion action. Wilson fermions, and their variants discussed below, are
therefore typically used to simulate heavy quarks.
The additional term, along with other dimension five operators generated via operator mixing under
renormalization, generates lattice artifacts at O(a). To remove these artifacts and improve the Wilson
fermion action to O(a2), Sheikholeslami and Wohlert [90] added a second dimension five operator with
coefficient, cSW , calculated [91, 92] to eliminate the O(a) effects. The Wilson fermion action plus this
second dimension five operator, is typically referred to as the clover action because of the clover leaf pattern
of plaquettes used to build the lattice field strength tensor, Fµν,x,
Sclover = SWilson +
iag
4
cSW
∑
x
ψ¯xσµνFµν,xψx. (D.6)
With cSW calculated to one-loop in lattice perturbation theory, discretization effects enter at O(a2, aαs).
The clover action is typically simulated in the hopping parameter form
Sclover =
∑
n
ψ¯n
{
ψn − κ
∑
µ
[
(r − γµ)Uµ,nψn+µˆ + (r + γµ)U †µ,n−µˆψn−µˆ
]
+ iκ cSW
∑
µν
σµνFµν,nψn
}
(D.7)
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where
ψn =
a3/2√
2κ
ψx and κ =
1
2(am0 + 1 + 3r)
. (D.8)
The clover action is tadpole improved, as outlined in App. C. In addition to scaling the gauge links, the
clover action terms are rescaled by κ→ u0κ and cSW → cSW /u30. In our simulations, the hopping parameter,
κ, is a dimensionless number representing the bare heavy quark mass, am0.
The final modification to our treatment of heavy quarks is referred to as the Fermilab interpretation [44].
It uses heavy quark effective theory arguments to incorporate short distance, heavy quark effects in improve-
ment coefficients via a systematic expansion in powers of ΛQCD/mQ, where mQ is the heavy quark mass.
In general, spatial and temporal directions as well as chromomagnetic and chromoelectric components are
treated separately, resulting in improvement coefficients κt, κs, rs, cB, and cE ,
SFNAL =
∑
n
{
ψ¯nψn − κt
[
ψ¯n(1− γ0)U0,nψn+0ˆ + ψ¯n(1 + γ0)U †0,n−0ˆψn−0ˆ
]
−κs
∑
i
[
ψ¯n(rs − γi)Ui,nψn+iˆ + ψ¯n(rs + γi)U †i,n−iˆψn−iˆ
]
+
i
2
κscB
∑
ijk
ijkψ¯nσijBk,nψn + iκscE
∑
i
ψ¯nσ0iEi,nψn
}
. (D.9)
The coefficients are bounded functions of am0 and undergo a smooth transition between light and heavy
quark limits.
We must tune the simulation parameters so our simulated b quark corresponds to the physical bottom
quark. Details of the the tuning procedure are given in [82] and summarized here. The dispersion relation
for a heavy meson on the lattice [44]
E2(~p) =M21 +
M1
M2
~p 2 + · · · (D.10)
gives rise to lattice rest and kinetic meson masses, given by
M1 = E(0) and M
−1
2 =
∂E(~p)
∂~p 2
∣∣∣∣
~p=0
, (D.11)
respectively. In the limit am0 → 0,M1 =M2. For the b quark, however, am0 ∼ 1 andM1 6=M2. While it is
possible to tune the improvement coefficients to achieveM1 =M2, observables of interest are independent of
M1 [93]. We therefore take κ = κt = κs and cSW = cE = cB and tune κ to achieve a value for M2 consistent
with the experimentally observed Bs meson mass. M1 governs the exponential decay of correlation function
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data and the quantity determined by the effective mass analysis of Sec. 7.1.2.
In the Fermilab action, cutoff effects begin at O(αsaΛQCD, (aΛQCD)2). For heavy quarks such that
amQ ∼ 1, heavy quark discretization errors begin at O(αsΛQCD/mQ, (ΛQCD/mQ)2).
D.3 Asqtad staggered action
To simulate light quarks in a manner that preserves chiral dynamics we use staggered fermions [40, 41, 42, 43].
The staggered action is obtained by first spin-diagonalizing naive fermions, ψ → ψ′, via the Kawamoto-
Smit [94] transformation
ψx = Γxψ
′
x, ψ¯x = ψ¯
′
xΓ
†
x (D.12)
where the transformation matrix
Γx = γ
(x0/a)
0 γ
(x1/a)
1 γ
(x2/a)
2 γ
(x3/a)
3 (D.13)
is hermitian, ΓxΓ
†
x = 1, and reduces gamma matrices to a phase
ηµ,x ≡ Γ†xγµΓx+aµˆ = (−1)(x0+···+xµ−1)/a. (D.14)
Under this transformation, the naive fermion action becomes the Kogut-Susskind action
SKS =
∑
x
ψ¯′x(ηµ,x∆µ +m)ψ
′
x (D.15)
with ∆µ defined as in Eq. (D.4). Note that ηµ,x, and therefore SKS, is spin-diagonal. Like ψ, the fermion
field ψ′ is a four component Dirac spinor. However, the spinor components of ψ′ don’t interact with one
another. We reduce the number of doublers by a factor of four by considering only one component. The one
component field is the staggered fermion, χ. The staggered action
Sstaggered =
∑
x
χ¯x(ηµ,x∆µ +m)χx (D.16)
then has four doubler degrees of freedom called tastes.
The chiral dynamics of staggered quarks protects them from additive mass renormalization at the expense
of these extra degrees of freedom. This chiral behavior is guaranteed by a combination of an even-odd
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U(1)e × U(1)o remnant of the continuum chiral symmetry [94, 95, 96],
χx → eiαeχx, χ¯x → χ¯xe−iαo for
∑
µ
(xµ/a) even, and
χx → eiαoχx, χ¯x → χ¯xe−iαe for
∑
µ
(xµ/a) odd (D.17)
and shift symmetry [97, 98]
χx → ρµ,xχx+aµˆ, χ¯x → ρµ,xχ¯x+aµˆ, Uν,x → Uν,x+aµˆ (D.18)
where ρµ,x = (−1)xµ+a+···+x3 .
If taste degrees of freedom didn’t interact with one another, we could isolate a single taste and effec-
tively remove all doubler degrees of freedom. However, there are O(a2) taste-changing interactions from
large momentum gluons. These taste-changing interactions are suppressed by smearing the gauge links in
the covariant finite difference operator ∆µ in Eq. (D.16), effectively suppressing the coupling of staggered
fermions to large momentum gluons. Remaining O(a2) taste violations are removed by the inclusion of a
Naik term [99]. The resulting action is improved to O(αsa2) and O(a4) and is referred to as the asq staggered
action. Finally, tadpole improvement, outlined in App. C, produces the asqtad staggered action.
In Eq. (5.3) we got a factor of det( /D +m) from the Berezin integration of the single species of fermion
field considered. Integration over multiple fermion fields, ie.
∫ · · · ∫ ΠNi=1[dψi][dψ¯i], each with Dirac operator
/D+mi, would generate a factor of Π
N
i=1det( /D+mi). To remove the effects of the the four tastes of fermions
in the asqtad action, we take the fourth-root of this factor - effectively reducing the number of sea quarks in
our QCD vacuum from four per flavor (the four tastes) to one per flavor. Fermion tastes are not degenerate
in mass due to taste violating effects. Use of the asqtad action suppresses these differences to O(a2). The
fourth-root trick is controversial (cf. [100], [101], and references therein).
D.4 Heavy-light mesons
We simulate heavy-light mesons using the Fermilab action for the heavy bottom quark and the asqtad action
for the light (down or strange) quark. The effect of staggered light quarks on the heavy-light operators
has been studied in detail [102]. Here we summarize the salient points of that analysis, focusing on the
time-dependence. Minor notational differences exist between the discussion here and that in [102]. These
differences are largely due to an effort to maintain consistency between this discussion and that in App. D.3
and choice of Fourier transformation conventions.
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First, we focus on some relevant properties of naive fermions. From the transformations of Eq. (D.12),
the propagators for the four component naive spinor (ψ) and the single component staggered spinor (χ) can
be related,
Gψ(x, y) = ΓxΓ
†
yGχ(x, y), (D.19)
allowing us to easily switch between (theoretically simple and easy to interpret) naive fermions when con-
structing heavy-light bilinears and (cheaper to simulate due to fewer degrees of freedom) staggered fermions
in the simulation.
To develop the time-dependence we work with free, naive fermion action
S0 =
∑
k∈B
ψ¯k
(
iγµ
a
sin(kµa) +m
)
ψk (D.20)
and begin with a symmetry of naive fermions called doubling symmetry,
ψx → eixpigMgψx and ψ¯x → eixpig ψ¯xM †g , (D.21)
where the four vector
apig ∈ {(0, 0, 0, 0), (pi, 0, 0, 0), . . . , (pi, pi, pi, pi)} (D.22)
represents one of the 16 corners of the four dimensional Brillouin zone. The transformation matrix is defined
by the product of gamma matrices
Mg =
∏
µ∈g
iγ5γµ (D.23)
where g is an element of the set of ordered lists of indices used to build the collection of apig. To be specific,
the values of g corresponding to Eq. (D.22) are
g ∈ {∅, (0), . . . , (0, 1, 2, 3)}, (D.24)
ie. where a pi goes. In what follows we specify the “low momentum” central region of the Brillouin zone,
B∅ = {k;−pi ≤ 2akµ ≤ pi, ∀µ}. Note that of all the pig, only pi∅ ∈ B∅. Using the pig, Eq. (D.20) is re-written
as a sum over the momenta in B∅, with remaining momenta in B included by summing over momentum
shifts via pig,
S0 =
∑
g
∑
k∈B∅
ψ¯k+pig
(
iγµ
a
sin([k + pig]µa) +m
)
ψk+pig . (D.25)
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By introducing new momentum space spinors qg with taste g,
qgk =Mgψk+pig and q¯
g
k = ψ¯k+pigM
†
g (D.26)
and using
MgγµM
†
g sin([k + pig]µa) = γµ sin(kµa) (D.27)
the naive fermion action can be re-written
S0 =
∑
g
∑
k∈B∅
q¯gk
(
iγµ
a
sin(kµa) +m
)
qgk. (D.28)
making apparent the contributions from different tastes g.
Now we introduce a heavy quark field Ψ from which we build the heavy-light meson, W = Ψ¯γ5ψ,
W~x,t = 1
L3
∑
~k∈Bs
W~k,t ei
~k·~x
=
1
L3
∑
~k∈Bs
Ψ¯~k,tγ5ψ~k,t e
i~k·~x (D.29)
where Bs = {~k;−pi ≤ aki ≤ pi, ∀i} is the three momentum subspace of B. Trading the sum over all momenta
for a sum over the central region with an associated sum over momentum shifts, we get
W~x,t = 1
L3
∑
gs
∑
~k∈Bs,∅
Ψ¯~k+~pigs ,t
γ5ψ~k+~pigs ,t
ei(
~k+~pigs )·~x. (D.30)
Focusing on the time-dependence of the light quark in this expression, we write
ψ~k+~pigs ,t
=
1
T
∑
k0∈Bt
eik0t ψ~k+~pigs ,k0
=
1
T
∑
k0∈Bt,∅
[eik0t ψ~k+~pigs ,k0
+ ei(k0+pi/a)t ψ~k+~pigs ,k0+pi/a
] (D.31)
where the sum over the two possible pigt shifts, 0 and pi/a, is written explicitly. Using the transformations
of Eq. (D.26), we write
ψ~k+~pigs ,k0
=M †gsq
gs
~k,k0
and ψ~k+~pigs ,k0+pi/a
=M †gtM
†
gsq
gt,gs
~k,k0
. (D.32)
Plugging these light quark expressions into Eq. (D.31) and then plugging the result into the expression for
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the heavy-light meson in Eq. (D.30) gives
W~x,t = 1
V
∑
gs
∑
k∈B∅
Ψ¯~k+~pigs ,t
γ5
[
ei(
~k+~pigs )·~x
(
eik0t M †gsq
gs
~k,k0
+ ei(k0+pi/a)t M †gtM
†
gsq
gt,gs
~k,k0
)]
. (D.33)
Doubling symmetry allows us to recast a light quark with shifted momentum as a light quark of different taste
and unshifted momentum. This is not the case for our non-staggered heavy quark, where the momentum
shift pushes the heavy quark far off shell. Therefore, up to lattice artifacts of O(αsa2), we can neglect the
gs 6= ∅ contributions and write,
W~x,t = 1
V
∑
k∈B∅
Ψ¯~k,tγ5
(
q~k,k0 + (−1)tM †gtq
gt
~k,k0
)
eikx, (D.34)
with temporal oscillations characteristic of staggered fermions.
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Appendix E
Statistics
E.1 Basic error estimators
Starting with a collection of N measurements {xi | i = 1, . . . , N} the basic statistical quantities of sample
mean and sample variance are:
x¯ =
1
N
N∑
i=1
xi
σ2x =
1
N − 1
N∑
i=1
(xi − x¯)2 (E.1)
and the standard deviation of the {xi}, σx, is given by the square root of the sample variance. Note that
σx has the same units as x and provides an absolute measure of the spread of the x’s about x¯. This must
be kept in mind when comparing standard deviations (or errors) of different measurements. To allow an
adequate comparison of standard deviations its useful to talk of the relative standard deviation, . For our
x’s, the relative standard deviation is
x =
σx
x¯
(E.2)
and can be reported as a percentage since relative standard deviation has no units. The standard deviation
is useful if what you’re interested in is the spread of the x’s about the sample mean. However, if you’re
interested in how close the mean value of your measurements is to “truth”, then the standard deviation is
an over-estimate of this. We’ll discuss how to approximate the error of our estimate of the mean below.
Next we generalize and say we have a collection of N measurements of each of a bunch of quantities, say
{xi, yi, . . . }. We could then speak separately of the sample means, sample variances and standard deviations
of the x’s, the y’s and so on. If, however, the y’s were nothing more than another set of measurements of
the same thing the x’s measured, and the same thing for the z’s, and on and on, then we could either choose
to just treat all the x’s, y’s, etc., together or, and this will be the subject of Sec.’s E.3 and E.3.2, we could
first average the x’s, then average the y’s, etc., then treat {x¯, y¯, . . . } as a collection of measurements and do
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our statistical analysis on them.
Suppose we want to take our collection of measurements and turn them into the quantity we’re really
after, some function of what we measured, fi = f(xi, yi, . . . ). We need to understand how uncertainties in
our measurements translate into an uncertainty in f . We start by considering the mean1 and variance of f .
f¯ =
1
N
N∑
i=1
fi
σ2f =
1
N − 1
N∑
i=1
(fi − f¯)2 (E.3)
The variance of f is what we’re after and to get explicit dependence on what we actually measure, we Taylor
expand fi about its mean
fi − f¯ = (xi − x¯)∂f¯
∂x
+ (yi − y¯)∂f¯
∂y
+ · · · (E.4)
where f¯ and lack of indices in the partial derivatives mean we differentiate and then evaluate the result at
{xi, yi, . . . } = {x¯, y¯, . . . }. Now we take this Taylor expansion and plug it into our expression for σ2f . After
some algebra we get
σ2f =
1
N − 1
N∑
i=1
[
(xi − x¯)2
(
∂f¯
∂x
)2
+ (yi − y¯)2
(
∂f¯
∂y
)2
+ · · ·+ 2(xi − x¯)(yi − y¯)∂f¯
∂x
∂f¯
∂y
+ · · ·
]
. (E.5)
Using the expression for the variance in Eq. (E.1) we re-write this as
σ2f = σ
2
x
(
∂f¯
∂x
)2
+ σ2y
(
∂f¯
∂y
)2
+ · · ·+
N∑
i=1
[
2
(xi − x¯)(yi − y¯)
N − 1
∂f¯
∂x
∂f¯
∂y
]
+ · · · (E.6)
We call (part of) the cross-term the covariance of x and y,
σ2xy =
1
N − 1
N∑
i=1
(xi − x¯)(yi − y¯), (E.7)
it measures for us the degree to which the x’s and y’s are interrelated. Now we have our answer about the
error in f due to errors in our measurements of {xi, yi, . . . }, its called the error propagation equation
σ2f = σ
2
x
(
∂f¯
∂x
)2
+ σ2y
(
∂f¯
∂y
)2
+ · · ·+ 2σ2xy
∂f¯
∂x
∂f¯
∂y
+ · · · (E.8)
We now add a third item, in addition to the standard deviation and relative error, to the list of quantities
1We could alternatively have defined f¯ = f(x¯, y¯, ...).
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we can use when reporting estimates of the errors in our measurements. The standard error, σx¯, is an
estimate of the error of the mean in which we use the error propagation formula with f = x¯ and make a few
assumptions. First, we drop all the higher order terms represented by the ellipses. Second, we assume the
covariance terms are all zero. This gives
σ2x¯ ≈
N∑
i=1
σ2i,x
(
∂x¯
∂xi
)2
(E.9)
where σ2i,x is the variance of x for the i
th configuration. Now if we assume all the {xi} have the same
variance, σ2x and use the expression for the mean to evaluate the derivative we get
σx¯ ≈ σx√
N
. (E.10)
Plugging in x¯ for f might seem like nonsense if you go back and look at Eq. (E.3), since there we take the
difference fi − f¯ and that seems like it must be zero if f is an average value. What this means is there’s
some actual mean value, known only to nature (sometimes referred to as the population mean and written
µx). The population mean is f¯ in Eq. (E.3). Then we come along and do our experiment to try and figure
out what µx is, but the best we can do is x¯, often referred to in this context as the sample mean. The
standard error gives us an idea of how close x¯ might be to µx. An example to illustrate the difference
between population and sample mean is the average height of humans on Earth. We could never get around
to making all those measurements and really finding out the population mean. Its more feasible to imagine
we measure several hundred people from each country and get an average for each country. Then we’d treat
the country averages as our {xi} and, assuming the {σi} for the countries were all the same, estimate the
error on our sample mean using the standard error, σx¯.
Note that standard error, like standard deviation, is an absolute error. That is, it has the units of x. We
could also talk about the relative standard error and label it x¯,
x¯ =
σx¯
x¯
√
N
. (E.11)
We could follow this same approach and treat the standard deviation as the random variable (ie. set
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error estimator symbol formula
standard deviation σx
√∑
(xi−x¯)2
N−1
relative standard deviation x
σx
x¯
standard error σx¯
σx√
N
relative standard error x¯
σx
x¯
√
N
error on the error σσx
σx√
N(N−1)
Table E.1: Different types of errors and how they’re related.
f = σx¯) to estimate the error on the error. We begin by finding the derivative of σx¯ with respect to xj .
∂σx¯
∂xj
=
1√
N
∂
∂xj
√∑
i(xi − x¯)2
N − 1
=
1√
N
1
2
[∑
i(xi − x¯)2
N − 1
]−1/2
2
N − 1
∑
i
(xi − x¯)(δij − 1
N
)
=
1√
N
1
(N − 1)σx
∑
i
(
xiδij − x¯δij − xi
N
+
x¯
N
)
=
1√
N
xj − x¯
(N − 1)σx (E.12)
Then by assuming the x’s all have the same standard deviation, σxi = σx, we arrive at the estimate of the
error on the error
σ2σx ≈
1
N
∑
j
σ2x
(xj − x¯)2
(N − 1)2σ2x
≈ σ
2
x
N(N − 1) ,
⇒ σσx ≈
σx√
N(N − 1) . (E.13)
Table E.1 summarizes the different types of basic errors and how they’re related.
E.2 Non-parametric error estimators
Error estimates made via the error propagation formula, Eq. (E.8), are inherently dependent on our knowl-
edge of the functional form of the data, f . If we know what f is, this isn’t a problem. Though there are still
issues with correctly accounting for covariance, dropping higher order terms, etc. If we’re trying to assess
the error associated with fit results, then f is our best guess at a fit function for the data, meaning we don’t
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really know what f is. Plus, there are still the issues of correctly accounting for covariance, etc. To deal
with these issues we can use so-called non-parametric error estimators [103]. These methods (bootstrap and
jackknife) don’t depend on any knowledge of f and they account for covariance. They have their own limi-
tations, but in cases where we don’t know f (like fitting) the benefits outweigh the limitations. As an aside,
when we do the fit to extract values for our fit parameters, the fitting program typically provides estimates
for the errors associated with the fit – though we don’t trust the errors returned because of correlations in
the data and/or the fact that we had to choose an f , so we continue on to bootstrap.
E.2.1 Bootstrap
Here we start with N measurements of something (the data in our fit). Our original collection of measure-
ments, called “boot-zero”, will be denoted by
d0 = {d0i | i = 1, . . . , N}. (E.14)
We then randomly sample, with replacement, from these N measurements building a new collection of N
measurements, called d1 (bootstrap resample number one),
d1 = {d1i | i = 1, . . . , N}. (E.15)
The difference between this new collection of measurements and our original collection is that the new
collection has some repeats and is missing some of the originals (because we sampled with replacement). We
do this over and over, creating a large number, NB, of d’s. This collection of d’s is called our ensemble of
bootstrap resamples, {d1, d2, . . . , dNB}.
Now we do our fit on each of the d’s and collect the fit results. Let’s say a fit returns a collection of
fit parameters, ~p, where I’ve called it a vector simply because we might be fitting more than one thing.
If we collect all our fit results together {~p 0; ~p 1, ~p 2, ..., ~p NB}, where I’ve used a semi-colon to separate
boot-zero from the ensemble of boostrap fit results, we can study the distribution of fit results. If we plot a
histogram of a particular fit parameter over the NB results, say {p0i ; p1i , p2i , ..., pNBi }, we’ll get a spread of
measurements that, hopefully, is centered about our boot-zero result, p0i . By picking the values of pi above
and below which 16% of the results lie, we have a reliable estimate of the ±1σ errors. These errors could,
in principle, be asymmetric, though if this were the case we’d have to think about why that happened and
what it might mean before reporting an asymmetric error.
This is the strength of the bootstrap method. It gives a reliable estimate of the distribution of fit results
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about the mean in a way that accounts for correlations and is independent of our specific choice of fit
function.
Note the value of NB needs to be large enough that the error reaches a steady-state value. Common
choices are typically of order 1000.
In a multi-step analysis (eg. feeding our fit results into a subsequent χPT fit) we use {~p 0; ~p 1, ~p 2, ..., ~p NB}
to generate a parametric independent estimate of the error in the χPT fit. The {~p 0; ~p 1, ~p 2, ..., ~p NB}, or
perhaps a subset of the fit parameters, are treated as data in the χPT fit. Then we do the χPT fit for
each of data sets and generate a collection of χPT fit results, {~pi 0; ~pi 1, ~pi 2, ..., ~pi NB}. We can study the
distribution of these fit results to get a robust error estimate.
Note that the distribution of χ2 for the bootstrap ensemble of fit results is generally centered about a
mean that is roughly twice χ2boot-zero, [104].
E.2.2 Jackknife
Whereas bootstrap gives a reliable estimate of the distribution, and from that we extract the error, jackknife
does not. It gives a reliable estimate of the mean and allows a reliable estimate of the error by scaling the
variance of the distribution.
We once again start with N measurements of something (the data in our fit). Here I’ll call this collection
of measurements “jack-zero”, though it is identical to what I called boot-zero in the last section,
d0 = {di | i = 1, . . . , N}. (E.16)
We then generate a new collection of N −m measurements by omitting the first m elements of d0,
d1 = {di | i = m+ 1, . . . , N}, (E.17)
and a second collection of N −m measurements by omitting the second m elements,
d2 = {di | i = 1,m+ 2, . . . , N}, (E.18)
We repeat this a total of N/m times (assuming this divides without remainder) and arrive at a collection of
N/m jackknife resamples, {d1, d2, . . . , dN/m}.
Note there is no randomness in the generation of the jackknife resample. If done correctly, it generates
exactly the same answer each time. That its exactly reproducible is is a strength of the jackknife method,
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especially if the analysis needs to be verified independently by multiple people.
Again, we do our fit on each of the d’s and collect the fit results, {~p 0; ~p 1, ~p 2, . . . , ~p N/m}. We could
histogram these fit results, but the distribution is too narrow, by roughly a factor of
√
N/m (this is too
rough an estimate to use as our final result, just a ballpark estimate of how much too narrow the jackknife
distribution is). The jackknife method is unable to reliably determine the distribution of fit results about
the mean, a weakness of the method. The mean of the distribution is, however, reliable.
Despite not being able to reproduce the distribution, we can get a reliable estimate of the error on one
of the fit parameters by doing a quick calculation on the collection of fit results, {p0i ; p1i , p2i , . . . , pN/mi }
σpi =
√√√√N/m− 1
N/m
N/m∑
n=1
(〈
pni
〉− 〈p0i 〉
)2
. (E.19)
This is where a factor of N/m − 1 is inserted relative to a naive calculation of the standard error. The
covariance matrix passed to the fitter for a fit of a single jackknife sample, dn, is calculated in the “standard”
way, Eq. (E.7).
Note the value of m is chosen based, largely, on autocorrelations in the data. The more autocorrelated
the data, the larger m should be. If autocorrelations are negligible m = 1 is adequate.
For the subsequent χPT fit, we again use our collection of fit results, {~p 0; ~p 1, ~p 2, . . . , ~p N/m}, to generate
a parametric independent estimate of the error in the χPT fit. As with the bootstrap we use, perhaps a
subset of, the fit resutls {~p 0; ~p 1, ~p 2, . . . , ~p N/m} as data for the χPT fit. Then we collect our jackknife
ensemble of χPT fit results, {~pi 0; ~pi 1, ~pi 2, . . . , ~pi N/n}. From this collection we can get a reliable estimate
of the mean, but not the distribution. The robust error estimate for χPT fit parameter pii is given by
σpii =
√√√√N/m− 1
N/m
N/m∑
n=1
(〈
pini
〉− 〈pi0i 〉
)2
. (E.20)
E.3 Multivariate Correlations
We now consider a two-point correlation function on an ensemble of gauge configurations. The correlation
function is, time slice by time slice, the average value of N configurations of individual correlation functions.
So we have T different values of the correlation function and each of the T values is itself an average of N
things. This is the type of generalization we made near the beginning of Sec. E.1. We have {xi, yi, ...} where
the {xi} are N values of the correlation function at time slice t1, the {yi} are N values of the correlation
function at time slice t2, and so on. Now we want to talk about the average values {x¯, y¯, ...}, the variances
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{σ2x, σ2y, ...}, the correlations between the x’s and the y’s and the correlations between the different {xi}.
E.3.1 Correlations Among Time Slices
The covariance we found in Eq. (E.7) measured for us the correlation between the {xi} and the {yi}, each
of which was a collection of different variables. This is exactly what we need in order to talk about the
covariance between our correlation function at different time slices. To be concrete, in lieu of {xi} and {yi},
let’s talk about a two point correlation function, Ci(t). The index i runs over all the configurations and t
runs over each time slice. The collection of all the configuration’s two-point correlation functions could then
be represented by the collection of N T -dimensional row vectors
C1(t) = (C1(t1), C1(t2), ..., C1(tT ))
C2(t) = (C2(t1), C2(t2), ..., C2(tT ))
...
CN (t) = (CN (t1), CN (t2), ..., CN (tT )) . (E.21)
To get to the covariance matrix, we start by subtracting from each Ci(tj) the mean value of the correlation
function at that time slice, C(tj) =
∑N
i=1 Ci(tj)/N , giving the following vectors for each configuration
C1(t)− C(t) =
(
C1(t1)− C(t1), C1(t2)− C(t2), ..., C1(tT )− C(tT )
)
C2(t)− C(t) =
(
C2(t1)− C(t1), C2(t2)− C(t2), ..., C2(tT )− C(tT )
)
...
CN (t)− C(t) =
(
CN (t1)− C(t1), CN (t2)− C(t2), ..., CN (tT )− C(tT )
)
, (E.22)
then we take the outer product of each configuration’s vector with itself. For the ith configuration this looks
like
(Ci(t)− C(t))T (Ci(t)− C(t)) =


(
Ci(t1)− C(t1)
)2
· · ·
(
Ci(t1)− C(t1)
)(
Ci(tT )− C(tT )
)
...
. . .
...(
Ci(tT )− C(tT )
)(
Ci(t1)− C(t1)
)
· · ·
(
Ci(tT )− C(tT )
)2


(E.23)
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Finally, we sum over all the configurations and normalize by N − 1, giving us the covariance matrix, σ2
σ2 =
1
N − 1
N∑
i=1
(Ci(t)− C(t))T (Ci(t)− C(t)) = (E.24)
1
N − 1
N∑
i=1


(
Ci(t1)− C(t1)
)2
· · ·
(
Ci(t1)− C(t1)
)(
Ci(tT )− C(tT )
)
...
. . .
...(
Ci(tT )− C(tT )
)(
Ci(t1)− C(t1)
)
· · ·
(
Ci(tT )− C(tT )
)2


Using Eq.’s (E.1) and (E.7) we identify the elements of this matrix as either variances or covariances.
The diagonals are variances, σ2tt = (N − 1)−1
∑
i(Ci(t) − C(t))2, and the off-diagonals are covariances,
σ2tt′ = (N − 1)−1
∑
i(Ci(t) − C(t))(Ci(t′) − C(t′)). The larger the correlation between the data at times t
and t′ the larger the value of σ2tt′ . In terms of the variances and covariances the covariance matrix is then
σ2 =


σ2t1t1 σ
2
t1t2 · · · σ2t1tT
σ2t2t1 σ
2
t2t2 · · · σ2t2tT
...
...
. . .
...
σ2tT t1 σ
2
tT t2 · · · σ2tT tT


. (E.25)
A few observations about the covariance matrix are in order. First, if our correlation functions are real
so is the covariance matrix. Actually, for a given configuration the correlation functions have a non-zero
imaginary component but when averaged over all configurations the imaginary parts average to zero. The
same thing happens for the elements of the covariance matrix. Second, its symmetric so there are only
T (T + 1)/2 unique elements and not T 2. Lastly, its elements have units that are the units of C(t) squared.
For this last reason, its often more convenient to work with the correlation matrix, ρ. It’s obtained from the
covariance matrix by rescaling each entry by the appropriate standard deviation(s),
ρ =


1
σ2t1t2
σt1σt2
· · · σ
2
t1tT
σt1σtT
σ2t2t1
σt2σt1
1 · · · σ
2
t2tT
σt2σtT
...
...
. . .
...
σ2tT t1
σtT σt1
σ2tT t2
σtT σt2
· · · 1


. (E.26)
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E.3.2 Correlations Among Configurations
Gauge configurations are generated via a Markov-chain of potential configurations by using one configuration
to generate the next, generating a set of inherently correlated gauge configurations. To try to reduce these
correlations we keep, say, every sixth one. To analyze residual correlations among configurations we might
follow the procedure of the previous section and try to build a N × N correlation matrix from the T ,
N -dimensional data vectors
Ci(t1) = (C1(t1), C2(t1), ..., CN (t1))
Ci(t2) = (C1(t2), C2(t2), ..., CN (t2))
...
Ci(tT ) = (C1(tT ), C2(tT ), ..., CN (tT )) . (E.27)
The problem with this approach is that our correlation matrix would have N(N+1)/2 unique elements built
from T underlying time slices of data. With O(1000) configurations and O(100) time slices, we don’t have
enough time slices to build a correlation matrix to study correlations among the configurations. There are,
however, other ways we can study correlations among configurations.
Autocorrelation function
The first method calculates the autocorrelation function, A(η), a measure of the degree to which correlations
exist as a function of separation in configuration time. The configurations are naturally ordered according
to their generation. By preserving that ordering we can speak meaningfully of a configuration time, eg. an
index specifying the order in which they were created. Let η be the number of configurations that separate
the two configurations whose correlations we wish to analyze. The autocorrelation function is [47]
A(η) = 1
N
∑
i
(Ci+η(t)− C(t))(Ci(t)− C(t))
σ2t
, (E.28)
where a value of zero indicates no correlation, a value of (minus) one indicates the data are 100% (anti)correlated.
By evaluating A(η) at different values of η we can estimate the degree to which adjacent configurations are
correlated and estimate the necessary number to skip in order to generate nearly independent configurations.
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Principle component analysis
A potentially more sensitive measure of autocorrelations is obtained from the principal component of the
covariance matrix, Eq. (E.25), built from the data for a two point correlation function. The eigenvector
corresponding to the largest eigenvalue of the covariance matrix is called the first principal component, ~pc1.
We project the scaled vector of correlation function data for configuration i,
~zi =
(
Ci(t1)− C(t1)
σt1t1
, . . . ,
Ci(tT )− C(tT )
σtT tT
)
(E.29)
onto ~pc1(t) to generate the projection,
proji = ~zi · ~pc1. (E.30)
Then, we study the autocorrelation function of this projection using A(η).
The output of this analysis, whether based directly on correlation function data or the principal compo-
nent of the covariance matrix, is a measure of autocorrelation as a function of separation in configuration
time. From this we determine the minimum number of configurations that need to be skipped2 to reduce
autocorrelations to an acceptable level. One way of doing this is by assuming an exponential decay [47],
|A(η)| = e−η/τ , (E.31)
and determining the autocorrelation time, τ by comparing Eq. (E.31) to calculated values of A(η).
Binning
The autocorrelation coefficient and principal component analysis provide ways of studying autocorrelations
and determining the needed separation in configuration time in order to reduce the effects of autocorrelations.
Binning, on the other hand, is the method by which one actually removes the the autocorrelations.
Let {xi} be a collection of data measured on configuration i. Correlations among the {xi} are reduced
by forming a new, smaller, collection of data {yj | j = 1, . . . , N/b} where b is the size of the bins and the
{yj} are the averages
yj =
xb(j−1)+1 + · · ·+ xjb
b
. (E.32)
We can then relate the mean, variance, standard deviation and standard error of the {yj} to those of the
{xi} by plugging Eq. (E.32) into the appropriate expressions from App. E.1. For instance, the mean of the
2In practice we don’t throw out configurations, but average multiple adjacent configurations together in a procedure called
binning and described in App. E.3.2
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collection of {yj} is
y¯ =
1
N/b
N/b∑
j=1
yj
=
1
N/b
N/b∑
j=1
xb(j−1)+1 + · · ·+ xjb
b
=
(x1 + · · ·+ xb) + (xb+1 + · · ·+ x2b) + · · ·+ (xN−b+1 + · · ·+ xN )
N
= x¯. (E.33)
Binning doesn’t change the answer we get. It should, however, change the error we report if it does its job
of removing correlations among the data. Let’s calculate the variance of the binned sample σ2y and see how
it differs from the unbinned case σ2x
σ2y =
1
N/b− 1
N/b∑
j=1
(yj − y¯)2
=
1
N/b− 1
N/b∑
j=1
(
xb(j−1)+1 + · · ·+ xjb
b
− x¯
)2
=
1
N/b− 1
[(
x1 + · · ·+ xb
b
− x¯
)2
+
(
xb+1 + · · ·+ x2b
b
− x¯
)2
+ · · ·+
(
xN−b+1 + · · ·+ xN
b
− x¯
)2]
=
1
b(N − b)
[
(x1 + · · ·+ xb − bx¯)2 + (xb+1 + · · ·+ x2b − bx¯)2 + · · ·+ (xN−b+1 + · · ·+ xN − bx¯)2
]
=
1
b(N − b)
[
[(x1 − x¯) + · · ·+ (xb − x¯)]2 + · · ·+ [(xN−b+1 − x¯) + · · ·+ (xN − x¯)]2
]
=
1
b(N − b)
[
(x1 − x¯)2 + · · ·+ (xN − x¯)2 + 2
∑
bins
(xi − x¯)(xj − x¯)|i6=ji,j∈bin
]
= σ2x
N − 1
b(N − b)
[
1 +
2
N − 1
∑
bins
(xi − x¯)(xj − x¯)
σ2x
∣∣∣∣
i6=j
i,j∈bin
]
. (E.34)
The overall factor out front accounts for the change in number of samples used to determine the variance.
It’s there whether there are correlations or not and is an artifact of the change in the sample size due to
binning. The term not equal to 1 in the square brackets measures the autocorrelation of the data within
each bin. By using the definition of the autocorrelation A(η) of Eq. (E.28) with η and the sum restricted so
as to keep the data all in the same bin,
Ab(η) = 1
b− η
b−η∑
i=1
(xi+η − x¯)(xi − x¯)
σ2x
(E.35)
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we can express this term in the square brackets in terms of the Ab(η) for each bin
σ2y = σ
2
x
N − 1
b(N − b)
[
1 +
2
N − 1
∑
bins
b−η∑
η=1
(b− η)Ab(η)
]
, (E.36)
allowing us to relate the unbinned sample variance to a binned sample variance.
If the data are completely uncorrelated the Ab(η) are all zero and we have
σy = σx
√
N − 1
b(N − b) (E.37)
which goes as 1/
√
b for large N .
If the data are correlated, we make the approximation that the correlations within each bin are the same
and the sum over bins gives a factor of N/b
σ2y ≈ σ2x
(
N − 1
b(N − b)
)[
1 +
2N
b(N − 1)
b−η∑
η=1
(b − η)Ab(η)
]
. (E.38)
If the data are strongly correlated then each of the Ab(η) are almost one and we have
σy ≈ σx
√
N − 1
b(N − b)
[
1 +
2N
b(N − 1)
b−η∑
η=1
(b − η)
] 1
2
≈ σx
√
N − 1
b(N − b)
[
1 +
2N
b(N − 1)
b(b− 1)
2
] 1
2
≈ σx
√
Nb− 1
b(N − b) (E.39)
which approaches one for large N .
When considering the standard error, Eq. (E.10), the leading effects of bin size are accounted for (for
the binned variance you divide by N/b while for the unbinned variance you divide by N). Any remaining
difference between σy¯ and σx¯ is due almost entirely to correlations,
σy¯ = σx¯ ×


√
N−1
N−b ≈ 1, 0 % correlation;√
Nb−1
N−b ≈
√
b, 100% correlation,
(E.40)
providing a third way of looking for autocorrelations. If the data are correlated and you bin, you get a larger
relative error. If the data are uncorrelated and you bin, you get no change in relative error. The standard
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procedure is to bin the data by increasing bin size until the relative stops increasing. At that point the bin
size is large enough that the reduced number, N/b, of configurations, {yi}, are uncorrelated.
E.3.3 Ability to determine the correlation matrix
Calculating the correlation matrix is an integral part of the fitting procedure of Sec. 7.2 if one wishes to
account for the fact that data at different time slices are, in fact, correlated. We calculate the correlation
matrix directly from the data, so our ability to adequately determine its elements is based on the amount
of data available. Ignoring autocorrelations (ie. assuming the N configurations are independent) one would
naively expect the NT data elements provided by N configurations, each with T timeslices, must exceed the
T (T − 1)/2 unique entries in the correlation matrix. This gives the constraint
N >
T − 1
2
(E.41)
However, this not only ignores the fact there aren’t NT independent data elements, due to autocorrelation,
but also the error on the calculated entries of the correlation matrix due to finite N .
A determination of the autocorrelation time, τ , could be used to estimate the effective number of in-
dependent configurations by binning. Following Montvay and Munster’s advice [47] we use binsize 2τ + 1
Neff =
N
2τ + 1
(E.42)
By replacing NT data elements with NeffT we have
N > (2τ + 1)
T − 1
2
, (E.43)
a fairly weak constraint on N . Given the autocorrelation time τ = 0.15, and a reasonably large number of
time slices, say T = 35, we have N > 22. A simultaneous fit of four two point correlation functions, each
with T = 35, requires only N > 90. In our analysis we perform a simultaneous fit to a two and three point
correlation function. By symmetry, the three point correlation function provides T3(T3 + 1)/2 independent
data points when fitting T3 time slices. When combined with T2 two point correlation function timeslices
this gives T = T3(T3+1)/2+T2 total data elements. Using T2 = 35 and T3 = 15, typical values, this requires
N > 142.
To consider the error associated with finite N , we demand the relative error on an arbitrary element,
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ctt′ , of the correlation matrix be small,
σctt′
ctt′
< δ (E.44)
where δ defines what small means. To determine what this says about N we start with ctt′
ctt′ =
σ2tt′
σttσt′t′
(E.45)
where σtt′ is given by
σ2tt′ =
1
N − 1
N∑
i=1
(xit − x¯t)(xit′ − x¯t′). (E.46)
We estimate σctt′ via the error propagation formula
3
σ2ctt′ ≈
N∑
i=1
σ2i,tt
(
∂ctt′
∂xit
)2
+
N∑
i=1
σ2i,t′t′
(
∂ctt′
∂xit′
)2
+ 2
N∑
i=1
σ2i,tt′
(
∂ctt′
∂xit
)(
∂ctt′
∂xit′
)
(E.47)
where σ2i,tt′ is the covariance σ
2
tt′ for the i
th configuration. First we calculate ∂ctt′/∂xjt, then, noting that
ctt′ is symmetric under t↔ t′, obtain ∂ctt′/∂xjt′ by interchanging t↔ t′,
∂ctt′
∂xjt
=
∂
∂xjt
[ ∑
i(xit − x¯t)(xit′ − x¯t′)√∑
i(xit − x¯t)2
√∑
i(xit′ − x¯t′)2
]
=
1
(N − 1)σttσt′t′
[
(xjt′ − x¯t′)− σ
2
tt′
σ2tt
(xjt − x¯t)
]
. (E.48)
By assuming the covariance σ2i,tt′ is the same for all configurations, σ
2
i,tt′ = σ
2
tt′ , this gives
σ2ctt′ ≈
1
(N − 1)2σ2ttσ2t′t′
N∑
j=1
{
σ2tt
[
(xjt′ − x¯t′)2 − 2σ
2
tt′
σ2tt
(xjt′ − x¯t′)(xjt − x¯t) + σ
4
tt′
σ4tt
(xjt − x¯t)2
]
+ σ2t′t′
[
(xjt − x¯t)2 − 2 σ
2
tt′
σ2t′t′
(xjt − x¯t)(xjt′ − x¯′t) +
σ4tt′
σ4t′t′
(xjt′ − x¯′t)2
]
(E.49)
+ 2σ2tt′
[
(xjt′ − x¯t′)(xjt − x¯t)− σ
2
tt′
σ2t′t′
(xjt′ − x¯t′)2 − σ
2
tt′
σ2tt
(xjt − x¯t)2 + σ
4
tt′
σ2ttσ
2
t′t′
(xjt − x¯t)(xjt′ − x¯t′)
]}
.
3This calculation follows Bevington and Robinson’s calculation of the error on the mean, σµ ≈ σ/
√
N , pp. 53-54 in [105].
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Using
∑
(xit − x¯t)(xit′ − x¯t′) = (N − 1)σ2tt′ this becomes
σ2ctt′ ≈
1
(N − 1)σ2ttσ2t′t′
{
σ2tt
[
σ2t′t′ − 2
σ2tt′
σ2tt
σ2tt′ +
σ4tt′
σ4tt
σ2tt
]
+ σ2t′t′
[
σ2tt − 2
σ2tt′
σ2t′t′
σ2tt′ +
σ4tt′
σ4t′t′
σ2t′t′
]
+ 2σ2tt′
[
σ2tt′ −
σ2tt′
σ2t′t′
σ2t′t′ −
σ2tt′
σ2tt
σ2tt +
σ4tt′
σ2ttσ
2
t′t′
σ2tt′
]}
≈ 2
(
1− 2 σ
4
tt′
σ2ttσ
2
t′t′
+
σ8tt′
σ4ttσ
4
t′t′
)
≈ 2
N − 1
(
1− c2tt′
)2
(E.50)
where Eq. (E.45) was used in the last line. From this we arrive at a constraint on the required number of
configurations in terms of an arbitrary element of the correlation matrix, ctt′ , and the precision with which
we want it determined, δ,
N > 1 +
2
δ2
(
1− c2tt′
ctt′
)2
. (E.51)
This constraint is more severe than Eq. (E.43). If we want to be able to resolve a minimum correlation of
10% with 30% precision (ie. ctt′ = 0.1 and δ = 0.3) we need N > 2179. Given the number of configurations
used in our analysis (see Tab. 5.1) and the fact that we use four meson creation operators per configuration
(ie. we effectively have ∼ 4N configurations) we satisfy this criteria for reasonable choices of δ and ctt′ .
E.4 Comparing two measurements: the Z-statistic
Given two measurements, x1 and x2, with errors σ1 and σ2, respectively, and covariance σ
2
12, the Z-statistic
allows a quantitative evaluation of the level of disagreement between x1 and x2, incorporating the effects of
σ1, σ2, and σ12. The Z-statistic is given by
Z =
x1 − x2√
σ21 + σ
2
2 − 2σ212
. (E.52)
Provided x1 and x2 differ only because of statistical fluctuations, Z is normally distributed with σZ = 1.
Because Z is normally distributed it is easy to interpret the level of disagreement between x1 and x2. A
value of Z = 1 means x1 is one sigma larger than x2.
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