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1. Introduction
In this paper, we study the possible values of an integer invariant of bipartite operators, the
operator Schmidt rank. For a non-zero operator X ∈ Mn(C)⊗Mm(C) the operator Schmidt rank
is defined as the unique number Ω (X) ∈ N such that
X =
Ω(X)∑
i=1
Ai ⊗Bi
with orthogonal1 sets of non-zero operators {Ai}
r
i=1 ⊂Mn (C) and {Bi}
r
i=1 ⊂Mm (C). Note that
Ω(X) ∈
{
1, . . . ,min(n,m)2
}
, and for general operators X all these ranks can occurr. Here we
are interested in the case of unitary operators X. The requirement of X being unitary causes an
interesting restriction in dimension two:
Theorem 1.1 ([4]). For U ∈ U
(
C
2 ⊗ C2
)
only ranks Ω(U) ∈ {1, 2, 4} are possible.
The proof of the result above relies on the so-called normal form of two-qubit unitary operations
from [6]. In [8] further restrictions on the operator Schmidt ranks of higher dimensional unitary
operators have been conjectured. However, in dimensions n = m = 3 no such restrictions have
been observed:
Theorem 1.2 ([7, Theorem 10]). For U ∈ U
(
C
3 ⊗ C3
)
all ranks Ω(U) ∈ {1, 2, . . . , 9} are possible.
These results raise the question, whether there are any restrictions on operator Schmidt ranks
for bipartite unitaries in higher dimensions. In this paper, we prove the following result:
Theorem 1.3. For U ∈ U (Cn ⊗Cm) and (n,m) 6= (2, 2) all ranks Ω(U) ∈
{
1, 2, . . . ,min(n,m)2
}
are possible.
Date: August 9, 2018.
1with respect to the Hilbert-Schmidt inner product 〈X,Y 〉 = tr (X∗Y ) for X, Y ∈ Mn (C)
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Proof. The proof consists of a collection of examples, detailed in the following sections. First, we
show that the result holds in the “balanced” case n = m, as follows:
• Ranks {1, . . . , n}: Proposition 2.3
• Ranks {n, . . . , n2} \ {n+ 1, n2 − 1}: Theorem 3.3
• Rank n+ 1, for odd n: Corollary 4.2
• Rank n+ 1, for even n: Proposition 4.3
• Rank n2 − 1: Proposition 5.2.
The general case n 6= m is proven in Theorem 6.1. 
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2. Preliminaries
In this paper, we shall fix a basis {e1, e2, . . . , en} of C
n, and we put e0 := en. Given an operator
U ∈ X ∈ Mn(C)⊗Mm(C), we denote by Xij its m×m blocks:
X =
n∑
i,j=1
eie
∗
j ⊗Xij.
Proposition 2.1. For any operator X ∈ Mn(C)⊗Mn(C) having blocks Xij, we have
Ω(X) = dim span{Xij}
n
i,j=1.
Proof. We use the vectorization operation, which “flattens” matrices to vectors:
vec(eie
∗
j ) := ei ⊗ ej.
Applying this operation to both factors of the tensor product, the expression
X˜ =
n∑
i,j=1
(ei ⊗ ej) · vec(Xij)
∗
defines an operator X˜ with the property that rk(X˜) = Ω(X). Since the vectors ei ⊗ ej form an
orthonormal basis of Cn ⊗ Cn, we have that
Ω(X) = dim span{vec(Xij)}
n
i,j=1 = dim span{Xij}
n
i,j=1.

Remark 2.2. One can easily show that the operator Schmidt rank of an operator X is also equal
to the (usual) rank of the realignment (or reshuffling) XR of X (see e.g. [1, Section 10.2] for the
definitions).
Proposition 2.3. For any rank 1 ≤ r ≤ n, there exists a unitary operator U ∈ U(Cn ⊗ Cn) such
that rkUR = r.
Proof. Choose r linearly independent unitary operators V1, . . . , Vr ∈ Un (say, any r distinct Weyl
operators [5, Section 4]) and define
U =
r∑
i=1
eie
∗
i ⊗ Vi +
n∑
i=r+1
eie
∗
i ⊗ Vr.
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Using Proposition 2.1, we have
Ω(U) = dim span{Vi}
r
i=1 = r.

3. Unitaries from permutations
In this section we study the operator Schmidt ranks of unitary operators associated to permu-
tations. The construction below contains all but two of the possible ranks from Theorem 1.3. We
think that the construction is interesting on its own, and raises non-trivial combinatorial ques-
tions regarding pairs of permutation tableaux; see e.g. [3] for a connection with r-orthogonal Latin
squares. We shall denote by Sn the symmetric group on n elements.
Definition 3.1. To any α, β ∈ Snn we associate the unitary operator Uα,β ∈ U (C
n ⊗ Cn) by
Uα,β =
n−1∑
i,j=0
eie
∗
j ⊗ eαi(j)e
∗
βj(i)
.
It is easy to check that the operator Uα,β is indeed unitary (see [2, Lemma 3.3] for a proof). One
can compute the operator Schmidt rank of Uα,β from the permutations alone. For α, β ∈ S
n
n we
define
N(α, β) :=
∣∣∣ {(αi(j), βj(i)) : 0 ≤ i, j ≤ n− 1} ∣∣∣.
Then, using the fact that the blocks of the operator Uα,β have just one non-zero entry, it is immediate
to show the following lemma:
Lemma 3.2. For any α, β ∈ Snn we have Ω (Uα,β) = N(α, β).
Using the previous lemma we will prove the following theorem.
Theorem 3.3. For n > 2 and any r ∈ {n, . . . , n2} \ {n+1, n2 − 1} there exist α, β ∈ Snn such that
Ω (Uα,β) = r.
The proof of Theorem 3.3 involves several constructions of permutations α, β ∈ Snn presented in
the following lemmata. We shall use c ∈ Sn to denote the cyclic shift c(i) = i+ 1 mod n.
Lemma 3.4. For n ∈ N and any r ∈ {n, . . . , 2n} \ {n + 1} there exist α, β ∈ Snn such that
N(α, β) = r.
Proof. For some permutation pi ∈ Sn consider α, β ∈ S
n
n given by
α0 = pi, α1 = c
1, . . . , αn−1 = c
n−1
β0 = id, β1 = c
1, . . . , βn−1 = c
n−1.
With these permutations we have
(αi(j), βj(i)) =
{
(pi(j), j) , if i = 0
(i+ j mod n, i+ j mod n) , else.
Let l ∈ {0, . . . , n} \ {n− 1} be the number of fixed points of pi, then we have
N(α, β) =
∣∣∣ {(αi(j), βj(i)) : 0 ≤ i, j ≤ n− 1} ∣∣∣ = 2n− l.
As there are permutations pi ∈ Sn having l fixed points for any l ∈ {1, . . . , n} \ {n − 1}, the proof
is finished. 
The next lemma will be proved using a similar, but slightly more complicated construction.
4 ALEXANDER MU¨LLER-HERMES AND ION NECHITA
Lemma 3.5. For n > 3 and any r ∈ {2n, . . . , 3n− 1} there exist α, β ∈ Snn such that N(α, β) = r.
Proof. For some permutation pi ∈ Sn consider α, β ∈ S
n
n given by
2
α0 = c
1, α1 = c
1, α2 = c
2, . . . , αn−1 = c
n−1
β0 = pi, β1 = c
1, β2 = c
2, . . . , βn−1 = c
n−1.
With these permutations we have
(αi(j), βj(i)) =


(1, pi(0)) , if i = 0, j = 0
(i, pi(i)) , if i 6= 0, j = 0
(j + 1 mod n, j) , if i = 0, j 6= 0
(i+ j mod n, i+ j mod n) , else.
(1)
Note that the last two cases in (1) include 2n− 1 different elements of the set
{(αi(j), βj(i)) : 0 ≤ i, j ≤ n− 1} .
Therefore, choosing pi = c2 leads to permutations α, β ∈ Snn with N(α, β) = 3n− 1 as the first two
cases in (1) give different elements than the last two cases. Similarly, setting pi ∈ Sn to
pi(i) =


1, if i = 0
0, if i = 1
i, else,
in (1) gives N(α, β) = 2n. Next, choosing pi ∈ Sn such that
pi(i) =


1, if i = 0
2, if i = 1
0, if i = 2
i, else,
gives N(α, β) = 2n+ 1. Finally, for any 0 < k < n− 2 consider the permutation pi ∈ Sn given by
pi(i) =


1, if i = 0
k + 1, if i = 1
0, if i = n− 1
i+ 1, if i ∈ {k + 1, . . . , n − 2}
i, if i ∈ {2, . . . , k}.
By inserting this into (1) it can be verified easily that N(α, β) = 3n − k − 1. 
With the previous lemmata we can proof Theorem 3.3.
Proof of Theorem 3.3. The proof will be done by induction in n. Consider the case n = 3: By
Lemma 3.4 we obtain permutations α, β ∈ S33 for any r ∈ {3, 5, 6} such that N(α, β) = r. It is
easy to verify that the choice αi = βi = id for any i ∈ {0, 1, 2} gives N(α, β) = 9. Finally choosing
αi = βi = id for i ∈ {0, 1} and α2 = β2 = c
1 gives N(α, β) = 7.
Now for n > 3 assume that for any r ∈ {n−1, . . . , (n−1)2}\{n, (n−1)2−1} there are α, β ∈ Sn−1n−1
such that N(α, β) = r. Now consider any r′ ∈ {n, . . . , n2} \ {n + 1, n2 − 1}. In the cases where
r′ ∈ {n, . . . , 2n}\{n+1} or r′ ∈ {2n, . . . 3n−1} we can use Lemma 3.4 and Lemma 3.5 respectively
to construct permutations α, β ∈ Snn with N(α, β) = r
′. For r′ ∈ {3n, . . . , n2} \ {n2 − 1} we set
r = r′ − 2n + 1 and note that r ∈ {n + 1, . . . , (n − 1)2} \ {(n − 1)2 − 1}. By induction hypothesis
2Here α0 = α1 is not a typo.
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there are α, β ∈ Sn−1n−1 such that N(α, β) = r. For any additional permutations αn, βn ∈ Sn−1 we
define α′, β′ ∈ Snn by
α′k(i) =
{
αk(i), if i ≤ n− 1
n, if i = n
, β′k(i) =
{
βk(i), if i ≤ n− 1
n, if i = n
for k ≤ n. Now it is easy to verify that
N(α′, β′) =
∣∣∣ {(α′i(j), β′j(i)) : 0 ≤ i, j ≤ n} ∣∣∣ = r + 2n− 1 = r′.

It is remarkable that the permutation construction detailed in this section shows that all, except
two ranks are possible. Note that in the case n = 2, the remaining two cases, n + 1 and n2 − 1,
correspond to the restriction Ω(U) 6= 3 from [4]. In the next two sections, we construct unitary
operators having operator Schmidt rank equal to n+ 1 and n2 − 1 respectively for any n ≥ 3.
4. The product construction
Here we generalize a construction by Tyson from [7]. For n ∈ N and k ∈ Z define the k-cyclic
shift Snk : C
n → Cn on the computational basis by
Snk ei = ei+k mod n
for i ∈ {1, . . . n}.
Theorem 4.1. For any k, l ∈ {1, . . . ,min (n,m)} there is a unitary U ∈ U (Cn ⊗ Cm) such that
Ω (U) = kl.
Proof. Consider two partitions of the identity operator into orthogonal, diagonal (in the computa-
tional basis) projectors {Pi}
k
i=1 and {Qj}
l
j=1 on C
n and Cm respectively (i.e.
∑k
i=1 Pi = 1n and∑l
j=1Qj = 1m). Consider the matrices
V1 =
k∑
i=1
Pi ⊗ S
m
i and V2 =
l∑
j=1
Snj ⊗Qj .
Using orthogonality of the projectors and unitarity of the cyclic shifts it is easy to verify that
V1, V2 ∈ U (C
n ⊗ Cm). This implies that
U = V1V2 =
k∑
i=1
l∑
j=1
PiS
n
j ⊗ S
m
i Qj
is a unitary matrix. Note that {PiS
n
j }i,j and {S
m
i Qj}i,j are orthogonal sets with respect to the
Hilbert-Schmidt inner product:
〈PiS
n
j , Pi′S
n
j′〉 = tr
[
Sn
−jPiPi′S
n
j′
]
= δi,i′ tr
[
PiS
n
j′−j
]
= δi,i′δj,j′,
where for the last equality we have used the fact that the diagonal of the operator Snj′−j is zero,
unless j = j′ mod n. This shows that Ω (U) = kl. 
Corollary 4.2. For any odd n ≥ 3, there exist a unitary operator U ∈ U(Cn ⊗ Cn) with operator
Schmidt rank Ω(U) = n+ 1.
The next result contains the other half of the existence proof for the operator Schmidt rank n+1.
Proposition 4.3. For any even n > 2 there exists a unitary U ∈ U (Cn ⊗ Cn) with operator
Schmidt rank Ω (U) = n+ 1.
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Proof. Let n = 2k for k ∈ N. By Theorem 4.1 there exists a unitary U˜ ∈ U
(
C
k ⊗ Ck
)
with operator
Schmidt rank Ω
(
U˜
)
= n = 2k ≤ k2. We write
U˜ =


A11 · · · A1k
...
. . .
...
Ak1 · · · Akk


and note that by Proposition 2.3 we have n = Ω(U˜) = dim
(
span{Aij}
k
i,j=1
)
. Now consider the
unitary U ∈ U (Cn ⊗ Cn) given by
U =


A11 0
0 A11
· · ·
A1k 0
0 A1k
0 0
0 0
· · ·
0 0
0 0
...
. . .
...
...
...
Ak1 0
0 Ak1
· · ·
Akk 0
0 Akk
0 0
0 0
· · ·
0 0
0 0
0 0
0 0
· · ·
0 0
0 0
V 0
0 W
· · ·
0 0
0 0
...
...
...
. . .
...
0 0
0 0
· · ·
0 0
0 0
0 0
0 0
· · ·
V 0
0 W


for unitaries V 6= W , each appearing k times on the diagonal of U . Again by Proposition 2.1 and
the choice of the Aij we have
Ω(U) = dim
(
span
({(
Aij 0
0 Aij
)}k
i,j=1
∪
{(
V 0
0 W
)}))
= n+ 1.

5. The Fourier construction
To construct unitaries U ∈ U (Cn ⊗ Cn) with Ω (U) = n2 − 1 we will apply the Fourier method
developed by Tyson in [7]. For λ ∈ Mn(C) let
λˆ(a, b) =
1
n
n−1∑
α=0
n−1∑
β=0
exp
(
2pii
n
(aα+ bβ)
)
λ(α, β).
denote the discrete Fourier transform. For the construction we define an orthonormal basis of
C
n ⊗ Cn by
vα,β := n
−1/2
n−1∑
j=0
φα(j−β)n ej−β mod n ⊗ ej
for φn = exp(
2pii
n ). We will apply the following result of Tyson:
Theorem 5.1 ([7, Theorem 7]). For λ ∈ Mn(C) with |λ(i, j)| = 1 the unitary operator
Dλ =
n−1∑
α=0
n−1∑
β=0
λ (α, β) vα,βv
∗
α,β ∈ U (C
n ⊗ Cn)
has operator Schmidt rank
Ω (Dλ) =
∣∣∣{(a, b) ∈ {0, . . . , n− 1}2 : λˆ(a, b) 6= 0}∣∣∣ .
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With the above we have the following result, showing the existence of a unitary with operator
Schmidt rank equal to n2 − 1:
Proposition 5.2. For any n > 2 there exist λ ∈ Cn×n with |λij | = 1 such that the unitary operator
Dλ ∈ U (C
n ⊗ Cn) defined in Theorem 5.1 fulfills Ω (Dλ) = n
2 − 1.
Proof. Let p ∈ {1, . . . , n − 1} be a prime number3 not dividing n. For i < j fix distinct numbers
Mi,j ∈ N. Now for some x ∈ R to be specified later choose
λx (α, β) =


φαn, if α = β
(φxn)
Mα,β , if α > β
−(φxn)
M1,0 , if (α, β) = (1, p)
−(φxn)
Mp,1 , if (α, β) = (0, 1)
−(φxn)
Mβ,α else.
We will show that x ∈ R can be chosen such that∣∣∣{(a, b) ∈ {0, . . . , n− 1}2 : λˆ(a, b) 6= 0}∣∣∣ = n2 − 1.
Then, by Theorem 5.1 the unitary Dλx will have operator Schmidt rank Ω (Dλ) = n
2 − 1 finishing
the proof. By construction we have
λˆx(0, 0) =
1
n
n−1∑
α=0
n−1∑
β=0
λx(α, β) =
n−1∑
α=0
φαn = 0
for any x ∈ R. Thus, we have to find x ∈ R with λˆx(a, b) 6= 0 for any (a, b) ∈ {0, . . . , n−1}
2\{(0, 0)}.
For each (a, b) 6= (0, 0) we define a polynomial Pa,b by
Pa,b(z) =
1
n

n−1∑
α=0
φ(a+b+1)αn +
∑
α>β
cα,βz
Mα,β


with coefficients
cα,β =


exp
(
2pii
n (aα+ bβ)
)
− exp
(
2pii
n (aβ + bα)
)
, if (p, 1) 6= (α, β) 6= (1, 0)
exp
(
2pii
n (ap+ b)
)
− exp
(
2pii
n b
)
, if (α, β) = (p, 1)
exp
(
2pii
n a
)
− exp
(
2pii
n (a+ bp)
)
, if (α, β) = (1, 0)
.
Note that cp,1 = c1,0 = 0 iff n divides both ap and bp. This can only happen for (a, b) = (0, 0)
as a, b < n and p is not a divisor of n. Therefore, we have Pa,b 6= 0 (as polynomials) for any
(a, b) 6= (0, 0). Finally note that
λˆx(a, b) = Pa,b (φ
x
n) .
As any Pa,b has only finitely many zeros it is possible to choose x ∈ R such that λˆx(a, b) 6= 0 for all
(a, b) 6= 0.

Note that the unitary matrices constructed in this section have complex entries, whereas our other
constructions are all real. This raises the question of constructing bipartite orthogonal operators
U ∈ O (Cn ⊗ Cn) having operator Schmidt rank n2 − 1. We leave this question open. Such a
construction would prove a real (i.e. orthogonal) version of Theorem 1.3.
3If there were no such prime for some n > 3, then the primes 2 and 3 have to divide n. Now consider a prime
p ∈
[
n
2
, n
]
(such a prime exists by Bertrand’s postulate). By assumption p divides n as well and we have 1 ≤ n
p
≤ 2
by construction. But then 3 cannot divide n
p
contradicting that 3 divides n.
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6. Unbalanced dimensions
In the previous sections, we have considered operators U ∈ U(Cn ⊗ Cn) and we have shown
(Proposition 2.3, Theorem 3.3, Corollary 4.2, Proposition 4.3, Proposition 5.2) that, for n ≥ 3, any
rank r ∈ {1, . . . , n2} is achievable. To finish the proof of Theorem 1.3, we show in this section how
to extend the previous constructions to the general case n 6= m.
Theorem 6.1. For any (n,m) 6= (2, 2) and r ∈ {1, . . . ,min (n,m)2} there exists a unitary U ∈
U (Cn ⊗ Cm) with operator Schmidt rank Ω (U) = r.
Proof. Without loss of generality we can assume n < m. As Ω(V ⊗W ) = 1 for V ∈ U (Cn) and
W ∈ U (Cm) we will assume in the following that r > 1. We begin with the case of n > 2: By the
previous results dealing with the n = m case, there exists a unitary U˜ ∈ U (Cn ⊗ Cn) with operator
Schmidt rank Ω
(
U˜
)
= r − 1. We write
U˜ =


A11 · · · A1n
...
. . .
...
An1 · · · Ann

 (2)
and note that by Proposition 2.1 we have r− 1 = Ω(U˜) = dim
(
span{Aij}
n
i,j=1
)
. As r− 1 ≤ n2− 1
there exists a unitary V ∈ U (Cn) with V /∈ span{Aij}
n
i,j=1. Now consider U ∈ U (C
n ⊗ Cm) given
by
U =


A11 · · · A1n 0 · · · 0
...
. . .
...
...
...
An1 · · · Ann 0 · · · 0
0 · · · 0 V · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · V.


By Proposition 2.1 and the choice of V we have Ω(U) = dim
(
span
(
{Aij}
n
i,j=1 ∪ {V }
))
= r.
In the case n = 2 we can use the same construction as above to construct unitaries U ∈
U
(
C
2 ⊗ Cm
)
(for m > 2) with operator Schmidt ranks Ω (U) ∈ {1, 2, 3}. The existence of a
unitary U ∈ U
(
C
2 ⊗ Cm
)
with Ω (U) = 4 follows from Theorem 4.1.

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