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В настоящее время совершенные алгебраические конструкции успешно применяются для синтеза систем 
сигналов, конструирования блочных и поточных криптоалгоритмов, для создания генераторов псевдослучай-
ных ключевых последовательностей. Среди совершенных алгебраических конструкций значительное место за-
нимают бент-последовательности и связанный с ними класс совершенных двоичных решеток. Бент-
последовательности применяются для построения современных криптографических примитивов, а также 
для построения кодов постоянной амплитуды (C-кодов), используемых в технологии кодового разделения кана-
лов. В свою очередь, совершенные двоичные решетки используются для построения корректирующих кодов, 
систем бифазных фазоманипулированных сигналов и многоуровневых криптографических систем. Развитие 
методов многозначной логики в современных информационных и коммуникационных системах привлекло вни-
мание исследователей к усовершенствованию методов синтеза многозначных бент-последовательностей для 
задач криптографии и передачи информации. Новые результаты, полученные в области синтеза троичных 
бент-последовательностей, делают актуальной задачу изучения класса совершенных троичных решеток. 
В настоящей статье результаты для совершенных двоичных решеток распространяются на трехзначный 
случай. На основе понятия разбаланса троичной функции введено определение совершенной троичной решет-
ки. Полный класс совершенных троичных решеток третьего порядка получен регулярным методом, минуя пе-
ребор. Так, установлено, что класс совершенных троичных решеток является объединением четырех подклас-
сов, в каждом из которых определены соответствующие методы размножения. В работе установлена взаи-
мосвязь между классом троичных бент-последовательностей и классом совершенных троичных решеток. 
Полученные результаты являются основой для внедрения совершенных троичных решеток в современные 
криптографические и телекоммуникационные алгоритмы.
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Введение
Развитие методов многозначной логики, 
происходящее в настоящее время, обуславли-
вает появление новых подходов к криптогра-
фической защите информации. Методы много-
значной логики представляют интерес и для 
перспективных квантовых криптоалгоритмов. 
Так, в работах [1, 2] предложены эффективные 
алгоритмы генерации псевдослучайных клю-
чевых последовательностей на основе функ-
ций многозначной логики. К настоящему вре-
мени уже созданы такие криптографические 
примитивы, как S-блоки подстановки на осно-
ве функций многозначной логики, а также ра-
ботоспособный блочный симметричный крип-
тоалгоритм на их основе [3], в то время как 
в работе [4] предложен эффективный поточ-
ный шифр на основе недвоичных кодов Рида-
Соломона.
Дальнейшее развитие криптографических 
методов, основанных на использовании принци-
пов многозначной логики во многом сопряже-
но с исследованием совершенных алгебраиче-
ских конструкций, например, таких как макси-
мально нелинейные бент-последовательности. 
Теория двоичных бент-последовательностей яв-
ляется достаточно развитой, построению ме-
тодов синтеза таких последовательностей по-
священо немало работ, например, [5–7]. В дво-
ичном случае бент-последовательности явля-
ются основой для построения алгоритмов по-
точного шифрования, а также блоков замен. 
Еще одним важным классом алгебраических 
конструкций являются совершенные двоич-
ные решетки (СДР) [8]. В настоящее время они 
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получили распространение для построения 
систем бинарных фазоманипулированных сиг-
налов для CDMA технологии и композицион-
ных матричных криптоалгоритмов.
Как нам представляется, для дальнейшего 
развития криптографических методов будет 
полезным исследование многозначных, в пер-
вую очередь, трехзначных аналогов совершен-
ных алгебраических конструкций. 
Исследования [9] позволили установить 
связь между классом совершенных двоичных 
решеток четвертого порядка и классом бент-
последовательностей практически ценной дли-
ны N = 16. Так, полный класс совершенных 
двоичных решеток (СДР) является подмноже-
ством полного класса бент-последователь но-
стей длины N = 16, в то время как для больших 
длин, СДР являются обособленными совершен-
ными алгебраическими конструкциями и их 
связь с бент-последовательностями на сегод-
няшний день не установлена.
Определение 1 [10]. Совершенной двоич-
ной решеткой называют двумерную последо-
вательность-матрицу
, ,( ) , , 0, 1, { 1,1}i j i jH N h i j N h= = - ∈ - , (1)
имеющую двумерную периодическую авто-
корреляционную функцию – ДПАКФ (Цwo-
dimensional periodic autocorrelation function – 
2D PACF), элементы которой определяются сле-
дующим соотношением
, (2)
где , 0, 1m n N= - .
Например, легко видеть, что СДР
(4)H
+ + + - 
 + + + - =
 + + + -
 
- - - + 
имеет 
16 0 0 0
0 0 0 0
( , )
0 0 0 0
0 0 0 0
R m n
 
 
 =
 
 
 
, (3)
где элементы H(4) представлены в знаковой 
форме: 1- ⇒ - , 1+ ⇒ + .
Практическая ценность совершенных дво-
ичных решеток и их связь с повсеместно ис-
пользуемыми бент-последовательностями де-
лают актуальной задачу обобщения данных 
алгебраических конструкций на многозначный 
случай.
Целью настоящей статьи является построе-
ние метода синтеза полного класса совершен-
ных троичных решеток (СТР) третьего порядка.
Разбаланс функций 3-логики
Решение задачи построения СТР связано 
с обобщением определения СДР на случай 
троичной логики. Напомним основные факты 
для двоичного случая.
Рассмотрим последовательность B(t), t = 0, 
1, ..., N – 1  из N элементов над алфавитом 1± . 
Умножая последовательность B(t), t = 0, 1, ..., 
N – 1  на матрицу Адамара H порядка N полу-
чаем вектор ( ), 0,1, ..., 1S Nw w = - , который на-
зывается вектором коэффициентов преобразо-
вания Уолша-Адамара
( ) ( )S B t Hw = , (4)
где матрица Адамара формируется по хорошо 
известному рекуррентному правилу
1 1
1 1
2 2
2
2 2
k k
k
k k
H H
H
H H
- -
- -
 
 =
-  
, 1 [1]H = . (5)
Приведем полезный для дальнейшего из-
ложения пример. Пусть задан исходный дво-
ичный вектор ( ) { }B t = + - --  длины N = 4. Со-
ответственно, для нахождения ( )S w  мы должны 
использовать матрицу Адамара порядка N = 4
H
+ + + + 
 + - + - =
 + + - -
 
+ - - + 
. (6)
Коэффициенты преобразования Уолша-Ада-
мара находятся умножением исходного векто-
ра B(t) на матрицу Уолша-Адамара (все вычис-
ления проводятся над Z2):
(1) ( 1)( 1) ( 1)( 1) ( 1)( 1) ( 1)( 1)
1 1 1 1;
(2) ( 1)( 1) ( 1)( 1) ( 1)( 1) ( 1)( 1)
1 1 1 1;
(3) ( 1)( 1) ( 1)( 1) ( 1)( 1) ( 1)( 1)
1 1 1 1;
W
W
W
= + + + - + + - + + - + =
+ - - -
= + + + - - + - + + - - =
+ + - +
= + + + - + + - - + - - =
+ - + +
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(4) ( 1)( 1) ( 1)( 1) ( 1)( 1) ( 1)( 1)
1 1 1 1.
W = + + + - - + - - + - + =
+ + + -
(7)
В результате получаем новый бинарный 
вектор, для которого находим сумму элемен-
тов. Эта сумма является знаковым представле-
нием такой общепринятой [10] в теории совер-
шенных двоичных решеток величины, как раз-
баланс
( ) ( )
sign K K
+ -D = - , (8)
где ( )K +  – количество элементов «+ 1», а ( )K -  – 
количество элементов «–1».
Аналогом преобразования Уолша-Адамара 
для функций многозначной логики является 
преобразование Виленкина-Крестенсона [11]. 
Пусть, например, нам задан троичный вектор 
0 1 2[ ]t z z z= , где 
0 2 3 4 3
0 1 2, , .
j j jz e z e z eπ π= = =
Коэффициенты преобразования Виленки-
на-Крестенсона могут быть найдены для век-
тора t по следующей формуле
tV ′W = , (9)
где V – матрица Виленкина-Крестенсона по-
рядка N, равного длине вектора t, штрих озна-
чает транспонирование.
Правило рекуррентного построения ма-
триц Виленкина-Крестенсона любого порядка 
m = 3L, L N∈  представлено в работах [12, 13]
( ) ( )
( ) ( )
1 1 1
1 1 1
1 1 1
3 3 3
3 3 3 3
3 3 3
1 mod3 2 mod3
2 mod3 1 mod3
L L L
L L L L
L L L
V V V
V V V V
V V V
- - -
- - -
- - -
 
 
 
= + + 
 
 + +
 
.
(10)
В нашем случае матрица Виленкина-Кре-
стенсона и матрица, комплексно-сопряженная 
к ней, имеют следующий вид:
0 0 0
3 0 1 2
0 2 1
z z z
V z z z
z z z
 
 =  
  
, 
0 0 0
3 0 2 1
0 1 2
z z z
V z z z
z z z
 
 ′ =  
  
. (11)
Рассмотрим процесс вычисления коэффици-
ентов преобразования Виленкина-Крестенсона
0 0 0 1 0 1
0 0 1 1 2 1
0 0 2 1 1 1
(1) ;
(2) ;
(3) .
z z z z z z
z z z z z z
z z z z z z
W = + +
W = + +
W = + +
(12)
Заметим, что удобно от мультипликатив-
ной группы корней из единицы Г3 перейти 
к изоморфной ей аддитивной группе кольца Z3 
и наоборот.
Рассмотрим обобщение разбаланса на тро-
ичный случай. Пусть |i| – количество элемен-
тов i.
Определение 2. Значением разбаланса D по-
следовательности над алфавитом {0, 1, 2} ↔ 
{z0, z1, z2} назовем величину
( )( )
2
2 3 3
( ) 1 0 0.5 1 2 1 2 .
2 2
x
 
D = ⋅ - + + -  
 
(13)
Запишем процедуру нахождения абсолют-
ных значений преобразования Виленкина-
Крестенсона в терминах наших определений
( )i ix vilW = D ⋅ (14)
где ivil  – i-я функция Виленкина-Крестенсона.
Продолжим рассмотрение нашего примера
0 0 0 1 0 1
2
2
0 0 1 1 2 1
2
2
0 0 2 1 1 1
2
(1) ( , , ) (0,1,1)
3 3
(1 1 0,5(2 0)) 2 0 3;
2 2
(2) ( , , ) (0,2,0)
3 3 9 3
(1 2 0,5(0 1)) 0 1 3;
2 2 4 4
(3) ( , , ) (0,0,2)
3 3
(1 2 0,5(0 1)) 0 1
2 2
z z z z z z
z z z z z z
z z z z z z
W = D = D =
 
⋅ - + + - =  
 
W = D = D =
 
⋅ - + + - = + =  
 
W = D = D =
 
⋅ - + + -

2
9 3
3.
4 4
= + =

(15)
Результат полностью совпадает с результа-
том прямого метода вычисления коэффициен-
тов преобразования Виленкина-Крестенсона.
Аналогично определению ДПАКФ (2), вве-
дем следующее определение. 
Определение 3. Периодической автокор-
реляционной p-функцией назовем следующую 
сумму
1 1
, ,
0 0
( , ) (mod )
N N
i j i m j n
i j
Kp m n h h p
- -
+ +
= =
= D D , (16)
где , 0, 1m n N= - .
При p = 2 получается классическая двумер-
ная периодическая автокорреляционная функ-
ция.
Пример. Рассмотрим троичную бент-по сле-
до вательность
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1 {0 0 0 0 1 2 0 2 1},b =  (17)
которую представим в виде матрицы третьего 
порядка
1
0 0 0
0 1 2
0 2 1
B
 
 =  
  
. (18)
Найдем для матрицы (18) соответствую-
щие элементы матрицы ( , )Kp m n  согласно (16)
3 3 3
3 3 3
3 3 3
Kp
 
 =  
  
. (19)
Определение 4. Совершенной троичной 
решеткой (СТР) назовем матрицу, для кото-
рой функция ( , )Kp m n  является постоянной 
( , ) constKp m n =  при любых значениях сдвига 
m и n.
В настоящей работе путем эксперимен-
тальных исследований установлено, что все су-
ществующие троичные бент-последо ватель но-
сти, количество которых равно 486BJ =  [14, 15], 
представленные в виде троичных матриц по-
рядка N = 3, обладают равномерной матрицей 
( , )Kp m n , т.е. являются СТР.
Тем не менее существуют и другие СТР, 
которые не могут быть образованы из бент-
последовательностей. Далее представим регу-
лярные методы синтеза полного множества СТР 
порядка N = 3, опишем правила размножения 
для каждого из трех подмножеств (классов) 
и определим мощность множества СТР над ал-
фавитом {0, 1, 2} ↔ {z0, z1, z2}. 
Класс 1.
СТР на основе матриц Виленкина-Крестен-
сона вида
1
0 0 0
0 1 2
0 2 1
PTA
 
 =  
  
. (20)
Правило размножения 1.1. СТР класса 1 
допускают все возможные знаковые кодирова-
ния строк последовательностями длины N = 3.
Например, для матрицы (20) умножением 
каждой строки на соответствующий элемент 
последовательности z = [011] получаем новую 
матрицу
`
1
0 0 0
1 2 0
1 0 2
PTA
 
 =  
  
. (21)
Всего возможных правил знакового кодиро-
вания существует 311 3 27J = = .
Правило размножения 1.2. СТР класса 1 
допускает все возможные перестановки строк, 
количество которых 12 3! 6J = = .
Таким образом, общее количестве СТР клас-
са 1, которые могут быть построены с помощью 
разработанных двух правил размножения, со-
ставляет 1 11 12 27 6 162.J J J= = ⋅ =
Класс 2.
СТР вида
2
0 0 1
0 1 0
0 2 2
PTA
 
 =  
  
. (22)
Правило размножения 2.1. Представим ис-
ходную СТР (22) в обобщенном виде
2PTA
a a b 
 = a b a 
 a g g 
, (23)
где коэффициенты a, b, g различны и прини-
мают значения из множества {0, 1, 2} ↔ {z0, 
z1, z2}, количество способов равно 21 3! 6J = = .
Правило размножения 2.2. Конструкция (23) 
СТР класса 2 допускает все возможные переста-
новки строк, которых существует 22 3! 6J = = .
Правило размножения 2.3. Конструкция СТР 
класса 2 допускает все возможные цикличе-
ские сдвиги столбцов, количество сдвигов рав-
но 23 3J N= = .
Итого, общее количество СТР, которые мо-
гут быть построены на основе правил размноже-
ния 2.1–2.3, составляет J2 = J21J22J23 = 6⋅6⋅3 = 
108.
Класс 3.
СТР вида
3
0 0 1
0 0 1
2 2 0
PTA
 
 =  
  
. (24)
Правило размножения 3.1. Представим ис-
ходную СТР (24) в обобщенном виде
3PTA
a a b 
 = a a b 
 g g a 
, (25)
где коэффициенты a, b, g могут принимать зна-
чения из множества {0, 1, 2} ↔ {z0, z1, z2}, соот-
ветственно, 31 3! 6J = =  различными способами.
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Правило размножения 3.2. Для СТР тре-
тьего класса вида (24) допустимы перестанов-
ки строк и столбцов из полного множества пе-
рестановок, тем не менее, только перестановки 
вида 
1     2     3;
1     3     2;
3     1     2,
P

= 


(26)
не приводят к появлению повторяющихся струк-
тур.
Таким образом, общее количество переста-
новок строк и столбцов равно 32 3 3 9J = ⋅ = .
Итого, применяя к СТР третьего класса пра-
вила размножения 3.1, 3.2, можно получить 
3 31 32 6 9 54J J J= = ⋅ =  различных СТР.
Класс 4.
Решетки, состоящие из 4 символов a, 4-х 
символов b и одного символа g, где a, b, g ∈ 
{0, 1, 2}. Например,
1
0 0 0
0 1 1
1 1 2
PTA
 
 =  
  
. (27)
Синтез данных решеток происходит следу-
ющим образом. 
Шаг 1. Рассмотрим матрицу 3-го порядка, 
заполненную элементами a.
a a a 
 a a a 
 a a a 
. (28)
Шаг 2. Один элемент g мы можем разме-
стить в ней 19 9C =  различными способами. 
Данный шаг позволяет создать 9 различных ма-
триц.
Шаг 3. Четыре элемента b могут быть раз-
мещены 48 70C =  различными способами. Дан-
ный шаг позволяет создать 70 различных ма-
триц.
Шаг 4. К полученным решеткам прибавить 
значения из множества {0, 1, 2} по mod 3. Дан-
ный шаг позволяет создать 3 различные матри-
цы из одной.
Итого, предложенный метод позволяет сге-
нерировать 4 9 70 3 1890J = ⋅ ⋅ =  СТР.
Таким образом, на основе описанных че-
тырех классов СТР может быть построен пол-
ный класс мощности JPTA = J1 + J2 + J3 + J4 = 
162 + 108 + 54 +1890 = 2214.
Выводы
Отметим основные результаты проведен-
ных исследований:
1. Введено определение совершенных тро-
ичных решеток, которое является обобщением 
совершенных двоичных решеток на случай тро-
ичной логики.
2. Полный класс совершенных троичных
решеток третьего порядка построен регулярны-
ми методами. Проведена классификация пол-
ного множества совершенных троичных реше-
ток на четыре класса и описаны правила раз-
множения для каждого из них.
3. Введено определение разбаланса троич-
ной последовательности, которое может быть 
использовано как основа дальнейших исследо-
ваний совершенных алгебраических конструк-
ций многозначной логики.
Отметим, что полученные результаты ста-
вят новые актуальные задачи, среди которых 
особо выделим следующие:
 – нахождение порядков матриц над алфави-
том {0, 1, 2} ↔ {z0, z1, z2}, для которых суще-
ствуют совершенные троичные решетки;
 – разработка рекуррентных методов синте-
за совершенных троичных решеток;
 – установление связи между классами бент-
последовательностей длин L больше 9 и совер-
шенных троичных решеток;
 – разработка методов синтеза матриц Ви-
ленкина-Крестенсона на основе совершенных 
троичных решеток;
 – разработка методов синтеза сигнальных 
и криптографических конструкций на основе 
совершенных троичных решеток.
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THE CLASS OF PERFECT TERNARY ARRAYS
In recent decades, perfect algebraic constructions are successfully being use to signal systems synthesis, to 
construct block and stream cryptographic algorithms, to create pseudo-random sequence generators as well as in many 
other fields of science and technology. Among perfect algebraic constructions a significant place is occupied by bent-
sequences and the class of perfect binary arrays associated with them. Bent-sequences are used for development of modern 
cryptographic primitives, as well as for constructing constant amplitude codes (C-codes) used in code division multiple 
access technology. In turn, per-fect binary arrays are used for constructing correction codes, systems of biphase phase-
shifted signals and multi-level cryp-tographic systems. The development of methods of many-valued logic in modern 
information and communication systems has attracted the attention of researchers to the improvement of methods for 
synthesizing many-valued bent-sequences for cryptog-raphy and information transmission tasks. The new results obtained 
in the field of the synthesis of ternary bent-sequences, make actual the problem of researching the class of perfect ternary 
arrays. In this paper we consider the problem of extending the definition of perfect binary arrays to three-valued logic case, 
as a result of which the definition of a perfect ternary array was introduced on the basis of the determination of the 
unbalance of the ternary function. A complete class of perfect ternary arrays of the third order is obtained by a regular 
method, bypassing the search. Thus, it is established that the class of perfect ternary arrays is a union of four subclasses, in 
each of which the corresponding methods of reproduction are determined. The paper establishes the relationship between 
the class of ternary bent-sequences and the class of perfect ternary arrays. The obtained results are the basis for the 
introduction of perfect ternary arrays into modern cryptographic and telecommunication algorithms.
Keywords: many-valued logic, perfect ternary array, bent-sequence.
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