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Abstract
This study supplies new evidence regarding the predictive power of jumps for conditional market
returns and volatilities. We change the constant jump intensity as in the LPW and Du models with
time-varying intensity following an autoregressive conditional jump intensity (ARJI) process and a
squared bessel (SB) process, and apply calibrated jump premiums to predict excess market returns
and volatilities. We show that all calibrated jump premiums have significant predictive power in
sample and out-of-sample. We find that in the U.S. market LPW’s model forecasts excess returns
and volatilities better. The ARJI process of jump intensity predicts excess returns better, and SB
process forecasts volatilities better. In the Australian market we find that, the model with ARJI
process of jump intensity predicts Australian market returns and volatilities better.
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1. Introduction
The jump-diffusion model has become increasingly important in financial asset pricing.2 In-
spired by Merton’s (1976) seminal work, there is strong evidence justifying jump as a priced risk
factor.3 Two popular approaches to explain stylized facts of the equity and option markets are the
rare event model and the habit formation model. Liu, Pan, and Wang (2005, LPW), among others,
study the asset pricing implications of rare events. LPW build their model based on Naik and Lee
(1990), but they assume that the agent has not only risk aversion but also uncertainty aversion with
respect to rare events, and show that this uncertainty aversion plays an important role in explaining
the option volatility smirk. Du (2010) presents a general equilibrium model where the agent has
non-time-separable preferences and risk aversion induced by habit formation. Du finds that the
model can explain the observed state-dependent smirk patterns and the model has a variety of im-
plications which are consistent with stock and option market data as well as the volatility smirk.4
Though both papers are useful in explaining the pricing of S&P 500 index options, they only focus
on explaining the option volatility smirk from an equilibrium setting with a constant jump intensity
and fail to show the predictability properties of the models. Constant jump intensity is becoming
increasingly challenged by both theoretical and empirical findings that time varying jump intensity
produce far more consistent results which are in accordance with the real data. Additionally, there
is ongoing debate about whether stock return models with jumps generate better predictability re-
sults for returns. Wright and Zhou (2009) find that adding a measure of realized jump volatility
risk significantly enhances bond return predictability and Guo et al. (2012) also show the pre-
2Pan (2002) examines how different type of risks are priced in the S&P 500 index options, and finds that the
jump-risk premia is important both in matching the dynamics implied by stocks data, and in explaining the volatility
“smirks” of options data. Broadie, Chernov, and Johannes (2007) find strong evidence that jumps are priced in futures
options and modest evidence on exhibiting importance of jumps in volatility. Cremers, Driessen, and Meanhout (2008)
find that option-implied jump risk premia can explain the high observed level of credit spreads.
3Barro (2006), Bates (2008), Eraker and Shaliastovich (2008), Bollerslev and Todorov (2011), Drechsler and Yaron
(2011) and Gabaix (2012) all have highlighted the important role of jump risk in resolving Mehra and Prescott’s (1988)
equity premium puzzle.
4The equilibrium equity premium in Liu, Pan, and Wang (2005, LPW) has three components: the diffusive-risk and
jump-risk premium, both driven by risk aversion; and the rare-event premium which is driven by uncertainty aversion.
The equity premium in Du (2010) has two components: the diffusive and jump premium, both driven by risk aversion
induced by habit formation.
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dictive power of realized jump risk measures in forecasting excess stock market returns and VIX
changes. However Bates (2000), Eraker (2004), and others find that such enhancements of jump
risk measures are economically small, if not negligible.5 In particular, using a long sample, Goyal
and Welch (2008) show that the predictable variables proposed in the literature have rather weak
forecasting power for conditional excess stock returns, especially in the out of sample context.
As an attempt to address these, this study proposes a calibration-based approach to change the
constant jump intensity in the LPW and Du models with a time-varying jump intensity that follows
two stochastic processes to calibrate time-varying equity premiums and jump premiums and use
the jump premiums to predict conditional market returns and volatilities. One process is defined as
the autoregressive conditional jump intensity (ARJI) process in Chan and Maheu (2002). The other
process is defined as the squared bessel (SB) process in Wachter (2008), which is a mean-reversion
process. The key innovation in our setup is that the jump intensity is time-varying. Thus we derive
time series of jump premiums and show that jump premium is a good predictor for excess returns
and volatilities in sample and out-of-sample. Moreover, we discover that the choice of stochastic
process for the jump intensity will affect the predictability properties of the models.
Having made the above changes, we have four new models, LPW-ARJI model, LPW-SB mod-
el, Du-ARJI model, and Du-SB model. The first model is a modified version of LPW’s model with
the ARJI process of jump intensity. The second is a modified version of LPW’s model with the
SB process of jump intensity. The third is a modified version of Du’s model with the ARJI pro-
cess. The last is a modified version of Du’s model with the SB process. After setting reasonable
parameters, we calibrate four time series of equity premiums and jump premiums.6 We examine
model-based finite sample equity premiums to see how well the calibrations fit the U.S. data and
it turns out that the parameters we set for the models match the data well. We also run regression-
s of excess returns on contemporaneous jump premiums. The results show that calibrated jump
premiums can explain the level of realized excess returns, which again justifies our calibration.
5Furthermore, there is a general disagreement regarding the magnitude and significance of the volatility and jump
risk premium.
6We define the jump premium in LPW’s model as the sum of the jump-risk premium and the rare-event premium.
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We document several important findings based on the calibration. To show that jump premiums
are indeed related to stock prices in the short run, we run predictive regressions of realized excess
returns on the lagged jump premiums. We find that the coefficients are significant for one, two,
and three months. We also run regressions of realized volatilities on contemporaneous jump pre-
miums and predictive regressions of volatilities on the lagged jump premiums and one-term-lagged
volatilities, and find that there are significant relationships between volatilities and jump premium-
s. Goyal and Welch (2008) caution about the data mining by showing that forecasting variables in
the existent literature have rather weak out-of-sample predictive power for excess market returns.
To alleviate this concern, we conduct two out-of-sample forecast tests: the test for excess returns
and the test for realized volatilities. We find that the jump premiums for excess returns outperforms
the benchmark model of constant conditional equity premium and the jump premiums for volatili-
ties outperforms the AR(1) benchmark model. We also run predictive regressions of excess stock
returns and volatilities on lagged jump premiums in the long horizon and evaluate the performance
of models by comparing the p-values of the four models for periods of between one to forty-eight
months. In sum, we find that the jump premiums of all four models reveal significant predictive
power for excess stock returns and volatilities in both the short run and the long run, however show
weaker predictive power in the medium term. In addition, LPW’s model shows stronger predictive
power for future excess returns and volatilities. ARJI process of jump intensity predicts excess
stock returns better while SB process forecast volatilities better. 7
We also apply the model to the Australian market. First, we run predictive regressions of Aus-
tralian market returns on the lagged calibrated jump premiums and find that the coefficients are
significant for one, two, and three months. Then, we run regressions of realized volatilities on con-
temporaneous jump premiums and predictive regressions of realized volatilities on the lagged jump
premiums and one-term-lagged volatilities, and find significant relationships between volatilities
and jump premiums. Finally, we run predictive regressions of market returns and volatilities on
7Other papers related to our study such as Maheu and McCurdy (2004), and Wachter (2008) apply time-varying
jump intensity to show return predictability, but these papers focus on neither the relationship between calibrated jump
premiums and excess stock returns nor the relationship between jump premiums and stock volatilities.
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lagged jump premiums in the long horizon and evaluate the performance of models by comparing
the p-values of the four models for periods of one to forty-eight months. As a result, we find that
the jump premiums of all four models reveal significant predictive power for market returns and
volatilities in both the short run and the long run, yet demonstrate weaker predictive power for
in the medium term. In addition, the ARJI process of jump intensity predicts market returns and
volatilities better, and LPW’s model predicts future market returns better and Du’s model performs
better for volatilities.
The paper is constructed as follows: in Section 2, we briefly present the results of using the
models with the different processes for equity premiums and jump premiums in the two basic
models and the two processes that jump intensity follows. In Section 3, we discuss the data, the
calibration methodology, and the parameter settings. Section 4 constitutes the main results of the
paper, the effect of jump premiums on excess stock returns and volatilities, and an analysis of the
results. Section 5 shows the Australian evidence. Section 6 concludes.
2. The model
We show two basic market return models with jumps and two processes that time-varying jump
intensity follows. For reasons of space, we simply describe the models and briefly give the results
here and refer readers to further details of the models and processes in Liu, Pan, and Wang (2005),
Du (2010), Chan and Maheu (2002) and Wachter (2008).
2.1. Two basic models
2.1.1. LPW’s model
In the model, LPW set a pure exchange economy with one representative agent and one perish-
able consumption good (Lucas, 1978). The solution to market equilibrium is summarized by the
following proposition.
Proposition 1. In equilibrium, the total equity premium is
Total equity premium = γσ2 + λ k − λQ kQ, (1)
5
where k = exp(µJ +
σ2J
2
) − 1 is the mean percentage jump size of the aggregate endowment, and
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By setting a ≡ 0 and b ≡ 0, or ϕ → 0, the total equity premium is attributed exclusively to risk
aversion:
Diffusive-risk premium = γσ2, Jump-risk premium = λ k − λk (5)
where λ and k are given by
λ = λ exp(−γµJ +
1
2
γ2σ2J), k = (1 + k) exp(−γσ2J)− 1. (6)
When the investor exhibits uncertainty aversion (ϕ > 0), there is one additional component in the
equity premium:
Rare-event premium = λk − λQ kQ. (7)
2.1.2. Du’s model
In Du (2010), time is continuous and infinite, and uncertainty is represented by a complete
probability space (Ω, F, P ) and an information filtration (Ft)t≥0, where Ft denotes the information
set observed up to period t. Since habit is external, the local curvature of utility function γt, which











where St ≡ Ct−HtCt denotes the surplus consumption ratio.
The solution to market equilibrium is summarized by the following proposition.
Proposition 2. In the case of a constant consumption jump size (σb=0, and b=µb), the equity pre-
mium EPt, the diffusive return volatility σRt, the stock price jump size JPt, and the jump intensity
under the risk-neutral measure λQt , are given by
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In the presence of excess stock price jumps, the model generates a jump premium which is given
by
JPt = λ Et(JPt)− λQt E
Q
t (JPt) = (λ− λ
Q
t )JPt (13)
since JPt = Et(JPt) = E
Q
t (JPt), in the case of constant consumption jump size.8
The models we use are presented above, however we obtain a time series of equity premiums
and jump premiums by using time-varying jump intensity. We now introduce two kinds of dynamic
processes that jump intensity follows.
2.2. Two stochastic processes
2.2.1. Autoregressive conditional jump intensity (ARJI)
Chan and Maheu (2002) and Maheu and McCurdy (2004) generate an ARJI process and derive
conditional moments of the returns. The distribution of jumps is assumed to be Poisson with a
time-varying conditional intensity parameter. The conditional density of nt is
P (nt = j|ϕt−1) =
exp(−λt)λjt
j!
, j = 0, 1, 2 . . . . (14)
The conditional jump intensity, λt ≡ E[nt|Φt−1], is the expected number of jumps conditional on
the information set Φt−1. The dynamics governing λt are parameterized as
λt = λ0 + cλt−1 + dξt−1, with jump intensity residual : ξt−1 ≡ E[nt−1|Φt−1]− λt−1 (15)
8In LPW’s and Du’s models, the jump intensity is constant.
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where c is the measure of the persistence of the process. The restrictions c=d=0 yield a constant
jump intensity as in Jorion (1988).
2.2.2. Squared bessel (SB) process
The other process is defined as a squared bessel process in Wachter (2008),
dλt = κ(λ− λt)dt+ σλ
√
λtdBλ,t (16)
where Bλ,t is also a standard Brownian motion, and Bt, Bλ,t and Nt are assumed to be independent.
This process is also used in Vasicek (1977) and Cox, Ingersoll, and Ross (1985, CIR). As CIR
discuss, the solution to equation (16) has a stationary distribution provided that κ > 0 and λ > 0.
3. Calibration
3.1. Data
Since jump was mainly considered from the 1990s, our data series for realized excess stock
returns and gross stock returns covers the period from January 1990 to May 2012. We obtain
monthly gross returns on the value-weighted returns of all NYSE, AMEX, and NASDAQ stocks
from CRSP, and use the risk-free rate that is proxied by the one-month Treasury bill rate from Ib-
botson Associates.9 The excess returns are acquired by subtracting the one-month T-bill rate from
gross returns, which are available in CRSP. Moreover, our model calibrations also require data on
consumption and dividends. Aggregate consumption is proxied by the sum of non-durables and
services. Monthly consumption is obtained from the St. Louis Fed database. The per-share divi-
dend series for the stock market is deduced from CRSP by aggregating dividends paid by common
shares on the NYSE, AMEX, and NASDAQ. Dividends are adjusted to account for repurchases as
in Bansal, Dittmar, and Lundblad (2005). Volatility is proxied by realized volatility. The realized
9Brailsford et al.(2008) and Brailsford et al.(2012) discuss two measures of the risk-free rate: the return on bills or
the return on bonds, and show its impact on estimating observed equity premium. In our paper, we use the risk-free
rate that is the return of one-month Treasury bill.
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volatility (RV) is the square root of the sum of the squared five-minute log returns over a whole
month. Our data series for the volatility measurement covers January 1990 to April 2010.
∗ (Table 1 here)
Table 1 provides summary statistics of the monthly total value-weighted market excess returns
and volatilities. The table shows a 0.50% mean of monthly realized excess returns with a volatility
of about 4.55%. The realized volatility measure displays significant deviation from normality. The
skewness is positive, and the kurtosis is clearly much larger than 3.
All the Australian data are monthly data from January 1990 to May 2012. Return data for the
value-weighted Australian All Ordinaries Index are obtained from DataStream. The Australian
realized volatility is measured by the square root of realized variance, which is the sum of the
squared daily log returns over a whole month.
3.2. Calibration methodology
We measure time in units of months and parameter values should be interpreted accordingly.
We calibrate four times, once per model.
As to LPW’s model, from which we create the LPW-ARJI and LPW-SB models, the diffusion
volatility is set at σ = 2.20% while for the jump component the random jump size is normal
with mean µJ = −1.00% and standard deviation σJ = 4.50%. The setting of these parameters is
consistent with LPW. Barro and Ursua (2008) claim that the values of risk aversion equal 3 and
3.5; Wachter (2008) sets the risk aversion equal to 3; likewise, we also set it at 3. Given these
parameter choices, the uncertainty aversion ϕ can be set as 1 which is less than risk aversion. As
for β > 0, we treat β as 0.13%. We treat the calibrated σ, µJ , σJ , γ, β, and ϕ as given and select
Θ11 ≡ {c, d, λ0} for the LPW-ARJI model, and Θ12 ≡ {κ, λ, σλ, λ0} for the LPW-SB model to
maximize the R2 of the regression of realized excess returns on model calibrated time-varying
equity premiums and to minimize the difference between the mean of realized excess returns and
the mean of calibrated equity premiums.
As for Du’s model, which forms the basis for the Du-ARJI and the Du-SB models, we calibrate
the two cases in four steps. First, we pick µ and σ to match the mean and standard deviation of
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the consumption growth rate over the examined period. Second, we select values of ρ and K to
match the average price-dividend ratio and the first-order autocorrelation of the log price-dividend
ratio. Third, we treat the calibrated µ, σ, ρ, and K as given and select {γ, β, α, µb} to minimize
the sum of the squared percentage differences between the market observation and the model-
implied asset pricing moments, just as indicated in Du (2010). Finally, given these steps, we
choose Θ21 ≡ {c, d, λ0} for the Du-ARJI model and Θ22 ≡ {κ, λ, σλ, λ0} for the Du-SB model
to maximize the R2 of the regression of realized excess returns on model calibrated time-varying
equity premiums and to minimize the difference between the mean of realized excess returns and
the mean of calibrated equity premiums.
3.3. Parameter settings
Table 2 presents the calibrated parameters. The first two column of Table 2 report the parame-
ters of the LPW models with ARJI and SB. The last two columns of table 2 report the parameters of
the Du-ARJI and the Du-SB models. The mean of the consumption growth rate is around 2.00%.
The calibrated 4.70% subjective time-discount rate is consistent with the value usually assumed in
the macro-finance literature. The estimation of K is a little less than the calibration in Menzly, San-
tos, and Veronesi (2004, MSV), which matches the autocorrelation of the historical price-dividend
ratios. The β estimation implies that the surplus ratio cannot exceed 0.058, which ensures that s-
mall consumption innovations can bring large variations in the financial market. Finally, estimated
α is much smaller than that in Du at 39.4, indicating that risk aversion is much less sensitive to
consumption innovations. In the LPW-ARJI and LPW-SB models, the values of c, which are 0.9
and 0.94, shows a high persistence of the autoregressive process. The parameters κ, λ, and σλ in
the Du-SB model are much larger than those in the LPW-SB model, suggesting that the probability
of an unexpected disaster is higher in the Du-SB model and the speed of mean reversion is faster
in the Du-SB model.
∗ (Table 2 here)
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4. Analysis of numerical results
In this section we discuss the main numerical results.
4.1. Calibration results
The first four panels of Table 3 demonstrate the statistics of jump intensity, equity premium,
and jump premium for the four models. From the table, we find that the stationary distribution of
λt in the LPW-ARJI, Du-ARJI, and Du-SB models is positively skewed, while the distribution of
λt is negatively skewed in the LPW-SB model.
∗ (Table 3 here)
In the LPW-ARJI model and the LPW-SB model, the jump premium is defined as the jump-risk
premium plus the rare-event premium. Also, Panel A to Panel D show that the means of equity
premiums are exactly the same as the means of realized excess returns in all four models; this
result justifies our calibration. We also observe from the table that the jump premium constitutes
two-thirds of the total equity premium. We find that the means of jump premium in all four models
are close to each other and are all around 0.360%. This result intrigues us and spurs us to find the
reason for the similarity. As stated in section 2, the jump premium in the LPW-ARJI model and
the LPW-SB model is calculated as
JPt = λt k − λQt kQ where λ
Q




∗ − b∗γσ2J) = λt M. (17)
So, the formula of the jump premium in the LPW-ARJI and LPW-SB models is briefly shown as
JPt = λt(k −MkQ) (18)
while the jump premium in the Du-ARJI and Du-SB models can be briefly shown as
JPt = −λtJΛ tJPt. (19)
From these two formulae, we can deduce that the value of jump premiums of all four models
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are decided by both the basic model information and the information of jump intensity process. λt
represents the information of jump intensity process, and k−MkQ and JΛ tJPt represent the basic
model information. Since both the LPW-ARJI and LPW-SB models have the same basic model
information, which is proxied by k −MkQ, and the means of the jump intensity information are
close to each other, the means of jump premiums are close too. It is the same situation for the
means of jump premiums in the Du-ARJI and Du-SB models. Nonetheless, in the LPW-ARJI
model and the Du-ARJI model, we know that the mean of λt in the first is less than in the second
and the mean of the basic model information, such as the mean of k − MkQ in the LPW-ARJI
model, is larger than the mean of −JΛ tJPt in the Du-ARJI model. Consequently, the means of
jump premiums of the two models are similar because the distance between the basic model of
the two models is almost exactly offset by the distance between the information of jump intensity
process. Thus, we can conclude reasonably that the means of the jump premium in all four models
are almost the same.
As introduced in Drechsler and Yaron (2011), Panel E of Table 3 provides the realized excess
returns and corresponding model-based statistics for all models. We provide model-based finite
sample equity premiums to compare the model fit to the data. Specifically, we present the model-
based 5%, 50%, and 95% percentiles for the statistics of equity premiums generated by running
1,000 times of simulation over the same data time span. Given that the model is the appropriate
data-generating process, the statistics of realized excess returns should be within the 90% confi-
dence bands generated by the model. Panel E of Table 3 shows that all the models fit the data
well.
4.2. Regressions of excess stock returns and volatilities on contemporaneous jump premiums
To examine whether calibrated jump premiums have an effect on explaining the level of realized
excess returns and volatilities, we run regressions of excess returns on the contemporaneous jump
premiums and conduct the following regression analysis:
ERt = a+ bYt + ϵt (20)
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where ERt is the monthly excess stock return at t, and Yt is the calibrated jump premium at t. To
adjust heteroskedasticity and serial correlation in the regression residuals, the standard errors are
calculated by the Newey-West method.10
∗ (Table 4 here)
Since jump premium is an element of equity premium in the model, the calibrated jump pre-
mium is meant to explain some characteristics of realized excess returns. The results of the re-
gressions are presented in Table 4, showing that the regression coefficient is significant for all four
models, again justifying our calibration. The R2 values for the models are 6.19%, 3.6%, 5.30%,
and 2.91% respectively. The regression coefficients of the LPW-ARJI and Du-ARJI models are
negative, but they are positive in the LPW-SB and Du-SB models.
We examine the relationship between jump premiums and stock volatilities using three different
measures to represent volatility. We say that
RVt = a+ bYt + ϵt (21)
We choose RVt to be the monthly realized voaltility at t. Yt is the calibrated jump premium at t.
The results of the regressions are displayed in Table 5. The result demonstrates that the re-
gression coefficient is significant at the 5% level of significance for the LPW-ARJI model, and is
significant for the other models at 1%. The R2 values of the four models are 10.67%, 22.58%,
19.57%, and 15.77% individually. The regression coefficients of the LPW-ARJI and the Du-ARJI
models are positive, while they are negative for the LPW-SB and the Du-SB models.
∗ (Table 5 here)
By comparing all the R2 values, we find that the R2 values are higher in the models where the
jump intensity follows ARJI process than when it follows SB process when running regressions of
excess returns on jump premiums. The R2 values show the opposite when running regressions of
volatilities on jump premiums.
10The standard errors in all of the following regressions are adjusted by the Newey-West method.
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4.3. Forecasting excess stock returns with jump premiums in the short run
There is a vast empirical literature examining the significance of return predictability in the
equity market. A variety of approaches have been used, including consideration of both statistical
and economic significance, as the approach applied in Gray (2008) and Dou et al. (2012). In our
paper, we use jumps to check the predictability of returns.
To show that jump premiums are indeed related to stock prices, we run predictive regressions
of excess stock returns on the lagged jump premiums. We have
ERt,t+k = a+ bYt + ϵt,t+k (22)
where ERt,t+k is the monthly excess stock return from month t to t+k, and Yt is the calibrated jump
premium at t. The values of k are one, two, and three, representing one, two, and three months,
respectively. If our model is right, then a significant coefficient estimation of b is expected. To
increase statistical power, we use overlapping samples for multi-period regressions.
∗ (Table 6 here)
Table 6 reports the results of the predictive regression for the four models. Regarding the
LPW-ARJI model, the regression coefficient is significant for different predictability horizons at
the significance level of 5%. For one-month excess return, the R2 value is 3.60%, decreasing
to 2.59% for three-month excess returns. Meanwhile, for the LPW-SB model the coefficient is
significant for three-month excess returns at the 1% significance level, and is significant for one-
month and two-month excess returns at 5% level of significance. In this model, the R2 value is
2.10% for one-month excess return, increasing to 3.48% for three-month excess returns. As with
the LPW-ARJI model, the regression coefficient for the Du-ARJI model is significant for different
predictability horizons at the 5% significance level. The R2 value is 3.50% for one-month excess
return, decreasing to 2.72% for three-month excess returns. As shown in the table, both the LPW-
ARJI and the Du-ARJI models reveal a negative relationship between lagged jump premium and
excess stock returns. In the Du-SB model the regression coefficient is significant for different
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predictability horizons at the significance level of 5%, and the R2 value is 1.64% for one-month
excess return, increasing to 2.51% for three-month excess returns. The coefficients of the LPW-SB
model and the Du-SB model are positive, which is opposite to those of the LPW-ARJI and the
Du-ARJI models.
This finding gives rise to a natural question as to whether such R2 values are economically
significant. Drechsler and Yaron (2011) argue that an R2 value of 3.00% at the monthly horizon is
potentially useful. Santa-Clara and Yan (2010) also claim that the R2 of predictive regressions of
stock returns on the lagged implied jump premiums is 2.60% for one month. Hence, we can rest
assured that the R2 values in our paper are useful.
4.4. Forecasting volatilities with jump premiums in the short run
Wang (2010) examines the forecasting power of the most popular volatility forecasting models
in the S&P 500 index market and some other markets using a market-based option-pricing error
approach and shows that implied volatility is a good proxy for market volatility. In this paper, we
take a different approach to forecast volatility by applying the jump risk factor. We run predictive
regressions of volatilities on lagged jump premiums and one-term-lagged volatilities.
We run regressions of realized volatilities on lagged jump premiums and one-term-lagged re-
alized volatilities. We have
RVt,t+k = a+ bYt +RVt−1,t+k−1 + ϵt,t+k (23)
where RVt,t+k is the monthly realized volatility from month t to t+k and Yt is the calibrated jump
premium at t. The realized volatility is the square root of the sum of the squared five-minute log
returns over a whole month.
Table 7 reports the results of the predictive regression of the four models. The table reveals
that only the model with jump intensity that follows SB process have significant predictive power
for volatilities. The coefficient is significant at 1% level of significance in both the LPW-SB and
the Du-SB models for different predictability horizons. Specifically, in the LPW-SB model, the
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R2 value is 66.34% for one-month volatility, rising to 67.14% for three-month volatilities. In the
Du-SB model, the R2 value is 66.06% for one-month volatility, and is 66.60% for three-month
volatilities. We can conclude from the results that the LPW-SB model and the Du-SB model both
reveal a negative relationship between lagged jump premiums and stock volatilities.11
∗ (Table 7 here)
We can conclude that jump premiums can forecast volatilities only in the model with jump
intensity that follows SB process and that the predictive power remains statistically significant and
economically important.12
4.5. Interpretation of results in the short run
As stated above, the jump premiums of the four cases all present significant predictive power
for excess stock returns and volatilities in the short run. Of the two processes, the ARJI process
of jump intensity fits market observations better and predicts excess stock returns better while the
SB process explains and forecasts volatilities better in the short run. With respect to the models,
LPW’s model predicts excess returns and volatilities better.
All tables reveal that the absolute values of the coefficients of the LPW-SB model are much
larger than those of the other three models and that the standard deviation of equity premium and
jump premium in the LPW-SB model are much smaller than in the other models. This fact consol-
idates our conclusion that the standard deviation of the models can be reflected by the regression
coefficients. The LPW-ARJI model and the Du-ARJI model show a negative significant coefficient
for excess returns, suggesting that we can predict low (high) future excess returns when observing
high (low) jump premiums. However, the LPW-SB model and the Du-SB model show a positive
significant coefficient for excess returns and a negative coefficient for volatilities, implying that
high (low) future excess stock returns with low (high) volatilities can be predicted when observing
high (low) jump premiums.
11We also run regressions of VIX on the lagged jump premiums and one-term-lagged volatilities. The predictive
regressions all show similar results to the regressions when the dependent variables are RV. Due to their similarities,
we do not provide the results of the two regressions in the table. Detailed results are available upon request.
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We also run predictive regressions of excess stock returns and volatilities respectively on equity
premiums, the results indicate that all signs of the significant coefficients are the same when the
predictor is jump premiums.13 As shown in the results of the LPW-ARJI and the Du-ARJI models,
the equity premium is positively associated, at least to some degree, with volatility, as stated by
Pastor and Stambaugh (2001) who also find that equity premiums are likely to be negatively related
to contemporaneous stock returns. returns. Kim, Morley, and Nelson (2004) detect the existence
of a negative and significant volatility feedback effect, supporting a positive relationship between
stock volatility and the equity premium. Also, Nartea et al. (2011) examine the role of idiosyncratic
risk in five ASEAN markets of Malaysia, Singapore, Thailand, Indonesia, and the Philippines and
find a robust positive relationship between realized idiosyncratic volatility and one-month ahead
risk-adjusted return in our analysis of pooled markets. However, Kassimatis (2008) shows that
equity risk premia has a significant positive explanatory power to realized returns. Santa-Clara and
Yan (2010), and others, conduct a predictive regression analysis and show that equity premiums
are significantly positively related to future stock returns. Many papers provide evidence that
stock returns are negatively related to volatilities, such as French, Schwert, and Stambaugh (1987),
Duffee (1995), and Ang et al. (2006). So the results of the LPW-SB model and the Du-SB model
are acceptable, as their positive relationships with future market returns are consistent with risk-
based explanations.
4.6. Out-of-sample test
From the above, we find that the calibrated jump premiums have significant predictive pow-
er for excess returns and volatilities for one, two, and three months in-sample. Continuously,
we compare the out-of-sample performance of the proposed forecasting models with that of the
benchmark models. To predict one-month-ahead excess return, the benchmark model uses the
historical average equity premium as the forecast for the one-month-ahead equity premium. Over
the January 1990 to May 2012 period, firstly, we use the information of the first half sample pe-
13Due to their similarities, we do not provide the results of the two regressions in the table. Detailed results are
available upon request.
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riod (January 1990 to February 2001) to calibrate the initial in-sample jump premiums, and use
the half jump premiums to make one-month-ahead out-of-sample forecast for the remaining ob-
servations in the expanding sample. Secondly, we update the information of to the next period
(January 1990 to March 2001) to calibrate new jump premiums and use the new jump premiums
to make one-month-ahead out-of-sample forecast for the corresponding remaining observations.
Finally, the calibration period is rolled forward each month through the calibration period January
1990 to April 2012. We use two statistics to gauge the out-of-sample forecast power. First one
is MSEa/MSEb, which is the ratio of the mean squared-forecasting-error of the forecasting model
to that of the benchmark model. From the ratio, all the four models outperform the benchmark
model and the LPW-ARJI model produces a smallest ratio 0.9592 than the other models. Second
one is MAEa/MAEb, which is the ratio of the mean absolute-forecasting-error of the forecasting
model to that of the benchmark model. Similarly, the LPW-ARJI model produces a smallest ratio,
0.9786, than the other models.
∗ (Table 8 here)
To forecast one-month-ahead realized volatilities, we treat the AR(1) model as the benchmark
model. Over the period of January 1990 to April 2010, we use the same method to make the
one-month-ahead out-of-sample forecast. From the ratio MSEa/MSEb and MAEa/MAEb, all the
four models outperform the benchmark model. From the ratio MSEa/MSEb, the Du-ARJI model
produces a smallest ratio, which is 0.9710, than the other models, and the LPW-SB model produces
a smallest ratio, which is 0.9618, from the ratio MAEa/MAEb.
4.7. Predictive power of the jump premium in the long run
The previous regressions are restricted to measuring the predictability of the jump premiums
in the short run. In order to test whether jump premiums demonstrate any predictability in excess
stock returns and volatilities in the long run, we run predictive regressions of excess stock returns
on lagged jump premiums and regressions of realized volatilities on lagged jump premiums and
one-term-lagged volatilities in the long run for all four models. Then we compare the p-values
from one month to forty-eight months for all models.
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∗ (Figure 1 and Figure 2 here)
Figure 1 to Figure 2 show the results of the regressions. In Figure 1, we find that jump pre-
miums can predict excess stock returns well in the first three months of the first year and the last
six months of the fourth year in the LPW-ARJI model and the Du-ARJI model, and that the jump
premiums only show significant predictive ability of the first nine months of the first year in the
LPW-SB and the Du-SB models since the p-values are less than 1%. Figure 2 shows the results of
the regression of the realized volatilities on lagged jump premiums and one-term-lagged realized
volatilities. In the LPW-ARJI model and the Du-ARJI model, the p-values from the thirty-sixth
month to the forty-eight month are less than 1%, the jump premiums show very strong predictive
power for volatility. The p-values in the LPW-SB model and the Du-SB model are less than 1%
for all four years except for the period between the eighteenth and the thirty-three month.14
The results of Figure 1 and Figure 2 has provided reasonable evidence for the fact that the ARJI
process of jump intensity fits the realized data and predicts excess stock returns better, and that SB
process forecasts volatilities better. In addition, LPW’s model performs better in forecasting future
excess stock returns and volatilities. Overall, we find that jump premiums show strong forecast
power for future excess stock returns and volatilities in both the short run and the long run, and
show weak predictive ability in the medium term.
5. Australian evidence
To examine whether the model fit Australian market, we analyze Australian data. First, we
run predictive regressions of Australian market returns on the lagged calibrated jump premiums
and run regressions of realized volatilities on contemporaneous jump premiums and predictive
regressions of realized volatilities on the lagged jump premiums and one-term-lagged volatilities.
Then ,we run predictive regressions of market returns and volatilities on lagged jump premiums in
the long horizon and evaluate the performance of models by comparing the p-values of the four
14The results of regressions of VIX on lagged jump premiums and one-term lagged volatilities are similar to the
results of Figure 2. Due to their similarities, we do not provide the results of the two regressions in the table. Detailed
results are available upon request.
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models for periods of one to forty-eight months.
5.1. Forecasting Australian market returns with jump premiums in the short run
Table 9 reports the results of the predictive regression of Australian market returns on the
lagged jump premiums for the four models. Regarding the LPW-ARJI model, the regression co-
efficient is significant at the 10% significance level for both one-month and three-month returns
and significant at the significance level of 5% for two-month returns. The R2 value is 2.31%,
3.43%, and 2.22% for one-month, two-month, and three-month returns respectively. Similarly, for
the LPW-SB model and the Du-SB model the coefficients are significant for two-month return-
s at the 5% significance level, and are significant for one-month and two-month returns at 10%
level of significance. The regression coefficient for the Du-ARJI model is significant for different
predictability horizons at 10% significance level. The R2 value is 2.22% for one-month return,
becoming 2.25% for three-month returns. As shown in the table, both the LPW-ARJI and the
Du-ARJI models reveal a negative relationship between lagged jump premium and stock return-
s. Contrary to those of the LPW-ARJI and the Du-ARJI models, the coefficients of the LPW-SB
model and the Du-SB model are positive.
∗ (Table 9 here)
5.2. Regression of Australian realized volatilities on jump premiums in the short run
First, We examine the relationship between realized volatilities and contemporaneous jump
premiums. The results of the regressions are displayed in Table 10. The result demonstrates that
the regression coefficient of the LPW-ARJI model is significant at the significance level of 5% and
is significant at 1% significance level for the Du-ARJI model, while the coefficient is significant at
5% level of significance both in the LPW-SB and in the Du-SB models. Table 5 also shows the R2
values which are 11.76%, 7.71%, 17.50%, and 7.80% individually.
∗ (Table 10 here)
Second, we run predictive regressions of realized volatilities on lagged jump premiums and
one-term-lagged realized volatilities. Table 10 reveals that the regression coefficients of the LPW-
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ARJI model and Du-ARJI model are significant for one-month volatility at 5% level of signifi-
cance, and are significant for two-month volatilities at 1% significance level. However, the coef-
ficient of the LPW-ARJI model is significant for three-month volatilities at 5% significance level
and is significant at 1% significance level in the Du-ARJI model. Moreover, the table shows that
the coefficient is significant at 5% level of significance for one-month and three-month volatilities
and is significant for two-month volatilities at the 10% significance level in the LPW-SB model.
The coefficient is significant at 5% significance level in the Du-SB model for different predictabil-
ity horizons. Specifically, the R2 value is 40.83% and 40.51% for one-month and three-month
volatilities in the LPW-ARJI model. While in the LPW-SB model, the R2 value is 40.07% and
40.34%for one-month and three volatilities. In the Du-ARJI model, for one-month volatility the
R2 value is 41.70%, and is 41.25% for three-month volatilities. We can conclude from the result-
s that the LPW-ARJI model and the Du-ARJI model both reveal a positive relationship between
lagged jump premiums and stock volatilities. In the Du-SB model, the R2 value is 40.18% for
one-month volatility, and is 40.32% for three-month volatilities. Contrary to those of the LPW-
ARJI model and the Du-ARJI model, the coefficients of the LPW-SB and the Du-SB models are
negative.
5.3. Predictive power of the jump premium in the long run
We also run predictive regressions of Australian market returns on lagged jump premiums and
regressions of realized volatilities on lagged jump premiums and one-term lagged volatilities in the
long run for all four models.
∗ (Figure 3 and Figure 4 here)
Figure 3 to Figure 4 show the results of the regressions. In Figure 3, we find that jump pre-
miums can predict market returns well in the first three months of the first year and the last three
months of the fourth year in the LPW-ARJI model and the Du-ARJI model, and that the jump
premiums show significant predictive ability of the first three months of the first year and from the
fifth month to the twenty-one month in the LPW-SB and the Du-SB models for the p-values are
less than 1%. Figure 4 shows the results of the regression of realized volatilities on lagged jump
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premiums and one-term-lagged volatilities. In the LPW-ARJI model and the Du-ARJI model, the
p-values of the first three months of the first year, the last three months of the fourth year, and
from the fifth month to twenty-one month are less than 1%, indicating that the jump premiums has
strong predictive power for volatility. The p-values in the LPW-SB model and the Du-SB model
are less than 1% for all four years except for the period between the twelfth and the thirty-three
month.
Since the jump premiums in our paper compensate for rare events and tail risks and it is obvi-
ously that these two risks for the American market can affect both the American market and the
Australian market for the two markets are highly correlated15, the calibrated jump premiums of the
American market can be used to predict the Australian market returns and volatilities.
To summarize, we find that the jump premiums of all four models reveal significant predictive
power for Australia market returns and volatilities in both the short run and the long run, though
show weaker predictive power in the medium term. In addition, the ARJI process of jump intensity
predicts market returns and volatilities better. LPW’s model predicts future market returns better
and Du’s model performs better for volatilities.
6. Concluding remarks
The predictive power of jumps to forecast future stock returns is a debatable issue. In the
current study, we take a new approach to examine whether jumps can predict excess stock return-
s and volatilities using a calibration-based approach. Many studies have examined the effect of
jumps theoretically, and recent studies, such as Wright and Zhou (2009) and Guo et al. (2012),
have empirically examined the predictive power of jumps in stock returns. We complement their
findings by providing new evidence based on calibration that calibrated jumps do forecast condi-
tional market returns and volatilities. A special feature of our study is that instead of the constant
jump intensity as in Liu, Pan, and Wang (2005, LPW) and Du (2010) models, we introduce the
time-varying intensity following the ARJI process and the SB process. This variation allows us to
15The correlation coefficient between American market and Australian market is 0.7111.
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apply model generated jump premiums to predict excess stock returns and volatilities in four new
models.
The contributions from the current study are manifold. Firstly, we show strong evidence of the
predictability of the jump premium, which is a good predictor for excess returns and volatilities in
sample and out-of-sample. All four models show that jump premiums have significant predictive
power for excess stock returns and volatilities, both in the short run and the long run, and show
weak predictive power in the medium term. This supports jumps as a new risk factor for pric-
ing and complements many current theoretical works. Secondly, we analyze the roles of different
jump intensity processes. We conclude that the ARJI process of jump intensity better fits the mar-
ket observations and predicts excess stock returns better, and that SB process demonstrates better
interpretability and forecastability of volatilities in both models. Thirdly, we find that both models
can predict excess stock returns and volatilities and have different abilities when the time-varying
jump intensity follows different stochastic processes. However, LPW’s model shows stronger pre-
dictive power for excess returns and volatilities. Fourthly, we apply the calibrated jump premium
to Australian market and find that the jump premiums still have significant predictive power for
excess stock returns and volatilities. In the Australian market, the ARJI process of jump intensity
predicts market returns and volatilities better. LPW’s model predicts future market returns better
and Du’s model performs better for volatilities. The result provides some insight on how to apply
LPW’s and Du’s models in various markets empirically.
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Table 1: Summary Statistics for Realized Data in the U.S. Market







Note: This table presents descriptive statistics for excess stock returns and realized volatilities in the U.S. market. The realized excess stock returns
are acquired by subtracting one-month T-bill returns from gross stock returns, which is available in CRSP. The sample of excess returns is reported
monthly and covers Jan. 1990 to May 2012. The realized volatility is calculated as the square root of the sum of the squared five-minute log returns
over a whole month. The sample of realized volatility is reported monthly and covers from Jan. 1990 to Apr. 2010.
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Table 2: Calibrated Parameters
LPW-ARJI LPW-SB Du-ARJI Du-SB
µ 0.0205 0.0205


























Note: This table presents the calibrated parameters of the four models. LPW-ARJI represents the first model, which is the modified version of the
model in Liu, Pan, Wang (2005, LPW) where the jump intensity follows the autoregressive conditional jump intensity (ARJI) process. LPW-SB
represents the second model, which is the modified version of LPW’s model where the jump intensity follows the squared bessel (SB) process.
Du-ARJI represents the third model, which is the modified version of the model in Du (2010) where the jump intensity follows the ARJI process.

























































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4: Regression of Excess Returns on Contemporaneous Jump Premiums (1990-2012)
Regressors OLS
Dependent Y β0 β1 R2(%)
(p-value) (p-value) (adjusted R2)
Panel A: LPW-ARJI
ERt Jpt 0.0224*** -3.4888*** 6.1900
(p-value) (1.5e-07) (2.47e-04) (5.8400)
Panel B: LPW-SB
ERt Jpt -0.2777*** 55.4830*** 3.6000
(p-value) (0.0013) (8.9e-04) (3.2400)
Panel C: Du-ARJI
ERt Jpt 0.0161*** -3.0075*** 5.3000
(p-value) (4.1e-07) (0.0010) (4.9500)
Panel D: Du-SB
ERt Jpt -0.0136* 5.1030*** 2.9100
(p-value) (0.0877) (0.0030) (2.5500)
Note: This table presents the regression of the U.S. market excess returns on jump premiums of the four models. The sample is reported monthly
and covers Jan. 1990 to May 2012. Reported p-values are Newey-West (HAC) corrected. ERt represents excess returns at time t, and Jpt represents
jump premiums at time t. * and *** are 10% and 1% significance levels, respectively.
Table 5: Regression of Realized Volatilities on Contemporaneous Jump Premiums (1990-2010)
Regressors OLS
Dependent Y β0 β1 R2(%)
(p-value) (p-value) (adjusted R2)
Panel A: LPW-ARJI
RVt Jpt 0.0272*** 2.3863** 10.6700
(p-value) (7.78e-13) (0.0121) (10.3100)
Panel B: LPW-SB
RVt Jpt 0.4032*** -71.4930*** 22.8500
(p-value) (5.15e-08) (3.65e-07) (22.5300)
Panel C: Du-ARJI
RVt Jpt 0.0242*** 2.9507*** 19.5700
(p-value) (0.0000) (0.0046) (19.2400)
Panel D: Du-SB
RVt Jpt 0.0675*** -5.6858*** 15.7700
(p-value) (1.15e-12) (8.75e-05) (15.4200)
Note: This table presents regressions of the U.S. market volatilities on jump premiums of the four models. The sample is reported monthly and
covers Jan. 1990 to Apr. 2010. Reported p-values are Newey-West (HAC) corrected. RVt represents the realized volatility at time t, and Jpt
represents jump premiums at time t. (*), (**), and (***) are significance levels at 10%, 5% and 1%, respectively.
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Table 6: Predictive Regression of Excess Returns on Jump Premiums in the Short Run (1990-2012)
Regressors OLS
Dependent Y β0 β1 R2(%)
(p-value) (p-value) (adjusted R2)
Panel A: LPW-ARJI
ERt+1 Jpt 0.0147*** -2.6517** 3.6000
(p-value) (5.26e-05) (0.0116) (3.2400)
ERt+2 Jpt 0.0138*** -2.3934** 2.9200
(p-value) (6.38e-05) (0.0288) (2.5600)
ERt+3 Jpt 0.0133*** -2.2552** 2.5900
(p-value) (1.56e-04) (0.0260) (2.2300)
Panel B: LPW-SB
ERt+1 Jpt -0.1485** 42.2173** 2.1000
(p-value) (0.0231) (0.0162) (1.7300)
ERt+2 Jpt -0.1664** 47.1362** 2.6100
(p-value) (0.0168) (0.0120) (2.2400)
ERt+3 Jpt -0.1930*** 54.4334*** 3.4800
(p-value) (0.0071) (0.0050) (3.1100)
Panel C: Du-ARJI
ERt+1 Jpt 0.0144*** -2.4360** 3.5000
(p-value) (1.42e-04) (0.0218) (3.1400)
ERt+2 Jpt 0.0136*** -2.2234** 2.9100
(p-value) (2.77e-04) (0.0473) (2.5400)
ERt+3 Jpt 0.0133*** -2.1532** 2.7200
(p-value) (5.12e-04) (0.0469) (2.3600)
Panel D: Du-SB
ERt+1 Jpt -0.0085 3.8128** 1.6400
(p-value) (0.3102) (0.0348) (1.2700)
ERt+2 Jpt -0.0097 4.1269** 1.9200
(p-value) (0.2621) (0.0291) (1.5500)
ERt+3 Jpt -0.0119 4.7091** 2.5100
(p-value) (0.1774) (0.0153) (2.1400)
Note: This table presents predictive regressions of the U.S. market excess returns on lagged jump premiums of the four models. The sample is
reported monthly and covers Jan. 1990 to May 2012. Reported p-values are Newey-West (HAC) corrected. ERt+k represents excess returns from
time t to t+k, and Jpt represents jump premiums at time t. We consider values of k to be one, two, and three, which represent one-month excess
return, two-month excess returns, and three-month excess returns, respectively. (*), (**), and (***) are significance levels at 10%, 5% and 1%,
respectively.
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Table 7: Predictive Regression of Realized Volatilities on Jump Premiums in the Short Run (1990-
2010)
Regressors OLS
Dependent Y1 Y2 β0 β1 β2 R2(%)
(p-value) (p-value) (p-value) (adjusted R2)
Panel A: LPW-ARJI
RVt+1 Jpt RVt 0.0062*** 0.6910 0.7766*** 65.9800
(p-value) (p-value) (0.0015) (0.1798) (0.0000) (65.7000)
RVt+2 Jpt RVt+1 0.0066*** 0.5673 0.7808*** 65.8300
(p-value) (p-value) (1.95e-04) (0.1725) (0.0000) (65.5400)
RVt+3 Jpt RVt+2 0.0068*** 0.4412 0.7863*** 65.5800
(p-value) (p-value) (1.25e-04) (0.2440) (0.0000) (65.2900)
Panel B: LPW-SB
RVt+1 Jpt RVt 0.0762*** -18.2476*** 0.7491*** 66.3400
(p-value) (p-value) (2.27e-04) (7.88e-04) (0.0000) (66.0600)
RVt+2 Jpt RVt+1 0.0836*** -20.1779*** 0.7429*** 66.7000
(p-value) (p-value) (6.75e-05) (2.52e-04) (0.0000) (66.4200)
RVt+3 Jpt RVt+2 0.0962*** -23.5146*** 0.7299*** 67.1400
(p-value) (p-value) (2.03e-05) (8.17e-05) (0.0000) (66.8600)
Panel C: Du-ARJI
RVt+1 Jpt RVt 0.0065*** 0.8064 0.7555*** 66.3300
(p-value) (p-value) (4.83e-04) (0.1490) (0.0000) (66.0500)
RVt+2 Jpt RVt+1 0.0067*** 0.6913 0.7620*** 66.1300
(p-value) (p-value) (1.03e-04) (0.1425) (0.0000) (65.8500)
RVt+3 Jpt RVt+2 0.0069*** 0.5976 0.7682*** 65.8900
(p-value) (p-value) (8.04e-05) (0.1601) (0.0000) (65.60000)
Panel D: Du-SB
RVt+1 Jpt RVt 0.0152*** -1.5810*** 0.7607*** 66.0600
(p-value) (p-value) (1.45e-05) (0.0077) (0.0000) (65.7800)
RVt+2 Jpt RVt+1 0.0159*** -1.7253*** 0.7569*** 66.3500
(p-value) (p-value) (2.85e-06) (0.0026) (0.0000) (66.0600)
RVt+3 Jpt RVt+2 0.0171*** -1.9606*** 0.7487*** 66.6000
(p-value) (p-value) (1.13e-06) (0.0013) (0.0000) (66.3200)
Note: This table presents predictive regressions of the U.S. market realized volatilities on lagged jump premiums and one-term-lagged volatilities of
the four models. The sample is reported monthly and covers Jan. 1990 to Apr. 2010. Reported p-values are Newey-West (HAC) corrected. RVt+k
represents the realized volatility from time t to t+k, and Jpt represents jump premiums at time t. We consider values of k to be one, two, and three,
which represent one-month volatility, two-month volatilities, and three-month volatilities, respectively. (*), (**), and (***) are significance levels
at 10%, 5% and 1%, respectively.
32
Table 8: Out-of-sample Test
MSEa/MSEb MAEa/MAEb
Dependent LPW-ARJI LPW-SB Du-ARJI Du-SB LPW-ARJI LPW-SB Du-ARJI Du-SB
ER 0.9592 0.9763 0.9646 0.9822 0.9786 0.9971 0.9881 1.0007
RV 0.9791 0.9725 0.9710 0.9777 0.9962 0.9618 0.9957 0.9726
Note: MSE is mean squared error. MAE is mean absolute error. To predict one-month-ahead excess returns in the U.S. market: over the January
1990 to May 2012 period, firstly, we use the information of the first half sample period (Jan. 1990 to Feb. 2001) to calibrate the initial in-sample
jump premiums, and use the half jump premiums to make one-month-ahead out-of-sample forecast for the remaining observations in the expanding
sample. Secondly, we update the information of to the next period (Jan. 1990 to Mar. 2001) to calibrate new jump premiums and use the new jump
premiums to make one-month-ahead out-of-sample forecast for the corresponding remaining observations. Finally, the calibration period is rolled
forward each month through the calibration period Jan. 1990 to Apr. 2012. To one-month-ahead volatilities in the U.S. market: over the period of
January 1990 to April 2010, we use the same method to make the one-month-ahead out-of-sample forecast.
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Table 9: Predictive Regression of Australian Market Returns on Jump Premiums in the Short Run
(1990-2012)
Regressors OLS
Dependent Y β0 β1 R2(%)
(p-value) (p-value) (adjusted R2)
Panel A: LPW-ARJI
ARt+1 Jpt 0.0099*** -1.8456* 2.3100
(p-value) (0.0037) (0.0641) (1.9400)
ARt+2 Jpt 0.0116*** -2.2443** 3.4300
(p-value) (3.49e-04) (0.0236) (3.0700)
ARt+3 Jpt 0.0102*** -1.8047* 2.2200
(p-value) (0.0017) (0.0546) (1.8500)
Panel B: LPW-SB
ARt+1 Jpt -0.1160* 32.7678* 1.67000
(p-value) (0.0767) (0.0639) (1.3000)
ARt+2 Jpt -0.1335** 37.6382** 2.2200
(p-value) (0.0425) (0.0348) (1.8600)
ARt+3 Jpt -0.1191* 33.7278* 1.7900
(p-value) (0.0767) (0.0643) (1.4200)
Panel C: Du-ARJI
ARt+1 Jpt 0.0096*** -1.6795* 2.2000
(p-value) (0.0065) (0.0940) (1.8300)
ARt+2 Jpt 0.0109*** -1.9504* 2.9900
(p-value) (0.0016) (0.0558) (2.6200)
ARt+3 Jpt 0.0100*** -1.6918* 2.2500
(p-value) (0.0042) (0.0979) (1.8800)
Panel D: Du-SB
ARt+1 Jpt -0.0091 3.4173* 1.7400
(p-value) (0.2532) (0.0588) (1.3700)
ARt+2 Jpt -0.0096 3.6352** 1.9900
(p-value) (0.2119) (0.0415) (1.6200)
ARt+3 Jpt -0.0079 3.1878* 1.5400
(p-value) (0.3221) (0.0820) (1.1600)
Note: This table presents predictive regressions of Australian market returns on lagged jump premiums of the four models. The sample is reported
monthly and covers Jan. 1990 to May 2012. Reported p-values are Newey-West (HAC) corrected. ARt+k represents Australian market returns
from time t to t+k, and Jpt represents jump premiums at time t. We consider values of k to be one, two, and three, which represent one-month
market return, two-month market returns, and three-month market returns, respectively. (*), (**), and (***) are significance levels at 10%, 5% and
1%, respectively.
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Table 10: Regression of Australia Realized Volatilities on Jump Premiums in the Short Run (1990-
2012)
Regressors OLS
Dependent Y1 Y2 β0 β1 β2 R2(%)
(p-value) (p-value) (p-value) (adjusted R2)
Panel A: LPW-ARJI
ARVt Jpt 0.0068*** 0.4477** 11.7600
(p-value) (0.0000) (0.0119) (11.4300)
ARVt+1 Jpt ARVt 0.0029*** 0.1831** 0.5772*** 40.8300
(p-value) (p-value) (3.72e-05) (0.0224) (1.35e-13) (40.3800)
ARVt+2 Jpt ARVt+1 0.0028*** 0.2323*** 0.5649*** 41.8700
(p-value) (p-value) (2.31e-05) (0.0028) (5.20e-14) (41.4300)
ARVt+3 Jpt ARVt+2 0.0030*** 0.1634** 0.5794*** 40.5100
(p-value) (p-value) (1.13e-05) (0.0108) (9.19e-14) (40.0500)
Panel B: LPW-SB
ARVt Jpt 0.0360*** -7.5654** 7.71000
(p-value) (0.0018) (0.0141) (7.3700)
ARVt+1 Jpt ARVt 0.0136*** -2.7934** 0.5969*** 40.0700
(p-value) (p-value) (0.0093) (0.0451) (2.21e-11) (39.6200)
ARVt+2 Jpt ARVt+1 0.0135** -2.7802* 0.5980*** 40.0600
(p-value) (p-value) (0.0129) (0.0590) (6.24e-12) (39.6100)
ARVt+3 Jpt ARVt+2 0.0146** -3.07162** 0.5960*** 40.3400
(p-value) (p-value) (0.0115) (0.0485) (6.11e-12) (39.8900)
Panel C: Du-ARJI
ARVt Jpt 0.0066*** 0.5089*** 17.5000
(p-value) (0.0000) (0.0032) (17.1900)
ARVt+1 Jpt ARVt 0.0030*** 0.2168** 0.5506*** 41.7000
(p-value) (p-value) (1.10e-05) (0.0115) (8.06e-14) (41.2600)
ARVt+2 Jpt ARVt+1 0.0029*** 0.2559*** 0.5391*** 42.7400
(p-value) (p-value) (5.80-06) (0.0016) (2.70e-14) (42.3100)
ARVt+3 Jpt ARVt+2 0.0030*** 0.1956*** 0.5564*** 41.2500
(p-value) (p-value) (4.02e-06) (0.0046) (2.97e-14) (40.8000)
Panel D: Du-SB
ARVt Jpt 0.0113*** -0.7775** 7.8000
(p-value) (8.70e-14) (0.0110) (7.4600)
ARVt+1 Jpt ARVt 0.0045*** -0.3012** 0.5952*** 40.1800
(p-value) (p-value) (3.42e-07) (0.0181) (3.42e-11) (39.7300)
ARVt+2 Jpt ARVt+1 0.0045*** -0.2868** 0.5972*** 40.0800
(p-value) (p-value) (1.14e-04) (0.0288) (1.17e-11) (39.63000)
ARVt+3 Jpt ARVt+2 0.0045*** -0.3109** 0.5958*** 40.3200
(p-value) (p-value) (8.42e-08) (0.0198) (9.83e-12) (39.8700)
Note: This table presents regressions of Australian realized volatilities on jump premiums and predictive regressions of volatilities on jump premi-
ums and one-term-lagged volatilities of the four models. The sample is reported monthly and covers Jan. 1990 to May 2012. Reported p-values are
Newey-West (HAC) corrected. ARVt+k represents Australian realized volatilities from time t to t+k, and Jpt represents jump premiums at time t.
The Australian realized volatility is measured by the square root of realized variance, which is the sum of the squared daily log returns over a whole
month. We consider values of k to be one, two, and three, which represent one-month volatility, two-month volatilities, and three-month volatilities,
respectively. (*), (**), and (***) are significance levels at 10%, 5% and 1%, respectively.
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Figure 1: Predictive Regression of Excess Returns on Jump Premiums in the Long Run (1990-
2012)












































































Note: This figure shows the results of predictive regressions of the U.S. market excess returns on lagged jump premiums in the long run from one
month up to forty-eight months for the four models. The sample is reported monthly and covers Jan. 1990 to May 2012. Y axis represents the
1-p-value. The horizontal line of 0.9 serves an a criteria to check whether the jump premiums have forecastability. When 1-p-value exceeds the
horizontal line of 0.9, the p-value is less than 0.1, indicating that jump premiums have significant predictive power for excess returns.
Figure 2: Predictive Regression of Realized Volatilities on Jump Premiums in the Long Run (1990-
2010)








































































Note: This figure shows the results of predictive regressions of the U.S. market volatilities on lagged jump premiums and one-term-lagged
volatilities in the long run from one month to forty-eight months for the four models. The sample is reported monthly and covers Jan. 1990 to Apr.
2010. Y axis represents the 1-p-value. The horizontal line of 0.9 serves an a criteria to check whether the jump premiums have forecastability.
When 1-p-value exceeds the horizontal line of 0.9, the p-value is less than 0.1, indicating that jump premiums have significant predictive power for
realized volatilities.
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Figure 3: Predictive Regression of Australian Market Returns on Jump Premiums in the Long Run
(1990-2012)












































































Note: This figure shows the results of predictive regressions of Australian market returns on lagged jump premiums in the long run from one
month up to forty-eight months for the four models. The sample is reported monthly and covers Jan. 1990 to May 2012. Y axis represents the
1-p-value. The horizontal line of 0.9 serves an a criteria to check whether the jump premiums have forecastability. When 1-p-value exceeds the
horizontal line of 0.9, the p-value is less than 0.1, indicating that jump premiums have significant predictive power for market returns.
Figure 4: Predictive Regression of Australian Realized Volatilities on Jump Premiums in the Long
Run (1990-2012)












































































Note: This figure shows the results of predictive regressions of Australian realized volatilities on lagged jump premiums and one-term-lagged
volatilities in the long run from one month to forty-eight months for the four models. The sample is reported monthly and covers Jan. 1990 to May
2012. Y axis represents the 1-p-value. The horizontal line of 0.9 serves an a criteria to check whether the jump premiums have forecastability.
When 1-p-value exceeds the horizontal line of 0.9, the p-value is less than 0.1, indicating that jump premiums have significant predictive power for
realized volatilities.
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