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Abstract
The changes in the new landscape of active distribution grids are accompa-
nied by increasing system complexity, dynamics and uncertainty that also raise
new challenges and issues for system reliability and stability. A real-time mea-
surement and monitoring system providing accurate and extensive measurement
information is needed as the prerequisite for enabling reliable and efficient grid
control and operation. However, an appropriate measurement and monitoring
system is still not established in distribution grids. Therefore, this disserta-
tion addresses three aspects concerning measurement system planning, system
operational parameter estimation and system states tracking with the overall
objective to design and develop novel real-time measurement system and tech-
niques for future active distribution grids.
The design of an overall measurement infrastructure is first addressed by de-
veloping a meter placement optimization procedure which builds the fundamen-
tal for facilitating future measurement systems. A design procedure is proposed
for distribution system state estimation, where heterogeneous measurements in-
cluding traditional and emerging measurement technologies are combined. The
design problem is posed in terms of a stochastic optimization with the goal of
guaranteeing the overall accuracy of the state estimation while minimizing the
investment costs. The robustness of the meter placement in case of measurement
device failure and degradation as well as the lack of measurement information
with non-Gaussian probabilistic nature is also taken into account. The proposed
method can assist distribution system operators in making investment decisions
to upgrade the grid for the upcoming changes in the active distribution grids.
As next aspect, an accurate measurement technique for system operational
parameters in the grids is investigated and a new approach for instantaneous
phasor and frequency estimation is proposed. A modified Taylor-Kalman fil-
ter is developed for accurate dynamic phasor estimation under dynamic and
distorted conditions. In addition, accurate estimation of frequency and rate of
change of frequency is designed using weighted smoothing differentiation based
estimator in combination with the proposed dynamic phasor estimator. The
proposed technique provides an alternative method for phasor, frequency in-
formation and even power quality measurements with high accuracy for future
active distribution grids.
Considering the interconnected nature and increasing dynamics of the system
components and the grids, a fully decentralized Kalman filtering approach is
proposed to facilitate system level awareness. This decentralized approach is
enabled by introducing the virtual disturbance concept for power system decou-
pling. Accurate tracking of local dynamic states and interactions among the
subsystems is realized by designing augmented local Kalman filter with proper
virtual disturbance modeling without any communication effort. This enables
gaining local and to some extent system level awareness at the same time. The
herein presented approach is well suited for the agent-based decentralized con-
trol to enable “plug&play” features.
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Chapter 1
Introduction
Nowadays, the electrical power grid, which is one of the largest and most
complex engineering systems built and managed by human beings, is under-
going fundamental changes regarding from regulatory frameworks and system
structures throughout to the roles and behaviors of components and stakehold-
ers. The main drivers of these changes can be categorized into two groups:
political driver and technological driver.
Due to climate changes the policies raise new frameworks and set up ambitious
strategies and goals to preserve the environment. An example is given by the Eu-
ropean targets, the so called “20-20-20”: reduction of the CO2 emissions by 20%
from the level in the year 1990, increase of 20% energy efficiency, achieving 20%
of the total energy supply from renewable energy by the year 2020. Furthermore,
the deregulation and liberalization of energy markets also significantly change
the business and economic conditions of the electricity systems. This drives the
changes of roles, responsibilities and behaviors of suppliers, distribution system
operators (DSOs) and consumers, and also enables and facilitates new market
players and business models.
On the other hand, distributed energy resources (DERs), among others dis-
tributed generations (DGs) based on wind and solar energy, combined heating
and power (CHP), distributed storage units and electric vehicles, are deployed
and integrated with highly increasing penetration rate into the electrical power
grids. The intermittent renewable generation and the distributed generation
close to consumers have essential influence on the operation of the grids.
1
1.1 Background - Evolution of active distribution grids
All these changes raise new challenges and require a transition of the tradi-
tional ways of operating and managing the electrical power grids. The well-
known concept “Smart Grids”, considered as the next generation of electricity
grids, are expected to address the challenges and shortcomings of the existing
grids in a new paradigm to provide reliable, sustainable and efficient energy
generation and supply system with less environmental pollution [1, 2].
In this context, the monitoring infrastructure builds the fundamental for con-
trol and operation of Smart Grids and will play a new vital role particularly in
future distribution grid. This dissertation thus aims at designing and developing
novel measurement systems and techniques for future active distribution grids.
This chapter gives a short introduction about the background and motivations
of this research work. The main research objectives and contributions are also
summarized. A structure overview of this thesis is presented in the end of this
chapter.
1.1 Background - Evolution of active distribution grids
Traditionally, the electricity grids are operated and managed in a strict hi-
erarchical way where the electric power is generated by large centralized power
plants and then transmitted over long distance transmission lines at the high
voltage (HV) level to the substations. The substations then step down the elec-
tricity to the medium voltage (MV) and low voltage (LV) level for distribution
to end consumers. Such systems are historically characterized by unidirectional
energy flow from energy generation to consumption and passive power distribu-
tion with no power injection from the consumer side. In addition, the classical
power system monitoring and control also work in a centralized way with the
main focus on transmission grids. The traditional distribution grid operation
follows the principle of ”networks follow demand” with uni-directional energy
flowing. The distribution grid management was also designed and operated with
a top-down approach with non-extensive management systems. This approach
makes use of very few monitoring tools and is only suitable for distribution grids
with predictable flows [3].
In the past years, considerable amount of DGs, emerging plug-in electric ve-
hicles and distributed energy storage units are increasingly integrated into the
medium an low voltage distribution grids, especially with high penetration in
2
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the proximity of the end-consumers. Moreover, the liberalization of the energy
market also opens the possibility for end-consumers to provide energy based on
local generations and adjustment of own consumption in reaction to the mar-
ket behavior and the demand of grid operators, known generally as demand
response [4, 5]. Thus, former passive elements in the MV and LV parts from the
view point of the grids become active components that can produce and inject
energy in an autonomous and much less predictable way. The topology of the
distribution grids may also undergo a transition from a mainly radial to a more
meshed topology [6]. This transforms the existing passive distribution grids to
a system with bi-directional power flow. In this context, traditional passive
distribution grids are being transformed to future distribution grids with active
natures, which is defined as “active distribution grids”.
A shared global definition of the active distribution grids is identified by CI-
GRE C6.11 distribution working groups according to [7]
“Active distribution grids are distribution grids that have systems in place to
control a combination of distributed energy resources (generators, loads and stor-
age). Distribution system operators (DSOs) have the possibility of managing the
electricity flows using a flexible network topology. Distributed energy resources
take some degree of responsibility for system support, which will depend on a
suitable regulatory environment and connection agreement.”
The changes in the new landscape of the active distribution grids are accom-
panied with new challenges and issues for system reliability and stability. The
application of power electronics interfaces for integrating DGs with small or no
inertia increases significantly the dynamics of the grids [8]. The less predictable
generation and continuously changing behavior of the consumers raise the un-
certainty level. Emerging entities such as virtual power plants and Microgrids
also drive the systems towards higher complexity. Active distribution manage-
ment (ADM) has been proposed with the objective to achieve high efficiency,
reliability and stability by tightly tracking, active controlling and operating the
distribution grids in contrast to the existing approach [3, 9, 10]. Such systems
are characterized by flexible, dynamic, intelligent and cooperative operation
enhanced by utilizing advanced information and communication technologies
(ICT) [9]. The main features of the active distribution management include
3
1.2 Research motivations and challenges
Figure 1.1: Transition towards active distribution grids
among others active power flow and congestion management, automatic voltage
control, intelligent fault detection and protection scheme, fast reconfiguration,
active capacity and loss management and optimization [3, 7]. Figure 1.1 illus-
trates the discussed transition.
1.2 Research motivations and challenges
The awareness of the status and conditions of the grid is of essential impor-
tance to enable the advanced control and operation applications of ADM. As
pointed out in the related works [3, 6, 7, 9, 10] a real-time monitoring system
providing accurate and extensive measurement information is needed for en-
abling reliable and efficient dynamic grid management for future distribution
grids. However, as discussed in [3, 6] an appropriate measurement and moni-
toring system is still not established in the new distribution grid landscape for
which different challenges are to be addressed.
Research motivation and challenge 1
Besides the existing limited number of remote terminal units (RTUs) mainly
installed at substations in MV grids, the emerging technologies such as intelli-
gent electronic devices (IEDs), Smart Metering (SM) systems and synchrophasor
measurements provided by Phasor Measurement Units (PMUs) have been in-
4
Chapter 1 Introduction
crementally encouraged for the use for grid management [11]. They provide
large amount of valuable information at both MV and LV levels such as load
consumption, voltage and current phasor measurements and power quality mea-
surements with high accuracy and possibly in real-time supported by advanced
ICT, which were barely available in the traditional grids. Such new measure-
ment technologies could facilitate tight tracking of the system conditions and
facilitate the applications of ADM.
However, due to the large geographical scale and huge amount of nodes in
the distribution grids a full deployment of such instrumentation is economically
unreasonable. A key element to achieve reliable and accurate system condition
awareness with measurements data is the distribution system state estimation
(DSSE) that uses a few number of real measurements to obtain the awareness
of overall system conditions. Leveraging measurement equipment already and
coming in place and incorporating the heterogeneous measurement data for the
DSSE offer a promising way to obtain situation awareness of the grids, while
avoiding unnecessary investment costs for building new measuring infrastruc-
ture.
The performance of the monitoring system depends on the types, locations
and accuracy of the measurements that represent an infrastructure of a mea-
surement system. Therefore, defining a measurement infrastructure for future
active distribution grids which makes effective use of all available measurement
facilities and data to obtain accurate awareness of system status, while keeping
low investment costs, is of great importance for distribution system operators.
In addition, the insertion of DGs, uncertain dual-generation behavior of the con-
sumers and the different grid operation conditions such as changing topologies
increase the uncertainty level in the active distribution grids. This requires prob-
abilistic studies at the planning phase for establishing a metering infrastructure.
In this context, how to choose the optimal number, types and the positions of
the heterogeneous measurements, while both ensuring minimal cost and comply-
ing with accuracy constraints, as well as taking into account robustness require-
ments of the system and the uncertainty and random nature present in the grid,
posts an interesting research challenge.
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Research motivation and challenge 2
To achieve reliable system control and secure system stability the operational
parameters of the power grids such as magnitude and phase angle of voltages
and currents, namely the voltage and current phasors, as well as system fre-
quency information are essential. Precise measurements of such parameters are
of great importance. PMUs providing amplitude and phase angle of voltages and
currents as well as providing frequency information in a synchronized manner
have been proven as a key tool to enhance control and operation of transmission
grids [12], where as the estimation algorithm for measuring the system opera-
tional parameters play an essential role for the performance of the PMUs. The
application of PMUs in distribution grids has also attracted a lot of attention,
and different investigations e.g. for state and parameter estimations, islanding
detection, fault location and detection have been widely carried out [11].
On the other hand, power systems in general operate under dynamic condi-
tions during which the operational parameters change over time. In particular,
the increasing penetration of DGs interfaced by power electronic converters, and
hence with small and very small inertia, into the distribution grids leads to faster
dynamics and raise more power quality issues. Moreover, the characteristics of
distribution grids, specially short line length and limited power flows, might re-
sult into small phase differences between voltage phasors of different buses that
might require specific limits on accuracy of phasor measurement regarding the
phase angles [13, 14].
Therefore, research on developing advanced estimation method achieving more
accurate parameter measurements of the voltage and current signals such as
magnitude, phase angle, frequency and its rate of change under dynamic and
distorted conditions is needed for active distribution grids.
Research motivation and challenge 3
To deal with the higher dynamics and complexity of future active distribu-
tion grids, distributed or decentralized monitoring and control have emerged for
the grid operation and management. By dividing the management of overall
complex system into managing a number of smaller and less complex subsys-
tems, the distributed processing method provides main advantages of enhanc-
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ing reliability, flexibility and efficiency in comparison to the centrally managed
systems. Decentralized control and operation structure for Smart Grids and
active distribution grids has been proposed to tackle the complexity challenges
[1, 15, 16, 17, 18].
In particular, the fast dynamic behavior and their interactions of DGs with
the power converter interfaces need to be tightly tracked and controlled in real-
time. In addition, “plug & play” is an indispensable feature for the power system
components and actors connected to the future grids [19]. A precise tracking of
the dynamic system states such as the voltage and current waveform is essential
for realizing the most suitable operation of the converters. Moreover, the in-
formation implying the dynamic interactions between the local components and
the grid as well as among the different subsystems of the grids could be also very
valuable for realizing advanced control applications, while it is always desired to
reduce the communication efforts between the local entities as much as possible.
Thus, developing an efficient decentralized method which infer accurate infor-
mation about the dynamic states of the system components as well as dynamic
interactions among the components and subsystems representing the system level
conditions to certain extend, while keeping the communication burden at mini-
mum level, raises another research challenge.
1.3 Research objectives and contributions
To address the research challenges mentioned in the last section, this disserta-
tion investigates three aspects with the overall objective to design and develop
novel measurement systems and techniques for future active distribution grids.
This dissertation also proposes a framework of real-time measurement system for
future distribution grids that should be characterized by the features of incorpo-
rating heterogeneous measurements with high accuracy and ability of tracking
fast dynamic behavior of the components and actors in the grids with minimum
computational and economical costs, which can optimally support and facilitate
more advanced grid control and operation applications as depicted in Figure
1.2.
Starting with proposing a meter placement optimization procedure, the design
of the overall metering infrastructure is considered building the fundamentals to
7
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Figure 1.2: Vision of future measurement system for active distribution grids
facilitate advanced measurement system. As next aspect, accurate measurement
technique for system operational parameters, namely the phasor and frequency
information, in the grids are investigated and a novel estimation method is
developed. Considering the interconnected nature and fast dynamics of the
system components and the grids, an efficient estimation approach for state
and interaction dynamics is proposed to facilitate system level awareness in a
decentralized way without any communication effort.
In summary, this dissertation provides the following contributions:
• Proposal of a holistic meter placement procedure based on stochas-
tic optimization towards designing the optimal measurement in-
frastructure for state estimation in active distribution grids. The
proposed approach has the following novel features:
– taking into account technical and economic constraints simultane-
ously as well as the features of active distribution grids, e.g. variant
load and generation, topologies changes and different uncertainty lev-
els, to find the optimal number, types and places of measurements;
– integrating heterogeneous measurements including existing and emerg-
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ing technologies, especially Smart Metering and PMUs;
– utilizing a two-step distribution system state estimation (DSSE) ap-
proach to incorporate emerging measurement technologies;
– proposing robust placement procedure solutions against metering fail-
ure and degradation
– extending the robust placement procedure to consider non-Gaussian
uncertainty by using Gaussian mixture model and Gaussian compo-
nent combination method.
• Development of a signal processing method for estimating in-
stantaneous dynamic phasor, frequency and rate of change of
frequency (ROCOF) with the following novelties:
– achieving accurate phasor estimation under static, dynamic and dis-
torted conditions using the modified Taylor-Kalman filter (TKF);
– allowing estimation of harmonics components towards power quality
measurements such as total harmonics distortion;
– utilizing smoothing differentiation based method in combination with
the TKF to achieve accurate frequency and ROCOF estimation;
• Development of a decentralized Kalman filtering approach to
gain local and system level awareness in terms of dynamic states
and interaction estimation
– proposing a virtual disturbance concept for decoupling interconnected
system to facilitate decentralized estimation and control;
– proposing a modeling and design guideline for the virtual disturbance
for DC and AC grids;
– developing fully decentralized Kalman filter based on virtual distur-
bance concept with simple structure for tracking the dynamic states
and system level interactions without any communication
1.4 Dissertation outline
This dissertation is structured as follows:
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Chapter 1 gives a general introduction of this thesis. This chapter dis-
cusses the background, importance and challenges of this research work. It also
presents the research objectives and main contributions as well as the structure
of the thesis.
Chapter 2 proposes a design procedure for finding the optimal metering in-
frastructure for distribution system state estimation, where heterogeneous mea-
surements including traditional measurements and pseudo-measurements as well
as emerging advanced measurement technologies are merged in the system. The
design problem is posed in terms of a stochastic optimization with the goal of
bounding the overall accuracy of the state estimation using all the heteroge-
neous measurements while minimizing the investment costs. The robustness of
the measurement infrastructure in case of measurement device failure and degra-
dation, non-Gaussian uncertainty of measurement knowledge is also taken into
account in the optimization process. The proposed meter placement method is
then validated using a small and a large test grid. The proposed method can
assist distribution system operators in making investment decisions to upgrade
the grid for the upcoming changes in the active distribution grids.
Chapter 3 presents a new method for instantaneous phasor and frequency
estimation. The modified Taylor-Kalman Filter is developed based on an im-
proved dynamic model describing the complex trajectory of dynamic phasors.
The proposed method is then extended to include harmonics and to allow ac-
curate estimation of the fundamental phasor in presence of distorted signals on
one hand, and also allows obtaining power quality information. The proposed
instantaneous phasor estimation method is then combined with the smooth-
ing differentiator, so-called Kay frequency estimator and Lanczos estimator, to
achieve accurate frequency and rate of change of frequency estimation. The
performance of the proposed estimation methods are assessed in different test
cases. The proposed algorithm proposes an alternative efficient method for
phasor, frequency and even power quality measurements with high accuracy for
distribution grids.
Chapter 4 proposes a fully decentralized state estimation approach with
independent local Kalman filters for tracking local dynamic states and inter-
actions in the interconnected power grid. The so-called virtual disturbance
concept is introduced to divide the interconnected system model into different
local subsystems. This approach denoted as decentralized Kalman filter (DKF)
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can accurately infer the local system states and induce information about in-
teractions between the subsystems without any needs of communication. The
proposed DKF is evaluated in simulation with a test power grid. The herein
presented approach is well suited for the agent-based decentralized control of
power converter based power grids such as Microgrids to enable plug and play
features.
Chapter 5 summarizes the conclusions drawn from the whole research work
and discusses the limitation of the presented work and directions for future
research.
Figure 1.3 depicts a diagram of the structure and the objectives of this dis-
sertation.
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Figure 1.3: Structure of this dissertation
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Chapter 2
Optimal and robust meter placement
The aim of the work in this chapter is to define a design approach to find the
optimal metering infrastructure for state estimation (SE) in future active distri-
bution grids. The optimized metering infrastructure incorporates heterogeneous
measurements including traditional measurements as well as emerging measure-
ment technologies such as Phasor Measurement Units (PMUs) and Smart Me-
tering (SM). The design problem is tackled in terms of a stochastic optimization
with the goal of bounding the overall SE accuracy while minimizing the costs
of positioning new PMU measurements and SM measurements. The robustness
of the measurement infrastructure in case of degradation or lack of measure-
ment information is also taken into account in the optimization process. The
proposed method can serve as a tool to assist distribution system operators in
making investment decisions to upgrade the grid for the upcoming changes.
2.1 Introduction
The changes undergoing in distribution grids with the integration of DGs,
entities with dual load-generator behavior and the ability of providing demand
response and ancillary services, distributed energy storage, new equipment and
services, such as intelligent electronic devices (IEDs) and advanced measurement
devices, are driving the grids toward more dynamic and complex system [5, 9].
The topology of the distribution grids might undergo a transition from a mainly
radial to a more meshed topology with bi-directional power flows [6].
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The transition from passive to active distribution grids needs advanced moni-
toring, control and protection that must be based on situation awareness of the
system conditions, for which a real-time monitoring is becoming more and more
important. This requires a new measurement infrastructure and system that is
currently not yet in place in distribution grids [3, 20].
Emerging measurement technologies with high accuracy and time resolution
such as PMUs and SM can greatly enhance the grid monitoring. PMUs can
provide synchronized voltage and current phasor measurements with very high
accuracy at millisecond level rate, while the SM can also provide accurate infor-
mation such as load consumption and voltage magnitude measurements. How-
ever, a full deployment of instrumentation with establishing the associated in-
frastructure is economically very expensive.
On the other hand, the intermittent generation of DGs as well as less pre-
dictable behavior of the loads increase the uncertainty level in the active distri-
bution grids. Due to the lack of a comprehensive metering and communication
infrastructure, there could be only some statistical/probabilistic information
about high variable load consumption and DG generation available. In addi-
tion, the statistical behavior of the loads and power generation can be different
with respect to typical probability distribution. Therefore, these conditions need
to be considered in DSSE and meter placement optimization.
This chapter presents a holistic method for designing the optimal measurement
infrastructure for the distribution system state estimation (DSSE), in terms of
meter placement optimization with trade-offs among predefined accuracy of the
DSSE, number of PMUs and SMs in addition to traditional measurements in
distribution grids. A mixed approach for the meter placement optimization
is then adopted, i.e., minimizing the measurement costs for a given accuracy
threshold and minimizing the estimation uncertainty among the measurement
configurations that have the same cost.
The optimization problems concerning different system features and require-
ments are first formulated. The standard formulation of the meter placement
optimization, with the nominal goal of finding minimum number of PMUs and
SMs to be incorporated while achieving the best SE performance, is first de-
fined. The placement optimization is then extended towards designing a robust
measurement system with respect to possible malfunction occurring in measure-
ment devices as defined in [21], in terms of N-1 meter loss robustness and N-1
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meter degradation robustness. The procedures of finding optimal measurement
infrastructure for the optimization problems using a genetic algorithm is then
derived.
A further extension considering the large variable nature and the lack of tem-
poral measurement information of non-monitored DG is carried out for the meter
placement based on its probability density function (PDF). The non-Gaussian
PDF of the DG approximated by Gaussian Mixture model is incorporated into
the placement optimization by means of the so-called Gaussian Component
Combination Method (GCCM). The consideration of non-monitored DGs can
be interpreted as a specific example of the possible lack of measurement in-
formation. The presented approach can be used in different situations, with
different level of knowledge and also in case of poor information on behavior of
few non-monitored loads.
A modified two step state estimation approach including all the heterogeneous
measurements is used for the DSSE. To account for the characteristics of future
active distribution grids, different scenarios, including variability of load and
DG generations as well as meshed grid topology, are investigated for optimal
meter placement.
In summary, a design method for meter placement optimization is laid out.
The approach is validated by applying it to case studies of generic distribution
grids. The proposed method can assist distribution system operators in making
investment decisions to upgrade the grid for the upcoming changes.
2.2 Review on state of the art
2.2.1 Distribution system state estimation (DSSE)
A key element to achieve reliable and accurate power system condition aware-
ness is the state estimation (SE) that is a mathematical tool that can infer
best estimates of the system states from limited measurements that may be
subject to noise and measurement errors. The SE has been traditionally per-
formed with the Weighted Least Square (WLS) method based on a static or
quasi-static approach, by which a snapshot of the system states at a single time
instant is obtained in each WLS run [22, 23, 24]. Voltage or current phasors are
usually used as the state variables in the state estimation. The WLS estimator
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is derived from a maximum likelihood approach with the assumption of white
Gaussian distributed measurement error.
The DSSE has been widely studied with respect to the estimation accuracy
and meter placement issues [25, 26, 27, 28, 29]. In these works, traditional
measurements, such as real substation measurements of active, reactive power
and voltage magnitude provided by transducers at substations and load pseudo-
measurements with low accuracy based on historical data are used for the state
estimation. This may not meet the new monitoring and control requirement on
accuracy and dynamics in future active distribution grids.
Recently, an increasing number of smart measurement devices providing high
accurate, real-time measurement data and associated with advanced commu-
nication functionality are available and applied in low- and medium-voltage
distribution grids such as multi-functional measurement equipment [30, 31, 32],
and in particular Smart Metering systems which have already been widely de-
ployed in many countries [33]. Leveraging the newly installed measurement
equipment gathering more measurement data for the DSSE can improve the
situation awareness of the grids and decrease the measurement uncertainty,
while reducing the investment costs for building new measuring infrastructure.
DSSE including measurements provided by Smart Metering system, e.g., volt-
age magnitude measurement and load estimation at distribution transformers,
has been proposed and investigated in [26, 34, 35, 36, 37]. It is shown that the
Smart Metering measurements with better measurement accuracy than pseudo-
measurements can improve the estimation performance.
On the other hand, the SE incorporating synchrophasor measurements pro-
vided by PMUs has been widely proposed for transmission grids and has been
proven as a promising tool to improve the performance of the state estimation
[38, 39, 40]. The use of PMUs in distribution grids has been strongly advocated
in [6, 11, 13, 41, 42]. Recenlty, phasor measurements have also been considered
in the DSSE [43, 44, 45]. However, the use of PMU measurements for the SE,
taken from previous experience in transmission grids, are not immediately appli-
cable to distribution grids. In first place, the availability of measurements that
characterizes transmission grids cannot be achieved in distribution grids with
much larger number of nodes through the deployment of PMU, as this would
be economically unreasonable. To compensate for the poor availability of di-
rect measurements, it is usual to resume to pseudo-measurements from a-priori
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knowledge. But, as a consequence, the uncertainty that propagates to the SE
can be very large.
Moreover, the non-Gaussian random nature of loads and generation in the
active distribution grids might taken into account in the DSSE as proposed in
[46, 47, 48]. In these works, the Gaussian mixture model (GMM) are success-
fully applied for the modeling of the loads and DGs. By using the GMM the
WLS based DSSE based on the maximum likelihood approach with Gaussian
assumption can be still applied.
2.2.2 Optimal meter placement
Meter placement has significant impact on the performance of power system
monitoring and thus needs to be studied in depth. Optimizing the measure-
ment infrastructure and system means generally to define the optimal number,
type and positioning of measurement instruments, so that both network ob-
servability and given estimation accuracy are ensured at minimum cost. It is
a complex problem not only due to number of choices available, but also often
due to the conflicting requirements between the SE performance and the cost of
the measurement system necessary to achieve the desired performance [49]. In
general, the optimal placement problem is non-deterministic polynomial-time
(NP) -hard such that it requires high computational effort and may not have
a unique solution [50]. Depending upon the starting point, the optimization
scheme may yield different sets of optimal solutions with the same minimum
number of meters [50].
The optimal placement of PMUs has been widely investigated for transmission
grids as in [40, 50, 51, 52]. In these works, the optimal PMU placement problem
aims typically at determining the minimum number and/or the optimal location
of the PMUs to ensure the system observability and enhance the state estimation
[50]. This model can be generalized to include additional constraints or contin-
gencies. Optimal placement of PMUs combined with traditional measurements
and the robustness of the PMUs placement against measurement losses have
also been investigated as shown in literature such as [53, 54, 55]. Various op-
timization algorithms such as integer programming and heuristic optimization
method are applied to optimization problems.
On the other hand, in distribution grids the mathematical observability is con-
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ventionally achieved by using pseudo-measurements of load estimations based
on historical data. The meter placement for distribution grids has been ana-
lyzed with respect to achieving high accuracy of the DSSE [27, 29, 56, 57] using
different algorithms such as heuristic or ordinal optimization. In [58] a meter
placement method concerning minimizing the costs of placed meters while still
achieving the predefined DSSE accuracy is proposed based on dynamic program-
ming. In [59] the uncertainty of the network parameters and possible malfunc-
tions in measurement system components are studied in order to find robust
placement solutions for the distribution grids, while this issue was addressed in
an optimization step starting from a given measurement system. In [60] meter
placement problem for DSSE considering the non-Gaussian statistics of loads is
investigated based on empirical positioning of classical measurements. However,
in the aforementioned works only the traditional measurements are considered.
In general, it is possible to identify two main approaches: determining the
number of measurement points that ensures compliance with fixed accuracy
limits (see [27, 58, 59]) or performing an exploration of the configuration space,
given the number of measurements, to reach a pseudo-optimal configuration
with respect to an accuracy index, as in [27, 29].
There have been no studies on the meter placement issue for DSSE using the
aforementioned heterogeneous measurements, and at the same time taking into
account the cost and the robustness of the placement due to different measure-
ment knowledge and malfunctions of the measurement system.
2.2.3 Gaussian Mixture Model
Probability studies considering non-Gaussian random nature for the load de-
mand and generation power have already been widely investigated for stochastic
power flow and state estimation for distribution grids [46, 47, 48, 60, 61, 62, 63,
64]. In particular, the Gaussian Mixture Model (GMM) has been proposed to
approximate the non-Gaussian probability density function (PDF) of measure-
ment uncertainties for loads and renewable generation profile in the DSSE in
[46, 47, 48, 61, 62].
A Gaussian Mixture distribution is a finite sum of Nc Gaussian mixture com-
ponents weighted by their respective probabilities. For a univariate random
variable z with an arbitrary probability density function, its PDF can be approx-
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Figure 2.1: Illustration of Gaussian Mixture Model
imated by a finite number of Gaussian distributions according to (see [48, 62])
f(z) =
Nc∑
i=1
wifi(z|µi,σ2i ) (2.1)
where fi(z|µi,σ2i ) represents the i-th Gaussian mixture component with the
mean µi and the variance σ
2
i , and wi with 0 < wi < 1 and
Nc∑
i=1
wi = 1 is the
weight of the i-th mixture component. An illustration of the GMM is shown in
Figure 2.1.
A single equivalent Gaussian PDF, the so-called full component GMM with
the overall mean µz and the variance σ
2
z , can be produced by merging all the
GMM components according to [62]
µz = E [z] =
Nc∑
i=1
wiµi (2.2)
σ2z = E
[
(z − µz)2
]
=
Nc∑
i=1
wi
[
σ2i + (µi − µz)2
]
, (2.3)
where E [·] represents the expected value.
There are different methods to determine the GMM that best approximates a
non-Gaussian distribution. An efficient method is the Expectation Maximiza-
tion (EM) [62] which is applied in this work. The EM algorithm uses a set of
samples of the random variable z and given the desired number of components
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of the GMM as input, and then computes the expectation of the log-likelihood
of the data in a recursive way by adapting the weighting factors, the mean and
the variance of the GMM components. This procedure is iteratively executed
until convergence is achieved. The Statistics Toolbox of MATLAB offers the
function gmdistribution.fit to estimate the GMM using the EM algorithm. The
details about the EM algorithm can be found in [65].
2.2.4 Genetic algorithm
As aforementioned, the meter placement optimization is generally a complex
NP-hard problem including large number of combinations as discussed in [29,
50]. There are no efficient algorithms to solve the problem, only the approximate
or heuristic solutions are possible [66]. However, a complete enumeration of all
possible placement combinations would be very inefficient even for a small-sized
grids.
Metaheuristic methods provide a promising tool to tackle this kind of complex
optimization problems to obtain approximate or nearly optimal solutions [66].
Among all diverse metaheuristic methods, genetic algorithms (GA) are one of
the most widely used method applied for planning, data fitting and scheduling
in engineering and financial fields.
GA is an adaptive metaheuristic search method based on the emulation of
Darwin’s evolution and natural selection of biological systems by mathematical
operators: crossover, mutation, fitness and selection. It exploits information
about the evolutionary populations to direct the search into the region of better
performance within the search space. The GA provides the advantages of dealing
with complex optimization problems, robustness and parallelism.
The essence of the GA involves the encoding of an optimization function as
arrays of bit string to represent the individuals or chromosomes, the manipu-
lation operations including crossover and mutation, and the selection according
to the fitness of the individuals. In the GA, the survival of the fittest among
individuals over consecutive generations is emulated to solve a problem. Each
individual in the populations represents a possible solution in the search space
and are then made to go through a process of evolution.
GA has in general the following steps and perform in an iterative way as shown
in Figure 2.2:
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1. Problem formulation: Defining and encoding the optimization function
and a fitness function or selection criterion. The encoding of the optimiza-
tion represents a mapping mechanism between the solution spaces of the
original problem and of the GA, originally in a form of binary arrays or
vectors [67].
2. Initialization: a set of individuals or so-called chromosomes (each indi-
vidual/chromosome is a possible solution vector) is generated, usually in
a random manner.
3. Fitness evaluation: The individuals in one population are evaluated in
terms of the predefined fitness function.
4. Termination: If any stop criteria is triggered, the optimization will be
stopped. There are diverse conditions that lead to stop reproduction it-
erations. Stopping criteria can be, among the others, a required quality,
converged population, a maximum iterations number or no further im-
provement conditions. If no stop criteria is triggered, the procedure goes
to selection.
5. Selection: The individuals that are going to become the parents of the
following generation are selected. The selection is based on the fitness of
the individuals. In general cases, the fitness of an individual determines
the probability of its survival for the next population. Highly fit solutions
are given more opportunities to reproduce, so that offspring inherit char-
acteristics from each parent. Individuals with less fitness or violating the
constraints in the population die and are replaced by the new solutions.
6. Reproduction: During the reproduction the GA creates children for the
next generation. A new individual can be obtained by crossover or mu-
tation from its parents. Some individuals can also pass unaltered to the
next generation if their fitness values are good enough. Each successive
generation will contain more good ‘partial solutions’ than previous gener-
ations. Then, the procedure goes back to the fitness evaluation step for
the new population.
More detail about the GA can be found in [66, 68].
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Figure 2.2: Genetic algorithm
2.3 DSSE using Smart Metering and PMU measurements
The power system state estimate is usually determined via the non-linear WLS
method that minimizes the cost function J [24]
J = [z− h (x)]TW−1 [z− h (x)] , (2.4)
where z is the vector of measurements, x is the vector of state variables consist-
ing typically of voltage magnitudes of all buses and phase angles differences with
respect to the slack bus, h (x) is a nonlinear function relating the state vector
to the measured variables, and W represents the weighting matrix, typically
chosen equal to the covariance matrix of the measurement errors.
In this work, the Smart Metering (SM) systems are assumed to be either single
metering devices or data concentrators that collect and process measurements
on active and reactive power provided by the aggregated loads at distribution
feeders or secondary substation, similarly to the scenarios considered in [36].
Thus, the type of the SM measurement are active and reactive power injections
at the load buses that can be easily integrated to the classical WLS estimator,
and the accuracy of the SM measurement is assumed to be as good as the
22
Chapter 2 Optimal and robust meter placement
classical real measurements at substations.
The phasor measurements from PMUs should be used together with the other
measurements such as power injections and flows as well as pseudo measure-
ments in the SE process. There are two ways to tackle this issue [69]
• Nonlinear WLS based SE using combined phasor and traditional measure-
ment sets in a single step;
• two-step SE by adding the phasor measurements through a linear post-
processing step to the traditional WLS based SE as the first step.
Thus, the two-step SE approach used for transmission grids in [69] is modified
and applied for the DSSE. In the first estimation step, the SM measurements
have been considered in addition to the conventional measurements. In the
post-processing step, phasor measurements are added to correct the estimation
results of the first step. Following the notations used in [69], the super- or
subscript labels “1” and “2” in brackets are used to denote the variables in
the traditional and post-processing SE steps, respectively. The two-step DSSE
process is summarized in the following two sections.
2.3.1 First step DSSE: Nonlinear WLS including Smart Metering
measurements
In the first step of the DSSE, the measurement vector z1 comprises real mea-
surements, e.g., branch power flow, bus injection power and voltage magnitudes
at secondary substations, load pseudo-measurements based on historical data,
and virtual measurements for zero injection buses as in the traditional state
estimation and additionally the power measurements provided the SMs. The
measurements of the power outputs of DGs can be considered either as real mea-
surements or pseudo-measurements depending on the investigated scenarios.
The nonlinear measurement function is given by
z1 = h1(x
(1)) + e1, (2.5)
where e1 is the measurement error vector, assumed to be composed of inde-
pendent Gaussian random variables with zero mean and the covariance matrix
denoted as W1 = E[ee
T ]. In terms of the aforementioned measurements, the
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cost function J in (2.4) turns out to be
J = e1
TW−11 e1 (2.6)
with
e1 =


z1,r − h1,r(x(1))
z1,sm − h1,sm(x(1))
z1,p − h1,p(x(1))
z1,v − h1,v(x(1))

 ; W−11 =


W−11,r 0 0 0
0 W−11,sm 0 0
0 0 W−11,p 0
0 0 0 W−11,v

 ,
(2.7)
where the subscripts r, sm, p and v are used for real, Smart Meter, pseudo and
virtual measurement types, respectively. For virtual measurements very small
variance values (e.g. 10−8) are chosen.
Assuming initial values for the state variables and applying the iterative
Gauss-Newton method, the state variable x can be estimated according to [24]
xˆ
(1)
k+1 = xˆ
(1)
k +G
−1
1 (xˆ
(1)
k )
[
HT1 (xˆ
(1)
k )W
−1
1
] [
z1 − h1(xˆ(1)k )
]
, (2.8)
where xˆ
(1)
k is the estimated state vector at the k-th iteration of xˆ
(1). The matrix
H1 represents the Jacobian matrix obtained by taking partial derivatives of h1
with respect to xˆ
(1)
k . The matrix G1(xˆ
(1)
k ) is the gain matrix given by
G1(xˆ
(1)
k ) =
[
HT1 (xˆ
(1)
k )W
−1
1 H1(xˆ
(1)
k )
]
. (2.9)
The theoretical error covariance matrix Wxˆ(1) of the first step nonlinear WLS
estimation can be obtained by
W
xˆ(1)
=
[
HT1 (xˆ
(1))W−11 H1(xˆ
(1))
]−1
. (2.10)
The theoretical error covariance Wxˆ(1) gives an estimate of the error obtained
by the estimation.
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2.3.2 Second step DSSE: Linear WLS including PMU measurements
through post-processing
For the post-processing step, both voltage and branch current phasor mea-
surements provided by the PMUs are considered. In order to obtain a linear
estimator, the state variables and the PMU measurement are given in rectan-
gular coordinates.
By aggregating the first step result transferred into the rectangular form xˆ(1) =[
Vˆ
(1)
real Vˆ
(1)
imag
]T
, the voltage phasor measurements VPMU =
[
VPMUreal V
PMU
imag
]T
and the branch current phasor measurements IPMU =
[
IPMUreal I
PMU
imag
]T
to update
the SE, the post-processing measurement equation turns out to be (see [69]):
z2 =


Vˆ
(1)
real
Vˆ
(1)
imag
VPMUreal
VPMUimag
IPMUreal
IPMUimag


=


I 0
0 I
I´ 0
0 I´
Y1 Y2
Y3 Y4


[
V
(2)
real
V
(2)
imag
]
+ e2 ≡ Ax(2)rect + e2, (2.11)
where I denotes an identity matrix, while the I´ is a submatrix of an identity
matrix in which some rows are dropped if the corresponding voltage phasor is
not measured. The matrices Y1, Y2, Y3 and Y4 are composed of line conduc-
tances and susceptances for branches with current measurements. The vector
e2 represents the Gaussian random measurement error vector with zero mean
and covariance matrix W2.
Equation (2.11) is linear and thus the updated state estimates xˆ
(2)
rect based on
phasor measurements can thus be computed using linear WLS
xˆ
(2)
rect ==
[
Vˆ
(2)
real Vˆ
(2)
imag
]T
=
[
ATW−12 A
]−1 [
ATW−12
]
z2. (2.12)
The theoretical error covariance of the second step estimation xˆ
(2)
rect , that is, of
the overall estimation, is given by
W
xˆ
(2)
rect
=
[
ATW2
−1A
]−1
(2.13)
and can be used, under Gaussian hypothesis, as an evaluation of the estimation
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uncertainty.
It is noted that the covariance matrix of the estimation error W
xˆ
(2)
rect
in (2.13)
corresponds to the state vector xˆ
(2)
rect in rectangular coordinates. As the state
estimation is to be evaluated in terms of magnitudes and angles, the estimation
error covariance should be transformed to the form W
xˆ
(2)
polar
corresponding to
the state vector xˆ
(2)
polar =
[
|Vˆ(2)| ϕˆ(2)
]T
in polar coordinates.
Generally, as shown in [69] the transformation of the covariance matrix for
the state variable into rectangular form can be performed by
Wrect =
[
cos(ϕ) −|V| sin(ϕ)
sin(ϕ) |V| cos(ϕ)
]
·
[
σ2|V| 0
0 σ2ϕ
]
·
[
cos(ϕ) −|V| sin(ϕ)
sin(ϕ) |V| cos(ϕ)
]T
,
(2.14)
where σ2|V| and σ
2
ϕ are the covariances of magnitude and phase measurements,
respectively. In fact, the diagonal entries ofW
xˆ
(2)
polar
includes the voltage magni-
tude variance σ2
|Vˆ
(2)
i
|
and the phase angle variance σ2
ϕˆ
(2)
i
for the estimation error
of the i-th state variable.
2.3.3 Performance index
Two synthetic indices which can be derived from the theoretical error covari-
ance of the estimates are used to evaluate the performance of the DSSE, given
a specific placement configuration of SMs and PMUs:
• Maximum voltage magnitude relative deviation among all buses:
∆V = 2 ·maxi
σ|Vˆi−Vi|
|Vi| (2.15)
for i = 1 . . . N , where N is the number of grid buses, |Vi| and |Vˆi| are the
true bus voltage magnitude at bus i and its estimate provided by the two
step DSSE respectively, and σ|Vˆi−Vi| = σ|Vˆi| is the standard deviation of
the voltage magnitude estimation error at the i-th bus which is also the
square root of the diagonal elements at the corresponding rows of the error
covariance matrix W
xˆ
(2)
polar
.
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• Maximum phase angle deviation among all buses:
∆ϕ = 2 ·maxi σ|ϕˆi−ϕi| (2.16)
for i = 2 . . . N , where ϕi is the true bus voltage phase angle at the i-
th bus, ϕˆi is its estimate and σ|ϕˆi−ϕi| = σ|ϕˆi| is the standard deviation
of the corresponding estimation error which is also the square root of the
diagonal elements at the corresponding rows of the error covariance matrix
W
xˆ
(2)
polar
.
It is important to notice that the angle error is expressed in absolute value,
while the amplitude error is relative, since it is more meaningful in terms of
bus phasor estimation. Besides, for each index a multiplier of two in (2.15) and
(2.16) is chosen to guarantee that, under Gaussian hypothesis, the estimation
error is lower than the index value with a probability greater than 0.95 (i.e., a
95% coverage factor is considered). This assumption allows setting limits to the
deviation indices with a given probability.
2.4 Problem formulation of the proposed meter placement
optimization
As aforementioned, a mixed approach that minimizes the measurement costs
for a given accuracy threshold and minimizing the estimation uncertainty among
the measurement configurations with the same cost is adopted. The optimiza-
tion problems concerning different system features and requirements are formu-
lated.
The standard formulation of the meter placement optimization, with the nom-
inal goal of finding minimum number of PMUs and SMs to be incorporated while
achieving the best SE performance, is formulated in Chapter 2.4.1. Then, the
placement optimization is extended towards designing a robust measurement
system with respect to possible malfunction occurring in measurement devices
as defined in [21]. The N-1 meter loss robustness concerns a measurement device
experiencing a fault or of a loss in measured data transmission, while the impact
of possible measurement accuracy degradation is investigated as the N-1 meter
degradation robustness.
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2.4.1 Standard meter placement
Defining p =
[
pTPMU p
T
SM
]T ∈ 2N × 1 as the vector of binary values that
represents the presence flags of PMUs and SMs devices in a grid with N buses,
the goal of the optimization is to find an optimal placement vector p that
minimizes the objective function in terms of the metering costs and the DSSE
estimation errors that can be expressed by the general formula
min
p
fobj = min
p
{cTPMUpPMU + cTSMpSM +αT∆V (p) + βT∆ϕ (p)} (2.17)
subject to {
∆V (p) ≤ εv,max1M
∆ϕ(p) ≤ εangle,max1M ,
(2.18)
where cPMU and cSM are, respectively, the N-elements vectors of the relative
costs (normalized with respect to a conventional unitary cost) of PMUs and
SMs to be positioned or incorporated into the measurement system at each
bus. ∆V (p) and ∆ϕ(p) are the accuracy indices defined in (2.15) and (2.16)
obtained by performing the two step DSSE with the meter placement p. For M
test scenarios the ∆V (p) and ∆ϕ(p) contain M elements. The entries of the
weighting vectors α and β are chosen as αj = βj =
1
M
for j = 1 . . .M , that
is, the average deviations among several conditions are considered as the index
of the measurement configuration quality. The parameters εv,max and εangle,max
are the acceptable deviation of voltage magnitude and phase angle estimates,
respectively.
It is also noted that due to the nonlinear WLS in DSSE it is hardly possible
to derive a mathematical closed form for ∆V (p) and ∆ϕ(p) as a function of
p. This also significantly increases the complexity of solving the optimization
problem and leads to the consideration of applying the meta-heuristic method,
the genetic algorithm, in this work.
2.4.2 N-1 meter loss robustness placement
An optimal meter positioning with N-1 meter loss robustness means ensuring
the compliance with the given SE accuracy limits even in case of failure of anyone
of the placed measurement devices at the corresponding bus. To achieve this
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goal the standard optimization problem is adapted so that the loss of one placed
meter is introduced as an additional constraint of the optimization procedure.
The same objective function in (2.17) is considered for the N-1 meter loss
robustness, while the constraints in (2.18) are modified to{
∆V (Akp) ≤ εv,max1M
∆ϕ (Akp) ≤ εangle,max1M
k = 1 . . . 2N (2.19)
while Ak is a 2N × 2N identity matrix where its element ak,k is set to zero
indicating the loss of the k-th measurement devices. It is worth noting that
the loss of data from a SM means that the power injection of a given node
can be known only by the a-priori knowledge about historical data of the load
consumption with high uncertainty.
2.4.3 N-1 meter degradation robustness placement
Another factor of the robustness of a measurement system is the capability
to cope with the degradation of the metrological characteristics of the measure-
ment devices. In analogy with the “N-1 meter loss robustness”, it is possible to
define “N-1 meter degradation robustness” for the system that should be able to
guarantee the acceptable estimation deviations even if the quality of one mea-
surement goes below its specified accuracy limits. This condition is particularly
interesting in distribution systems, where the metering infrastructure is scarcely
redundant.
While the same objective function in (2.17) is considered for the N-1 degra-
dation robustness, the constraints are slightly modified according to:{
∆V (Bkp) ≤ εv,max1M
∆ϕ (Bkp) ≤ εangle,max1M
k = 1, . . . ,2N, (2.20)
with Bk is also a 2N × 2N identity matrix with the element bk,k marked to
indicate the measurement degradation of the k-th device. Different uncertainties
for non-degraded and degraded measurement devices are taken into account in
the optimization.
It is very important to point out that when a measurement is degraded, its
uncertainty increases. However, the state estimator is not aware of this degrada-
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tion, and thus the weighting matrices W−11 in (2.6) and W
−1
2 in (2.12) remain
the same, while the “true” covariance matrix of the measurement error changes
and, as a consequence, the theoretical covariance matrix of the estimation errors
has to be computed in a different way.
Defining Wˆ1 as the covariance matrix of the “true” measurement errors for
the first step DSSE, including possibly degraded measurements, it is possible to
compute the theoretical covariance matrix of the estimation error after the first
step as:
Wˆxˆ(1) =Wxˆ(1)
[
HT1
(
xˆ(1)
)
W−11 Wˆ1W
−1
1 H1
(
xˆ(1)
)]
Wxˆ(1) , (2.21)
where Wxˆ(1) is estimation error covariance of the first step as defined in (2.10).
With the same approach, the theoretical covariance matrix of the estimation
errors of the post-processing step in the case of meter degradation is given by
Wˆ
xˆ
(2)
rect
=W
xˆ
(2)
rect
[
ATW−12 Wˆ2W
−1
2 A
]
W
xˆ
(2)
rect
, (2.22)
where W
xˆ
(2)
rect
is the error covariance of post-processing step defined in (2.13),
while Wˆ2 is the actual covariance matrix of the measurement errors in the
second step, that includes Wˆ
xˆ(1)
(translated in rectangular coordinates) and the
covariance matrix of the PMU measurement errors with possible degradation.
The equation (2.22) is used in the same way as (2.13) to derive the corresponding
Wˆ
xˆ
(2)
polar
. Thus, the accuracy indices (2.15) and (2.16) can be derived from Wˆxˆ(1)
and Wˆ
xˆ
(2)
polar
.
2.5 Proposed meter placement optimization procedure
As aforementioned, the optimal meter placement problem defined in Chapter
2.4 is solved using the genetic algorithm. The meter placement task follows the
steps of GAs using the objective function with corresponding constraints defined
in Chapter 2.4. The optimization procedure is presented here in detail.
In this work, the objective function in (2.17) which incorporates both the
metering costs and state estimation accuracy is also used as the fitness func-
tion for the GA. For the meter placement problem concerning robustness, the
constraints in (2.19) and (2.20) are considered correspondingly.
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The overview of the GA based meter placement optimization procedure is
illustrated in Figure 2.3. The inputs for the optimization procedure are on one
hand the setting for the GA such as population size, termination criteria etc,
and on the other hand the distribution grid parameters, load consumption and
DG data, measurement uncertainty and limits as well as meter costs for SMs
and PMUs.
For the meter placement task, an individual is a vector that has the same
length as the possible number of measurement points and its components are
simply binary values, corresponding to the presence/absence of a measurement
instrument at a given point. According to the problem formulation defined
in Chapter 2.4.1, the solution vector of the meter placement p is a vector with
binary digits which can be perfectly encoded to the chromosome of an individual
with binary genes in the GA, where each bus in the power grid has a gene that
indicates the existence of a PMU or a SM at that bus with “1” or “0”.
The overall placement optimization procedure involves the following steps:
Step a The optimization is initialized based on the given inputs and GA set-
tings, where an initial population of meter placement solutions with size
Np is also randomly generated.
Step b Assuming that one population contains Np individuals, while each in-
dividual corresponds to one meter placement candidate solution. Then,
each individual is evaluated with respect to the predefined fitness func-
tion and constraints, while the evaluation phase consists of performing
the DSSE and calculating the calculated fitness function value according
to the possible meter placement configuration.
Step c If the termination criteria of the GA are respected, the optimization
procedure is ended and the optimized meter placement is reported. Oth-
erwise, the procedure goes to selection.
Step d After obtaining the fitness values of all individuals, a comparison of
these fitness values is carried out and the best ones with the lowest values
are selected.
Step e Based on the selected individuals the next population of individuals,
i.e., a new set of meter placement candidate solutions, are generated by
crossover and mutation operators, then the procedure returns to Step b.
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Figure 2.3: Proposed overall procedure for meter placement optimization based
on GA
Different toolboxes have been developed for implementing genetic algorithms.
In this work, the function ga.m with associated functions from the MATLAB
global optimization toolbox is used to implement and perform the optimization
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procedure. It should be also pointed out that other optimization algorithms can
also be used for the same purpose, however this is considered as future work to
compare the performance of different optimization algorithms, while the focus
of this work is in the development of a meter placement optimization procedure.
The procedure for the different optimization problems defined in the last chap-
ter are different only in reference to the fitness evaluation step as will be pre-
sented in the following sections.
2.5.1 Procedure for standard meter placement optimization
Figure 2.4 shows in detail the fitness evaluation phase of a single individual
for the standard meter placement. With the given input data the DSSE is
performed with this individual as the meter placement candidate solution in
different scenarios, including changing grid topologies and variations of the loads
and DGs.
The classical power flow calculation is performed for each scenario to obtain
the true values of voltages, currents, active and reactive powers. Measurement
data with uncertainties are then obtained by adding random errors following the
normal distribution to the true values. It is noted that due to the nonlinearity
of the WLS and the large number of pseudo-measurements with high uncer-
tainty, the estimation error covariance of the DSSE (such as defined in (2.10))
slightly depends on the estimated values. Therefore, the performance indices
are evaluated by averaging their values over a small number NMC of Monte
Carlo simulations with random extractions of measurement data [29, 59]. In
view of this, the averaging over the Monte Carlo simulations corresponds to the
expectation of the state error covariance matrix and is utilized as discussed [29].
In this work NMC is chosen equal to 10.
For each scenario the DSSE performance indices defined in (2.15) and (2.16)
are provided as outputs. The performance indices obtained for all scenarios are
then compared with the given accuracy limits. Only the meter placement solu-
tions, with which the DSSE performance comply with the accuracy limits in all
scenarios, are considered as feasible solutions. The fitness values for the feasible
placement candidates that comply with the limits are calculated according to
(2.17). The fitness values of unfeasible individuals, based on which the DSSE
result does not respect the predefined accuracy limits in any of the scenarios, are
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Figure 2.4: Fitness evaluation process for standard optimization
strongly penalized by adding a big additional cost that is one common approach
of evolutionary algorithm [67]. All individuals are then compared in terms of
their values of the fitness function in the selection phase. The penalty leads then
to that the unfeasible placement candidates will be disregarded in the selection
for next population.
2.5.2 Procedure for N-1 robustness placement optimization
In cases of the N-1 robustness, namely the meter loss and meter degradation
robustness as defined in Chapter 2.4.2 and Chapter 2.4.3, an additional step is
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added in the fitness evaluation phase comparing to the standard meter place-
ment, while the rest of the GA procedure in Figure 2.3 remains unchanged.
As highlighted in yellow in Figure 2.5, for each individual or meter placement
candidate the DSSE is performed and evaluated additionally for all cases of
one meter loss or one meter degradation at one time in each scenario. In the
comparison with the accuracy limits, only the meter placement solutions that
respect the DSSE performance limits in all scenarios including all N-1 cases are
considered as feasible solution candidates. Otherwise, the fitness value is pe-
nalized as for the standard placement case. It is obvious that the consideration
of N-1 robustness increase the complexity the optimization procedure and its
computational time.
2.5.3 Procedure for meter placement with non-Gaussian statistics of
non-monitored DGs
In the meter placement procedure presented so far, historical temporal infor-
mation of load consumption and DG generations are assumed available, e.g.,
available in the United Kingdom Generic Distribution Systems (UKGDS) data
base [70], whereas the measurement uncertainty is considered as additive ran-
dom errors following the zero mean Gaussian distribution. In this way, the
uncertainty on the knowledge was limited to the relative low uncertainty of the
additive measurement errors. However, the load consumption and output power
of DGs might have large variability, and there might be very limited available
accurate measurement data due to limited metering and communication infras-
tructure, or due to the lack of specific agreements between DG operators and
DSOs. Instead, it is possible to tackle the stochastic nature in the optimization
process using the PDFs in absence of sufficient measurement information .
In this work, the non-Gaussian random nature of the non-monitored wind
DGs is prospected as an example for the case of lacking sufficient measurement
information and incorporated into the meter placement optimization process
using the so-called Gaussian component combination method, whereas the op-
timization formulations defined in Chapter 2.4 remain the same.
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Figure 2.5: Fitness evaluation process for N-1 robustness optimization
2.5.3.1 Procedure for the meter placement in combination with Gaussian
component combination method
As shown in [47, 48], the DSSE can be solved by executing multiple WLS
runs with the combination of Gaussian components introduced as the Gaussian
component combination method (GCCM). In this way the non-Gaussian statis-
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tics can be incorporated in the WLS based DSSE, originally based on Gaussian
assumption. As shown in these literature, in case of limited number of ran-
dom variables the GCCM can also reduce significantly the computational effort
comparing to Monte Carlo simulations. Therefore, the GCCM is proposed here
to be incorporated into the optimization process in order to find meter place-
ment solutions that is robust with respect to the large variability of DG power
fluctuations with non-Gaussian probabilistic nature.
Each non-monitored DG, represented by a non-Gaussian PDF, is approxi-
mated by the GMM and its full component GMM as defined in the previous
section. The EM algorithm is applied based on the historical generation profile
ignoring any temporal information to obtain the Gaussian mixture components
for generation power. Univariate distribution of the generated DG power is con-
sidered. An example of the GMM of the DG generations is given in the case
studies.
Including the GCCM into the meter placement optimization involves the fol-
lowing steps:
1. For each meter placement candidate, the theoretical covariances of the
estimation errors are computed running the WLS for Nr GMM component
combinations, where Nr is equal to:
Nr =
MDG∏
i=1
Nci (2.23)
with MDG the number of non-monitored DGs, and NCi the number of
Gaussian components of GMM of the i-th DG.
2. In each WLS run, the mean value of each GMM component is consid-
ered as the pseudo-measurements for the corresponding non-monitored
DGs. The other measurements, such as real measurements, load pseudo-
measurements and power generation measurements of monitored DGs, are
obtained again as the true values from the power flow calculation with ad-
ditive errors following the normal distribution.
3. The variance of the full component GMM is used to obtain the weight of
the corresponding pseudo-measurements, in all the WLS runs. This choice
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is motivated by the practical idea that the DSO is going to implement a
standard DSSE based on the only available information.
4. The results of the Nr times WLS are recombined according to (2.2) and
(2.3) to obtain the mean and error variance for each bus. From the i-th
WLS run with i ∈ {1 . . . Nr} the obtained estimates become the i-th mean
value µˆz,i, and the i-th variance σ
2
z,i is obtained from the diagonal elements
of the theoretical error covariance matrix. It is important to note that
the covariance matrix of the first estimation step is computed, for each
combination, by means of the modified theoretical error covariance (as
defined in (2.21)), because, in the adopted approach, there is a discrepancy
between the variance of each component and the chosen weight of the
corresponding pseudo-measurement.
The weight of the i-th Gaussian component in the recombination is the
product of all the weights of the Gaussian components from theMDG DGs
involved in the i-th combination [47, 48]
wˆi =
MDG∏
j=1
wj,i, (2.24)
where j, i is the j-th index of the i-th combination. The weighting factors
are obtained by combination of the weighting factors of all the components
of the non-Gaussian priors involved in each of the Nr combinations. All
possible combinations of GMM components have to be considered in order
to cover the overall probability range of the PDFs.
In this way an equivalent full component GMM based on the GCCM
results is obtained for the magnitude and phase of each bus according to
µˆz =
Nr∑
i=1
wˆiµˆz,i (2.25)
σˆ2z =
Nr∑
i=1
wˆi
[
σˆ2z,i + (µˆz,i − µˆz)2
]
, (2.26)
5. The variance of the obtained full component GMM for each bus is used
to compute the accuracy indices defined in (2.15) and (2.16).
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As for the optimization procedure in this case, the DSSE in combination with
the GCCM is incorporated in the fitness evaluation step as depicted in Figure
2.6 with the parts involved in the GCCM highlighted in orange, while the other
steps such as GA initialization, selection and reprodcution remain the same as
in Figure 2.3.
It is also noted that the mean value of the full component GMM of the non-
monitored DG generation is used for the power flow calculation to obtain the
”true” values in all scenarios. In addition, this procedure can also be easily
extended to the N-1 robustness placement, whereas the DSSE with Monte Carlo
in Figure 2.5 should be replaced by the DSSE combined with GCCM.
2.5.3.2 Validation procedure of meter placement considering the
non-Gaussian statistics of non-monitored DGs
The validation of meter placement solutions for the case of non-monitored
DGs (some of which lacking temporal profiles information) is performed using
Monte Carlo simulations. Considering a test case with different grid topologies
and various time instants representing different load conditions, for each time
instant in each grid topology Mc random values are extracted from the whole
non-Gaussian PDF of the DGs for which no other information is available. These
random values are used together with the load and known DG values taken from
the profile data to generate Mc possible grid conditions at this time instant,
while in the DSSE the constant weighting factor equal to the inverse of the
variance of the full component GMM of each DGs statistics is used, since it
represents the assumption of the single knowledge about the corresponding DG
generations. Then, the voltage amplitude relative deviation δV,i and phase angle
deviation δϕ,i of each bus are computed for each random trial as
δV,i=ˆ| Vˆi − Vi
Vi
| · 100%, δϕ,i = |ϕˆi − ϕi| (2.27)
For each time instant, the 95 % quantile of the Mc deviations in (2.27) are
computed and the maximal values of the 95 % quantile among all the net-
work scenarios and time instants are compared with the given limits εv,max
and εangle,max to assess the compliance of the meter placement in the case of
non-monitored DGs.
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Figure 2.6: Fitness evaluation process for meter placement optimization with
non-Gaussian statistic
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2.6 Test conditions for case studies
In the next sections the proposed meter placement optimization procedure is
validated in two case studies. To this end, the test conditions are first defined
as following.
There are four different types of measurements with different accuracy consid-
ered in this work: real measurements, pseudo-measurements, Smart Metering
measurements and PMU measurements. It is assumed that the former three
measurement types give the information of active and reactive power injections,
while the PMU provides voltage and current phasor measurements. It is also
assumed in this work that a PMU installed at one bus can measure the bus
voltage and all the branch current connected to that bus.
The following typical conditions for the measurement uncertainty in terms of
maximum measurement errors in percentage are generally assumed in the case
studies:
• Real measurements: 1 %. These are considered as the default measure-
ments that are always present and include voltage amplitude, active and
reactive power injections measurements at the slack bus.
• Pseudo-measurements: 50 %. The pseudo-measurements are typically
based on historical profile data of loads and power generations. In par-
ticular, such uncertainty is ascribed to the absorbed or generated pow-
ers obtained from the temporal profile information (temporal pseudo-
measurements) in [70] in this work.
• Smart Metering measurements: 1 %. As mentioned before, the Smart Me-
tering measurements are assumed as the accumulated active and reactive
power injections at the associated buses.
• PMU measurements: a Total Error Vector (TVE) of 1 % is considered
as the PMU accuracy (compliant with the IEEE synchrophasor standard
[71]). The TVE has been divided into a 0.7 % maximum deviation on
magnitude and a 0.7 crad (= 0.7 · 10−2 rad) maximum deviation on phase
of voltages and currents.
Here and in the following centiradian (crad) is used for phase angles errors,
because it is immediately comparable with the percent amplitude error. In fact,
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the two errors, if expressed with these units, can be considered to have the same
impact on the TVE, which is a phasorial difference.
Deviations following the normal distribution are added to the true values ob-
tained from power flow calculations to simulate the uncertainty of the measure-
ments, except for the case study for non-Gaussian statistics of the non-monitored
DGs. The measurement weighting in the WLS is calculated from the inverse
square of the standard deviation of measurement uncertainty, which, by assum-
ing a normal distribution, is one third of a given percentage of maximum error
about the mean value for a 99.7 % coverage factor as defined in [43]. The per-
centage of the maximum error is chosen to denote the measurement uncertainty.
It is also noticed that the measurement accuracy defined above aims at the us-
age in the case studies presented in this work. They can be adapted according
to specific application scenarios.
As already discussed, the relative accuracy indices ∆V and ∆ϕ, defined in
(8) and (9), are selected as indicators for the quality of DSSE. The maximum
allowable deviation on the estimated voltage amplitudes and phases are εv,max =
0.7 % and εangle,max = 0.7 crad, respectively.
For the optimization process, the relative costs of 1 for every PMU and 0.2
for each SM have been chosen for the most of the tests with results. These cost
relations of PMU and SMs are assumed just as examples. The focus is more
on defining a design procedure that could help to make decision on metering
infrastructure. In practice, the costs of the measurement devices depend on
specific investment and application scenarios. For example, PMU can cost sev-
eral thousand Euros, while the cost of a smart metering device with dedicated
peripheries can vary from several hundred to a thousand Euros. The costs of
transducers and installation have obviously to be added to the instrumentation
costs.
It is also noted that different topologies can have different probabilities to
occur. Topologies in emergency situations, in which tie lines switches are used
as considered in the scenarios of the following chapter, are particularly important
to be well monitored, even if such cases are less probable. Thus, in this work
the probabilities of the topologies are not considered in the optimization, as to
ensure a given level of confidence in the results for all possible conditions.
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Figure 2.7: 16-bus test grid
2.7 Case study - 16-bus test grid
The test case in Figure 2.7 is a modified version of the generic UKGDS 16-bus
test grid [70]. The original test grid consists of one grid supply, 2 transformers,
15 loads (classified as domestic, industrial and commercial), 15 distribution
lines, 15 buses at the 33 kV level, and 3 DGs. Several possible grid operating
configurations in meshed topology have been obtained by considering three tie
lines to the original test grid, denoted as blue dashed lines in Figure 2.7.
Four different grid topologies are simulated for this test grid, as follows:
Topology 1: the complete scenario shown in Figure 2.7;
Topology 2: open tie line (3-7);
Topology 3: open tie line (3-7) and open tie line (4-15);
Topology 4: open tie line (3-4) and open tie line (4-15).
The classification for different kinds of loads and DGs located in the test grid
is defined arbitrarily as listed in Table 2.1. In [70], the temporal data profile of
load consumption and DG power generations are given as scalable active and
reactive power in half-hourly series covering a one year period.
In this test case, the four grid topologies defined above combined with the
variation of load and generation at different time instants, including two days
43
2.7 Case study - 16-bus test grid
Table 2.1: Classification of loads and DGs for 16-bus test grid
Load and DG type Bus No.
Domestic loads 2, 3, 5, 7, 10, 11, 12, 13
Commercial loads 4, 6, 9
Industrial loads 14, 15, 16
Wind 3, 16
PV 8
for each month, one working day and one Sunday respectively and 6 time points
of a day, resulting in 144 time instants, are simulated. This results in 576
scenarios in total. The values for the absorbed and generated powers for loads
and DGs are chosen so that the voltage magnitude profile limits are respected
for each possible operative condition. The normalized voltages magnitude and
phase angle at all buses under all scenarios obtained by power flow calculations
are depicted in Figure 2.8 in terms of mean values associated with maximum
and minimum with bars. The red dashed line in the plot of voltage magnitude
indicates the assumed +10 %/− 10 % limits.
As a reference case, the DSSE without any meter placed is first performed
for all scenarios, considering all the four grid topologies and all load and gen-
eration conditions at different time instants. The temporal generation profile
available in [70] is first used as the pseudo-measurements for both the wind and
PV generations with an uncertainty of 50 %, as same as for the load pseudo-
measurements. Then, deviation indices for each bus, the voltage magnitude
relative deviation ∆V,i and the phase angle deviations ∆φ,i, can be evaluated
starting from (2.15) and (2.16) based on the obtained theoretical error covari-
ance of the estimates. The resulted deviation indices of the DSSE without any
meter placement are illustrated in Figure 2.9, providing the quality of the esti-
mation bus by bus. It is obvious that without any meter placement the given
maximum allowable deviations of εv,max = 0.7 % and εangle,max = 0.7 crad for
the voltage magnitude and phase angle respectively denoted as red dashed lines
are not respected.
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Figure 2.8: Power flow results of normalized voltage magnitudes and phase an-
gles in all scenarios in the 16-bus test grid
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Figure 2.9: Deviation indices for DSSE without meter placement in the 16-bus
test grid
45
2.7 Case study - 16-bus test grid
2.7.1 Standard meter placement optimization
The optimization for the standard meter placement without considering the
robustness as introduced in Chapter 2.4 is first carried out of the 16-bus test
grid with the defined test conditions.
In Table 2.2, the result of the meter placement optimization including the
multiple topolgies and all time instants is reported. In fact, only one PMU and
one SM are required, for a total relative cost of 1.2. As an example, Figure 2.10
shows the evolution of the GA optimization for this obtained meter placement.
In the upper plot the best fitness values and the mean fitness values of the
individuals evolves in a decreasing manner over the generations that also means
minimizing the objective function. The lower plot shows the individual that
eventually survives which is also the optimized meter placement solution with
the binary digits equal to one represents a meter placed at corresponding buses
.
Table 2.2: Standard meter placement optimization for all scenarios
Placement
SM Placement
(Bus indices)
PMU Placement
(Bus indices)
Placement
relative cost
Standard 5 2 1.2
Similarly to Figure 2.9, the deviation indices, the voltage magnitude relative
deviation ∆V,i and the phase angle deviations ∆φ,i, corresponding to the opti-
mized standard meter placement solution are illustrated in Figure 2.12, proving
the quality of the DSSE bus by bus. It is obvious that the limits for both volt-
age magnitude and phase angle denoted as red dashed line are respected. The
maximum values of performance indices ∆V and ∆ϕ among all the buses are
listed in Table 2.3. Therefore, by suitably positioning the measurement devices,
it is possible to perform a DSSE with given accuracy for all the four topologies
and for each load and generation condition.
It is also important to emphasize that the results of the placement optimization
of PMUs and SMs obviously depend on the relative cost assigned to the different
devices. In the procedure, different costs could be assigned to the same device,
depending on its position. This flexibility allows particular situations (e.g., the
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Figure 2.10: GA results for the standard meter placement optimization in 16-bus
test grid
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Figure 2.11: DSSE deviation indices of each bus for optimized standard meter
placement in 16-bus test grid
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Table 2.3: Maximum deviation indices with optimized standard meter place-
ment in 16-bus test grid
Placement max∆V max ∆ϕ
Standard 0.58 % 0.45 crad
Table 2.4: Meter placement optimization for N-1 meter loss robustness in 16-bus
test grid
Placement
SM Placement
(Bus indices)
PMU Placement
(Bus indices)
Placement
relative cost
N-1 meter loss 15, 16 4, 10 2.4
presence of SMs already installed) to be considered in the optimization.
2.7.2 N-1 meter loss robustness placement
As defined in Chapter 2.4 the N-1 meter loss robustness is defined as a place-
ment that can still respect the DSSE accuracy limits even in case of the failure
of anyone of the placed measurement devices. In this test the temporal gener-
ation profile is again used as pseudo-measurements for both the wind and PV
DGs with measurement uncertainty of 50 %. The optimization is performed
including all scenarios, i.e., all different grid topologies and time instants.
In Table 2.4 the optimized meter placement is shown for the N-1 meter loss
robustness. As expected, comparing to the results of the standard placement
optimization in Table 2.2 ensuring a N-1 robustness needs more meters to be
placed, which also leads to higher cost.
The maximum deviation indices among all buses over all scenarios, when the
placements in Table 2.2 and Table 2.4 are validated considering the possible
loss of a metering device, are shown in Table 2.5. As expected, in this case
the standard meter optimization solution does not respect the accuracy limits
of 0.7% for ∆V and 0.7crad for ∆ϕ, while in contrast the placement solution
optimized considering the N-1 robustness achieves the accuracy requirements.
It implies that, without a suitable redundancy, in case of loss of a device, the
measurement system fails to guarantee the desired estimation accuracy. It is
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Table 2.5: Comparison of maximum deviation indices considering one meter loss
in 16-bus test grid
Placement max∆V max ∆ϕ
Standard 1.25 % 1.06 crad
N-1 meter loss 0.61 % 0.39 crad
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Figure 2.12: DSSE deviation indices of each bus for optimized N-1 meter loss
placement in 16-bus test grid
observed that the worse performances occurs in case of the loss of the PMU
positioned at bus 4, since the bus 4 has more connected branches, and thus the
PMU can provide more current phasor measurements than the PMU at bus 10.
The deviation indices, the voltage magnitude relative deviation ∆V,i and the
phase angle deviations ∆φ,i, corresponding to the N-1 meter loss placement
solution are illustrated in Figure 2.12, providing the quality of the DSSE bus by
bus. It is obvious that the limits for both voltage magnitude and phase angle
denoted as red dashed line at all buses are respected in the emergency case of
one meter loss.
49
2.7 Case study - 16-bus test grid
2.7.3 N-1 degradation robustness placement
The optimization procedure is then tested in case that the accuracy of one
measure at a time goes below its specified nominal accuracy limits which is
referred to as the N-1 meter degradation robust placement. In this context, the
meter placement solution should be able to guarantee the acceptable estimation
deviations.
The assumed degradation of the SMs yields an increased maximum measure-
ment errors equal to 5 %. For the PMUs, degradation is assumed to affect one
single channel at a time. Hence, when performing the meter placement optimiza-
tion, either a single voltage phasor or current phasor measurement degradation
is allowed. In both cases, the degraded maximum measurement error of the
PMUs is set to 3 % for amplitude and 3 crad for phase angle.
Table 2.6 reports the results for the N-1 degradation robustness that requires
as expected more meter to be placed than the standard case. It is possible
to note that the gap between a-priori performance (nominal accuracy of the
devices) and effective performance of the measurement devices misleads the
state estimator, which, as a consequence, requires an increase of the number of
the measurement points to respect accuracy constraints for the estimation.
Table 2.6: Meter placement optimization for N-1 meter degradation robustness
in the 16-bus test grid
Placement
SM Placement
(Bus indices)
PMU Placement
(Bus indices)
Placement
relative cost
N-1 meter
degradation
8, 10, 11 2, 10 2.6
The maximum deviation indices, when the placements in Table 2.2 and Table
2.7 are validated considering the possible loss of a metering device, are shown in
Table 2.6. It is to see that in this case the standard meter optimization solution
does not respect the accuracy limits due to the degradation of the metering,
while in contrast the placement solution optimized considering the N-1 robust-
ness can respect the accuracy requirements. It indicates again that, without a
suitable redundancy, in case of the degradation of a device, the measurement
system fails to guarantee the desired estimation accuracy. It is also observed
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Table 2.7: Comparison of maximum deviation indices considering one meter loss
in 16-bus test grid
Placement max∆V max ∆ϕ
Standard 1.17 % 0.65 crad
N-1 meter degradation 0.67 % 0.2 crad
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Figure 2.13: DSSE deviation indices of each bus for optimized N-1 meter degra-
dation placement in 16-bus test grid
that the degradation of the DSSE performance is significantly caused by the
degradation of the voltage phasor measurements of the PMUs.
The deviation indices, the voltage magnitude relative deviation ∆V,i and the
phase angle deviations ∆φ,i, corresponding to the N-1 meter degradation place-
ment solution are depicted in Figure 2.13, providing the quality of the DSSE
for all buses. It is observed that the degradation of the measurements heavily
affects the voltage magnitude estimation for all buses, while the voltage angle
estimation is much less affected and even improved due to the increased number
of the placed meters. It is obvious that the limits for both voltage magnitude
and phase angle denoted as red dashed line at all buses are respected in the
emergency case of one meter loss.
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2.7.4 Meter placement with non-Gaussian statistics of non-monitored
wind DGs
As discussed in Chapter 2.5.3, the only knowledge is assumed to be the PDF
of non-monitored DGs in this case. It is assumed that the two wind DGs at bus
3 and bus 16 in Figure 2.7 are non-monitored, while for the PV DG at bus 8 the
temporal pseudo-measurements are still applied. The meter placement taking
this consideration into account is studied here.
The PDF of generation profile of the wind DGs is calculated based on the
yearly profile data of the generic UKGDS test cases provided in [70] that can be
scaled by arbitrary chosen power demand factors, while ignoring the temporal
information. Since the PDF for the wind DG generation does not follow a
Gaussian distribution, a GMM with 3 components is used to approximate the
PDF. The PDF and the GMM approximation for the active power generation
of the wind DG at bus 3 and bus 16, used in the tests, is illustrated in the
Figure 2.14, and the GMM parameters are shown in Table 2.8. A zoomed figure
is added to show the range of very low powers. It is also noted that the high
peak of the Gaussian component for the zero output is caused by its very small
variance. The reactive power of the wind DGs are calculated based on the active
power and a constant power factor of 0.95.
Table 2.8: GMM parameters for the wind DG active power profiles
DG PDF
Mean Variance Weights
µ1 µ2 µ3 σ
2
1 σ
2
2 σ
2
3 w1 w2 w3
Bus 3 1e-11 0.66 3.96 1e-6 0.22 3.9 0.14 0.32 0.53
Bus 16 1e-7 0.49 2.99 1e-6 0.12 2.23 0.14 0.32 0.53
It is possible to note that the PDF of the wind DG power spreads over a really
large range of values, thus implying a large uncertainty in the knowledge derived
by these data. In addition, the non-Gaussianity of the PDF which represents
different random nature of the DG generations than a standard Gaussian dis-
tribution needs to be taken into account. Thus, the optimal meter placements
obtained in previous sections might not be feasible any more in the absence of
the temporal pseudo-measurements.
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Figure 2.14: PDF and GMM approximation for the wind DG active power at
bus 3 and bus 16 in the 16-bus test grid
Therefore, the meter placement solutions of the standard, N-1 meter loss ro-
bustness and N-1 meter degradation robustness obtained in the last three sec-
tions are first validated under the assumption of the only knowledge about the
PDF of the Wind DG generations. The validation approach defined in section
2.5.3.2 is performed for all the grid conditions. The obtained maximal deviation
indices δV,i and δϕ,i defined in (2.27) for the voltage magnitude and phase angle
respectively among all buses and all the grid conditions are shown in Table 2.9.
It is obvious that the accuracy limits for the DSSE could not be respected by
the meter placement that was optimized taking into account better information
than the coarse PDF of the DG generations.
The meter placement optimization incorporating the GCCM as defined in
section 2.5.3.1 is then performed in order to obtain solutions under the assump-
tion of non-monitored DGs and also for the N and N-1 robustness. The results
are shown in the Table 2.10. As expected, due to lack of temporal informa-
tion on wind DG generations, more meters are needed to be able to respect
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Table 2.9: Validation results of the unoptimized meter placements under GMM
hypothesis for wind DGs
Placement
Max 95 %
Quantile of δV,i
Max 95 %
Quantile of δϕ,i
Standard 1.17 % 0.79 crad
N-1 meter loss 1.65 % 0.78 crad
N-1 meter
degradation
0.72 % 0.43 crad
the estimation accuracy, comparing to the solutions without taking it into ac-
count. These optimized meter placement solutions are then validated as defined
Chapter 2.5.3.2. Table 2.11 shows the validation results of the GCCM based
optimization. The max∆V and max ∆ϕ reports the maximum deviation indices
which are obtained in the optimization based on GCCM, while δV,i and δϕ,i
are the results of Monte Carlo validation. The results based on GCCM do not
perfectly match with those obtained with the validation based on Monte Carlo
method, due to the approximation in the knowledge of the DG behavior assumed
in this test and to the use of overall covariance in distribution representation.
However, they are sufficiently close to Monte Carlo reference results to justify
the possibility to use GMM approach.
Table 2.10: Meter placement optimization under GMM hypothesis for wind DGs
Placement
SM Placement
(Bus indices)
PMU Placement
(Bus indices)
Placement
relative cost
Standard 10 2, 10 2.2
N-1 meter loss 5, 7, 8, 11, 16 2, 10, 12 4
N-1 meter
degradation
7, 11, 12 2, 4, 10 3.6
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Table 2.11: Validation results of the optimized meter placements under GMM
hypothesis for wind DGs
Placement max∆V max ∆ϕ
Max 95 %
Quantile of δV,i
Max 95 %
Quantile of δϕ,i
Standard 0.63 % 0.39 crad 0.67 % 0.45 crad
N-1 meter loss 0.48 % 0.35 crad 0.52 % 0.31 crad
N-1 meter
degradation
0.68 % 0.18 crad 0.62 % 0.16 crad
2.8 Case study - 77-bus test grid
A modified version of the generic UKGDS 77-bus test grid [70] depicted in
Figure 2.15 is used to validate the proposed meter placement optimization as a
large test case. Several possible grid operating configurations in meshed topol-
ogy have been obtained by adding tie lines to the original test grid, denoted as
blue dashed lines in Figure 2.15. The classification for loads and DGs located in
the test grids is shown in Table 2.12. For this test grid all loads are considered
as domestic loads according to the UKGDS database in [70], while the types
of DGs are arbitrarily chosen. The data profile of load consumption and DG
power generations are given as scalable active and reactive power in half-hourly
series covering a one year period in [70] .
Four different grid topologies are simulated for this test grid, as follows:
Topology 1: Meshed topology with all tie lines closed as depicted in Figure 2.15;
Topology 2: Open branch (5-52), branch (27-52) and branch (52-66);
Topology 3: Open branch (5-52), branch (31-45) and branch (56-63);
Topology 4: Open all meshed branches.
In this test case, the four grid topologies defined above combined with dif-
ferent time instants including 144 time instants modeling the variations of load
and DG generation (two days for each month, one working day and one Sunday
respectively, and 6 time points of a day over a year) are simulated. The histor-
ical temporal profile is applied as he pseudo-measurements with additive 50 %
uncertainty for the loads and generation of DGs.
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Figure 2.15: 77-bus test grid
Table 2.12: Classification of loads and DGs for 77-bus test grid
Load and DG type Bus No.
Domestic loads 3 . . . 77
Wind 10, 23, 34, 43, 47, 64
PV 4, 7, 16, 18, 21, 29, 31, 32, 40, 42, 54, 68
CHP 20, 45, 57, 61
Again as a reference case, the DSSE without any meter placed is first per-
formed for all scenarios. Then, deviation indices for each bus as the results
of the DSSE without any meter placement are illustrated in Figure 2.16. It is
observed that without any meter placement only the given maximum allowable
deviations of εv,max = 0.7 % for the voltage magnitude denoted as red dashed
lines are violated at most of the buses, while the phase angle limits are respected
even in the case of no placed meters.
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Figure 2.16: Deviation indices for DSSE without meter placement in the 77-bus
test grid
For this case study, the standard meter placement optimization and the N-1
robustness optimization are carried out. In Table 2.13, the optimized meter
placement solutions are listed for all considered cases. It is interesting to notice
that due to the light load conditions in the 77-bus test grids, only a few PMUs
are needed which are then able to reduce the voltage magnitude estimation
under the accuracy limits for the corresponding cases. The DSSE performance
are shown in Table 2.14 and Figure 2.17 in terms of the maximal deviation
indices over all buses and bus by bus, respectively. It is evident that with the
optimized meter placements the performance limits are respected in the different
robustness cases.
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Table 2.13: Meter placement optimization for 77-bus test grid
Placement
SM Placement
(Bus indices)
PMU Placement
(Bus indices)
Placement
relative cost
Standard 0 54 1
N-1 meter loss 0 54, 60 2
N-1 meter
degradation
0 12, 39, 54 3
Table 2.14: Validation results of the optimized placements for 77-bus test grid
Placement max∆V max ∆ϕ
Standard 0.61 % 0.43 crad
N-1 meter loss 0.64 % 0.44 crad
N-1 meter degradation 0.69 % 0.29 crad
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Figure 2.17: Comparison of DSSE deviation indices of the different meter place-
ment solutions in the 77-bus test grid
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2.9 Summary
In this chapter a holistic meter placement optimization procedure for design-
ing the optimal measurement infrastructure in future active distribution grids,
with trade-offs among predefined accuracy of the distribution system state es-
timation, number of PMUs and number of smart measurement devices and the
traditional measurements, is developed. In fact, technical and economic as-
pects are merged in the definition of the appropriate distributed measurement
infrastructure required to manage the active distribution grids.
A modified two step DSSE is applied to include all the heterogeneous mea-
surements. The design procedure is defined in terms of a stochastic optimization
taking into account fluctuation of loads and generation, meshed grid topology
and different uncertainty level of measurement information. The N-1 meter loss
robustness and the N-1 meter degradation robustness are also considered in the
optimization process. In addition, the non-Gaussian probability distribution of
non-monitored DG as an example is incorporated into the WLS based DSSE by
means of the Gaussian component combination method to find a robust meter
placement that still guarantees a desired level of accuracy for the estimation.
It is noted that the approach can also be extended to include non-monitored
loads with non-Gaussian statistics. Optimization procedures based on a genetic
algorithm are defined to determine the optimal meter placement with respect
to the different cases. The proposed meter placement method is successfully
validated using a 16-bus and a 77-bus test grid.
In summary, a design method for meter placement optimization is laid out.
The approach is validated by applying it to case studies representing a signif-
icant portion of existing distribution grids. The proposed method can assist
distribution system operators in making investment decisions to upgrade the
grid for the upcoming changes.
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Instantaneous dynamic phasor and
frequency estimation
In this chapter a new approach for the estimation of instantaneous dynamic
phasor, frequency and rate of change of frequency (ROCOF) is proposed. A
modified Taylor-Kalman filter (TKF) is developed for accurate instantaneous
dynamic phasor estimation under dynamic and distorted conditions. In com-
bination with the TKF based phasor estimation the frequency and ROCOF
estimations are designed using weighted smoothing differentiation based esti-
mator. The proposed algorithm proposes an alternative method for phasor,
frequency information and even harmonics measurements with high accuracy
for active distribution grids.
3.1 Introduction
To achieve reliable power system control and secure the system stability, the
operating parameters of the systems such as amplitude and phase angles of
voltages and currents as well as system frequency information should be made
known adequately. In this context, precise measurements of such parameters
are of great importance based on which effective and timely operating decisions
can be made. Furthermore, gaining knowledge about the time evolution of such
measurements are very valuable to post-disturbance analyses in order to find
out hidden causes of such circumstances.
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A breakthrough technology in this field occurred when Phasor Measurement
Unit (PMU) was developed in 1980s and the first commercial product went into
market in 1991 [72]. The most promising feature of the PMUs is its capability of
providing so-called phasor measurements, i.e., measuring directly amplitude and
phase angle of voltages and currents as well as providing frequency information,
in a real-time (at mili-second level) and globally synchronized manner with the
help of Global Positioning System (GPS) system. It has opened rooms for
enabling Wide Area Measurement and Control System (WAMCS) and many
applications to enhance power system stability analysis, protection and control
[12, 73, 74, 75, 76]. The PMUs are considered as a key element for making
optimal control and operation decisions for future power systems, whereas the
estimation algorithm for measuring the system operational parameters play the
essential role for the performance of the PMUs.
Traditionally, large scale power systems have been dynamically controlled and
operated mainly with reference to the electromechanical behavior such as power
swings. Such an approach relies on the fact that the large inertia of generation
units makes possible to achieve a good description of the dynamic behavior by
means of measurements performed every few seconds. Thus, voltage and current
phasors are defined in reference to steady state sinusoidal signals with constant
amplitude and phase angle with respect to steady state or quasi steady state
system behavior [72, 77].
However, the power system is in general under dynamic and distorted condi-
tions during which voltage and current waveforms have time-varying amplitude,
phase and frequency. Transient changes in system operating parameters may
be caused by faults and switching operations, while other disturbances such as
oscillations of machine rotors during electromechanical disturbances lead to rel-
atively slow changes in phase angles and amplitudes [78]. On the other hand,
the assumption of steady state or quasi steady state behavior for the electrical
quantities may not hold anymore with a large number of connected RES or
DGs with small or no inertia. The overall power system moves towards much
higher dynamics [8]. In addition, with increasing number of power electronics
power quality issues due to harmonic and interharmonic components raise more
challenges. Moreover, the characteristics of distribution grids, specially short
line length and limited power flows, might result into small phase differences
between voltage phasors of different buses that might require specific limits on
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accuracy of phasor measurement regarding the phase angles [13, 14]. Therefore,
advanced measurement algorithms are needed to provide accurate and real-time
measurements of system operational parameters especially for phasor and fre-
quency estimation under dynamic and distorted conditions in active distribution
grids.
In this chapter, a modified TKF for instantaneous dynamic phasor estimation
is developed based on a more accurate dynamic model describing the time-
varying trajectory of the dynamic phasors. The improved dynamic model is
obtained thanks to a revised state transition equation of the rotating phasor
and its derivatives comparing to the original proposal in [79, 80]. The proposed
approach can achieve good estimation performance in converged steady state
and fully exploits the self-adaptive nature of the Kalman filter principle. The
TKF based phasor estimation is then combined with weighted smoothing differ-
entiator by using the estimated phase angles of the dynamic phasors from the
TKF as the input for the frequency and rate of change of frequency estimator.
The performance of the proposed estimator is assessed in different test cases.
The proposed algorithm proposes an interesting method for phasor, frequency
and even power quality measurements with high accuracy for distribution grids.
3.2 Review on state of the art
3.2.1 Phasor estimation algorithm
Classically, the Discrete Fourier Transform (DFT) based on stationary sinu-
soidal signal models with constant amplitudes and phase angles is widely applied
to calculate the static phasors. Under nominal steady state conditions the DFT
method provides correct measurement results, while in contrast the non-nominal
conditions, e.g., off-nominal frequency and dynamic conditions, cause errors in
both amplitude and phase angle computations of the classical DFT [72]. Several
modifications have been investigated to improve the performance of the classi-
cal DFT. Three-point averaging and the resampling provide as straightforward
methods to improve the accuracy of DFT under off-nominal frequency [72]. In
[81, 82] DFT combined with interpolation is proposed to improve phasor esti-
mation. However, DFT based methods still suffer from relatively large errors
under dynamic conditions. On the other hand, various methods, for example
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wavelets [83], notch filtering [84] and phase-locked loop (PLL) [85], are also in-
vestigated as alternatives for phasor estimation, but still based on the steady
state consideration.
As aforementioned, it has emerged the need for phasorial measurements that
can be accurate even under dynamic conditions. The new standard for syn-
chrophasor measurements [86] has also pointed out the importance of dynamic
conditions for synchrophasor estimation. A new dynamic definition for pha-
sors, the so-called dynamic phasor, has been adopted, considering amplitude
and phase as functions of time. The standard [86] gives accuracy limits for
the estimation algorithms under different test conditions. Besides the steady-
state tests, three types of dynamic tests have been chosen: modulation, linear
frequency ramp and step signals are used to simulate phasor dynamics.
Different algorithms have been proposed to tackle the phasor estimation un-
der dynamic conditions. In [87] an estimation approach based on an adaptive
bandpass filter is proposed for wide area protection and control applications.
In [88, 89, 90, 91, 92, 79, 80] the dynamic phasor is modeled utilizing a fi-
nite complex Taylor series expansion around the estimation time point, but
with variant algorithms. In [88] and [89, 90] performance of phasor estimation
under dynamic conditions is improved by correcting in a post-processing step
the estimation errors of sequential phasors first computed with Discrete Fourier
Transform (DFT) and Short-Time Fourier Transform (STFT), respectively. The
references [91, 92] tackle the problem without any DFT computation. Based on
the dynamic phasor model and obtained signal samples a overdetermined equa-
tion system is established, for which the WLS method is used to estimate the
phasor and its derivatives. Moreover, in this approach the window length can
be chosen on the signal sample basis comparing to the cycle basis of the DFT.
As investigated in [93] the WLS based approach outperforms the DFT or STFT
based method, but with three times computational effort [89].
As another alternative, Kalman filter (KF) has also been proposed for pha-
sor estimation due to its advantage of low computational burden and real time
capability. Compared to the aforementioned methods based on the window
averaging principle leading to inherent estimation delay, the KF can achieve in-
stantaneous phasor estimation with higher precision and no time delay, and thus
provides an interesting tool for real-time control needs. In [94, 95, 96] the signal
model without considering its derivatives is used to estimate the time-varying
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amplitudes and phase angles of fundamental and harmonics components. Its
performance under off-nominal frequency cases is not thoroughly investigated.
A Taylor-Kalman filter (TFK) approach is recently proposed in [79, 80] in
which the time-varying behavior of the dynamic phasor and its derivatives are
approximated by a state transition matrix based on the Taylor series expansion
and shows good performance. However, in [79, 80] the design of the TKF is
based on with a manually adjustment of the Kalman gain, otherwise the TKF
shows an oscillating behavior in steady state [97]. However, The limitation of
the manual adjustment is generally the dependence on different signal models
and parameters such as sampling time.
3.2.2 Frequency estimation algorithm
The frequency is also one of the most important operating parameters in
power systems and is directly related to the power balance and system stability
in the power grids. For example, large frequency variations contain valuable
information that reveals the stiffness of the power system, which is very use-
ful to power flow control and security analysis. In addition to frequency, the
information about the rate of the change of frequency (ROCOF) is also very
beneficial for enabling advanced load shedding actions to avoid severe system
collapse [76]. Therefore, precise measurement of the frequency as well as good
frequency-tracking capability is always essential.
Conventionally, frequency is defined for a steady state periodic signal asso-
ciated with the fundamental component. When the signal is modulated with
low frequency variations, the definition of frequency becomes ambiguously [78].
In the new synchrophasor standard [86], the frequency in power systems is de-
fined as the derivative of the phase angle of the sinusoidal waveform, which is
also referred as the instantaneous frequency (IF) in the signal processing field
[98, 99, 100]. Besides the evaluation of phasor estimation, the frequency and
ROCOF measurements can be a very difficult task, given that very strict re-
quirements are defined in the standard particularly in the presence of off-nominal
frequencies, harmonics or out-of-band signals. The reason might be the ripples
in signal phases caused by unwanted signals components [101].
Estimation methods to measure power system frequency have also been widely
investigated which can be categorized into two groups: frequency tracking / esti-
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mation method based on sampled signals or phasor-based approaches. Modified
zero crossing and numerical differentiation as discussed in [102], weighted least
square [103, 104], linear or extended Kalman Filter [95, 105, 106] are proposed
according to the first category for example. On the other hand, as shown in
[107, 108, 109, 110] the frequency can also be obtained from the first estimated
phasors using DFT. On the other hand, the estimation of ROCOF has not been
widely investigated. In [101] the frequency and ROCOF estimations are studied
by using a cascaded DFT based filter. It is also shown that the frequency and
ROCOF can be obtained simultaneously based on the dynamic phasor model
and its derivatives in [91, 79, 111]. However, the accuracy of such frequency and
ROCOF estimation is still limited.
As discussed in [109], among the different techniques the phase-based method
is much closer to the definition of instantaneous frequency as the derivative of the
phases. As shown in signal processing field [98, 99, 100] weighted differentiation
estimator is proposed for accurate estimation of signal frequency and ROCOF
that works as a linear prediction estimator using the phases of complex signal
as input.
3.3 Definition of dynamic phasors
Conventionally, the fundamental voltage or current signal in power systems is
expressed as a stationary sinusoidal waveform by
s1(t) =
√
2a1 cos(ω1t+ ϕ1),
where a1, ω1 = 2pif1 and ϕ1 are the amplitude, angular speed with the frequency
f1 nominally at 50Hz and initial phase angle, respectively. The mathematical
definition of phasor representation for the stationary sinusoidal waveform is
commonly given by [86]
p = a1e
jϕ1 ,
that is also denoted as a static phasor. However, since as aforementioned the
power system is never in steady state conditions, the static phasor definition is
not always the appropriate representation. Therefore, the dynamic version of
the phasors need to be considered in power system analysis.
Considering a narrow band sinusoidal waveform under dynamic conditions
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with the slowly time-varying amplitude a1(t) and phase ϕ1(t)
s1(t) = a1(t) cos(ω1t+ ϕ1(t))
=
1
2
(p(t)ejω1t + p¯(t)e−jω1t)
= Re
{
p(t)ejω1t
}
, (3.1)
with the term
p(t) = a1(t)e
jϕ1(t) (3.2)
is defined as the dynamic phasor, while p¯(t) is the complex conjugate of p(t).
The signal s(t) in (3.1) can be interpreted as a amplitude and phase modulated
sinusoidal signal, and the dynamic phasor p(t) represents the so-called complex
envelope of s(t). The dynamic phasor can also be seen as a narrow-band signal
around the carrier frequency at 50Hz, thus keeping into account amplitude,
phase and frequency variations that continuously occur in power systems. It is
noted that the factor
√
2 is considered in the amplitude a1(t) in (3.1) without
losing the generality.
On the other hand, since in reality the power system signals never only contain
one single fundamental frequency component, it is important to consider signal
models including harmonic frequency components. Therefore, considering that
a signal s(t) composed of time varying fundamental and harmonic components
is formulated by
s(t) = a1(t) cos(jω1t+ ϕ1(t)) +
Nh∑
m=2
am(t) cos(jωmt+ ϕm(t))
=
Nh∑
m=1
Re
{
pm(t)e
jωmt
}
, (3.3)
where ωm = mω1, Nh is the highest order of harmonics. a1(t), ϕ1(t) are the
time varying amplitude and phase of the fundamental component, while am(t),
ϕm(t) with m = 2 . . . Nh are the time varying amplitude and phase of the m-th
harmonic respectively.
Thus,
pm(t) = am(t)e
jϕm(t) (3.4)
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represents the complex envelope of m-th frequency component of the signal s(t)
and is denoted as dynamic harmonic phasor in the following. In addition, the
complex signal
rm(t) = pm(t)e
jωmt (3.5)
is denoted as rotating phasors of the m-th frequency component for the remain-
ing of this chapter.
3.4 Proposed modified Taylor-Kalman Filter
3.4.1 State transition model for dynamic phasors based on Taylor
series expansion
First, the dynamic phasor p(t) defined in (3.2), which is assumed to be a
smooth function over time with changing amplitude and phase angle, can be
approximated by a K-th order Taylor polynomial pK(t) centered at t0 according
to
pK(t) =
K∑
n=0
p
(n)
K (t0)
(t− t0)n
n!
≡ p(0)K (t). (3.6)
with the superscript (n) representing the n-th derivative.
Based on (3.6) a set of equations with K-th order Taylor series expansion for
the truncated dynamic phasor and its derivatives with τ = t−t0 can be obtained
according to
p
(0)
K (t) = p
(0)
K (t0) + p
(1)
K (t0)τ + p
(2)
K (t0)
τ 2
2
+ · · ·+ p(K)K (t0)
τK
K!
p
(1)
K (t) = p
(1)
K (t0) + p
(2)
K (t0)τ + · · ·+ p(K)K (t0)
τK−1
(K − 1)!
p
(2)
K (t) = p
(2)
K (t0) + · · ·+ p(K)K (t0)
τK−1
(K − 1)!
...
p
(K)
K (t) = p
(K)
K (t0). (3.7)
Therefore, a state transition equation for the dynamic phasor and its derivatives
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can be expressed by [79, 80]
pK(t) = ΦK(τ )pK(t0), (3.8)
where the vector pK(t) and the transition matrix Φk(τ ) are given by
pK(t) =


p
(0)
K (t)
p
(1)
K (t)
...
p
(K)
K (t)


T
; Φk(τ ) =


1 τ · · · τ
K
K!
1 · · · τ
K−1
(K − 1)!
. . .
...
1


. (3.9)
By using the truncated dynamic phasor vector pK(t), the signal s1(t) in (3.1)
can be thus approximated by
s1K(t) = Re
{
p
(0)
K (t)e
jω1t
}
= Re
{
hTpK(t)e
jω1t
}
(3.10)
where hT = [1 0 · · · 0] ∈ R1×(K+1).
Correspondingly, the rotating phasor r(t) in (3.5) for the fundamental com-
ponent can also be approximated by the truncated dynamic phasor model ac-
cording to
rK(t) ≡ r(0)K (t) = p(0)K (t)ejω1t = hTpK(t)ejω1t. (3.11)
As discussed in [91] the traditional static phasor can be regarded as the phasor
with a zero order Taylor model which is only adequate when the signal is in
steady state where the derivative terms are equal to zero, but insufficient under
dynamic conditions.
3.4.2 Modified discrete time dynamic model for instantaneous
phasors
With the aim to obtain a time-invariant state space model that implies the
time trajectory of the dynamic phasors, a mathematical relation between the
rK(t) in (3.11) with its derivatives and the pK(t) with its derivatives in (3.7)
based on the K-th Taylor expansion is first derived.
Recalling the definition r
(0)
K (t) = p
(0)
K (t)e
jω1t and taking its derivatives with
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respect to the time t, a set of equations can be obtained according to
r
(0)
K (t) = p
(0)
K (t)e
jω1t
r
(1)
K (t) = (jω1)p
(0)
K (t)e
jω1t + p
(1)
K (t)e
jω1t
r
(2)
K (t) = (jω1)
2p
(0)
K (t)e
jω1t + (2jω1)p
(1)
K (t)e
jω1t + p
(2)
K (t)e
jω1t
r
(3)
K (t) = (jω1)
3p
(0)
K (t)e
jω1t + 3(jω1)
2p
(1)
K (t)e
jω1t + (3jω1)p
(2)
K (t)e
jω1t + p
(3)
K (t)e
jω1t
...
r
(K)
K (t) = (jω)
Kp
(0)
K (t) +K(jω)
K−1p
(1)
K (t) + · · ·+ p(K)K (t). (3.12)
Then, by formulating the relation between r
(k)
K and p
(k)
K with k ∈ {0 . . . K} in
matrix form and expressing the multiplication factors with binomial coefficients,
the following equation can be obtained

r
(0)
K (t)
r
(1)
K (t)
...
r
(K)
K (t)


︸ ︷︷ ︸
rK (t)
= ejω1t ·


1 0 · · · 0
jω1 1 · · · 0
...
...
. . .
...
(jω1)
K K(jω1)
K−1 · · · 1


︸ ︷︷ ︸
MK(ω1)
·


p
(0)
K (t)
p
(1)
K (t)
...
p
(K)
K (t)


︸ ︷︷ ︸
pK
, (3.13)
where the element mkl in row k and column l of the invertible matrixMK(ω1) ∈
C
(K+1)×(K+1) is given by
mkl =


(
k − 1
l − 1
)
(jω1)
k−l, k > l;
0, k < l.
(3.14)
Equivalently, for a given t0 the following equation also holds
rK(t0) = e
jω1t0 ·MK(ω1) · pK(t0). (3.15)
By solving (3.13) and (3.15) with respect to pK(t) and pK(t0), and then
substituting into (3.8), the state transition equation of the vector rK(t) with
respect to rK(t0) can be given by
rK(t) = e
jω1τ ·MK(ω1) ·ΦK(τ ) ·M−1K (ω1) · rK(t0). (3.16)
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Assuming that the signal is sampled by a sampling rate equal to τ = t − t0
with t0 = [n − 1]τ and t = nτ , the following discrete time dynamic model of
rK [n] is obtained
rK [n] = e
jω1τΨK(τ, ω1)rK [n− 1] (3.17)
with ΨK(τ, ω1) =MK(ω1) ·ΦK(τ ) ·M−1K (ω1).
It is important to point out that the equation (3.13) represents a more accurate
mathematical relation between the truncated rotating phasor vector rK(t) and
the dynamic phasor vector pK(t) than the one proposed in [79, 80], in which
the K-th derivative of the truncated rotating phasor rK(t) is implicitly assumed
as r
(K)
K = e
jω1tp
(K)
K . Thus, the resulting state transition equation in (3.17) also
represents a more accurate dynamic model describing the complex trajectory of
rK(t) than the model in [79] (eqn. (8)). Based on (3.17) a self-adaptive Kalman
filter achieving accurate phasor estimation is developed in this work.
Equivalently to (3.6)-(3.9), the dynamic harmonic phasors pm(t) of the m-th
frequency component can also be approximated by a K-th order Taylor polyno-
mial according to
pmK(t) =
K∑
i=0
p(i)m (t0)
(t− t0)i
i!
, (3.18)
and thus a state transition equation for the pm(t) and its derivatives can be
obtained by
pmK(t) = ΦK(τ )pmK(t0) (3.19)
with pmK(t) =
[
p
(0)
mK(t) p
(1)
mK(t) · · · p(K)mK(t)
]T
and ΦK(τ ) as in (3.9).
Following the same way as in the derivations in (3.12)-(3.17), a discrete state
transition model for the m-th rotating harmonic phasor with m ∈ {2 . . . Nh}
can also be obtained according to
rmK [n] = e
jωmτΨmK(τ, ωm)rmK [n− 1] (3.20)
with ΨmK(τ, ωm) = MmK(ωm) · ΦK(τ ) ·M−1mK(ωm), and the element of the
matrix MmK corresponding to
m¯kl =


(
k − 1
l − 1
)
(jωm)
k−l, k > l;
0, k < l.
(3.21)
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It is noticed that the state transition model of the dynamic harmonic phasor in
(3.20) depends on the m-th angular frequency ωm = m ·ω1. It is also noted that
for different frequency components the order of Taylor expansion K can also be
chosen differently.
3.4.3 Modified Taylor-Kalman filtering for instantaneous dynamic
phasor estimation
Similarly to the approach introduced in [79, 80], the linear discrete-time
Kalman filter is applied for the instantaneous dynamic phasor estimation. The
main difference of the here proposed approach with respect to the ones in exist-
ing literature is the improved dynamic models derived in the last sections which
is the essence for applying the model-based Kalman filtering.
First, a linear discrete time invariant state space model with the rotating
phasors and its derivatives of all frequency components as the complex state
variables is defined as
x[n] = Λx[n− 1] + Fv[n− 1] (3.22)
with x[n] and Λ according to
x[n] =


r1K [n]
r¯1K [n]
...
rNhK [n]
r¯NhK [n]


; Λ =


A1
A2
. . .
ANh

 (3.23)
in which
Am =
[
ejωmτΨmK(τ, ωm) 0
0 e−jωmτΨ¯mK(τ, ωm)
]
with m ∈ {1, 2 · · ·Nh}
where ΨmK(τ, ωm) and rmK with respect to the frequency component ωm as
defined in (3.20), and Ψ¯mK(τ, ωm) and r¯mK are their complex conjugate. v[n]
represents a vector of virtual white Gaussian noise and the matrix F is chosen
equal to an identity matrix I of appropriate dimension to insert state noise and
prevent the modeled state variables x[n] being deterministically predictable as
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discussed in [112]. It is noted that the matrixΨmK(τ, ωm) and consequently the
matrix Am and Λ depend on the parameters τ and ωm which are determined
by the sampling frequency fs and the fundamental frequency f1. These two
parameters are considered as given in this work.
On the other hand, the truncated discrete signal including fundamental and
harmonic components can also be formulated as
sK [n] = Cx[n], (3.24)
where C =
[
hT hT · · · hT ] with hT = [1 0 · · · 0] of appropriate dimension.
Assuming that the signal measurement is corrupted by a white Gaussian noise
e[n], the measurement equation can thus be defined as
y[n] = sK [n] + e[n] = Cx[n] + e[n]. (3.25)
Based on the resulting state equation in (3.22) and the measurement equation
in (3.25) the standard discrete Kalman filter [113] can be applied to estimate
the state vectors x[n] according to
1. Prediction
a) State prediction
xˆ−[n] = Axˆ[n− 1] (3.26)
b) Covariance prediction
P−[n] = AP[n− 1]AH + FFTΣ2v (3.27)
with H representing the Hermitian operator and T the matrix trans-
pose.
2. Measurement update
a) Kalman gain update
K[n] = P−[n]CT (CP−[n]CT + σ2e)
−1 (3.28)
b) State update
xˆ[n] = xˆ−[n] +K[n](s[n]−Cxˆ−[n]) (3.29)
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c) Covariance update
P[n] = (I−K[n]C)P−[n] (3.30)
The term Σ2v and σ
2
e are the covariance matrix and variance of the virtual
process noise v[n] and the measurement noise e[n], respectively.
The obtained state estimate xˆ[n] contains then the estimates of the rotating
phasor vector rˆmK [n] and its complex conjugate. Thus, the dynamic phasor
vector pˆmK [n] including the Taylor expansion terms corresponding to the m-th
frequency component in discrete time can be determined from rˆmK [n] using
pˆmK [n] = e
−jωmnτ ·M−1mK · rˆmK [n] (3.31)
3.5 Frequency and rate of change of frequency (ROCOF)
estimation
In general, the frequency for a signal s(t) = a(t) cos(φ(t)) is defined as [86]
f(t) =
1
2pi
d
dt
φ(t), (3.32)
where φ(t) is the phase of the signal. This definition is also referred as the
instantaneous frequency (IF) in the signal processing field [98]. The rate of
change of the frequency (ROCOF) is defined as the derivative of the signal
frequency according to
ROCOF(t) =
d
dt
f(t) =
1
2pi
d2
dt2
φ(t). (3.33)
If the signal phase φ(t) is represented as φ(t) = ω1t+ϕ(t) = 2pif1t+ϕ(t), the
formulas for the frequency and the ROCOF become [86]
f(t) = f1 +
1
2pi
d
dt
ϕ(t) = f1 +∆f, ROCOF(t) =
d
dt
∆f(t), (3.34)
where ∆f represents the instantaneous frequency deviation from the nominal
frequency f1 which is the fundamental frequency at 50Hz or 60Hz in power
systems.
In this work, with the focus on estimating the power system frequency only
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the frequency of the fundamental frequency component for the signal defined
in (3.3) is investigated in the remaining of the chapter, while the estimation
methods shown in next section can be easily extended to estimate harmonic
frequencies.
3.5.1 Dynamic phasor derivative based method
Considering the general definition of the dynamic phasor in (3.1) and taking
the derivatives with respect to the time t up to second order, the following
equations are obtained
p(0)(t) = a(0)(t)ejϕ
(0)(t)
p(1)(t) = (a(1)(t) + a(0)(t)jϕ(1)(t)) · ejϕ(0)(t)
p(2)(t) = (a(2)(t) + a(1)(t)2jϕ(1)(t) + a(0)(t)jϕ(2)(t)− a(0)(t)(ϕ(1)(t))2 · ejϕ(0)(t)
(3.35)
By rearranging the above equations and after some derivations, the first and
second derivatives of the amplitude and phase angle of the dynamic phasors can
be obtained as
a(1)(t) = Re
{
p(1)(t)e−jϕ
(0)(t)
}
ϕ(1)(t) =
Im
{
p(1)(t)e−jϕ
(0)(t)
}
a(0)(t)
a(2)(t) = Re
{
p(2)(t)e−jϕ
(0)(t)
}
+ a(0)(t)(ϕ(1)(t))2
ϕ(2)(t) =
Im
{
p(2)(t)e−jϕ
(0)(t)
}
− 2a(1)(t)ϕ(1)(t)
a(0)(t)
. (3.36)
According to the definition, the frequency and ROCOF can then be calculated
by using the derivatives of the dynamic phasors according to
f(t) = f1 +∆f = f1 +
1
2pi
Im
{
p(1)(t)e−jϕ
(0)(t)
}
a(0)(t)
ROCOF(t) =
1
2pi
Im
{
p(2)(t)e−jϕ
(0)(t)
}
− 2a(1)(t)ϕ(1)(t)
a(0)(t)
. (3.37)
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As introduced in Chapter 3.4.3, the dynamic phasor with its derivatives can be
estimated instantaneously at each sample time instant by the TKF. Therefore,
the estimates of the first and second order derivatives of the dynamic phasor
at fundamental frequency can be directly used to estimate the frequency and
ROCOF, also in an instantaneous manner. By substituting the dynamic pha-
sor estimates of the fundamental frequency component from (3.31) into (3.38)
the frequency deviation and ROCOF estimates in discrete time are obtained
according to
∆fˆ [n] =
1
2pi
Im
{
pˆ
(1)
1K [n]e
−jϕˆ
(0)
1K [n]
}
aˆ
(0)
1K [n]
̂ROCOF[n] =
1
2pi
Im
{
pˆ
(2)
1K [n]e
−jϕˆ
(0)
1K
[n]
}
− 2aˆ(1)1K [n]ϕˆ(1)1K [n]
aˆ
(0)
1K [n]
. (3.38)
It is denoted as dynamic phasor derivatives (DPD) based method for the re-
maining of this work.
3.5.2 Smoothing differentiator based method
As discussed in [98], the most intuitive and straightforward digital imple-
mentation of a frequency estimator is the differentiation operation of the signal
phases based on the definition in (3.32). The DPD based frequency and ROCOF
estimation presented in the last section is actually equivalent to a second order
phase difference estimator which however exhibits very high variance for noisy
signals which is one big challenge for the differentiation operations. As it will
be shown in the chapter of performance analysis, the frequency and ROCOF
estimation using directly the dynamics phasor and its derivatives also introduce
large error under off-nominal frequency conditions. Thus, better methods for
the frequency and ROCOF estimation are needed. In this work, the smoothing
differentiator based approach is applied for improving the performance.
The work in [100] proposes a weighted smoothing phase differentiator for fre-
quency estimation in form of a weighted finite impulse response (FIR) filter, the
so-called Kay estimator, yielding low variance estimations. This estimator is
applied in combination with the modified TKF to improve the frequency esti-
mation, whereas the estimated phasors of the fundamental component from the
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TKF is used as the input for the frequency estimator.
Considering a single complex sinusoidal signal r[n] = a[n]ej(2pifTsn+θ[n]) with
n = 0 . . . N − 1 and its complex conjugate r¯[n], the Kay frequency estimator is
defined as [100]
fˆ =
1
2piTs
N−2∑
n=0
wn · arg(r¯[n] · r[n+ 1])
=
1
2piTs
N−2∑
n=0
wn(arg(r[n+ 1])− arg(r[n])) (3.39)
with the smoothing window of length N − 1
wn =
1.5N
N2 − 1
(
1−
[
n− (N
2
− 1)
N
2
]2)
, (3.40)
where Ts is the sampling rate. The operator “arg” denotes the argument of the
complex signal. This estimator can also be implemented in a recursion form for
instantaneous frequency (IF) tracking [98].
As defined in section 3.4.3 the state vector estimated by the modified TKF
contains the rotating phasors at all considered frequency components which are
equivalent to the aforementioned single complex sinusoidal. To estimate the
fundamental frequency, a sequence of N times the estimated rotating phasor
rˆ
(0)
1K [n] can then be directly applied as the input to the Kay frequency estimator
in (3.39).
Accordingly, the frequency deviation can also be estimated by
fˆ = f1 +∆fˆ = f1 +
1
2piTs
N−2∑
n=0
wn(ϕˆ
(0)
1K [n+ 1]− ϕˆ(0)1K [n]), (3.41)
with nominal frequency f1 and ϕˆ
(0)
1K [n] as the phases of estimated dynamic pha-
sor pˆ
(0)
1K [n] obtained by the TKF.
After obtaining a sequence of frequency estimates fˆ [n], a differentiator can
be further applied to gather the frequency rate of change information. In this
work, the so-called Lanczos estimator, which is also a kind of FIR differentiator
corresponding to a least square fit of a second order polynomial [114], is used.
It will be shown that this estimator shows excellent performance for ROCOF
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estimation.
The Lanczos differentiator for ROCOF estimation can be formulated as [114]
ROCOF[n] = ˆ˙f [n] =
j=N∑
j=−N
dj fˆ [n− j] (3.42)
with the coefficients of the smoothing window
dj =
3j
TsN(N + 1)(2N + 1)
(3.43)
where the window length is equal to 2N + 1, and Ts is the sampling rate.
It is also noted that the differentiator based methods make use of a sequence
of data in form of a FIR filter that estimate the parameters over the observa-
tion window. This leads to a non-zero, fixed delay in the online instantaneous
tracking response, in this case one half of the window length. However, for per-
formance analysis in the next section the fixed delay effect is ignored in order to
assess the estimation error purely caused by the algorithms, as also suggested in
the standard [86]. In this work, the estimated frequency value is thus assigned
to the center of the observation window according to fˆ ≡ fˆ [N
2
].
3.6 Performance analysis
In this section the performance of the dynamic phasor estimation as well as
the frequency and ROCOF estimation using the proposed modified TKF and
frequency estimator is evaluated in various signal tests and a power system test
case.
The signal tests are divided into two categories, the steady-state test cases and
the dynamic test cases. As the last case study, the proposed TKF is applied to
emulate PMU measurements in a power system test case which is simulated in
Real-Time Digital Simulator (RTDS).
For all the tests the same settings for the proposed TKF is used:
• The nominal frequency f1 is set equal to 50 Hz;
• A sampling frequency of fs = Ns · f1 = 5 kHz with Ns = 100;
• According to the Nyquist law the state space model defined in (3.22) is
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assumed to include the fundamental and up to the 49th harmonic compo-
nent.
• Since the focus of this work is to achieve accurate dynamic phasor and
frequency estimation of the fundamental frequency component at nominal
50 Hz, a second order Taylor expansion is used for the fundamental com-
ponent that is a proven approach achieving good performance [89, 79]. On
the other hand, zero order of Taylor expansion is chosen for all harmonic
components to keep a lower model dimension.
• The initial conditions are chosen as x(0) = 0, the covariance matrix
P(0) = 1012I for the fundamental and P(0) = 103I for the harmonics
to enable fast settling of the TKF. The covariance matrix Σ2v for the vir-
tual process noise is set as a diagonal matrix with the diagonal elements
σ2v equal to 10
−6 and 10−7 for the fundamental and harmonic compo-
nents, respectively. The variance of the measurement noise is chosen as
σ2e = 10
−4 for the TKF.
An important performance index for assessing the accuracy of the phasor
measurement is the so-called Total Vector Error (TVE) defined in the standard
[86] with its generalized phasor version according to
TVE =
√
(pˆr[n]− pr[n])2 − (pˆi[n]− pi[n])2
(pr[n])2 + (pi[n])2
=
|aˆ[n]ejϕˆ[n] − a[n]ejϕ[n]|
|a[n]| , (3.44)
where p[n] = pr[n] + j · pi[n] = a[n]ejϕ[n] and pˆ[n] = pˆr[n] + j · pˆi[n] = aˆ[n]ejϕˆ[n]
are the reference and estimated phasor, respectively. The TVE represents the
difference between the reference phasor and its estimate given by the unit under
test at the same instant of time.
For the frequency and ROCOF estimation, the least square (LS) method based
on a second order polynomial approximation for the phase angle as introduced
in [72] (Chapter 4.3) is used for a comparison with the DPD based and the
differentiator based methods.
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Figure 3.1: Harmonic content requirements defined by standard EN50160 [115]
3.6.1 Steady state test case
In this section the steady state sinusoidal signals with constant amplitude,
phase and frequency are used to evaluate the performance of the proposed TKF
and frequency estimations.
3.6.1.1 Steady state sinusoidal signal including harmonics
A sinusoidal signal s(t) consisting of the fundamental component with a1 = 1
p.u., ϕ1 =
pi
4
rad and ω1 = 2pi · 50 Hz and harmonics with constant amplitude
and phase given by
s(t) =
∑
m∈Nh
am cos(mω1t+ ϕm) with Nh ∈ {1 · · · 25} (3.45)
is considered in this case. The amplitudes am of the harmonics are chosen
according to the limits for supplied voltage defined in the standard EN50160
[115] up to the 25th harmonic. The mask of harmonic amplitudes with respect
to the fundamental is shown in Figure 3.1 and am is obtained by
am = (relative amplitude)% · a1. (3.46)
The initial phases of the harmonics are arbitrarily chosen in the range of [0, pi/4].
The test signal is assumed to be perturbed by white Gaussian noise with SNR =
60 dB.
First, the phasor estimation of the fundamental component using the proposed
modified TKF is evaluated in terms of amplitude estimation errors, phase es-
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Figure 3.2: Phasor estimation of the fundamental component in steady state
test case under harmonics
timation errors and the TVE in [%] with the results shown in Figure 3.2. It
is observed that the proposed TKF can perfectly filter the fundamental com-
ponent out from the input signal with the harmonics and achieves very good
estimation results. The TVE decreases very fast within the first 20 ms below
1 % that is the performance limit defined in the standard [86]. It is also noted
that as aforementioned under steady-state conditions the derivative term of the
dynamic phasors are equal to zero and thus even a lower order Taylor model
can match the signal in a suitable way as well, while it will be shown that
for modulated signals TKF with higher order Taylor expansion shows better
performance.
Figure 3.3 shows the estimation error of the frequency and ROCOF for the
fundamental component at 50Hz. A comparison is carried out for the DPD, LS
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Figure 3.3: Frequency and ROCOF estiamtion error of the fundamental compo-
nent
estimation and the improved method based on the Kay- and Lanczos method.
The window length (WL) for the LS is chosen equal to Ns = 100, while the odd
WL for the Kay and Lanczos estimators are first chosen as Ns − 1 = 99. It is
observed that due to the calculation directly based on the derivatives terms of
the estimated phasors without any smoothing the DPD method is very sensitive
to the noise. The LS method improves the noise sensitivity with very limited
effect, while the Kay and Lanczos estimators based on the weighted smoothing
differentiator shows much better performance. In addition, it is also observed
that by choosing a window of 2Ns−1 for the Kay and Lanczos estimator a even
better filtering effect can be achieved.
On the other hand, in Figure 3.4 the ability of the proposed TKF to estimate
the harmonics is shown in terms of the amplitude estimates of the dominant
harmonics and the estimated Total Harmonic Distortion (THD). As an impor-
tant measure for the power quality, the THD can be calculated over the time
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Figure 3.4: Estimated amplitude of dominant harmonics by TKF-A1
sequence by
THD[n] =
√
(
∑
m∈Nh
(am[n])2)
a1[n]
(3.47)
where a1 and am are the amplitude of the fundamental and harmonic compo-
nents, respectively. Regarding the defined value for the corresponding harmon-
ics in Figure 3.1 very good tracking performance of the proposed TKF for each
single harmonic component as well as for the THD is achieved in steady state.
3.6.1.2 Evaluation under different noise level
In practice, power signals are generally disrupted by noises due to thermal
and environmental effects. In power systems, the signal-to-noise ratio (SNR)
normally varies from 50 dB to 70 dB [110]. Thus, in this test a white Gaussian
noise corresponding to a SNR range from 40 dB to 80 dB is added into the test
signal in (3.45) using the MATLAB function awgn(). The Kay and Lanczos
estimators with WL= 2Ns − 1 are applied. The resulted mean and standard
deviation of the TVE and the estimation errors for frequency and ROCOF are
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Figure 3.5: TVE, errors of frequency and ROCOF estimation under different
noise level
shown in Figure 3.5. It is observed that the inclusion of the derivatives of the
phasors based on the Taylor expansion leads to relatively high sensitivity of
the estimation to noise. However, it is observed that from 45 dB on the noise
can be attenuated to a sufficient level for the TVE and frequency information
estimation. The mean values of the estimation errors of the frequency and
ROCOF vanishes with increasing SNRs that implies an unbiased estimation. In
case of lower SNR, the proposed TKF may be applied in combination with an
additional noise filter in order to improve the sensitivity.
3.6.1.3 Off-nominal frequency tests
As aforementioned the proposed TKF is set according to the nominal fre-
quency at 50Hz, while in real power systems the signal frequency might deviate
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Figure 3.6: TVE under off-nominal frequency conditions
from the nominal value that can cause errors for the phasor and frequency es-
timation [72]. Thus, the performance of the proposed TKF under off-nominal
frequency conditions is evaluated by a single ton sinusoidal signal
s(t) = a · cos(2pift)
with a = 1 and the testing frequency f varying from 45 Hz to 55 Hz.
The obtained TVEs at the different frequencies are depicted in Figure 3.6
which shows that the proposed TKF can keep the TVE under the 1 % at all fre-
quencies. In addition, the maximal absolute estimation errors for the frequency
and ROCOF resulted by the different methods are compared in Figure 3.7. It is
observed that the DPD method is associated with large errors by using directly
the instantaneous phasor estimates and their derivatives. As illustrated, the
Kay and Lanczos estimators outperform again the DPD and LS based methods.
It is also observed that by increasing the WL to 2Ns − 1 for the smoothing
differentiation estimator, corresponding to two cycles of samples, the frequency
and ROCOF estimation under off-nominal frequency conditions can be further
improved.
3.6.2 Dynamic condition test cases
In this section the proposed estimation methods are evaluated regarding its
performance under dynamic conditions by using test signals with time changing
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Figure 3.7: Frequency and ROCOF estimation errors under off-nominal fre-
quency conditions
amplitude, phase or frequency. It is noted that for the dynamic test cases the
measurement noise is set to a negligible level due to the focus of evaluating the
dynamic behavior of the proposed algorithm. The settings for the TKF remain
the same as defined at the beginning of Chapter 3.6, and the measurement noise
is set to be negligible.
For the frequency and ROCOF estimation the window length of 2Ns − 1 is
applied for the Kay estimator and Lanczos estimator in all the dynamic test
cases. It is also noted that the results are then presented without considering
the fixed filter delay in order to assess the estimation error purely caused by the
algorithms, as also suggested in the standard [86].
3.6.2.1 Modulated signal test case
In this test, a signal with sinusoidal amplitude and phase modulation is used
to emulate the oscillations in power systems. The time-varying amplitude and
phase of the signal s(t) = a(t) cos(2pif1t+ ϕ(t)) with f1 = 50 Hz are defined as
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in the standard [86]
a(t) = a0 + a1cos(2pifat), (3.48)
φ(t) = φ0 + φ1cos(2pifφt), (3.49)
with a0 = 1, a1 = 0.1, fa = 5 Hz, φ0 = 1, φ1 = 0.1, fφ = 5 Hz.
As a benchmark test, the proposed modified TKF is first compared with the
existing TKF approach (details in [79, 80]) in which the TKF was designed based
on a different state space model and manually adjusted Kalman gain as pointed
out in section 3.4.2. Figure 3.8 shows the comparison in terms of amplitude and
phase estimation errors as well as TVE. It is observed that the TKF proposed
in [79, 80] shows much larger oscillations in case without manually tuning the
filter gain, while the proposed TKF can achieve even smaller estimation errors
and smaller TVE in a self-adaptive way comparing to the existing solution with
gain adjustment.
As the second test the proposed modified TKF with different orders of the
Taylor expansion for the fundamental component is compared using the mod-
ulated test signal. The achieved estimation error and the TVE are shown in
Figure 3.9, in which it is seen that with increasing order of Taylor expansion the
TKF shows improving ability to track the oscillating signals. This also implies
the need and the advantage of using the Taylor expansion model to describe the
dynamic phasors for signal under dynamic conditions.
The frequency and ROCOF estimation using the proposed methods in the
modulated signal cases are shown Figure 3.10. The second order Taylor expan-
sion is used again. The two plots on the top show the estimated oscillating
frequency and ROCOF, while the lower two plots show the estimation errors. It
is observed that the differentiator based methods, the Kay- and Lanczos estima-
tors, achieve the best performance with smaller errors and oscillations despite
of the long setting time due to windowing. While all three frequency estimators
achieve errors smaller than 0.05 Hz which is the limit defined in the standard
[86], the differentiation estimator achieves much smaller errors (< 0.2 Hz/s) for
ROCOF.
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Figure 3.8: Comparison of proposed TKF with the existing approach
3.6.2.2 Amplitude and phase step test
In this section the amplitude and the phase step change tests are performed
using the proposed estimators, separately.
The test signal is defined as [86]
s(t) = a · (1 + kaf1(t)) · cos(ω0t+ kϕf1(t)),
where f1(t) is a unit step function, ka is the amplitude step size and kϕ the
phase step size. In this test, the parameters are chosen as
a = 1, ω0 = 2pi · 50 Hz, ka = +0.1 p.u., kϕ = pi/18.
The results for the amplitude and phase step tests are shown in Figure 3.11
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Figure 3.9: Comparison of Taylor order expansion the phasor estimation error
using the proposed modified TKF under modulated signal test
respectively, in which the upper sub-plots show the transient response of the
amplitude estimate and the phase estimate, while in the lower plots the TVE in
both tests are illustrated. It is observed that the modified TKF using a second
order Taylor expansion suffers from relatively large overshoots and oscillation
behavior. The effect is supposedly caused by that the derivative terms of the
phasors undergo larger oscillation due to differentiation at the step change and
also affect the zero order term of the phasor estimates due to the non-orthogonal
Taylor expansion. The undesired behavior can be reduced by choosing a lower
order Taylor expansion for the fundamental, e.g., the zero order Taylor as shown
in the figures.
In Figure 3.12 the frequency and ROCOF estimation using the Kay and Lanz-
cos methods are shown in the proximity of zero in the y-axis. Since the esti-
mators use the output of the TKF phasor estimation, the phasor estimation
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Figure 3.10: Frequency and ROCOF estimation under modulated signal test
response at the step change also has significant influence on the frequency esti-
mation that is seen in Figure 3.12. Due to the large oscillation behavior of the
phasor estimation based on the TKF with second order Taylor expansion, the
corresponding frequency and ROCOF estimations also show larger oscillation
behavior than the case with zero order Taylor expansion. In addition, since the
frequency and the ROCOF are directly related to the signal phases, it is also
observed that the phase jump causes thus larger transient of the frequency and
ROCOF.
It it also to point out that in real applications very high frequency transients
are usually removed by pre-stage filtering such as anti-aliasing filters, and the
phasor measurement units will actually be faced with smoothed step changes
[78].
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Figure 3.11: Phasor estimation under step change test
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Figure 3.12: Frequency and ROCOF estimation under step change test: red -
2nd order Taylor model; blue - zero order Taylor model
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3.6.2.3 Frequency ramp test
For the performance analysis during ramp of the system frequency the follow-
ing test signal is used
s(t) = a · cos(ω0t+ piRf t2)
with the parameters a = 1, ω0 = 2pi · 50 Hz and the frequency ramp rate
Rf = 1 Hz/s.
As shown in the top plot of Figure 3.13 a frequency ramp with the range
of 5Hz is simulated starting from 47.5 Hz at t = 0 s assuming that the TKF
has already settled in steady state. It is seen in Figure 3.13 that the proposed
TKF achieves very small estimation error during the frequency ramping. The
resulted errors are caused by the frequency deviation away from the nominal
frequency at 50 Hz. Nevertheless, the limit of TVE < 1 % is greatly retained.
In addition, the frequency and ROCOF estimation results during the frequency
ramp using the different estimators is also illustrated in Figure 3.14. Again the
best performance is achieved by the Kay and Lanzcos estimator.
3.6.3 Power system test case
In order to verify the effectiveness of the proposed algorithms in more prac-
tical scenarios, a power system test case is simulated using Real Time Digital
Simulator (RTDS). A five bus test power grid in Fig. 3.15 with the settings
defined in [116] is used. The loss of the generator G2 at bus 5 is simulated at
t = 0.5 s that causes a voltage drop. Due to the implemented control system
the voltage is stabilized and recovers slowly to the normal level.
The voltage measurement of phase A at bus 2 is recorded for 3 seconds as
shown in the upper plot in Figure 3.16. The sampling rate for the TKF is
again chosen as 5 kHz with Ns = 100. An additive white Gaussian noise with
SNR = 60 dB is added to the recorded data. The same settings for the TKF
as in the signal test cases are applied again. The Kay estimator and Lanczos
estimator with a window length of 2Ns − 1 are applied.
The two lower plots in Figure 3.16 depict the results of amplitude in per unit
and phase angle estimation achieved by the proposed TKF in comparison with
PMU measurements of RTDS. In the plot of amplitude estimation, a zoomed-in
picture shows the voltage signal waveform and the estimated amplitude around
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Figure 3.13: Dynamic phasor estimation under frequency ramp test
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Figure 3.14: frequency and ROCOF estimation under frequency ramp test
Figure 3.15: Five bus test grid
the time of generator loss at t = 0.5 s. It is seen that with the proposed
method the estimated amplitude closely follows the envelop of the signal wave
without overshoot and the estimated phase shows smaller oscillation than RTDS
measurements. This also implies the excellent performance of the proposed TKF
for phasor estimation. In Figure 3.17 the frequency and ROCOF estimations
are compared with the measurement records from RTDS that also confirms the
good performance of the proposed method despite of the large oscillation but
fast settling of the ROCOF estimation at the transient time instant at 0.5 s.
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Figure 3.16: Signal and phasor estimation in power system test case
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Figure 3.17: Frequency and ROCOF estimation in power system test case
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3.7 Summary
In this chapter a novel method for instantaneous phasor, frequency and rate of
change of frequency based on the modified Taylor-Kalman filter in combination
with the smoothing differentiator is proposed. The proposed method allows
accurate estimation of the fundamental phasor and harmonic components at
the same time. Based on the instantaneous phasor estimation, frequency and
ROCOF estimation is achieved by applying the Kay frequency estimator and
the Lanczos estimator. The proposed estimation methods are evaluated in var-
ious test cases such as steady state test cases (harmonic distortion, off-nominal
frequency and noise test), dynamic condition test cases (modulated signal, step
change and frequency ramp) as well as a power system case study. The results
show very good performance of the proposed method which provides an inter-
esting method for phasor, frequency and even power quality measurements with
high accuracy.
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Chapter 4
Decentralized Kalman filter for state
and interaction estimation
In this chapter a decentralized estimation approach is proposed by introduc-
ing the virtual disturbance concept for power system decoupling. Based on
proper modeling of the virtual disturbance this approach is realized by designing
augmented local Kalman filter that can simultaneously estimate local dynamic
states and interactions between the subsystems without any communication.
This enables gaining local and to some extent system level awareness at the
same time. The herein presented approach is well suited for the agent-based
decentralized control of power converter based power grids such as Microgrids
to enable “plug&play” features.
4.1 Introduction
In future active distribution grids the penetration of distributed generation
units close to the end consumers can benefit the classical power grid operation,
by reducing overall transmission losses as well as enabling a broad range of an-
cillary services and improving the continuity of power supply, for example via
formatting local Microgrids. On the other hand, the DGs are usually inter-
faced with power electronic converters to the power grids. This new paradigm
increases further the complexity and dynamics of the overall interconnected
power system and raise new control challenges related to system stability and
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power qualities. Different grid codes have been thus proposed to regulate the
operation of DGs. To this end, the individual dynamic behavior of the power
converter interfaces as well as their dynamic interactions need to be monitored
and controlled in real-time.
For any dynamic control purpose, it is necessary to track the states of the
system under control which are however typically not directly available or not
easily measurable. For this issue state estimators serve as the key tool to pro-
vide the accurate state information. For the power grids with high number of
power electronic based DGs, a precise tracking of the system conditions such
as the voltage and current waveform is mandatory in order to determine the
most suitable operation behavior of the converters, as well as for supporting
properly the connection and disconnection maneuvers of the DGs to ensure the
compliance with the grid codes.
Decentralized control and operation structure has been widely proposed as
a promising methodology to tackle the complexity of future power grids in or-
der to achieve safe and reliable operation [1, 16, 17, 18]. Especially in power
converter based systems such as Microgrids, decentralized dynamic control ap-
proach such as droop control have been successfully developed and applied to
enable operation with higher reliability, less communication effort and less costs
[117, 118, 119, 120]. In these works, the focus was on the local control and thus
associated with measurements of only local variables. As discussed in [121, 122]
the information about the interactions between the different subsystems in in-
terconnected power grids, which represent the system level awareness to certain
extent, can even improve the control performance. Thus, it is desired to develop
method to track the local state and the interactions simultaneously.
In this chapter a fully decentralized state estimation approach based on local
independent Kalman filter is proposed, denoted as decentralized Kalman filter
(DKF) for the remaining of the chapter. This decentralized approach is enabled
by decoupling the interconnected system using the virtual disturbance to repre-
sent the dynamic interactions [123]. Based on only local parameters augmented
local KFs are designed incorporating the both local dynamic states and dynam-
ics of the virtual disturbance, whereas the steady state KF is applied to keep
simple structure and low computation efficiency. Systematic design guidelines
for modeling the virtual disturbance dynamics concerning DC and AC grids
are also presented. The proposed concept is validated with a test power grid
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as case study. By chosen appropriate parameters for the virtual disturbance
model the DKF approach can achieve very good performance in both the DC
and AC cases, to estimate the local states and the interactions between the sub-
systems independently without any communication. The proposed DKF has
already been successfully applied for decentralized control in DC grids as shown
in [124, 125].
4.2 Review on state of the art
4.2.1 Decentralized state estimation in power systems
Dynamic estimation have been developed for monitoring the power system
states, but still in terms of estimating quasi-static voltage or current phasors.
In particular, the Kalman filter (KF) is considered as the key tool to estimate
and track the states based on the process model and the noisy measurements.
Dynamic state estimation based on a centralized KF and its modified versions,
such as extend Kalman filter and unscented Kalman filter, has been investigated
in literature [126, 127, 128].
On the other hand, the dynamic tracking of the voltage and current wave-
form of the power converter interface is of great importance for the integration
of DGs. The dynamic estimation based on different estimation methods has
been applied for power converters to monitor their fast changing conditions in
real-time. Recursive least-squares algorithms have been developed as a part
of adaptive control for the power converters [129, 130]. In [120, 131, 132] the
KF is applied to estimate the current and voltage of the LCL filter. In these
works linear control and estimator are applied for the converter system con-
trol but the focus is more on a single component, less on the estimation of the
states and the interactions concerning the overall system. So-called disturbance
estimator which is able to estimate the local states and dynamic interactions
is applied to fully decentralized power system control, while the estimator is
designed following the Luernberger approach.
Distributed and decentralized Kalman filters (DKF) have attracted a lot of at-
tention due to their distribution of computational loads and operational robust-
ness. Prominent recent applications for DKFs are in the area of signal processing
[133, 134, 135] and state estimation for electric power systems [136, 137]. How-
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ever, the synthesis procedure for these DKFs consists of first building the full
system model and then decomposing it into local sub-systems. The approaches
proposed in the above papers still need communication to accomplish the state
estimation process. However, this communication requires synchronization be-
tween the local estimators which increases the complexity of the system. In
addition, the network induced parasitic effects such as time delay and packet
loss reduce the estimator performance. Thus, avoiding communication channels
as much as possible is desirable for performing the state estimation.
4.2.2 Steady state Kalman filter
In many applications where an estimator is designed to operate for time pe-
riods that are long compared to the transient time of random changes, it is
reasonable to ignore the transient. In addition, the knowledge about the un-
known random disturbance and noise to the system is usually obtained empiri-
cally, typically the probabilistic characteristics of the random variables such as
(co)variance. Applying a well designed steady state Kalman filter with constant
gain is sufficient. Although its suboptimality, in general, it still yields excel-
lent estimation performance. The steady state Kalman filter also provides the
advantage of fast computation with no update of the covariance matrices and
the Kalman gain. It brings large savings in filter complexity and computational
effort at the cost of only a small sacrifice of performance [138].
The standard Kalman filter is a linear optimal dynamic state estimator. It
provides not only an estimation of the current state but also a prediction of
the state at next time instant. Generally, the optimal state estimation problem
seeks a linear filter K that can recover the states from measurement y corrupted
by white Gaussian noise such that xˆ = Ky is an optimal estimation of the state
vector x.
Hereby, considering the a continuous-time linear time invariant (LTI) system
x˙(t) = Ax(t) +Bu(t) + Fw(t),
y(t) = Cx(t) +Hv(t), (4.1)
which is driven by the known input u(t) and an unknown random plant distur-
bance w(t). y(t) are the measurements corrupted by the noise v(t). In general,
the plant disturbances w(t) and the measurement noise v(t) are assumed as
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uncorrelated white Gaussian noise with zero mean and the covariance matrix
Rw and Rv, respectively.
The optimal state estimation problem in infinite horizon is to construct an
estimator such that the expectation of the cost of state estimation error [139]
J = lim
T→∞
E{ 1
T
∫ T
0
[(x(t)− xˆ(t))CTC(x(t)− xˆ(t)]dt} (4.2)
is minimized, where E[•] is the expected value.
Assuming (C,A) is observable, the solution of the optimal state estimation
problem for the system in (4.1) is a stable causal state estimator which minimizes
the cost (4.2), which is also known as Kalman filter given by [139, 138]
˙ˆx(t) = Axˆ(t) +Bu(t) +K(y(t)−Cxˆ(t)), (4.3)
with the steady state Kalman gain K
K = PCT (HRvH
T )−1, (4.4)
where P is the solution of the algebraic Riccati equation
AP+PAT −PCT (HRvHT )−1CP+ FRwFT = 0. (4.5)
4.3 Concept of decentralized Kalman filter using virtual
disturbance
In general, the power grids can be divided into several subsystems with lo-
cal state variables denoted as xi, while the subsystems are dynamically and
non-homogeneously interconnected, such as illustrated in Figure 4.1. The inter-
connections are usually referred to power flows or branch currents in the tie-lines
connecting the different subsystems. In conventional way, the design of the state
estimation and system control is based on the complete knowledge about the
system, and thus the estimation of the individual local state variables has to
take into account the dynamic interactions with the other subsystems, which
however increase the communication needs between the subsystems.
Without considering any particular topology of the different subsystems and
their interconnections, it is proposed here from the view point of each subsystem
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Figure 4.1: Illustration of partitioned power systems
Figure 4.2: Subsystem and virtual disturbance source
that the rest of system or grid is represented by an equivalent virtual source with
unknown dynamics. It could also be interpreted as that the interconnections
between one subsystem and all the others are lumped into the virtual source.
In addition, the virtual source is considered as a disturbance with unknown
dynamic inserted into the subsystem that can also randomly change and denote
it as virtual disturbance source for the remaining of this work, as illustrated in
Figure 4.2.
Assuming that the complex system is modeled as a linear time invariant dy-
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namic system, the i-th subsystem in the overall system can be represented by
x˙i = Aixi +Biui +
m∑
j=k,j 6=i
Fixj (4.6)
yi = Cixi +
m∑
j=k,j 6=i
Gixj +Hivi, (4.7)
where xi(t) and ui are the local state vector and control inputs, xj are the
state vector of j-th subsystem. yi is the local observation of i-th subsystem
corrupted by the noise vi. The terms
∑m
j=k,j 6=i Fixj and
∑m
j=k,j 6=iGixj imply
the dynamic interactions among different subsystems.
According to the introduced concept of virtual disturbance source before and
denoting xdi as the states representing dynamics of the virtual disturbance
source, the local system model is defined as
x˙i = Aixi +Biui +Dixdi (4.8)
yi = Cixi +Eixdi +Hivi. (4.9)
where the interconnection terms in (4.6) and (4.7) are substituted by the terms
related to xdi. Following this concept, the subsystem dynamics only depends
on its local state variables and the dynamics of the virtual disturbance.
Since the virtual source is regarded as an unknown dynamic disturbance for
the subsystem, the local dynamic states are augmented by xdi according to
xi,ext =
[
xi
xdi
]
(4.10)
Then, local Kalman filter is to be designed based on the augmented state space
representation and measurement equation of the subsystem that are shown in
the generic form in (4.11) and (4.12). The matrices Ai,ext, Bi,ext, Ci,ext and
Di,ext consists of the local state matrices of the subsystem and the virtual
disturbance model.
x˙i,ext = Ai,extxi,ext +Bi,extui (4.11)
yi = Ci,extxi,ext +Hi,extvi (4.12)
103
4.4 Design guidelines for dynamic model of the virtual disturbance
The local augmented Kalman filter is thus applied according to
˙ˆxi,ext = Ai,extxˆi,ext +Bi,extui +Ki,ext(xi −Ci,extxˆi,ext) (4.13)
where xˆi,ext is the estimation of xi,ext and Ki,ext is the augmented Kalman gain
computed using the standard algebraic Riccati equation.
In contrast to the synthesis procedure for conventional decentralized state
estimation using KF, in which the full system model is first built and then
decomposed, the proposed DKF only needs local information about each sub-
system. It should be underlined that the state estimation based on the proposed
approach has the advantage that each estimator is completely independent of
the rest of the overall system that also means that no-communication and no-
synchronization are needed. The derivation of the augmented state space model
for the i-th subsystem is presented more in detail with an example power grid
in Chapter 4.6.
4.4 Design guidelines for dynamic model of the virtual
disturbance
As introduced in the last section, the virtual disturbance is considered as an
unknown input to the subsystem. In order to include the virtual disturbance
into the augmented state estimation a dynamic model for the virtual disturbance
is needed.
4.4.1 Virtual disturbance as nonwhite noise
Generally, in control and estimation theory an unknown input is usually
treated as a stochastic process with wide sense representation. White noise
is usually a restrictive assumption in many real applications, and it is a use-
ful idealization of the actual noise when ever the correlation time of the noise
is small compared to the time constants of the plant whose states are being
estimated. Otherwise, nonwhite noise should be assumed.
The virtual disturbance source, which represents the unknown interactions
between the subsystems in a power grids, e.g., power flows or branch current
flows, could be considered as a stochastic and nonwhite input to each subsys-
tem. In order to apply the KF derived under the white noise assumption, a
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Figure 4.3: Virtual disturbance generation as non-white noise using shaping fil-
ter
modification is needed considering the nonwhite disturbance.
As discussed in [138] any reasonable nonwhite noise process can be generated
as the output of a linear filter, so-called shaping filter, driven by white noise
input with a unit spectral density. The response of the original system to the
nonwhite noise, in our case the virtual disturbance source, is then equivalent
to the response of the series combination of the original system and the shap-
ing filter to the white noise input [138]. This concept is illustrated in Figure
4.3, where wi(t) is the white noise input and udi(t) is the generated virtual
disturbance.
Therefore, the linear shaping filter determines the dynamic model of the gen-
erated virtual disturbance. In general, a state model for the linear filter can be
formulated as [138]
x˙di = Adixdi +Bdiwi (4.14)
udi = Cdixdi (4.15)
The transfer function of the linear filter is therefore
G(s) =
Udi(s)
Wi(s)
= Cdi(sI−Adi)−1Bdi (4.16)
where Udi(s) andWi(s) are the spectral representation of the virtual disturbance
and the white noise.
4.4.2 Disturbance for DC power grids
In a DC power grid, the currents flowing in the branches which represent the
interactions between the subsystems in Figure 4.1 are constant signals in steady
state that change only occasionally. Therefore, the virtual disturbance source,
which lumps all the dynamic interactions, is modeled as a randomly stepwise
changing source that can be considered as a nonwhite noise.
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A randomly stepwise changing signal, in our case the virtual disturbance udi,
can be modeled driven by the white noise wi with zero mean and unit spectral
density according to
u˙di = −adiudi + bdiwi. (4.17)
This model is the first order form of the linear shaping filter in (4.14) for non-
white noise generation with xdi = udi , Cdi = 1. The transfer function of the
shaping filter is thus obtained by
G(s) =
Udi(s)
Wi(s)
=
bdi
s+ adi
. (4.18)
As shown in [138], the shaping filter output udi has the variance σ
2
di and the
correlation time τdi given by
σ2di =
b2di
2adi
; τdi =
1
adi
, (4.19)
and thus the filter is specified by the parameters adi and bdi obtained by
adi =
1
τdi
; bdi =
√
2σ2diadi. (4.20)
4.4.3 Disturbance model for AC power grids
Since in AC power grids the dynamic interactions between the subsystems
have sinusoidal waveform, the disturbance model for DC case in (4.17) is not
appropriate. In addition, we assume here the changes in the interconnections
are only related to the amplitude and the phase of the sinusoidal wave.
For a sinusoidal disturbance with a known frequency f but unknown amplitude
and phase, the modified model similar to the one in [140] is considered.[
x˙d1
x˙d2
]
=
[
0 1
−(2pif)2 0
][
xd1
xd2
]
+
[
bdi
0
]
wi; (4.21)
udi =
[
1 0
] [xd1
xd2
]
. (4.22)
The term wi is again the white noise with zero mean and unit spectral density.
In this case, the model of the virtual disturbance corresponds to a second order
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Figure 4.4: Generic power grid bus model
shaping filter with the transfer function given by
G(s) =
Udi(s)
Wi(s)
=
bdi
s2 + (2pif)2
(4.23)
It is noted that for DC grids the virtual disturbance model is designed by
the two parameters adi and bdi, while according to the model for AC grids the
design parameter is only bdi. In addition, the sinusoidal disturbance model with
a single frequency in (4.21) can be extended to include more frequency com-
ponents. Moreover, if there are disturbances with more frequency components,
the dynamics model of the virtual disturbance should be extended accordingly.
4.5 System model and case study
In the following, the concept introduced in the last two sections is investigated
with an example power grid with distributed generation units and the design
process is shown in detail.
A generic power grid bus i connected to a generator, a load, as well as branches
k . . .m is illustrated in Figure 4.4. For the sake of simplicity, a constant resis-
tance RLi is used as the load in this case study. In the case of time varying
loads, the value of the loads could be obtained by historical data combined with
a separate estimation step.
In general, DG units cannot be directly connected to the power system due to
the irregularity of the generated power. It is widely recognized the important
role of using power electronics with appropriate designed output filter to inter-
face the DG units to the grids as discussed in [141, 118, 142]. Without loss of
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Figure 4.5: Subsystem DG model
generality, in this work the DG is considered as power converters interfaced to
the power grids with a LCL - filter in a single phase configuration as shown in
Figure 4.5. The proposed approach can be applied for extension to three-phase
system.
Considering the output voltage Vconv,i of the power converter as an input to
the model, the state space representation of the i-th subsystem model with the
DG unit connected to the i-th bus is given by
x˙i = Aixi +BiVconv,i +Fi
m∑
j=k,j 6=i
Iij (4.24)
with
xi =

Iconv,iVCf,i
Isi

 ; Ai =


−Rfi
Lfi
− 1
Lfi
0
1
Cfi
0 − 1
Cfi
0
1
Lsi
−Rsi +RLi
Lsi


Bi =
[
1
Lfi
0 0
]T
; Fi =
[
0 0 −RLi
Lsi
]T
(4.25)
The state vector xi is composed of the output current of the power converter
Iconv,i, the voltage VCfi over the capacitor Cfi and the output current Isi of the
DG model injected into the bus i. The parameters Rfi, Lfi, Cfi, Rsi, Lsi are
the components of the LCL-filter shown in Figure 4.5. The term Fi
∑m
j=k,j 6=i Iij
represents the sum of the branch currents flowing from other neighboring buses
k . . .m into the bus i and thus also represents the interconnections between the
different subsystems in the grid.
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Figure 4.6: Test power grid for Case Study
The bus voltage Vi over the load is related to the injected current Isi from the
DG model and the currents Iik . . . Iim from the branches connected to the bus.
The voltage Vi is thus defined as
Vi = Cixi +RLi
m∑
j=k,j 6=i
Iij (4.26)
with
Ci =
[
0 0 RLi
]
. (4.27)
As a case study, a small power grid depicted in Figure 4.6 with three inter-
connected subsystems consisting of the DG model in Figure 4.5 is considered.
In this case study, the parameter m in (4.24) and (4.26) is thus equal to three.
It is noted that as the focus of this case study is to apply the design procedure
defined in Chapter 4.4, this simplified test grid could be considered as a DC or
an AC network for the validation as will be shown in the next section.
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Figure 4.7: Local model of DG subsystems for designing local Kalman filter
4.6 Proposed augmented local Kalman filter
4.6.1 Local subsystem model
Following the concept of DKF introduced in Chapter 4.3, local KFs associated
with only local information is designed for the state estimation of each DG
subsystem. The design of the local KF thus requires a local model that is
illustrated in Figure 4.7. Compared to the model in Figure 4.5 the branches
connected to the bus and thus the interconnections are neglected. Instead, a
current source Id,i is added as a virtual disturbance source that represents the
neglected branch currents which also means substituting the interconnections
with the remaining parts in the grid. Moreover, the measurement of the bus
voltage in the local model denoted by V ∗i is assumed to be available to the local
KF.
Therefore, the state space model for the local KF design according to Figure
4.7 turns out to be
x˙i = Aixi +BiVconv,i +NiId,i (4.28)
with xi,Ai,Bi defined in (4.25) and
Ni =
[
0 0
RLi
Lsi
]T
. (4.29)
The local measurement considered available to the local KF is the bus voltage
V ∗i given by
yi = V
∗
i + vi = Cixi +RLiIdi + vi, (4.30)
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where vi is a white Gaussian measurement noise with zero mean and variance
σ2vi. The matrix Ci is defined in (4.26).
Comparing (4.28) and (4.30) with (4.24) and (4.26) respectively, one can see
that the terms Fi
∑m
j=k,j 6=i Iij andRLi
∑m
j=k,j 6=i Iij corresponding to the branch
current flows are represented by the terms dependent on the virtual disturbance
source Id,i. Consequently, the local KF does not anymore depend on the grid
topology and the branch parameters as well as the current injections from other
buses. Thus, it can operate in an independent way in the interconnected system.
As discussed before, the dynamics of the virtual disturbance source Id,i are
to be included as additional states in the estimation scheme. In the following
the two dynamic models of the virtual disturbance introduced in Chapter 4.4 is
incorporated into the local KF for DC and AC cases.
4.6.2 DC case
Applying the virtual disturbance model for the DC grids in (4.17) according
to Id,i = ud,i, the dynamic model of the local system in (4.28) and (4.30) is
augmented by the virtual current source Id,i as an additional state according to
x˙dci,ext = A
dc
i,extx
dc
i,ext +B
dc
i,extVconv,i +N
dc
i,extwi (4.31)
yi = C
dc
i,extx
dc
i,ext + vi (4.32)
with
xdci,ext =
[
xi
Id,i
]
; Adci,ext =
[
Ai Ni
0 −adi
]
; Bdci,ext =
[
Bi
0
]
Ndci,ext =
[
0 bdi
]T
; Cdci,ext =
[
Ci −RLi
]
. (4.33)
The local KF for augmented state estimate xˆdci,ext is then designed as
˙ˆxdci,ext = A
dc
i,extxˆ
dc
i,ext +B
dc
i,extVconv,i +K
dc
i (yi −Cdci,extxˆdci,ext) (4.34)
assuming the observability of the augmented local system. The steady state
Kalman gain Kdci can be determined by using using (4.4) and (4.5).
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4.6.3 AC case
Equivalently, for AC grids the model in (4.21) is applied for the virtual dis-
turbance Id,i which is a sinusoidal wave. The augmented model for the local
KF in this case turns out to be
x˙aci,ext = A
ac
i,extx
ac
i,ext +B
ac
i,extVconv,i +N
ac
i,extwi (4.35)
yi = C
ac
i,extx
ac
i,ext + vi (4.36)
with
xaci,ext =

 xixd1
xd2

 ; Aaci,ext =

Ai Ni 00 0 1
0 −(2pif)2 0

 ; Baci,ext =

Bi0
0

 ;
Naci,ext =
[
0 bdi 0
]T
; Caci,ext =
[
Ci −RLi 0
]
. (4.37)
Assuming the observability of the augmented local model in (4.35), the local
KF for the AC power grids and the Kalman gain Kaci can be obtained using
(4.4) and (4.5).
It should also be noted that the white noise wi in both the DC and AC
disturbance model can be interpreted as the process noise of the augmented
local system in (4.33) and (4.35).
4.6.4 Analysis of the virtual disturbance estimation
According to the definition of the local measurement in (4.30), the local KF
considers the locally measured voltage V ∗i nominally only dependent on the
single current Isi injected by the local DG perturbed by the virtual disturbance
source Id,i. However, the true measured voltage Vi as defined in (4.26) depends
on all the current injections from the local power source and the branches into
the bus. As mentioned before, the interconnection terms related to the branch
current flows in the true DG model are replaced by terms dependent on the
virtual disturbance Id,i in the local model by comparing Figure 4.5 and Figure
4.7. Therefore, the virtual disturbance obtained by the local augmented state
estimation is related to the branch current flows. The relation is then presented
in a mathematical way as follows.
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For each local KF, the local measurement of the bus voltage in (4.30) should
be equal to the true bus voltage in (4.26) despite of the measurement noise vi
with zero mean according to
Vi = E[yi] = V
∗
i , (4.38)
where E[•] is the expected value. Inserting then (4.26) and (4.30) into (4.38)
and solving with respect to the virtual disturbance source, the locally estimated
disturbance Iˆd,i can be obtained as
Iˆd,i = E[−
Cixi +RLi
∑m
j=k,j 6=i Iij −Cixi − vi
RLi
]
= E[−RLi
∑m
j=k,j 6=i Iij − vi
RLi
]. (4.39)
Since the expected value E[•] represents a linear operator, and the expected
value of the measurement noise E[vi] = 0 and the other variables are determin-
istic in steady state, the equation (4.39) can be reduced to
Iˆd,i = −
m∑
j=k,j 6=i
Iij . (4.40)
Thus, the locally estimated virtual disturbance in (4.40) in steady state is
equal to the negative sum of the currents flows injected into the bus. This
indicates that the local KF is able to implicitly learn the unknown branch current
flows of the power network in an aggregated way. The negative sign is due to
the chosen current flow direction of the virtual disturbance model.
4.7 Simulation Results
In this section the proposed DKF is validated with the test power grid in
Figure 4.6 with the arbitrarily chosen parameter settings for the three DGs as
given in Table 4.1.
The transmission lines of the test power grid are modeled by serial RL-
components. The value for the Ri and Li are also chosen arbitrarily, with
all three branches having Ri = 0.5 Ω and Li = 0.1 mH. All the three loads
RLi are assumed equal to 10 Ω. The nominal amplitude of the output voltages
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Table 4.1: Simulation parameters
Parameters Subsystem 1 & 3 Subsystem 2
Rfi 0.1 mH 1 mH
Rfi 0.2 Ω 0.2 Ω
Cfi 2 uF 200 uF
Lsi 0.2 uH 1 mH
Rsi 0.3 Ω 0.3 Ω
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Figure 4.8: Sequence of the random changes in the voltage amplitude of DG1
Vconv,i of the three power converters are chosen equal to 402 V , 403 V and
398 V , respectively. The uncertainty of the measurement devices is assumed
with a uniform distribution and the devices have an accuracy of 0.25 %. The
white Gaussian measurement noise thus has a variance of σ2vi = 0.3 V
2 for all
local KFs.
In the simulation the changes in branch current flows that also imply the
changes in the interconnections in the system is stimulated by random step
changes of the output voltage amplitude of the DG1 as depicted in Figure 4.6
with a correlation time of τdi = 100 ms for both DC and AC cases. The sequence
of the changes normalized on the initial output voltage starting at t = 0.5 s is
shown in Figure 4.8. It is noted that these changes also cause the changes of
all system states. For t < 0.5 s all local KFs are settled according to the initial
steady state of the system.
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For the resulted random changes in branch current flows, a variance of σ2di =
103 A2 for all three subsystems is assumed in both DC and AC case which
also represents the variance of the virtual disturbance that is equivalent to the
plant noise. It is noticed that in this case study the variance of the model
is heuristically chosen by observing the simulation results. In practice, the
variance of the model can be determined, e.g., based on historical values of the
load changes. Therefore, the parameters for the shaping filter and thus the
dynamic model of the virtual disturbance for the three subsystems turns out to
be
adi =
1
τdi
=
1
100 ms
= 100 s−1;
bdi =
√
2σ2diadi =
√
2 · 100 A. (4.41)
In addition, a relative estimation error e(xˆi) is defined in order to validate the
estimation performance
e(xˆi) =
|xi − xˆi|
x¯i
100 %, (4.42)
where xi is the instantaneous absolute value of the true state, xˆi instantaneous
state estimate and x¯i the amplitude of the steady state.
4.7.1 DC case
For comparison purpose, the parameter of the virtual disturbance model are
first set as adi = 0 and bdi = 1 which serves as a counterexample to the systemat-
ical design approach. The estimation results for the states of the DG1 following
the sequential changes are shown as an example in Figure 4.9, in which the plots
in the left column depict a comparison of the true and estimated states, while
the plots in the right column show the corresponding relative estimation error
defined in (4.42).
According to the equation (4.40), the local KF based on the augmented local
model should be able to learn the negative sum of the branch currents flowing
into the bus through the estimated virtual disturbance, in addition to the local
state estimation. This effect is shown in Figure 4.10, where the negative values
of the individually estimated virtual disturbance Idi of all the three local KFs
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are compared with the sum of the respective branch current flows.
It is obvious in Figure 4.9 and Figure 4.10 that the local KFs do not provide
satisfied performance to track the sequential changes in the system states and
the virtual disturbances that are aggregated the branch currents. This also
implies that the local KF designed with the improperly chosen parameter for
adi and bdi is not able to track the states following the dynamic changes.
Then, the systematically determined shaping filter parameters for adi and bdi
in (4.41) are applied to the DC virtual disturbance model and the estimation
results are shown in Figure 4.11 and Figure 4.12. It is obvious that with the
systemically designed parameters the local KFs show very good performance in
tracking the states and the current flow changes. The same effect is observed
for the local estimation of the other two subsystems.
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Figure 4.9: Local state estimation for DG1 with the improper virtual distur-
bance model in DC case
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Figure 4.10: Estimation of virtual disturbance dynamics with improper model
in DC case
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Figure 4.11: Local state estimation for DG1 with systematic design of the virtual
disturbance in DC case
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Figure 4.12: Estimation of virtual disturbance dynamics with systematic design
of the virtual disturbance in DC case
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4.7.2 AC case
The same investigations as in the last section are carried out for the AC
case with the proposed DKF. The system inputs, i.e., output voltages of the
three power converters Vconv,i, are chosen as sinusoidal waves with a nominal
frequency of 50 Hz. Please note that only the parameter bdi is needed for the
AC power network. Since the same disturbance and the same plant variance
are assumed for both DC and AC cases, the same value of bdi in (4.41) is also
applied to the AC case.
First, the parameter bdi = 1 is set again as a counterexample to the system-
atical design method. The same effect as in the DC case is observed: the local
KFs can not track the fast changes of the states and the branch current flows
with the improperly chosen parameter for the virtual disturbance model. It
should be noted that the decaying sinusoidal oscillation in the estimation errors
in Figure 4.13 and Figure 4.14 is caused by the estimation error of amplitude
and phase during the settling time of the local KF.
Then, the filter parameter bdi determined in (4.41) is applied to the virtual
disturbance model in the AC case. The simulation results in Figure 4.15 and
Figure 4.16 confirm again that with the systematically designed parameters for
the virtual disturbance the local KFs provide very good performance in tracking
the states and the aggregated branch current flows, and thus infer the knowledge
about the dynamics of the interconnections.
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Figure 4.13: Local state estimation of DG1 with the improper virtual distur-
bance model in AC case
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Figure 4.14: Estimation of virtual disturbance dynamics with improper model
in AC case
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Figure 4.15: Local state estimation of DG1 with systematic design of the virtual
disturbance for AC case
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Figure 4.16: Estimation of virtual disturbance dynamics with systematic design
of the virtual disturbance in AC case
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4.8 Summary
In this chapter a decentralized Kalman filter is developed to track the local
states of subsystems and infer dynamic interactions among the subsystems in
a fully independent way without any communication. The decoupling of the
overall system is based on introducing the virtual disturbance, whose dynamic
model is designed in a systematic way using the principle of nonwhite noise
generation using a shaping filter for both DC and AC grids. The proposed
DKF using properly designed disturbance model show very good performance
in tracking the fast changes of the system states as well as dynamic interactions
as validated for a test power grid in simulation. In this way the awareness of the
local and to some extend the system level conditions is achieved. The presented
estimation approach forms the basis for the decentralized grid control.
It is noted that the stationarity hypothesis of the stochastic process of the
virtual disturbance model is assumed in terms of a constant variance over the
time. In practice, the change of the variance of the virtual disturbance model
can be taken into account by updating the parameters of the shaping filter and
then also its bandwidth according to current knowledge about the changes of
system such load changes. The update of the filter parameters also leads to an
update of the Kalman gain.
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5.1 Conclusion
The awareness of the status and conditions of the grid is of essential impor-
tance to enable control and operation for future active distribution grids. A
real-time monitoring system supported by accurate and effective measurement
data needed for enabling reliable and efficient dynamic grid management, while
an appropriate monitoring system is still currently not present in the distri-
bution grid landscape and faces different challenges. This dissertation aims at
making proposals to address the challenges and provides novel solutions of the
measurement techniques for future active distribution grids.
In Chapter 2, a holistic meter placement optimization procedure for design-
ing the optimal measurement infrastructure in future active distribution grids,
with trade-offs among predefined accuracy of the distribution system state es-
timation, number of PMUs and number of smart measurement devices and the
traditional measurements, is developed. The design procedure using genetic al-
gorithms is defined in terms of a stochastic optimization taking into account
fluctuation of loads and generation, meshed grid topology and different uncer-
tainty level of measurement information in order to find robust placement so-
lutions that still guarantees a desired level of accuracy for the estimation. The
proposed meter placement method is successfully validated using a small and a
large test grid. The proposed design procedure can assist distribution system
operators in making investment decisions to upgrade the grid for the upcoming
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changes.
In Chapter 3, a new estimation method for instantaneous phasor, frequency
and rate of change of frequency based on the modified Taylor-Kalman filter in
combination with the weighted phase differentiator is proposed. The proposed
method allows accurate estimation of the fundamental phasor and also harmonic
components. Based on the instantaneous phasor estimation, frequency and RO-
COF estimation is achieved by applying the Kay frequency estimator and the
Lanczos estimator. The presented approach is evaluated in various test cases
such as steady state test cases, dynamic state test cases and a power system case
study. The results show very good performance of the proposed method which
provides an interesting method for phasor, frequency and even power quality
measurements with high accuracy and in an instantaneous manner.
Then, Chapter 4 presents a decentralized Kalman filtering approach consisting
of independent local estimators. A virtual disturbance concept is introduced for
power system decoupling. The model of the virtual disturbance is designed in
a systematic way based on the principle of nonwhite noise generation using a
shaping filter. The proposed DKF using properly designed disturbance model
show very good performance in tracking the fast changes of the system states
as well as dynamic interactions as validated for a test power grid in simulation.
In this way the awareness of the local and to some extend the system level
conditions is achieved. The presented estimation approach forms the basis for
the decentralized grid control as shown in [124, 125].
5.2 Future work
The meter placement optimization defined in Chapter 2 aims at defining the
design procedure for finding the optimal and robust meter placement in active
distribution grids. A modified two-step state estimator is applied for single phase
power grids as examples for balanced conditions. As future work, more sophis-
ticated state estimators considering three-phase unbalanced conditions, taking
into account the correlation between the variables and measurement could be
incorporated into the optimization procedure. It is also interesting to inves-
tigate the consideration of placing measurement channels of the measurement
devices separately instead of regarding the measurement device as a whole, e.g.,
the channels of the PMUs separately. On the other hand, other optimization
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approach, e.g., Particle Swarm algorithm, could be applied and investigated
instead of the genetic algorithm, which still have some disadvantages of high
computational effort and needs of carefully setting of the parameters.
In Chapter 3 it is shown that under abrupt transient conditions such as step
changes the TKF with higher order Taylor expansion leads to large overshoot
and oscillation than lower order Taylor expansion, while under oscillating sig-
nal conditions the higher order Taylor expansion is needed to achieve accurate
estimation. This conflict might be solved by having two phasor estimation path
using two separate TKFs with appropriate order of Taylor expansion. A tran-
sient detector similar to the one introduced in [143] could be designed to detect
the abrupt changes in the signal and select the correct phasor estimates for
the transient phase. It is also to point out that the weighted phase differen-
tiators introduce a fix time delay which should be taken into account in real
applications. Considering the relatively noise sensitivity of the TKF due to the
inclusion of derivatives in the model, additional noise filtering method might be
used in combination with TKF in case of low SNR. It is also noticed that in
this work the TKF is designed based on a fixed frequency at 50 Hz and includes
the harmonics components. It can be extended to an adaptive filter which first
detect the frequency components contained in the signal with inferred frequency
information and then use this information to adapt the model to obtain more
accurate measurement e.g., at off-nominal frequency. The proposed algorithms
will also be validated in a hardware platform.
As for the decentralized Kalman filter, further investigations can be carried
out concerning its usages in control applications for DC and AC grids. In AC
case, the system model could be further extended to three-phase systems in-
cluding balanced and unbalanced conditions. The proposed DKF should be
then adapted, e.g., to estimate the symmetrical components. It is also inter-
esting to include the estimation of harmonics in power grid. This would be
possible by extending the model of the sinusoidal wave with given frequencies
for the virtual disturbance.
125
126
Bibliography
[1] H. Farhangi, “The path of the smart grid,” Power and Energy Magazine,
IEEE, vol. 8, no. 1, pp. 18–28, 2010.
[2] European Commission, “Vision and strategy for European electricity net-
works of the future,” in European Smart Grids Technology Platform, 2006.
[3] Union of the Electricity Industry EURELECTRIC, “Active distribution
system management - a key tool for the smooth integration of distributed
generation,” Technical paper, 2013.
[4] E. Peeters, R. Belhomme, C. Batlle, F. Bouffard, S. Karkkainen, D. Six,
and M. Hommelberg, “ADDRESS: Scenarios and architecture for active
demand development in the smart grids of the future,” in Electricity Dis-
tribution - Part 1, 2009. CIRED 2009. 20th International Conference and
Exhibition on, pp. 1–4, 2009.
[5] J. Fan and S. Borlase, “The evolution of distribution,” Power and Energy
Magazine, IEEE, vol. 7, no. 2, pp. 63–68, 2009.
[6] G. Heydt, “The next generation of power distribution systems,” Smart
Grid, IEEE Transactions on, vol. 1, no. 3, pp. 225–235, 2010.
[7] C. D’Adamo, S. Jupe, and C. Abbey, “Global survey on planning and op-
eration of active distribution networks - update of CIGRE C6.11 working
group activities,” in Electricity Distribution - Part 1, 2009. CIRED 2009.
20th International Conference and Exhibition on, pp. 1–4, 2009.
127
Bibliography
[8] A. Monti and F. Ponci, “Power grids of the future: Why smart means
complex,” in Complexity in Engineering, 2010. COMPENG ’10., pp. 7–
11, 2010.
[9] S. Repo, K. Maki, P. Jarventausta, and O. Samuelsson, “ADINE - EU
demonstration project of active distribution network,” in Smart Grids for
Distribution, 2008. IET-CIRED. CIRED Seminar, pp. 1–5, 2008.
[10] Electric Power Research Institut (EPRI), “Technical and system require-
ments for advanced distribution automation,” Technical Report, 2004.
[11] G. Sanchez-Ayala, J. Aguerc, D. Elizondo, and M. Lelic, “Current trends
on applications of PMUs in distribution systems,” in Innovative Smart
Grid Technologies (ISGT), 2013 IEEE PES, pp. 1–6, 2013.
[12] A. Phadke and R. de Moraes, “The wide world of wide-area measurement,”
Power and Energy Magazine, IEEE, vol. 6, no. 5, pp. 52–65, 2008.
[13] A. Borghetti, C. Nucci, M. Paolone, G. Ciappi, and A. Solari, “Syn-
chronized phasors monitoring during the islanding maneuver of an active
distribution network,” Smart Grid, IEEE Transactions on, vol. 2, no. 1,
pp. 82–91, 2011.
[14] M. Paolone, A. Borghetti, and C. A. Nucci, “A synchrophasor estimation
algorithm for the monitoring of active distribution networks in steady
state and transient conditions,” in Proceedings of the 17th Power Systems
Computation Conference (PSCC 2011), pp. 1–8, 2011.
[15] M. Shahidehpour and Y. Wang, Communication and Control in Elec-
tric Power Systems: Applications of Parallel and Distributed Processing.
Wiley-IEEE, 2003.
[16] A. Dimeas and N. Hatziargyriou, “Operation of a multiagent system for
microgrid control,” Power Systems, IEEE Transactions on, vol. 20, no. 3,
pp. 1447–1455, 2005.
[17] D. Hill, T. Liu, and G. Verbic, “Smart grids as distributed learning con-
trol,” in Power and Energy Society General Meeting, 2012 IEEE, pp. 1–8,
2012.
128
Bibliography
[18] A. Monti, F. Ponci, A. Benigni, and J. Liu, “Distributed intelligence for
smart grid control,” in Nonsinusoidal Currents and Compensation (IS-
NCC), 2010 International School on, pp. 46–58, 2010.
[19] M. Amin, “Toward self-healing energy infrastructure systems,” Computer
Applications in Power, IEEE, vol. 14, no. 1, pp. 20–28, 2001.
[20] R. Madlener, J. Liu, A. Monti, C. Muscas, and C. Rosen, “Measurement
and metering facilities as enabling technologies for smart electricity grids
in europe,” Sectoral e-Business Watch, no. 1, 2009.
[21] J. Liu, F. Ponci, A. Monti, C. Muscas, P. A. Pegoraro, and S. Sulis,
“Optimal placement for robust distributed measurement systems in ac-
tive distribution grids,” in Instrumentation and Measurement Technology
Conference (I2MTC), 2013 IEEE International, 2013.
[22] F. Schweppe and E. Handschin, “Static state estimation in electric power
systems,” Proceedings of the IEEE, vol. 62, no. 7, pp. 972–982, 1974.
[23] A. Monticelli, “Electric power system state estimation,”Proceedings of the
IEEE, vol. 88, no. 2, pp. 262–282, 2000.
[24] A. Abur and A. G. Exposito, Power System State Estimation: Theory and
Implementation. New York: Marcel Dekker, 2004.
[25] M. Baran and A. Kelley, “A branch-current-based state estimation method
for distribution systems,” Power Systems, IEEE Transactions on, vol. 10,
no. 1, pp. 483–491, 1995.
[26] H. Wang and N. Schulz, “A revised branch current-based distribution sys-
tem state estimation algorithm and meter placement impact,”Power Sys-
tems, IEEE Transactions on, vol. 19, no. 1, pp. 207–213, 2004.
[27] R. Singh, B. Pal, and R. Vinter, “Measurement placement in distribution
system state estimation,” Power Systems, IEEE Transactions on, vol. 24,
no. 2, pp. 668–675, 2009.
[28] O. Chilard, S. Grenard, O. Devaux, and L. De Alvaro Garcia, “Distribution
state estimation based on voltage state variables : Assessment of results
129
Bibliography
and limitations,” in Electricity Distribution - Part 1, 2009. CIRED 2009.
20th International Conference and Exhibition on, pp. 1–4, 2009.
[29] R. Singh, B. Pal, R. Jabr, and R. Vinter, “Meter placement for distribu-
tion system state estimation: An ordinal optimization approach,” Power
Systems, IEEE Transactions on, vol. 26, no. 4, pp. 2328–2335, 2011.
[30] Alstom iSTAT High Performance Measurement Centre.
http://www.alstom.com/grid/products-and-services/substation-
automation-solutions/substation-measurement/iSTAT-M2x3-High-
Performance-Measurement-Centre/.
[31] Landis & Gyr, ZxQQualigrid. http://www.landisgyr.de/product/landisgyr-
zxq-qualigrid-2/.
[32] Siemens SICAM-T Electrical Measurement Transducer.
http://www.energy.siemens.com/hq/en/automation/power-transmission-
distribution/power-quality/sicam-t.htm.
[33] European Smart Metering Alliance, “Annual report on the progress in
smart metering 2008,” 2009.
[34] M. Baran and T. McDermott, “Distribution system state estimation using
AMI data,” in Power Systems Conference and Exposition, 2009. PSCE
’09. IEEE/PES, pp. 1–3, 2009.
[35] M. Baran, J. Jung, and T. McDermott, “Including voltage measurements
in branch current state estimation for distribution systems,” in Power
Energy Society General Meeting, 2009. PES ’09. IEEE, pp. 1–5, 2009.
[36] V. Ramesh, U. Khan, and M. Ilic, “Data aggregation strategies for aligning
PMU and AMI measurements in electric power distribution networks,” in
North American Power Symposium (NAPS), 2011, pp. 1–7, 2011.
[37] J. Wu, Y. He, and N. Jenkins, “A robust state estimator for medium
voltage distribution networks,” Power Systems, IEEE Transactions on,
vol. 28, no. 2, pp. 1008–1016, 2013.
130
Bibliography
[38] J. De La Ree, V. Centeno, J. Thorp, and A. Phadke, “Synchronized phasor
measurement applications in power systems,” Smart Grid, IEEE Trans-
actions on, vol. 1, no. 1, pp. 20–27, 2010.
[39] J. Thorp, A. Abur, M. Begovic, J. Giri, and R. Avila-Rosales, “Gaining
a wider perspective,” Power and Energy Magazine, IEEE, vol. 6, no. 5,
pp. 43–51, 2008.
[40] A. Phadke and J. Thorp., Synchronized Phasor Measurements and Their
Applications. Springer Science, 2008.
[41] M. Albu, G. Heydt, and S.-C. Cosmescu, “Versatile platforms for wide
area synchronous measurements in power distribution systems,” in North
American Power Symposium (NAPS), 2010, pp. 1–7, 2010.
[42] M. Paolone, A. Borghetti, and C. Nucci, “development of an RTU for
synchrophasors estimation in active distribution networks,” in PowerTech,
2009 IEEE Bucharest, pp. 1–6, 2009.
[43] R. Singh, B. Pal, and R. Jabr, “Choice of estimator for distribution sys-
tem state estimation,”Generation, Transmission Distribution, IET, vol. 3,
no. 7, pp. 666–678, 2009.
[44] M. Pau, P. Pegoraro, and S. Sulis, “Branch current state estimator for dis-
tribution system based on synchronized measurements,” in Applied Mea-
surements for Power Systems (AMPS), 2012 IEEE International Work-
shop on, pp. 1–6, 2012.
[45] M. Pau, P. Pegoraro, and S. Sulis, “Efficient branch-current-based dis-
tribution system state estimation including synchronized measurements,”
Instrumentation and Measurement, IEEE Transactions on, vol. 62, no. 9,
pp. 2419–2429, 2013.
[46] R. Singh, B. Pal, and R. Jabr, “Distribution system state estimation
through gaussian mixture model of the load as pseudo-measurement,”
Generation, Transmission Distribution, IET, vol. 4, no. 1, pp. 50–59, 2010.
[47] G. Valverde, Uncertainty and state estimation of power systems. PhD
thesis, University of Manchester, 2012.
131
Bibliography
[48] G. Valverde, A. Saric, and V. Terzija, “Stochastic monitoring of distribu-
tion networks including correlated input variables,”Power Systems, IEEE
Transactions on, vol. 28, no. 1, pp. 246–255, 2013.
[49] M. Baran, J. Zhu, and A. Kelley, “Meter placement for real-time mon-
itoring of distribution feeders,” Power Systems, IEEE Transactions on,
vol. 11, no. 1, pp. 332–337, 1996.
[50] N. Manousakis, G. Korres, and P. Georgilakis, “Taxonomy of PMU place-
ment methodologies,” Power Systems, IEEE Transactions on, vol. 27,
no. 2, pp. 1070–1077, 2012.
[51] A. Monticelli and F. Wu, “Network observability: Identification of observ-
able islands and measurement placement,” Power Engineering Review,
IEEE, vol. PER-5, no. 5, pp. 32–32, 1985.
[52] B. Gou and A. Ali, “An improved measurement placement algorithm for
network observability,” Power Systems, IEEE Transactions on, vol. 16,
no. 4, pp. 819–824, 2001.
[53] C. Rakpenthai, S. Premrudeepreechacharn, S. Uatrongjit, and N. Wat-
son, “An optimal PMU placement method against measurement loss and
branch outage,” Power Delivery, IEEE Transactions on, vol. 22, no. 1,
pp. 101–107, 2007.
[54] R. Emami and A. Abur, “Robust measurement design by placing synchro-
nized phasor measurements on network branches,” Power Systems, IEEE
Transactions on, vol. 25, no. 1, pp. 38–43, 2010.
[55] R. Kavasseri and S. Srinivasan, “Joint placement of phasor and power flow
measurements for observability of power systems,” Power Systems, IEEE
Transactions on, vol. 26, no. 4, pp. 1929–1936, 2011.
[56] A. Shafiu, N. Jenkins, and G. Strbac, “Measurement location for state
estimation of distribution networks with generation,” Generation, Trans-
mission and Distribution, IEE Proceedings-, vol. 152, no. 2, pp. 240–246,
2005.
132
Bibliography
[57] N. Nusrat, M. Irving, and G. Taylor, “Novel meter placement algorithm
for enhanced accuracy of distribution system state estimation,” in Power
and Energy Society General Meeting, 2012 IEEE, pp. 1–8, 2012.
[58] C. Muscas, F. Pilo, G. Pisano, and S. Sulis, “Optimal allocation of
multichannel measurement devices for distribution state estimation,” In-
strumentation and Measurement, IEEE Transactions on, vol. 58, no. 6,
pp. 1929–1937, 2009.
[59] P. Pegoraro and S. Sulis, “Robustness-oriented meter placement for dis-
tribution system state estimation in presence of network parameter un-
certainty,” Instrumentation and Measurement, IEEE Transactions on,
vol. 62, no. 5, pp. 954–962, 2013.
[60] D. Echternacht, C. Linnemann, and A. Moser, “Optimized positioning of
measurements in distribution grids,” in Innovative Smart Grid Technolo-
gies (ISGT Europe), 2012 3rd IEEE PES International Conference and
Exhibition on, pp. 1–7, 2012.
[61] E. Manitsas, R. Singh, B. Pal, and G. Strbac, “Distribution system state
estimation using an artificial neural network approach for pseudo measure-
ment modeling,” Power Systems, IEEE Transactions on, vol. 27, no. 4,
pp. 1888–1896, 2012.
[62] R. Singh, B. Pal, and R. Jabr, “Statistical representation of distribution
system loads using gaussian mixture model,”Power Systems, IEEE Trans-
actions on, vol. 25, no. 1, pp. 29–37, 2010.
[63] H. Sirisena and E. P. M. Brown, “Representation of non-gaussian probabil-
ity distributions in stochastic load-flow studies by the method of gaussian
sum approximations,” Generation, Transmission and Distribution, IEE
Proceedings C, vol. 130, no. 4, pp. 165–171, 1983.
[64] D. Villanueva, J. Pazos, and A. Feijoo, “Probabilistic load flow including
wind power generation,” Power Systems, IEEE Transactions on, vol. 26,
no. 3, pp. 1659–1667, 2011.
133
Bibliography
[65] J. Bilmes, “A gentle tutorial of the EM algorithm and its application to
parameter estimation for gaussian mixture and hidden markov models,”
tech. rep., 1998.
[66] X.-S. Yang, Engineering Optimization: An Introduction with Metaheuris-
tic Applications. WILEY, 2010.
[67] A. Konak, D. W. Coit, and A. E. Smith, “Multi-objective optimization
using genetic algorithms: A tutorial,”Reliability Engineering and System
Safety, vol. 91, no. 9, pp. 992 – 1007, 2006.
[68] J. H. Holland, Adaptation in Natural and Artificial Systems. Ann Arbor,
MI, USA: University of Michigan Press, 1975.
[69] M. Zhou, V. Centeno, J. Thorp, and A. Phadke, “An alternative for in-
cluding phasor measurements in state estimators,” Power Systems, IEEE
Transactions on, vol. 21, no. 4, pp. 1930–1937, 2006.
[70] United Kingdom Generic Distribution System (UKGDS).
http://monaco.eee.strath.ac.uk/ukgds [Accessed may 2012].
[71] “IEEE standard for synchrophasor measurements for power systems,”
IEEE Std C37.118.1-2011 (Revision of IEEE Std C37.118-2005), pp. 1–61,
2011.
[72] A. Phadke and J. Thorp, Synchronized Phasor Measurements and Their
Applications. Springer, 1 ed., Aug. 2008.
[73] A. Bose, “Smart transmission grid applications and their supporting in-
frastructure,” Smart Grid, IEEE Transactions on, vol. 1, no. 1, pp. 11–19,
2010.
[74] K. Martin, D. Hamai, M. Adamiak, S. Anderson, M. Begovic, G. Ben-
mouyal, G. Brunello, J. Burger, J. Cai, B. Dickerson, V. Gharpure,
B. Kennedy, D. Karlsson, A. Phadke, J. Salj, V. Skendzic, J. Sperr,
Y. Song, C. Huntley, B. Kasztenny, and E. Price, “Exploring the IEEE
standard C37.118 - 2005 synchrophasors for power systems,” Power De-
livery, IEEE Transactions on, vol. 23, pp. 1805 –1811, oct. 2008.
134
Bibliography
[75] V. Terzija, G. Valverde, D. Cai, P. Regulski, V. Madani, J. Fitch, S. Skok,
M. Begovic, and A. Phadke, “Wide-area monitoring, protection, and con-
trol of future electric power networks,” Proceedings of the IEEE, vol. 99,
no. 1, pp. 80–93, 2011.
[76] J. Tang, J. Liu, F. Ponci, and A. Monti, “Adaptive load shedding based on
combined frequency and voltage stability assessment using synchrophasor
measurements,” Power Systems, IEEE Transactions on, vol. 28, no. 2,
pp. 2035–2047, 2013.
[77] “IEEE standard for synchrophasors for power systems,” IEEE Std
C37.118-2005 (Revision of IEEE Std 1344-1995), pp. 1–57, 2006.
[78] A. Phadke and B. Kasztenny, “Synchronized phasor and frequency mea-
surement under transient conditions,”Power Delivery, IEEE Transactions
on, vol. 24, pp. 89 –95, jan. 2009.
[79] J. de la O Serna and J. Rodriguez-Maldonado, “Instantaneous oscillating
phasor estimates with TaylorK -Kalman filters,” Power Systems, IEEE
Transactions on, vol. 26, pp. 2336 –2344, nov. 2011.
[80] J. de la O Serna and J. Rodriandguez-Maldonado,“Taylor-Kalman-Fourier
filters for instantaneous oscillating phasor and harmonic estimates,” In-
strumentation and Measurement, IEEE Transactions on, vol. 61, pp. 941
–951, april 2012.
[81] T. Nguyen and X. J. Li, “A fast and accurate method for estimating
power systems phasors using dft with interpolation,” in Power Engineering
Society General Meeting, 2006. IEEE, pp. 8 pp.–, 2006.
[82] M. Akke and J. Thorp, “Sample value adjustment improves phasor esti-
mation at off-nominal frequencies,” Power Delivery, IEEE Transactions
on, vol. 25, no. 4, pp. 2255–2263, 2010.
[83] J. Ren and M. Kezunovic, “Real-time power system frequency and pha-
sors estimation using recursive wavelet transform,”Power Delivery, IEEE
Transactions on, vol. 26, no. 3, pp. 1392–1402, 2011.
135
Bibliography
[84] S.-R. Nam, S.-H. Kang, J.-M. Sohn, and J.-K. Park, “Modified notch filter-
based instantaneous phasor estimation for high-speed distance protection,”
Electrical Engineering, vol. 89, no. 4, pp. 311–317, 2007.
[85] M. Karimi-Ghartemani, B.-T. Ooi, and A. Bakhshai, “Application of en-
hanced phase-locked loop system to the computation of synchrophasors,”
Power Delivery, IEEE Transactions on, vol. 26, no. 1, pp. 22–32, 2011.
[86] “IEEE standard for synchrophasor measurements for power systems,”
IEEE Std C37.118.1-2011 (Revision of IEEE Std C37.118-2005), pp. 1–61,
2011.
[87] I. Kamwa, A. Pradhan, and G. Joos, “Adaptive phasor and frequency-
tracking schemes for wide-area protection and control,” Power Delivery,
IEEE Transactions on, vol. 26, pp. 744 –753, april 2011.
[88] W. Premerlani, B. Kasztenny, and M. Adamiak, “Development and im-
plementation of a synchrophasor estimator capable of measurements un-
der dynamic conditions,” Power Delivery, IEEE Transactions on, vol. 23,
pp. 109 –123, jan. 2008.
[89] R. Mai, Z. He, L. Fu, B. Kirby, and Z. Bo, “A dynamic synchropha-
sor estimation algorithm for online application,” Power Delivery, IEEE
Transactions on, vol. 25, pp. 570 –578, april 2010.
[90] R. K. Mai, L. Fu, Z.-Y. Dong, B. Kirby, and Z. Q. Bo, “An adaptive
dynamic phasor estimator considering dc offset for PMU applications,”
Power Delivery, IEEE Transactions on, vol. 26, no. 3, pp. 1744–1754,
2011.
[91] J. de la Serna, “Dynamic phasor estimates for power system oscilla-
tions,” Instrumentation and Measurement, IEEE Transactions on, vol. 56,
pp. 1648 –1657, oct. 2007.
[92] M. Platas-Garza and J. de la O Serna, “Dynamic phasor and frequency es-
timates through maximally flat differentiators,” Instrumentation and Mea-
surement, IEEE Transactions on, vol. 59, no. 7, pp. 1803–1811, 2010.
136
Bibliography
[93] P. Castello, M. Lixia, C. Muscas, and P. Pegoraro, “Impact of the model on
the accuracy of synchrophasor measurement,” Instrumentation and Mea-
surement, IEEE Transactions on, vol. 61, no. 8, pp. 2179–2188, 2012.
[94] A. Girgis and T. L. D. Hwang, “Optimal estimation of voltage phasors and
frequency deviation using linear and non-linear Kalman filtering: Theory
and limitations,” Power Apparatus and Systems, IEEE Transactions on,
vol. PAS-103, no. 10, pp. 2943–2951, 1984.
[95] I. Kamwa and R. Grondin, “Fast adaptive schemes for tracking voltage
phasor and local frequency in power transmission and distribution sys-
tems,” Power Delivery, IEEE Transactions on, vol. 7, no. 2, pp. 789–795,
1992.
[96] C. Chen, G. Chang, R. Hong, and H. M. Li, “Extended real model of
Kalman filter for time-varying harmonics estimation,” Power Delivery,
IEEE Transactions on, vol. 25, no. 1, pp. 17–26, 2010.
[97] J. Liu, F. Ni, J. Tang, F. Ponci, and A. Monti, “A modified Taylor-
Kalman filter for instantaneous dynamic phasor estimation,” in IEEE PES
Innovative Smart Grid Technologies (ISGT) Europe Conference, full paper
accepted, 2012.
[98] B. Boashash, “Estimating and interpreting the instantaneous frequency of
a signal. Part II. algorithms and applications,” Proceedings of the IEEE,
vol. 80, no. 4, pp. 540–568, 1992.
[99] M. Lagrange and S. Marchand, “Estimating the Instantaneous Frequency
of Sinusoidal Components Using Phase-Based Methods,” Journal of the
Audio Engineering Society (JAES), vol. 55, no. 5, pp. 385–399, 2007.
[100] S. Kay, “A fast and accurate single frequency estimator,”Acoustics, Speech
and Signal Processing, IEEE Transactions on, vol. 37, no. 12, pp. 1987–
1990, 1989.
[101] A. Roscoe, I. Abdulhadi, and G. Burt, “P and m class phasor measurement
unit algorithms using adaptive cascaded filters,” Power Delivery, IEEE
Transactions on, vol. 28, no. 3, pp. 1447–1459, 2013.
137
Bibliography
[102] A. Carcelen-Flores, J. Fuentes, A. Molina-Garcia, E. Gomez-Lazaro, and
A. Vigueras-Rodriguez, “Comparison of instantaneous frequency estima-
tion algorithms under power system disturbances,” in Power and Energy
Society General Meeting, 2012 IEEE, pp. 1–8, 2012.
[103] Y. Xia and D. Mandic, “Widely linear adaptive frequency estimation of un-
balanced three-phase power systems,” Instrumentation and Measurement,
IEEE Transactions on, vol. 61, no. 1, pp. 74–83, 2012.
[104] M. Sachdev and M. M. Giray, “A least error squares technique for de-
termining power system frequency,” Power Engineering Review, IEEE,
vol. PER-5, no. 2, pp. 45–45, 1985.
[105] P. Dash, R. K. Jena, G. Panda, and A. Routray, “An extended complex
Kalman filter for frequency measurement of distorted signals,” Instrumen-
tation and Measurement, IEEE Transactions on, vol. 49, no. 4, pp. 746–
753, 2000.
[106] C.-H. Huang, C.-H. Lee, K.-J. Shih, and Y.-J. Wang, “Frequency estima-
tion of distorted power system signals using a robust algorithm,” Power
Delivery, IEEE Transactions on, vol. 23, no. 1, pp. 41–51, 2008.
[107] J. Ren and M. Kezunovic, “A hybrid method for power system fre-
quency estimation,”Power Delivery, IEEE Transactions on, vol. 27, no. 3,
pp. 1252–1259, 2012.
[108] A. Phadke, J. Thorp, and M. Adamiak,“A new measurement technique for
tracking voltage phasors, local system frequency, and rate of change of fre-
quency,”Power Apparatus and Systems, IEEE Transactions on, vol. PAS-
102, no. 5, pp. 1025–1038, 1983.
[109] D. Fan and V. Centeno, “Phasor-based synchronized frequency measure-
ment in power systems,” Power Delivery, IEEE Transactions on, vol. 22,
no. 4, pp. 2010–2016, 2007.
[110] M. Kusljevic, “A simple recursive algorithm for simultaneous magni-
tude and frequency estimation,” Instrumentation and Measurement, IEEE
Transactions on, vol. 57, no. 6, pp. 1207–1214, 2008.
138
Bibliography
[111] R. Mai, Z. He, L. Fu, W. He, and Z. Bo, “Dynamic phasor and frequency
estimator for phasor measurement units,”Generation, Transmission Dis-
tribution, IET, vol. 4, no. 1, pp. 73–83, 2010.
[112] R. Bitmead, A. Tsoi, and P. Parker,“A Kalman filtering approach to short-
time fourier analysis,” Acoustics, Speech and Signal Processing, IEEE
Transactions on, vol. 34, pp. 1493 – 1501, dec 1986.
[113] D. Simon, Optimal State Estimation: Kalman, H Infinity, and Nonlinear
Approaches. Wiley-Interscience, 1 ed., Aug. 2006.
[114] M. McIntyre and A. Ashley, “A simple fixed-lag algorithm for tracking fre-
quency rate-of-change,” Aerospace and Electronic Systems, IEEE Trans-
actions on, vol. 29, no. 3, pp. 677–684, 1993.
[115] CENELEC, “EN50160: Voltage characteristics of electricity supplied by
public distribution systems,” 1999.
[116] J. Tang, J. Liu, F. Ponci, C. Muscas, and S. Sulis, “Effects of PMU’s un-
certainty on voltage stability assessment in power systems,” in Instrumen-
tation and Measurement Technology Conference (I2MTC), 2011 IEEE,
pp. 1 –5, may 2011.
[117] M. C. Chandorkar and D. Divan, “Decentralized operation of distributed
UPS systems,” in Power Electronics, Drives and Energy Systems for In-
dustrial Growth, 1996., Proceedings of the 1996 International Conference
on, vol. 1, pp. 565–571 vol.1, 1996.
[118] J. Rocabert, A. Luna, F. Blaabjerg, and P. Rodriguez, “Control of power
converters in AC microgrids,” Power Electronics, IEEE Transactions on,
vol. 27, no. 11, pp. 4734–4749, 2012.
[119] Y. A. R. I. Mohamed and E. El-Saadany, “Adaptive decentralized droop
controller to preserve power sharing stability of paralleled inverters in
distributed generation microgrids,”Power Electronics, IEEE Transactions
on, vol. 23, no. 6, pp. 2806–2816, 2008.
139
Bibliography
[120] K. De Brabandere, B. Bolsens, J. Van den Keybus, A. Woyte, J. Driesen,
and R. Belmans, “A voltage and frequency droop control method for par-
allel inverters,” Power Electronics, IEEE Transactions on, vol. 22, no. 4,
pp. 1107–1115, 2007.
[121] M. Hasanzadeh, M. Jahed-Motlagh, and M. Kazemi, “Decentralized dis-
turbance rejection control of multi-area power systems using generalized
extended state observer,” in Electrical Engineering (ICEE), 2012 20th Ira-
nian Conference on, pp. 940–945, 2012.
[122] L. Dong and Y. Zhang, “On design of a robust load frequency controller for
interconnected power systems,” in American Control Conference (ACC),
2010, pp. 1731–1736, 2010.
[123] J. Liu, A. Benigni, D. Obradovic, S. Hirche, and A. Monti, “State es-
timation and learning of unknown branch current flows using decentral-
ized Kalman filter with virtual disturbance model,” in Applied Measure-
ments For Power Systems (AMPS), 2010 IEEE International Workshop
on, pp. 31–36, 2010.
[124] J. Liu, D. Obradovic, and A. Monti, “Decentralized LQG control with on-
line set-point adaptation for parallel power converter systems,” in Energy
Conversion Congress and Exposition (ECCE), 2010 IEEE, pp. 3174–3179,
2010.
[125] L. Zhu, J. Liu, M. Cupelli, and A. Monti, “Decentralized linear quadratic
gaussian control of multi-generator mvdc shipboard power system with
constant power loads,” in Electric Ship Technologies Symposium (ESTS),
2013 IEEE, pp. 308–313, 2013.
[126] M. Brown Do Coutto Filho and J. C. S. De Souza, “Forecasting-aided
state estimation - Part I: Panorama,”Power Systems, IEEE Transactions
on, vol. 24, no. 4, pp. 1667–1677, 2009.
[127] M. Brown Do Coutto Filho, J. C. S. De Souza, and R. Freund,
“Forecasting-aided state estimation - Part II: Implementation,”Power Sys-
tems, IEEE Transactions on, vol. 24, no. 4, pp. 1678–1685, 2009.
140
Bibliography
[128] S. Wang, W. Gao, and A. Meliopoulos, “An alternative method for power
system dynamic state estimation based on unscented transform,” Power
Systems, IEEE Transactions on, vol. 27, no. 2, pp. 942–950, 2012.
[129] J. Massing, M. Stefanello, H. Grundling, and H. Pinheiro, “Adaptive cur-
rent control for grid-connected converters with LCL filter,” Industrial Elec-
tronics, IEEE Transactions on, vol. 59, no. 12, pp. 4681–4693, 2012.
[130] Y. A. R. I. Mohamed, E. El-Saadany, and M. Salama, “Adaptive grid-
voltage sensorless control scheme for inverter-based distributed genera-
tion,” Energy Conversion, IEEE Transactions on, vol. 24, no. 3, pp. 683–
694, 2009.
[131] B. Bolsens, K. De Brabandere, J. Van Den Keybus, J. Driesen, and R. Bel-
mans, “Three-phase observer-based low distortion grid current controller
using an LCL output filter,” in Power Electronics Specialists Conference,
2005. PESC ’05. IEEE 36th, pp. 1705–1711, 2005.
[132] F. Huerta, D. Pizarro, S. Cobreces, F. Rodriguez, C. Giron, and A. Ro-
driguez, “LQG servo controller for the current control of LCL grid-
connected voltage-source converters,” Industrial Electronics, IEEE Trans-
actions on, vol. 59, no. 11, pp. 4272–4284, 2012.
[133] R. Olfati-Saber, “Distributed Kalman filtering for sensor networks,” in
Decision and Control, 2007 46th IEEE Conference on, pp. 5492–5498,
2007.
[134] B. Rao and H. Durrant-Whyte, “Fully decentralised algorithm for multi-
sensor Kalman filtering,” Control Theory and Applications, IEE Proceed-
ings D, vol. 138, no. 5, pp. 413–420, 1991.
[135] S. Oruc, J. Sijs, and P. P. J. Van den Bosch, “Optimal decentralized
Kalman filter,” in Control and Automation, 2009. MED ’09. 17th Mediter-
ranean Conference on, pp. 803–808, 2009.
[136] G. D’Antona, A. Monti, and F. Ponci, “A decentralized information filter
for the state estimation in electrical power systems,” in Instrumentation
and Measurement Technology Conference Proceedings, 2007. IMTC 2007.
IEEE, pp. 1–5, 2007.
141
Bibliography
[137] A. Benigni, U. Ghisla, G. D’Antona, A. Monti, and F. Ponci, “A decen-
tralized observer for electrical power systems: Implementation and ex-
perimental validation,” in Instrumentation and Measurement Technology
Conference Proceedings, 2008. IMTC 2008. IEEE, pp. 859–864, 2008.
[138] J. Burl, Linear optimal control: H2 and H∞ methods. Electrical engineer-
ing. Controls, ADDISON WESLEY Publishing Company Incorporated,
1999.
[139] M. Green and D. Limebeer, Linear Robust Control. Pearson Education.
[140] H. Fujimoto, “Visual servoing of 6 dof manipulator by multirate control
with depth identification,” in Decision and Control, 2003. Proceedings.
42nd IEEE Conference on, vol. 5, pp. 5408–5413 Vol.5, 2003.
[141] F. Blaabjerg, R. Teodorescu, M. Liserre, and A. Timbus, “Overview of con-
trol and grid synchronization for distributed power generation systems,”
Industrial Electronics, IEEE Transactions on, vol. 53, no. 5, pp. 1398–
1409, 2006.
[142] M. Elbuluk and N. R. N. Idris, “The role power electronics in future energy
systems and green industrialization,” in Power and Energy Conference,
2008. PECon 2008. IEEE 2nd International, pp. 1–6, 2008.
[143] P. Castello, J. Liu, A. Monti, F. Ponci, C. Muscas, and P. Pegoraro,
“Toward a class “P + M” phasor measurement unit,” in Applied Measure-
ments for Power Systems (AMPS), 2013 IEEE International Workshop
on, pp. 1–6, 2013.
142
E.ON ERC Band 1
Streblow, R.
Thermal Sensation and
Comfort Model for
Inhomogeneous Indoor
Environments
1. Auflage 2011
ISBN 978-3-942789-00-4
E.ON ERC Band 2
Naderi, A.
Multi-phase, multi-species
reactive transport modeling
as a tool for system analysis
in geological carbon dioxide
storage
1. Auflage 2011
ISBN 978-3-942789-01-1
E.ON ERC Band 3
Westner, G.
Four Essays related to
Energy Economic Aspects of
Combined Heat and Power
Generation
1. Auflage 2012
ISBN 978-3-942789-02-8
E.ON ERC Band 4
Lohwasser, R.
Impact of Carbon Capture
and Storage (CCS) on the
European Electricity Market
1. Auflage 2012
ISBN 978-3-942789-03-5
E.ON ERC Band 5
Dick, C.
Multi-Resonant Converters
as Photovoltaic
Module-Integrated
Maximum Power Point
Tracker
1. Auflage 2012
ISBN 978-3-942789-04-2
E.ON ERC Band 6
Lenke, R.
A Contribution to the
Design of Isolated DC-DC
Converters for Utility
Applications
1. Auflage 2012
ISBN 978-3-942789-05-9
E.ON ERC Band 7
Bra¨nnstro¨m, F.
Einsatz hybrider RANS-
LES-Turbulenzmodelle in
der Fahrzeugklimatisierung
1. Auflage 2012
ISBN 978-3-942789-06-6
E.ON ERC Band 8
Bragard, M.
The Integrated Emitter
Turn-Off Thyristor - An
Innovative MOS-Gated
High-Power Device
1. Auflage 2012
ISBN 978-3-942789-07-3
E.ON ERC Band 9
Hoh, A.
Exergiebasierte Bewertung
geba¨udetechnischer Anlagen
1. Auflage 2013
ISBN 978-3-942789-08-0
E.ON ERC Band 10
Ko¨llensperger, P.
The Internally Commutated
Thyristor - Concept, Design
and Application
1. Auflage 2013
ISBN 978-3-942789-09-7
E.ON ERC Band 11
Achtnicht, M.
Essays on Consumer
Choices Relevant to Climate
Change: Stated Preference
Evidence from Germany
1. Auflage 2013
ISBN 978-3-942789-10-3
E.ON ERC Band 12
Panas˘kova´, J.
Olfaktorische Bewertung
von Emissionen aus
Bauprodukten
1. Auflage 2013
ISBN 978-3-942789-11-0
E.ON ERC Band 13
Vogt, C.
Optimization of Geothermal
Energy Reservoir Modeling
using Advanced Numerical
Tools for Stochastic
Parameter Estimation and
Quantifying Uncertainties
1. Auflage 2013
ISBN 978-3-942789-12-7
E.ON ERC Band 14
Bengini, A.
Latency exploitation for
parallelization of power
systems simulation
1. Auflage 2013
ISBN 978-3-942789-13-4
E.ON ERC Band 15
Butschen, T.
Dual-ICT - A Clever Way to
Unite Conduction and
Switching Optimized
Properties in a Single Wafer
1. Auflage 2013
ISBN 978-3-942789-14-1
E.ON ERC Band 16
Li, W.
Fault Detection and
Protection in Medium
Voltage DC Shipboard
Power Systems
1. Auflage 2013
ISBN 978-3-942789-15-8
E.ON ERC Band 17
Shen, J.
Modeling Methodologies for
Analysis and Synthesis of
Controls and Modulation
Schemes for High-Power
Converters with Low Pulse
Ratios
1. Auflage 2014
ISBN 978-3-942789-16-5
143
E.ON ERC Band 18
Flieger, B.
Innenraummodellierung
einer Fahrzeugkabine in der
Programmiersprache
Modelica
1. Auflage 2014
ISBN 978-3-942789-17-2
144
