Giant molecular clouds contain supersonic turbulence and magnetohydrodynamic simulations predict that this turbulence should decay rapidly. Such turbulent dissipation has the potential to create a warm (T ∼ 100 K) gas component within a molecular cloud. We present observations of the CO J = 5-4 and 6-5 transitions, taken with the Herschel Space Observatory, towards the Perseus B1-East 5 region. We combine these new observations with archival measurements of lower rotational transitions and fit photodissociation region models to the data. We show that Perseus B1-E5 has an anomalously large CO J = 6-5 integrated intensity, consistent with a warm gas component existing within the region. This excess emission is consistent with predictions for shock heating due to the dissipation of turbulence in low-velocity shocks with the shocks having a volume filling factor of 0.15 per cent. We find that B1-E has a turbulent energy dissipation rate of 3.5 × 10 32 erg s −1 and a dissipation time-scale that is only a factor of 3 larger than the flow crossing time-scale.
INTRODUCTION
Molecular line observations of giant molecular clouds (GMCs) reveal linewidths much larger than expected from thermal broadening alone and, as such, it is believed that molecular clouds contain significant supersonic turbulent motions (e.g. Larson 1981; Solomon et al. 1987) . Magnetohydrodynamic simulations of molecular clouds containing supersonic turbulence predict that this turbulence should decay rapidly due to the presence of shocks, with the turbulence decaying of the order of a free-fall time at the driving scale (Gammie & Ostriker 1996; Mac Low et al. 1998; Stone, Ostriker & Gammie 1998; Mac Low 1999; Padoan & Nordlund 1999; Ostriker, Stone & Gammie 2001 ). Pon, Johnstone & Kaufman (2012) computed the structure of low-velocity shocks, 2 and 3 km s −1 , propagating into gas with densities around 1000 cm −3 , as would be expected for shocks generated by the typical turbulent motions within molecular clouds. They show that such low-velocity shocks dissipate the majority of their energy in CO rotational transitions, with the remainder of the energy going into magnetic field compression or H2 pure rotational line emission. This H2 emission, however, is only significant for the stronger shocks in the parameter range of Pon et al. (2012) . By scaling the shock models with the rate of turbulent energy dissipation expected from numerical simulations (see also Basu & Murali 2001) and then comparing these scaled shock models with photodissociation region (PDR) models from Kaufman et al. (1999) , Pon et al. (2012) predict that mid-J CO rotational emission (Jupper 6) from molecular clouds should come primarily from shocked gas. Pon et al. (2012) predict that the J = 5 → 4 transition should have equal contributions from shocked and unshocked gas while lower lines should be dominated by emission from unshocked gas. In other words, Pon et al. (2012) predict that mid-J CO lines should be brighter than expected from FUV illuminated gas alone and should have line ratios indicative of a higher temperature component. This shock emission would be radiated from myriad shocks existing throughout a molecular cloud, with each individual shock being very thin, relative to the cloud, and the total volume filling factor of the shocked gas only being a few tenths of a per cent (Pon et al. 2012) .
These predictions, however, are only valid for regions of molecular clouds where the only significant heating sources are shocks, cosmic rays, and an interstellar radiation field (ISRF) around 1 Habing. In much higher radiation fields, or near energetic outflows with velocities of the order of tens of kilometres per second, the extra heating from these sources is expected to wash out any signature of heating from the decay of turbulence in low-velocity shocks. In very active star-forming regions, such as in starburst galaxies, the rate of mechanical energy dissipation can be large enough to globally heat a molecular cloud and excite high-J CO transitions, rather than only heating small volume fractions of the gas (Kazandjian et al. 2012 (Kazandjian et al. , 2014 .
The Perseus molecular cloud is a nearby (∼300 pc), low-mass star-forming region (see Bally et al. 2008 and references therein). Perseus B1-East (B1-E) is a 0.1 deg 2 clump within the Perseus molecular cloud with ∼100 M⊙ of material (Bachiller & Cernicharo 1986; Sadavoy et al. 2012) . While B1-E has a peak visual extinction greater than 5, indicating a peak column density above 10 22 cm −2 , previous continuum observations show no sign of embedded young stellar objects (e.g., Enoch et al. 2006; Kirk, Johnstone & Di Francesco 2006; Jørgensen et al. 2007; Evans et al. 2009; Sadavoy et al. 2014) . The large column densities, coupled with the lack of embedded protostellar sources, make B1-E a prime example to test the predictions of Pon et al. (2012) , as there should be numerous shocks along any given line of sight but no obvious additional heating sources that could mimic the effects of shock heating, nor significant stellar luminosity to heat the clump gas. Sadavoy et al. (2012) observed continuum emission from B1-E with the Herschel Space Observatory (Herschel) and find that B1-E contains nine separate substructures existing in a lower density, extended environment. Each substructure has a mass of the order of a Solar mass, an average density of a few times 10 4 cm −3 , and a radius around 10 000 au. Based upon a 25 K upper limit on the kinetic temperature of these substructures, Sadavoy et al. (2012) find that all but one of these structures are unbound (B1-E2), despite B1-E as a whole being gravitationally bound.
The source denoted as B1-E5 by Sadavoy et al. (2012) is centred at RA 3 h 36 m 37 s .3 and Dec. 31
• 11 ′ 41 ′′ (J2000). B1-E5 has a peak H2 column density of 1.45×10 22 cm −2 and is the most spatially extended of the nine substructures observed by Sadavoy et al. (2012) , with an angular diameter of the order of an arcminute. B1-E5 has a radius of 9.3×10 3 au (0.05 pc), a mass between 0.5 and 2 Solar masses, an average density between 2.4 and 9.1 ×10 4 cm −3 , and a gas temperature less than 20 K (Sadavoy et al. 2012) . NH3 observations of B1-E5 yield a vLSR = 7.57 km s −1 and a full width at half-maximum (FWHM) of 0.833 km s −1 (Sadavoy et al. 2012) .
Towards B1-E, there are three distinct velocity components at 3, 7.5, and 10 km s −1 (e.g., Sun et al. 2006; Sadavoy et al., in preparation) . The 10 km s −1 component only appears in the far north-east corner of B1-E and is not expected to be present in observations towards B1-E5. The 3 km s −1 component can be seen throughout most of B1-E and on larger scales is only detected in the general vicinity of B1-E and in the very far southwestern portion of the Perseus molecular cloud. Finally, the 7.5 km s −1 component is the strongest of the three components towards B1-E and is detected throughout the majority of the Perseus molecular cloud. See fig. 3 of Sun et al. (2006) for velocity channel maps illustrating the spatial distribution of these components. The detection of multiple velocity components is common in both low-mass and high-mass star-forming regions (e.g., Hacar et al. 2013; Henshaw et al. 2013) . For this paper, north refers to larger declination and east to larger right ascension.
In Section 2 of this paper, we present 12 CO J = 6 → 5 and 5 → 4 observations centred on the B1-E5 substructure, taken with the Heterodyne Instrument for the Far-Infrared (HIFI) (de Graauw et al. 2010 ) on board the Herschel Space Observatory (Pilbratt et al. 2010) . We also present fits to lower J, archival CO data towards B1-E5 in Section 3. In Section 4, we attempt to fit spectral line energy distributions (SLEDs) to the CO observations, based upon PDR models from Kaufman et al. (1999) , meudon PDR models (Le Petit et al. 2006) , and kosma-τ PDR models (Röllig et al. 2006) . We discuss the quality of these SLED fits and suggest reasons for why there are discrepancies between the data and the models in Section 5. With the interpretation that excess emission is due to low-velocity shocks, we derive the properties of these shocks and the rate at which turbulence is being dissipated in Section 5.1. Finally, we summarize our key findings in Section 6.
OBSERVATIONS
Observations of the 12 CO J = 6 → 5 and 5 → 4 transitions were obtained using HIFI on the Herschel Space Observatory as part of the guaranteed time project GT2 apon 1. Single pointings were obtained at RA 3 h 36 m 37 s .76 and Dec. 31
• 11 ′ 39 ′′ .5 (J2000), which corresponds to the centre of the substructure denoted as B1-E5 by Sadavoy et al. (2012) . The Herschel beam at these wavelengths has a half power beamwidth of approximately 35 arcsec, roughly half the diameter of B1-E5. Frequency switch mode was used for both observations. HIFI has two back-end spectrometers, the Wide Band Spectrometer (WBS) and the High Resolution Spectrometer (HRS). Each spectrometer, in turn, measures the intensity of two perpendicular polarizations, denoted as H and V, for horizontal and vertical. The WBS has a fixed resolution of 1.1 MHz while the HRS has a variable resolution. A resolution setting of 1.0 MHz was used for the HRS for the 6 → 5 observations and a resolution of 0. (Schöier et al. 2005) . The CO J = 5 → 4 observations were taken on 2012 July 31 as observation ID (OBSID) 1342248900 in HIFI band 1b. The on-source integration time was 321 s and the beam was 37 arcsec. A small positive frequency throw of 92.25 MHz was used. The spectral resolution was 0.26 km s −1 for the WBS and 0.12 km s −1 for the HRS. The CO J = 6 → 5 transition has a rest frequency of 691.473076 GHz (Remijan et al. 2007) , an upper energy level of 116 K, and a critical density of 3 × 10 5 cm −3 (Schöier et al. 2005) . The CO J = 6 → 5 observations were taken on 2012 August 10 as observation ID (OBSID) 1342249401 in HIFI band 2a. The on-source integration time was 3845 s and the beam was 33 arcsec. A small positive frequency throw of 96.00 MHz was used. The spectral resolution was 0.22 km s −1 for the WBS and 0.21 km s −1 for the HRS. The main beam efficiency of HIFI is 0.75 for both observed transitions and all intensity values in this paper are given in main beam temperature (TMB) units, unless otherwise stated. Table 1 contains a summary of the setup for each of the observations All data reduction was done using the Herschel Interactive Processing Environment (hipe) version 11.0.0 (Ott 2010) . The data were first repipelined using the standard hipe pipeline included with version 11.0.0. Standing waves were removed from the data using the fitHifiFringe task, the remaining baselines were fit using the fitBaseline task, and the doFold task was used to fold the data to account for the frequency switching. Overlapping subbands in the HRS data were averaged together using the doStitch command. The V and H polarizations were then combined and regions at the edges of the spectra where the noise levels were elevated were removed.
The CO J = 6 → 5 line and its negative counterpart appear in different, non-overlapping subbands in the HRS data and the hipe doFold task was unable to properly fold the data across two subbands. As such, the CO J = 6 → 5 HRS data are not dealt with further in this paper. This is of little concern since the WBS data have a better signalto-noise ratio than the HRS data.
In both the CO J = 6 → 5 and 5 → 4 spectra, two separate velocity components are obvious and will be hereafter referred to as the 3 and 8 km s −1 components, based upon their approximate central, local standard of rest velocities. A 10 km s −1 component is not obviously detected in any spectrum. Gaussian profiles were fit to both of these components and the uncertainty in the parameters of these fits were estimated using the hipe SpectrumFitter routine. The uncertainty in the integrated intensity was calculated via dI = rms × velocity resolution 2 × FWHM velocity resolution ,
where dI is the uncertainty in the integrated intensity, rms is the root mean square of the baseline, and FWHM is the full width at half-maximum of the line. We were unable to fully remove the baseline fluctuations from the CO 6 → 5 data set, but have not included the strength of these fluctuations in the uncertainty estimate for the 6 → 5 line strength. The absolute flux calibration for these HIFI bands is of the order of 10 per cent (Roelfsema et al. 2012) , but this calibration uncertainty has not been included in any stated intensity uncertainties.
The frequency accuracies of both spectrometers are well below the frequency resolution (Roelfsema et al. 2012) , such that this intrinsic frequency calibration uncertainty is neg- ligible. The pointing accuracy of Herschel is of the order of an arcsecond or less, and thus is negligible compared to the beam size (Roelfsema et al. 2012) .
In the 5 → 4 data, the 8 km s −1 component shows some substructure in both the WBS and HRS data, although this deviation from a single Gaussian profile is more obvious in the HRS data. The best-fitting profiles are shown with the reduced spectra in Figs 1-3. Figs 1 and 2 also show the two Gaussian components fit to the 8 km s −1 component. The full spectral range observed around the CO J = 6 → 5 line is shown in Fig. 4 , to better illustrate the residual baseline noise that we were unable to fully remove. Table 2 contains the details of the best fits.
Comparing the WBS and HRS CO J = 5 → 4 fits, it is evident that the two overall fits are reasonably similar. The derived integrated intensities are the same to within errors, while the HRS data have a slightly higher peak intensity and slightly smaller FWHM. The noise level of the HRS data, however, is more than twice the noise level of the WBS data. The WBS and HRS data also share many of the same noise sources, such that the noise between the two spectra is correlated. Thus, we do not combine the HRS data and the WBS data and elect to only use the results of the fits to the WBS data in the remainder of this paper. Note.
-Column 1 gives the line observed and column 2 gives the spectrometer used. The rest frequency of the line is given in column 3 and the Herschel band that the line lies within is given in column 4. Column 5 gives the duration of the observation and column 6 gives the velocity resolution. Column 7 gives the half power beam width of the beam, column 8 gives the upper energy level of the transition, and column 9 gives the critical density of the transition. Columns 8 and 9 are based upon data in the Leiden Atomic and Molecular Database (LAMDA; Schöier et al. 2005) . The main beam efficiency is given in column 10. Note. -Column 1 gives the rotational transition of CO and the spectrometer data set that is fit. Columns 2 and 3 give the central velocity of the line, with respect to the local standard of rest, and the uncertainty in the central velocity. The peak intensity of the line and the uncertainty in this peak intensity are given in columns 4 and 5 in units of T M B . The FWHM of the line is given in column 6 and the uncertainty in the FWHM is given in column 7. Columns 8 and 9 give the integrated intensity of the line and the associated uncertainty, while column 10 gives the root mean square of the continuum baseline away from the line.
ARCHIVAL DATA
While the CO J = 6 → 5 and 5 → 4 lines are predicted to have a significant component from shocks (Pon et al. 2012) , observations of lower CO lines are needed to constrain the properties of the ambient, unshocked gas towards B1-E5, in order to estimate the amount of emission in the higher CO lines coming from this ambient gas.
The COMPLETE survey
The Coordinated Molecular Probe Line Extinction Thermal Emission Survey of Star Forming Regions (COMPLETE survey; Ridge et al. 2006a ) used the Five Colleges Radio Astronomy Observatory (FCRAO) 14 metre telescope to survey the entire Perseus molecular cloud in the 12 CO J = 1 → 0 line at 115.27120 GHz and the 13 CO J = 1 → 0 line at 110.20135 GHz. The beam for the COMPLETE observations was roughly 47 arcsec, slightly larger than but comparable to the Herschel beams. The COMPLETE beams are also still smaller than the diameter of B1-E5. Details regarding these observations are shown in Table 3 .
The COMPLETE data were downloaded and, for both isotopologues, the spectrum located closest to where the Herschel observations were conducted was extracted. For both isotopologues, the closest spectrum is centred at RA 3 h 36 m 37 s .7 and Dec. 31
• 11 ′ 47 ′′ (J2000), just 7 arcsec from the centre of the Herschel pointings. The data were converted from antenna temperature (T * A ) units to main beam temperature units by applying an efficiency factor of 0.45 to the 12 CO data and an efficiency factor of 0.49 to the 13 CO data.
Both 12 CO and 13 CO spectra show components at roughly 3 and 8 km s −1 , as seen in the Herschel data. The lines have relatively flat tops, such that the integrated intensities of the lines were calculated by summing the emission over the channels associated with each component, rather than by trying to fit Gaussian profiles. The error in the integrated intensity was calculated from Equation 1, where the full range over which the emission was summed was used instead of twice the FWHM. A central velocity was estimated from the flux weighted mean of each component and the uncertainty in the central velocity was derived by taking the difference between the central velocity from a Gaussian fit to the line in idl and the flux weighted mean velocity. The maximum intensity was picked as the peak amplitude and the error in the maximum intensity was set to be equal to the rms of the baseline. The FWHM was found from the width at the intensity of half of the peak and, since the lines have sharp sides, the uncertainty in the FWHM was estimated as twice the velocity resolution, since each edge of the profile may be off by one velocity element. The full parameter set derived from this data is shown in Table 4 . Sun et al. (2006) used the Kölner Observatorium für SubMillimeter Astronomie (KOSMA) 3 metre telescope to survey the Perseus molecular cloud in the 12 CO J = 3 → 2 and 13 CO J = 2 → 1 transitions. The KOSMA beam for the 12 CO observations was approximately 73 arcsec and the beam was 114 arcsec for the 13 CO observations. While the 12 CO observations have a beam approximately the same size as B1-E5, the 13 CO observations have a beam larger than B1-E5. Therefore, there might be some beam dilution in the 13 CO 2 → 1 data, such that the integrated intensities of the 13 CO J = 2 → 1 line should be considered lower limits. The nearest KOSMA pointing to the Herschel pointings is one at R. A. 3 h 36 m 37 s .42 and Dec. 31
KOSMA Data
• 11 ′ 52 ′′ .29 (J2000), an angular distance of 14 arcsec from the Herschel pointings. The details of the observations are given in Table 3 .
The 3 and 8 km s −1 components are both visible in the KOSMA data and the continuum and line analysis single-dish software's (class's) Gaussian fitting routine was used to fit Gaussians to the lines, as well as to estimate the errors in all of the derived parameters. The uncertainty in the peak intensity was set to be the rms of the baseline, as before. The details of the fits are given in Table 4 . O, all at a resolution of ∼ 35 arcsec, using the Submillimeter Array (SMA). These data are not public yet, but an early analysis of the data indicates a 13 CO J = 2 → 1 total integrated intensity of 8.6 K km s −1 towards B1-E5 (Sadavoy, private communication), consistent with the combined 8.9 K km s −1 integrated intensity from the KOSMA data, despite the much larger KOSMA beam. This suggests that the low J CO emission, at least, is fairly spatially uniform over the B1-E5 region and that the integrated intensities from the Herschel observations can be compared to the low J integrated intensities obtained with larger beam sizes.
IRAM 30m Data

Comparison of Data Sets
The linewidth of the 12 CO lines tends to decrease slightly with increasing J number, although all of the lines are within a factor of 2 in width. The low signal-to-noise ratio of the Note.
-Column 1 gives the line observed and column 2 gives the telescope used. The right ascension and declination of the observation are given in columns 3 and 4, respectively, while the angular offset from the central position of the Herschel observations is given in column 5. The rest frequency of the line is given in column 6 and column 7 gives the velocity resolution. Column 8 gives the half power beamwidth of the beam, column 9 gives the upper energy level of the transition, and column 10 gives the critical density of the transition. Columns 9 and 10 are based upon data in the Leiden Atomic and Molecular Database (LAMDA; Schöier et al. 2005) . The main beam efficiency is given in column 11. Table 4 . Archival line properties. Note. -Column 1 gives the line measured. Columns 2 and 3 give the central velocity of the line, with respect to the local standard of rest, and the uncertainty in the central velocity. The peak intensity of the line and the uncertainty in this peak intensity are given in columns 4 and 5 in main beam temperature units. The FWHM of the line is given in column 6 and the uncertainty in the FWHM is given in column 7. Columns 8 and 9 give the integrated intensity of the line and the associated uncertainty, while column 10 gives the root mean square of the continuum baseline away from the line.
12 CO J = 6 → 5, 3 km s −1 component is likely responsible for the slightly larger FWHM of this line. The central velocities of the 12 CO lines vary by at most 0.36 km s −1 , suggesting that roughly the same gas is being traced by each component in the 12 CO spectra. The 13 CO central velocities and linewidths generally agree with the 12 CO values, with the 13 CO widths being slightly smaller than the 12 CO widths, suggesting that the two different isotopologues are tracing approximately the same gas. Fig. 5 shows the two Herschel WBS spectra, the FCRAO spectra, and the KOSMA spectra all overlaid. The J = 5 → 4 and 6 → 5 intensities have been scaled up by factors of 5 and 30, respectively, while the 12 CO J = 1 → 0 intensities have been scaled down by a factor of 1.5. There are no obvious differences in the line profiles, aside from the above mentioned differences in width.
CO SLED FITTING
While shocked gas will radiate strongly in CO lines, the unshocked, ambient gas in a molecular cloud will also contribute emission to CO rotational lines. To confirm the presence of shock heating, the emission from the ambient gas must first be removed from the data set. The only heating sources that should be significant for the ambient gas in Perseus B1-E5 are the incident ISRF and cosmic ray heating. Thus, PDR models, which include cosmic ray heating, should be able to explain the emission coming from the unshocked gas towards B1-E5. We compare our observations to the results of three different sets of PDR models: the Kaufman et al. (1999) PDR models, kosma-τ models (Sternberg & Dalgarno 1989; Röllig et al. 2006 , and meudon models (Le Petit et al. 2006) . Because different codes are known to give slightly different predictions (e.g., Röllig et al. 2007 ), we are interested in any lines that are consistently under-or over predicted by the PDR models. 
Kaufman et al. models
The Kaufman et al. (1999) PDR models are run for semiinfinite, constant density slabs of material illuminated on one side. The models use a microturbulent doppler linewidth of 1.5 km s −1 , which would correspond to an FWHM of 2.5 km s −1 that is just slightly larger than the observed linewidths of B1-E5. In comparing the PDR model output with the observations of B1-E5, it is assumed that the PDR emission fills the beam. While the Kaufman et al. (1999) models handle the chemistry of most common molecules quite well, they do not self-consistently calculate the selfshielding of 13 CO. Therefore, only the 12 CO data will be compared to the Kaufman et al. (1999) PDR models. PDR models with an ISRF of log(G0) = -0.5, 0.5, and 1.5 (G0 = 0.31, 3.1, and 31 Habing) are selected, where the average far-ultraviolet ISRF in free space is 1.7 Habing or 1.6 × 10 −3 erg cm −2 s −1 (Tielens 2005) . For a low-mass star-forming region like B1-E, the local ISRF is not expected to be significantly above this average, free space value. Models with H nuclei densities of 10 2 , 10 3 , and 10 4 cm −3 are selected. Observations suggest that CO is highly frozen on to dust grains at densities above 10 5 cm −3 (Caselli et al. 1999 ), while B1-E5 only has an average density of the order of 10 4 cm −3 (Sadavoy et al. 2012) . Therefore, it is unlikely that CO is significantly frozen out of the gas phase in B1-E5.
The combined 12 CO J = 1 → 0 integrated intensity of the 3 and 8 km s −1 components, from the FCRAO data, along with an X CO value of 2 × 10 20 cm −2 K −1 s (e.g., Glover & Mac Low 2011) suggest that the column density of H2 towards B1-E5 should be of the order of 1×10 22 cm −2 . From dust continuum emission, Sadavoy et al. (2012) estimate that the peak H2 column density towards B1-E5 is 1.45 × 10 22 cm −2 . The depletion fraction, fD, is typically defined as the ratio of the column density derived from continuum observations, assuming a typical gas-to-dust ratio, to the column density derived from CO observations and a reference CO fractional abundance. Depletion factors of 5-10 are commonly found in dense cores (e.g., Caselli et al. 1999; Hernandez et al. 2011) , with depletion factors up to 78 being found towards infrared dark clouds (Fontani et al. 2012) . The 12 CO J = 1 → 0 data indicate that the depletion factor for B1-E5 is approximately 1.5, suggesting that very little CO has frozen out of the gas phase in B1-E5. Since the Kaufman et al. (1999) PDR code uses a steady state chemistry, PDR models that do not include freeze out are selected.
The 13 CO observations can also be used to calculate the CO depletion factor. Under the assumption that the 12 CO J = 1 → 0 line is highly optically thick, the excitation temperature of the gas is given by
where Tex is the excitation temperature of the emitting gas, TR is the observed peak intensity of the line, T bg is the 2.7 K background temperature, and Tu is the upper energy level of the molecular line when expressed in units of kelvin. Since both the 3 and 8 km s −1 12 CO J = 1 → 0 lines are flat topped, it is likely that both lines are optically thick, such that the excitation temperature for the two components would be 11 and 16 K, with the 3 km s −1 component being the cooler component.
Assuming that the 13 CO lines are optically thin and that the excitation temperature for these lines is that derived from the 12 CO J = 1 → 0 line, the column density of 13 CO can be derived using
where W is the integrated intensity of the line, A is the Einstein A coefficient for the transition, h is Planck's constant, g l is the quantum weight of the lower transition, gu is the quantum weight of the upper transition where gJ = 2J + 1, E l is the lower energy level of the transition, and Q is the
Given a number abundance of H2 relative to 13 CO of 4 × 10 5 (Goodman, Pineda & Schnee 2009 ), the 13 CO J = 1 → 0 integrated intensity suggests that B1-E5, between both the 3 and 8 km s −1 components, has a total column density of 1.1 × 10 22 cm −2 , consistent with the column density estimate from the 12 CO J = 1 → 0 line. The 13 CO 2 → 1 intensities, however, suggest a lower column density of 2 × 10 21 cm −2 , which would correspond to a depletion factor of the order of 10. This calculation, however, assumes that the level populations are in local thermodynamic equilibrium, and since the critical density of the 13 CO J = 2 → 1 line is roughly 10 4 cm −3 , compared to 10 3 cm −3 for the 1 → 0 line, it is likely that the lower depletion factor calculated for the 2 → 1 line is just due to non-LTE (local thermodynamic equilibrium) effects. A radex (van der Tak et al. 2007 ) model run with a background temperature of 2.73 K, a kinetic temperature of 15 K, an H2 density of 10 3 cm −3 , a 13 CO column density of 3.6 × 10 16 cm −2 , and an FWHM of 2.35 km s −1 produces integrated intensities of the 13 CO J = 1 → 0 and 2 → 1 lines that are both within 10 per cent of the observed integrated intensities, confirming that nonthermal excitation due to subcritical densities can explain the apparent weak emission in the 13 CO J = 2 → 1 line. The PDR models are for slabs of material illuminated on only one side, such that models with column densities roughly half of the molecular hydrogen column density of B1-E5 are selected and the intensity doubled for any line with an optical depth less than 0.5, to account for emission coming from the back half of the cloud. B1-E5 has a peak column density of ∼ 1.45 × 10 22 cm −2 , which corresponds to an AV of 14 (Sadavoy et al. 2012) . By doubling the integrated intensities of the higher J CO lines, we make the highest possible estimate of the contribution from PDR gas; as a result, we are relatively conservative about the amount of emission that cannot be explained by PDRs.
CO integrated intensities are not strongly dependent upon the column density of the PDR model because most of the CO emission comes from the outer regions of the PDR. For higher J lines, larger gas temperatures are required to populate the higher rotational lines, such that little high-J emission comes from the cool gas in the interior of a cloud. Lower J lines of 12 CO, on the other hand, tend to be optically thick, such that increasing the column density does not significantly affect the total integrated intensity of a low-J line. In all of the Kaufman et al. (1999) PDR models examined, the 12 CO J = 5 → 4 line is optically thick while the 12 CO J = 6 → 5 line is optically thin (τ < 1).
MEUDON PDR models
The meudon PDR code (Le Petit et al. 2006) calculates the emission coming from a uniform density, plane parallel slab illuminated on two sides. The meudon PDR code computes the self-shielding of CO and its isotopologues using the approximation of Federman, Glassgold & Kwan (1979) , rather than scaling the 13 CO shielding from the 12 CO shielding, as is done in the Kaufman et al. (1999) code. Thus, the meudon code can be used to see if the observed low-J 13 CO lines are consistent with a PDR model that fits the low-J 12 CO lines.
The meudon PDR code is publicly available and we run four models, all with a typical ISRF based upon Mathis, Mezger & Panagia (1983) and a total visual extinction (AV ) of 15 mag. The hydrogen nuclei density of the models is varied from 10 2 to 10 5 cm −3 in even, logarithmic steps. All models are run with a turbulent doppler broadening velocity of 1 km s −1 , which corresponds to an FWHM of approximately 1.7 km s −1 , consistent with the observed FWHM of lines from B1-E5.
KOSMA-τ
The kosma-τ PDR model was created by Sternberg & Dalgarno (1989) and has since been updated multiple times (e.g., Röllig et al. 2006 . The code calculates the emission from a spherical molecular cloud with a radial, power-law density profile. The line ratios from a large grid of model runs, all with a power-law index of 1.5 and a core radius of 0.2 times the total cloud radius, have been made publicly available online.
Unfortunately, only the ratios of the lines, and not the absolute line intensities, are made available. All of these model runs have a turbulent doppler parameter of 0.72 km s −1 , corresponding to an FWHM of ∼ 1.2 km s −1 . Only models with Solar metallicities and incident radiation fields equal to the mean ISRF are selected, such that a grid of models that vary only in total mass and the density at the edge of the cloud is obtained. The radius of a model cloud, in cm, is given by R = 5.3 × 10 18 3 M/n, where M is the total cloud mass in Solar masses and n is the density at the outer radius in cm −3 . The maximum column density, in cm −2 , of a model is N = 2 × 4.7nR, where the factor of two accounts for the material on both the front and back side of the sphere . Models with densities between 10 3 and 10 5 cm −3 at the outer radius and a column density of at least 10 22 H nuclei cm −3 are selected. The peak column density of B1-E5 is N(H2) = 1.45×10 22 cm −3 (Sadavoy et al. 2012 ), a factor of 3 larger than the minimum column density limit imposed for the kosma-τ models.
The density structure adopted by the kosma-τ PDR model code is
for Rcore r R and n(r) = constant for radii less than Rcore. The standard parameters for the kosma-τ model are α = 1.5 and Rcore = 0.2R, which roughly approximates the structure of a Bonnor-Ebert sphere ). For such a density structure, the central density is only an order of magnitude denser than the gas at the very edge of the cloud.
Model Fits
Figs 6 and 7 show the 12 CO integrated intensities predicted by the Kaufman et al. (1999) PDR models and the meudon models, respectively. Fig. 8 shows the 13 CO integrated intensities predicted by the meudon models. These figures also show the observed integrated intensities towards B1-E5. The error bars show three times the uncertainties in the integrated intensities.
It is reasonably common (e.g., Wolfire, Tielens & Hollenbach 1990; Lord et al. 1996) to fit the ratio of observed lines, rather than the integrated intensities themselves, in case of non-unity beam filling factors. Figs 9-11 show the integrated intensity ratios of various 12 CO lines with respect to the 12 CO J = 3 → 2 line, as predicted by the Kaufman et al. (1999) PDR models, the meudon models, and the kosma-τ models, respectively. Fig. 12 shows the ratios of various 13 CO lines to the 12 CO J = 3 → 2 line, as predicted by the meudon models. The ratios of the observed line integrated intensities to the observed integrated intensity of the 12 CO J = 3 → 2 line are also shown. The error bars show three times the uncertainties in the ratios.
For the kosma-τ models, we perform a chi-square fitting of the ratios of the 12 CO 6 → 5, 5 → 4, and 1 → 0 lines to the 12 CO 3 → 2 line, weighted appropriately for the estimated integrated intensity uncertainties, and we only show the best-fitting models for the 3 and 8 km s −1 components in Fig. 11 . For the 3 km s −1 component, the best fit is pro- and a column density of 1 × 10 22 cm −2 .
In general, since larger ISRFs imply a larger incoming energy flux, the integrated intensities of the CO lines increase with increasing G0, in order for a cloud to maintain an equilibrium between heating and cooling terms. The CO SLED also becomes flatter with increasing G0, as the temperature of CO emitting gas increases. This latter effect is not necessarily trivially expected, as a larger ISRF will cause CO, and other molecules, to only form at larger optical depths, where the gas need not be significantly warmer than where CO forms in lower ISRFs. Higher densities also produce larger intensities and flatter SLEDs, as the gas density approaches the large critical densities of the higher J lines.
Based upon the integrated intensities, the best-fitting models with an order of unity ISRF have a density of 10 3 cm −3 , for both the Kaufman et al. (1999) and meudon codes. These models do a reasonable job at reproducing the integrated intensities of lower J lines, both 13 CO and 12 CO lines for the meudon code, but underpredict the integrated intensity of the 12 CO J = 6 → 5 line. A lower G0 of 0.31 and a higher density of 10 4 cm −3 also produces reasonable integrated intensities from the Kaufman et al. (1999) code. Since the 3 km s −1 component has lower integrated intensities, these models suggest that the 3 km s −1 component traces lower density gas than the 8 km s −1 component. This is consistent with the 3 km s −1 component having lower integrated intensities in C 18 O and NH3 lines (Sadavoy et al. 2012; Sadavoy et al., in preparation) .
For the 3 km s −1 component, the Kaufman et al. (1999) models with a density and ISRF of 10 3 cm −3 and 3.1 Habing, or 10 4 cm −3 and 0.31 Habing, also reasonably reproduce the line ratios of the 12 CO J = 1 → 0 and 5 → 4 lines, with respect to the 3 → 2 line. The best-fitting meudon model to the 3 km s −1 ratios also has a density of 10 3 cm −3 , but the best-fitting kosma-τ model has a slightly higher density of 10 4.2 cm −3 . The 13 CO ratios are roughly consistent with the meudon models. All three codes underpredict the 12 CO J = 6 → 5 to 3 → 2 ratio, with the kosma-τ model being a factor of 17 low, a 6σ discrepancy.
The ratio of the 12 CO J = 1 → 0 to 3 → 2 lines is much closer to unity for the 8 km s for the kosma-τ code) fit this ratio better for the 8 km s 2 lines is not consistent with the meudon 10 4 cm −3 model. Similarly, while the best-fitting kosma-τ model to the 8 km s −1 component matches the line ratios of the 12 CO J = 5 → 4 and lower lines, it underpredicts the 6 → 5 to 3 → 2 line ratio by a factor of 2, which is a 9σ discrepancy due to the high signal-to-noise ratio of the 8 km s −1 component data.
For the 8 km s −1 component, the Kaufman et al. (1999) 10 4 cm −3 model overpredicts the 12 CO J = 5 → 4 and 6 → 5 ratios with the 3 → 2 line while matching the 1 → 0 to 3 → 2 ratio. Alternatively, for the 8 km s −1 component, a lower density Kaufman et al. (1999) model (10 3 cm −3 ) can be found that fits the ratio of the 12 CO J = 5 → 4 to 3 → 2 lines, but overpredicts the 1→ 0 line and underpredicts the 6 → 5 line, relative to the 3 → 2 line. From the line ratios alone, it is not obvious whether the higher density model, which matches the 1 → 0 to 3 → 2 ratio, or the lower density model, which matches the 5 → 4 to 3 → 2 ratio, provides the better fit to the data. Since the lower density model, however, does a better job at predicting the absolute integrated intensities of the lines, we prefer the lower density solution to the 8 km s −1 line ratios for the Kaufman et al. (1999) code.
Overall, any PDR model with a reasonable density, column density, and ISRF for B1-E5 that matches the observed integrated intensities of the 12 CO J = 3 → 2 and lower lines underpredicts the integrated intensity of the 12 CO J = 6 → 5 line, for either component. Similarly, any model that matches the 12 CO J = 5 → 4 to 3 → 2 ratio significantly underpredicts the 12 CO J = 6 → 5 to 3 → 2 integrated intensity ratio.
Equation 3 suggests that one reason the 3 km s −1 component may be dimmer than the 8 km s −1 component is that the 3 km s −1 component may come from gas with a lower column density than the entirety of B1-E5. Figs 13 and 14 show the Kaufman et al. (1999) PDR models when a lower column density of 2 × 10 21 cm −2 is used. Reducing the column density tends to preferentially reduce the integrated intensities of the lower J lines, but, as with the higher column density models, any model that fits the 12 CO J = 1 → 0, 3 → 2, and 5 → 4 lines underpredicts the 6 → 5 line.
DISCUSSION
All three sets of PDR models that have been fit to our data, the Kaufman et al. (1999) models, the meudon models, and the kosma-τ models, fail to simultaneously explain the ratios of the observed integrated intensities of the 12 CO J = 1 → 0, 3 → 2, 5 → 4, and 6 → 5 lines. All three sets of models underpredict the 12 CO J = 6 → 5 line when the lower three lines are reasonably well fit. One possible interpretation of these observations is that there is a warm gas component of B1-E5 that is unaccounted for in the PDR models. 
Comparison to Shock Models
Turbulent energy dissipation is one of the primary heating sources for deeply embedded molecular gas with densities similar to B1-E5 (e.g., Glover & Clark 2012; Pon et al. 2012) and this turbulent heating is not included within any of the three PDR codes used. While the turbulent energy dissipation rate is typically of the order of the cosmic ray heating rate (e.g., Glover & Clark 2012; Pon et al. 2012) , the turbulent energy is not necessarily dissipated over the entire volume of a cloud. If the turbulent energy is dissipated over a small fraction of the cloud, such as in localized shock fronts, then this turbulent energy dissipation could produce a small, warm gas component in a molecular cloud that would lead to enhanced emission in higher J CO lines. Pon et al. (2012) estimate the CO integrated intensity that would come from a GMC, assuming that turbulence decays on the sound crossing time of the cloud and that all of this turbulent energy is dissipated in low-velocity shocks (2 or 3 km s −1 ) generated from the turbulent motions. They predict that shocks should generate warm gas, between 50 and 150 K, that would only have a volume filling factor of a few tenths of a percent. This small volume of shocked gas would be expected to be distributed relatively uniformly across the entire molecular cloud, as turbulent shocks should be forming throughout a cloud. Despite this low volume filling factor, such a warm gas component would produce more emission in the CO J = 6 → 5 transition than the rest of the molecular cloud. As such, the excess 12 CO J = 6 → 5 emission observed towards B1-E5 may be due to emission from low-velocity shocks within B1-E5. Pon et al. (2012) examined shock models with preshock molecular H2 densities between 10 2.5 and 10 3.5 cm −3
and shock velocities of 2 and 3 km s −1 . Since the best-fitting PDR models for B1-E5 generally have densities between 10 3 and 10 4 cm −3 , consistent with the average density of 10 4 cm −3 derived by Sadavoy et al. (2012) , we chose to compare our observations to the higher density (10 3.5 cm −3 ) shock models of Pon et al. (2012) . Based on the average FWHM of 1.8 km s −1 for the WBS observations, we further select a shock model with a shock velocity of 2 km s −1 . Thus, we select model n35v2b1 from Pon et al. (2012) to compare against our observations. Fig. 15 shows the 12 CO integrated intensities predicted by the n35v2b1 shock model. It also shows the same shock models scaled by factors of 0.7 and 2.4 to match the observed 12 CO J = 6 → 5 integrated intensities of the 3 and 8 km s −1 components, respectively. Such a scaling of the integrated intensities is equivalent to scaling the volume filling factor of the shocks. For both the 3 and 8 km s −1 components, the shock model can reasonably explain the high 12 CO J = 6 → 5 integrated intensity without overpredicting any of the lower J lines. Underpredictions of the lower J lines are acceptable as the lower J lines are expected to have a significant PDR component (Pon et al. 2012) .
To derive a volume filling factor of the shock-heated gas, the radius of a cloud must be known. Pon et al. (2012) make the assumption that clouds obey the velocity-size relation of Larson's law (Larson 1981; Solomon et al. 1987 ) and, with Figure 9 . Ratios of the integrated intensities of various 12 CO lines with respect to the 12 CO 3 → 2 line. The Kaufman et al. (1999) PDR models are shown as lines, while the observed data are shown as symbols. The black, blue, and red lines are for densities of 10 2 , 10 3 , and 10 4 cm −3 , respectively, and the dashed, solid, and dotted lines are for ISRFs of 0.31, 3.1, and 31 Habing, respectively. The data for the 3 km s −1 component are shown as squares while the 8 km s −1 component data are shown as triangles. The error bars show three times the uncertainties in the ratios of the integrated intensities. The column density for the PDR models has been set to 7 × 10 21 cm −2 , to match the total column density of B1-E5.
the knowledge that the cooling length for model n35v2b1 is 0.01 pc, find that clouds should have a volume filling factor of shocked gas of 0.07 per cent. The shock cooling length of 0.01 pc is of the order of the size of the transition zone from turbulent motions to coherent motions observed in the B5 core (Pineda et al. 2010) and is of the order of the size of B1-E5.
The observed integrated intensity of the 12 CO J = 6 → 5 line can also be used to estimate the volume filling factor of the shocked gas. The total CO luminosity can be determined from the observed integrated intensity if the radius of the emitting region is known. Since the shock model calculates the energy radiated per unit area of shock front and the cooling length of the shocked gas, the CO luminosity can then be used to calculate the volume of shocked gas within B1-E5. The volume filling factor of the shocked gas then comes about readily by dividing by the total volume of the emitting region. We assume that the emitting region in B1-E is a spherical region with a radius of 1 pc, roughly the size of the B1-E region. The average FWHM from the WBS data, 1.8 km s −1 , when used with the velocity-size relation from Solomon et al. (1987) :
suggests a similar radius of 1.1 pc. With this 1 pc radius, the observed integrated intensities of the 6 → 5 line can be explained if the volume filling factors of the shock-heated gas are 0.04 and 0.11 per cent for the 3 and 8 km s −1 components, respectively. The total volume filling factor of the shock-heated gas is thus 0.15 per cent. Since the total volume of shocked gas can be calculated from the observed integrated intensity of the 12 CO 6 → 5 line, the total rate of turbulent energy dissipation via lowvelocity shocks in B1-E can also be calculated. Accounting for the emission from both the 3 and 8 km s −1 components, the total turbulent energy dissipation rate in B1-E5 is thus 3.5 × 10 32 erg s −1 . As shown by Basu & Murali (2001) , the turbulent energy dissipation rate, L turb can be written as
where ρ is the gas density, σ is the 1D velocity dispersion of the gas, R is the radius of the cloud, and κ is the ratio between the dissipation time and the flow crossing time, which is given by tc = 2R/σ. Taking the mean number density of H2 molecules to be 10 3.5 cm −3 ; the mean mass per hydrogen molecule to be 4.6 × 10 −24 g, or about 2.77 amu (Kaufman & Neufeld 1996a) ; and the 1D velocity dispersion as 0.6 km s −1 , based upon a shock velocity of 2 km s −1 and a factor of 3.2 scaling between the 1D velocity dispersion and the characteristic shock velocity (Pon et al. 2012) , we find that κ is roughly 3. This value is independent of the radius adopted.
The linewidths of the 12 CO J = 6 → 5 and 5 → 4 transitions are of the order of, if not slightly smaller than, the linewidths of the lower J CO lines. This consistency in linewidths does not exclude a low-velocity shock origin for the higher J lines. For shock velocities of 2 or 3 km s −1 , as modelled by Pon et al. (2012) , the maximum temperature reached is of the order of 120 K, which would produce a thermal linewidth of only 0.4 km s −1 , still much smaller than the turbulent velocity dispersion of the gas. These shock velocities are also consistent with the velocity dispersion of B1-E5, as inferred from the low-J lines.
Observations of the 12 CO J = 7 → 6 transition towards B1-E5 would provide a clear confirmation of whether the mid-J CO integrated intensities are larger than predicted from PDR models and the ratio of the 7 → 6 to 6 → 5 lines would allow for the verification of the typical temperature of the shocked gas, and thus the typical shock strength within B1-E5.
Excess emission in higher J CO lines should not be limited to the B1-E5 region, as it should be a common property of any region with properties similar to B1-E (e.g., low density, low ISRF, etc.). Since Perseus is a northern sky source and difficult to observe with the Atacama Large Millimeter Array (ALMA), it would be very interesting to find a similar source in the Southern hemisphere that could be followed up with ALMA. The high resolution and sensitivity of ALMA should make it possible to characterize the smallscale structure of the mid-J emitting gas and, if the emission is from shock fronts, ALMA should be capable of resolving and thus studying individual shock fronts. The spatial structure of this emission should help discriminate between different possible sources of this mid-J emission. Based on the shock models of Pon et al. (2012) , if the gas heated from a face-on shock fully filled the ALMA beam, and had a depth equal to the cooling length (0.01 pc), the CO 6 → 5 emission would have an integrated intensity of approximately 1 K km s −1 . If a shock front were instead observed edge-on, such that the depth of the shock emission were 0.05 pc (similar to the length-scale of the transition from turbulent to coherent gas motions observed by Pineda et al. 2010 around the B5 dense core) and the shocked emission filled the ALMA beam, the CO 6 → 5 would have an integrated intensity of ∼ 5 K km s −1 .
Alternative Explanations
Other potential sources of a warm gas component include ion-neutral friction (Hennebelle & André 2013) Falgarone et al. 2010) , and feedback from young stars and protostars, although magnetic vortices are not expected to function at the higher densities of molecular clouds and B1-E5 is reasonably distant from the nearest protostar in the Perseus molecular cloud (e.g., Evans et al. 2009 ). Outflows from protostars have velocities of the order of tens of kilometres per second and can generate temperatures in excess of 1000 K (e.g., Arce et al. 2007) . Such large temperatures and strong shocks would generate an even Figure 11 . Ratios of the integrated intensities of various 12 CO lines with respect to the 12 CO 3 → 2 line. The solid and dashed lines are the best fitting kosma-τ models for the 8 and 3 km s −1 components, respectively. The observed ratios of the 8 and 3 km s −1 components are shown as the triangles and squares, respectively. The error bars show three times the uncertainties in the ratios of the integrated intensities and are the same as in Fig. 10 . As such, the error bar associated with the highest upper level energy point that the 8 km s −1 model goes through is the larger error bar associated with the 3 km s −1 component.
greater enhancement of the mid-J CO lines than observed (e.g., Kaufman & Neufeld 1996b; Lesaffre et al. 2013 ), due to the very large temperatures generated by the outflows.
Work on the handling of dust properties, including the inclusion of polycyclic aromatic hydrocarbons and H2 formation rates, is currently ongoing in the PDR community and changes in these dust properties can lead to significant changes in the temperature profile of a PDR (e.g., Hollenbach et al. 2012; . In turn, this can lead to significant changes in the integrated intensities of higher J lines if more warm gas is produced in the periphery of a cloud, particularly in clumpier clouds .
Another possible heating source that could produce a warm gas component within B1-E5 would be shock heating due to large-scale flows in the vicinity of B1-E5. While this is similar to the shock heating scenario put forth by Pon et al. (2012) , with the warm gas component being generated from low-velocity shocks, the origin of these shocks in a largescale flow is very different from the picture of Pon et al. (2012) where the shocks come from the generic, widely spread turbulence of a molecular cloud. The northeastern half of the Perseus molecular cloud is known to be interacting with a large bubble produced by a B star (Ridge et al. 2006b; Pineda, Caselli & Goodman 2008) . Such an expanding bubble could generate shocks within the Perseus molecular cloud. The edge of this bubble, however, is believed to be slightly to the north-east of B1-E, such that the bubble is likely not yet interacting with the B1-E region. This bubble is labelled as CPS 5 in Arce et al. (2011) . Arce et al. (2011) also point out a smaller bubble, CPS 4, which B1-E lies on the eastern edge of, that might create shocks within B1-E. Such a large-scale interaction with a bubble might, however, produce reasonably large volume filling factors for the shockheated gas. Similarly, if B1-E is currently accreting material from the surrounding cloud, this accretion could generate low-velocity shocks, although there are no data currently indicating such an infall.
These observations were not taken with the same beam sizes and we have been unable to smooth the Herschel data to larger beam sizes, since we did not make a map of the B1-E region. As such, variations in the beam filling factor may also alter the observed ratios. Non-unity beam filling factors will only lower the observed intensity in a line, such that non-unity beam filling factors could only plausibly work for the higher density PDR models. Assuming that the emitting region in B1-E5 is centrally concentrated in the beams, smaller beams should have larger beam filling factors, such that observations taken with smaller beams should be closer to the predicted PDR fluxes. For the highest density Kaufman et al. (1999) and meudon models, the higher J lines would require smaller filling factors than the low-J lines, despite the higher J lines having been observed with smaller beams. All of the other models either underpredict some of the lines or require significantly different volume filling factors for the 12 CO 5 → 4 and 6 → 5 lines, which is highly improbable given the similarities in beam sizes used to observe these two lines. Furthermore, the Sadavoy et al. (in preparation) data show that the 13 CO J = 2 → 1 integrated intensity is roughly the same in a 12 arcsec beam as in a 114 arcsec beam, indicating that the beam filling factor likely remains the same on all size scales probed by the data that we have used.
Smaller linewidths would create slightly flatter SLEDs, as less energy could be emitted from the optically thick, lower lines. The assumed linewidths in the meudon PDR models, however, is already on the lower end of the observed FWHM, such that changes in the FWHM of the PDR models is highly unlikely to produce models consistent with the 6 → 5 integrated intensity.
Constant density, constant temperature radex models were run for kinetic temperatures between 5 and 20 K, gas densities between 10 2 and 10 5 cm −3 , and CO column densities between 7.3 × 10 17 and 2.9 × 10 18 cm −2 . None of the models were able to reproduce the large observed CO 6 → 5 integrated intensity of the 3 km s −1 component while fitting the lower J lines. For the 8 km s −1 component, however, radex models with densities of 10 3 to 10 4 cm −3 and large kinetic temperatures of 20 K are able to fit all of the observed lines reasonably well. Such a large temperature is hard to reconcile with our theoretical understandings of cloud cooling and heating from external radiation fields and cosmic ray ionization (e.g., PDR models). Sadavoy et al. (2012) place a 19 K upper limit on the temperature of B1-E5 and find a temperature of approximately 10 K for the B1-E2 structure, the only substructure within B1-E for which they do not only have an upper limit for the temperature.
CONCLUSIONS
The Perseus B1-E region is in the process of forming prestellar cores and thus, presents an ideal laboratory to study the heating of dense molecular gas by turbulent energy dissipation without the influence of feedback from protostars. We obtained observations of the 12 CO J = 6 → 5 and 5 → 4 transitions towards the most spatially extended substructure within B1-E, the B1-E5 region, using the Herschel Space Observatory. A 3 and an 8 km s −1 component were detected in both transitions, consistent with prior observations of lower rotational transitions. Using archival measurements of the 12 CO 1 → 0, 12 CO 3 → 2, 13 CO 1 → 0, and 13 CO 2 → 1 lines, SLEDs were created for both components and compared to the SLEDs predicted from three PDR codes: the Kaufman et al. (1999) , meudon, and kosma-τ PDR codes.
The ratios of the lower rotational transitions of the 3 km s −1 component are well fit by PDR models with densities between 10 3 and 10 4 cm −3 , but these models underpredict the relative integrated intensity of the 12 CO J = 6 → 5 line. The 8 km s −1 component requires a slightly higher density, but the best-fitting PDR models can also reproduce the ratios of the 12 CO J = 5 → 4 and lower transitions, while underpredicting the relative strength of the 6 → 5 line. The PDR models can also reasonably reproduce the absolute integrated intensities of the lower lines, but fail to simultaneously reproduce the 6 → 5 integrated intensity. The PDR models can also reproduce the archival low-J 13 CO integrated intensities of both components.
We interpret this excess 12 CO J = 6 → 5 emission as coming from a warm gas component within B1-E5 that comprises a small volume fraction of the region. We suggest that this emission is coming from gas heated by lowvelocity shocks generated by the dissipation of turbulence within B1-E5, as predicted by Pon et al. (2012) . We show that the observed emission is consistent with the shock models of Pon et al. (2012) and find that the shocked gas has a volume filling factor of 0.15 per cent. We further calculate that the turbulent energy dissipation rate of the B1-E region is 3.5 × 10 32 erg s −1 and that turbulent energy dissipation time-scale is only a factor of 3 larger than the flow crossing time-scale for the B1-E region. Figure 15 . Integrated intensities of various 12 CO lines as predicted by the n35v2b1 shock model of Pon et al. (2012) . This is a shock model with an H 2 density of 10 3.5 cm −3 and a shock velocity of 2 km s −1 . The solid line gives the values predicted by Pon et al. (2012) while the dashed and dotted lines show the same model scaled by factors of 2.4 and 0.74, respectively, to match the observed integrated intensity of the 6 → 5 transition of the 8 and 3 km s −1 components, respectively. Such scalings are equivalent to changing the volume filling factor of the shocked gas. The observed integrated intensities are shown as the symbols, with the data for the 3 km s −1 component being shown as squares and the 8 km s −1 component data being shown as triangles. The error bars show three times the uncertainties in the integrated intensities.
