Functional genomics networks are widely used to identify unexpected pathway relationships in large genomic datasets. However, it is challenging to compare the signal-to-noise ratios of different networks and to identify the optimal network with which to interpret a particular genetic dataset. We present GeNets, a platform in which users can train a machine-learning model (Quack) to carry out these comparisons and execute, store, and share analyses of genetic and RNA-sequencing datasets.
Recent technological advances in epigenetics, proteomics, and single-cell RNA sequencing have made it possible to generate an unprecedented amount of tissue-and cell-type-specific functional genomics data. These data can be conveniently represented as gene networks, in which genes (nodes) are connected if they interact or are functionally correlated. Network representations of complicated datasets (reviewed in ref. 1 ) can lead to the discovery of biological relationships that would otherwise have been missed 1, 2 . Importantly, the combination of functional genomics networks with exome-sequencing data or genome-wide association studies (GWAS) is a cost-efficient and scalable way to identify draft cellular circuits enriched for genetic disease risk 1, 3 (Supplementary Note 1). These draft circuits can be followed up in targeted experimental or computational studies focused on biological insight or drug-target discovery 1, 4, 5 .
However, different networks, such as those generated from different cell or tissue types, vary considerably in global signal-to-noise ratio and local biological signal. Here we use the term "biological signal" to describe how well a network recapitulates functional relationships between genes known to be in the same pathways. "Global signal" denotes the ability of a network to recapitulate functional relationships across hundreds of core human pathways, such as those that regulate RNA splicing or the cell cycle. In contrast, local signal is shared by a subset of pathways in a specific user-defined biological area, such as neurodevelopment, osteogenesis, or blood lipid biology. This variability means that networks diverge substantially with respect to their included genes, their density (number of connections), and their topology (patterns of connection).
As an example, a researcher with RNA-seq data from a specific set of neurons might be interested in applying a network-based approach to study genes implicated in autism spectrum disorders (ASDs). First, the researcher should determine the signal-to-noise ratio of the entire network generated from the data, to get a sense of the global signal. Second, it would be valuable to know the local signal present in the network for pathways that are relevant to autism, such as neurodevelopmental pathways. These metrics should be compared across related networks in the public domain. Once overall network quality and the local signal across relevant pathways are known, the researcher can proceed with downstream pathway analysis, or perhaps choose a better-suited network for seeking new pathway relationships between genes in the autism gene set. However, there is currently no tool with which to quantify network quality and suitability, and as a consequence, tissue-and cell-typespecific networks have not been fully exploited for discovery in many areas of biomedicine.
We have developed the Broad Institute Web Platform for Genome Networks (GeNets; http://apps.broadinstitute.org/genets) to enable users to compare the global and local biological signal of networks, taking into consideration signal-to-noise ratio, coverage, density, and unique topology, and to visualize, store, manage, and share pathway analyses that use the optimal network ( Fig. 1a ).
To make these comparisons, we designed an efficient machinelearning method (Quack; Supplementary Software) that can learn the topological patterns of pathway sets in any network defined by the user. For example, Quack can test 18 different topological properties of each of 853 expertly curated pathways from the Molecular Signatures Database (MSigDB; http://software.broadinstitute.org/gsea/msigdb/; Supplementary Data 1) in the InWeb 6 protein-protein interaction network (Methods, Supplementary Notes 2-6, Supplementary Table 1 , Supplementary Figs. 1-11 ). We trained Quack on 70% of the data from these pathways and then, for a given pathway set, we evaluated its ability to predict the 30% of the genes we left out. The InWeb-specific Quack model gave an area under the receiver operating characteristic curve (AUC) of 0.92 across the 853 MSigDB pathways.
To compare the global signal of InWeb to that of other networks, we used the same 853 MSigDB pathways to train Quack models for networks based on (i) mRNA expression patterns in tissue samples from the Gene Expression Omnibus 7 (GEONet), (ii) cancer codependency relationships from project Achilles 8 (AchillesNet), (iii) phylogenetic patterns from inferred models of evolution 9 (CLIMENet), and (iv) cell perturbation profiles of eight cell lines from the LINCS project 10 (LINCSNet) (Methods and Supplementary Note 3). The network-specific Quack models showed that the five networks generally had a good global biological signal (median AUC: 0.81; Fig. 1b ,c).
To determine which network was optimal for exploring relationships among 65 genes involved in ASD 11 , we extracted local biological signals across a set of neurological and neurodevelopmental pathways from the five previously trained Quack models. InWeb had particularly high AUCs across this set of pathways ( Fig. 2a,b ). Another feature of Quack is its ability to map and evaluate the topological connections of pathway genes to a set of user-defined seed genes (Methods, Supplementary Notes 2-6, Supplementary Table 1 , Supplementary Figs. 1-11, Supplementary Software). With the 65 ASD genes used as a seed set, the InWeb-specific Quack model predicted 31 ASD candidates that, topologically, appeared to coalesce into pathways with the seed set ( Fig. 2c,d ).
We explored these 31 candidates further by using a GeNets visualization feature to cross-reference network proteins linked to psychiatric and neurodevelopmental phenotypes through GWAS or exome sequencing 12, 13 ( Supplementary Fig. 12a ). The overlap was significant (P < 0.05 using a hypergeometric distribution; overlapping genes from three different loci were CTCF, NAGA, and SGSM2), which provided some support for the idea that the InWeb-specific Quack model predicts candidates linked to ASDs. We also annotated genes in the network that are under brain-specific regulation by using expression quantitative trait loci (eQTLs) from the GTEx project (version 6; http://www.gtexportal.org/home/) ( Supplementary  Fig. 12b ). Both the independent genetic data and the brain-specific eQTL data converged on NAGA, which suggests that it could be an interesting autism candidate gene. A literature analysis showed that mutations in NAGA have been implicated in Schindler disease 14 , which has symptoms that overlap with those of ASDs.
The five networks highlighted in this paper are available in GeNets, and users can upload and test any network they choose by training network-specific Quack models in the GeNets web platform. Furthermore, we provide pretrained analyses and visualizations of 853 MSigDB pathways and 168 GWAS datasets from the US National Institutes of Health GWAS catalog (https://www. genome.gov/gwastudies/), as well as a number of predefined gene annotations that can help users interpret genetic data. For example, hovering over network nodes summons gene descriptions, Quack-determined probabilities of belonging to a pathway with the user-defined seed set, and a metric of intolerance to loss-of-function mutations as determined in large population genetic studies from the Exome Aggregation Consortium 15 . This metric is useful for interpretation of clinical exome-sequencing data through the GeNets framework.
Other excellent and successful network-analysis packages exist, such as Cytoscape 16 , STRING 17 , GeneMANIA 18 , SANTA 19 , and IMP 20 . A unique strength of GeNets is that it enables users to train a custom machine-learning model on any network, to compare the signal of networks (both globally and locally) and to manage, store, and share results of analyses (a tutorial is available at http://apps. broadinstitute.org/genets#users/userguide). We provide further comparisons and discussion of GeNets' strengths and weaknesses in Supplementary Notes 7-10 and Supplementary Figs. 13-15 . The Quack algorithm is also available as an open source software package (https://github.com/lagelab/quack and Supplementary Software), so it can be incorporated in any functional genomics analysis pipeline. We believe that as more and more genetic and network datasets become available, the value of GeNets will continue to increase.
Methods
Methods, including statements of data availability and any associated accession codes and references, are available at https://doi. org/10.1038/s41592-018-0039-6. 
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Methods
Designing and training the Quack algorithm to compare networks. Hypothesis. For a given network, we hypothesized that genes in a common pathway would share pathway-specific topological properties that systematically distinguish them from genes that are not part of the pathway in question.
Exemplification of Quack.
Using the InWeb network and the Biocarta AKT pathway to exemplify our approach, we defined six topological metrics that describe the relationships of a gene (e.g., AKT1) with other genes in the same pathway (i.e., betweenness centrality in pathway, weighted degree in pathway, clustering coefficient in pathway, closeness centrality in pathway, eigenvector centrality in pathway, and degree in pathway; these metrics are described in detail below). The analogous six metrics for AKT1 in the overall InWeb network (for example, the betweenness centrality in the overall network) were also computed, and a ratio between the pathway-specific metric and the overall network metric was derived (for example, betweenness centrality in pathway/betweenness centrality in overall network). Expanding this calculation to all genes in the AKT pathway resulted in a total of 18 metrics being calculated for each of the 21 AKTpathway genes. To look for topological properties that systematically distinguished AKT-pathway genes from other genes in InWeb, we also computed these metrics for 2,449 genes that are in the context of the AKT pathway. Hereinafter, we define the context of a specific pathway (e.g., the AKT pathway) in a specific network (e.g., InWeb) as all genes that are not part of that pathway set but that have at least one connection to a gene in the pathway under investigation. This resulted in a set of 21 data points for each topological metric for the AKT-pathway genes and 2,449 data points for each topological metric for the AKT-context genes. We then used these data to show the topological differences between the AKT-pathway members and context genes (see Supplementary Fig. 1 for conceptual exemplification and Supplementary Figs. 2-7 for full datasets). To systematically map the topologies of many pathways in InWeb, we repeated this analysis for 853 pathways from MSigDB.
Topological signatures distinguish genes in a common pathway from their context.
A univariate analysis of the distributions of scores for pathway genes versus those for context genes for each of the 18 metrics ( Supplementary Fig. 1b ) confirmed our hypothesis that there are topological signatures that clearly distinguish genes that together form a pathway in InWeb from genes that are not part of the pathway in question. Expanding this analysis to all five networks revealed two pathway topological principles. First, in all networks, the distributions of these metrics are generally different between pathway genes and context genes (6 of 18 metrics are illustrated in Supplementary Fig. 1b ,c, and the complete set for each network is shown in Supplementary Figs. 2-7 ). This means that when considered on the background of a complex set of network properties, genes in a common pathway have a topological signature that distinguishes them from other genes in the network. Second, we observed differential pathway topologies in the five networks, meaning that for each network, the distributions of topological metrics for pathway members formed a network-specific signature (partial signature with 6 of 18 metrics illustrated in Supplementary Fig. 1d ; complete signatures in Supplementary  Figs. 2-7) .
Ensuring nonredundancy in pathway datasets. We ensured that the training pathway data were nonredundant by using the following approach: among 1,329 C2 (curated):CP (canonical pathway) gene sets in MSigDB, we calculated the pairwise Jaccard index, and in cases where the Jaccard index was > 0.5, we randomly selected one pathway from the two sets and removed it. Repeating this procedure, we obtained 853 pathways with pairwise Jaccard index ≤ 0.5; 99.1% of pathway pairs have a Jaccard index ≤ 0.15, and 93.3% have a Jaccard index ≤ 0.05.
Network topological metrics used by Quack. Let G = (V, E) be a graph with vertex (or node) set V and edge set E. |V| = N is the number of vertices in the graph, and |E| = M is the number of edges. Let A be defined as the adjacency matrix of G, that is, the N × N matrix such that nondiagonal entries a_vw are positive real numbers (which depends on the network; see Supplementary Note 5 for information about interpreting edge weights), and the diagonal elements are all zero (in all networks, edges between the same gene (self-interactions or self-loops) are disregarded).
Degree. The degree of a vertex v is defined as the number of vertices directly connected to v (i.e., direct neighbors or just 'neighbors').
Weighted degree. The weighted degree, also called the 'strength' , is defined as the sum of the weights of the edges that connect the neighbors to v.
Clustering coefficient. The clustering coefficient of a vertex v relates to the tendency of its first-order interactors to also interact with each other. Technically it is defined as C_v = 1/(s_v × (k_v -1)) × sum((wgt_vw + wgt_vu)/2 × a_vw × a_vu × a_wu) across w, u. Here, s_v is the strength of vertex v, 1/(s_v × (k_v -1)) is the normalization factor, a_vw is an adjacency indicator (a_vw = {0: no edge; 1: edge exists), k_v is the vertex degree, and wgt_vw are the weights. C_v is continuous on [0, 1]. As C_v approaches 1, the neighbors of v become fully connected to one another. As C_v approaches 0, the neighbors of v are not well connected (i.e., a star with v in the middle has C = 0).
Closeness centrality. The closeness centrality of vertex v is a measure of how close it is to all other vertices in the network. It is defined as (N -1)/Sum(shortest_path (v, w), v != w), the inverse of the average shortest path length for all the other vertices w in the graph.
Betweenness centrality. The betweenness of vertex v is a measure of how many shortest paths between the graph's vertices go through v. It is defined as
where spath_uw is the total number of shortest paths from node u to node w and spath_uvw is the number of those paths that pass through v.
Eigenvector centrality. The eigenvector centrality of the vertex v is defined as x_v = 1/λ × sum(a_vw × x_w), where λ is the eigenvalue corresponding to the principal eigenvector (the eigenvector for which all entries are positive), a_vw is the value of the adjacency matrix corresponding to vertices v and w, and x_w is the component of the principal eigenvector corresponding to vertex w.
Computing topological metrics for pathway and context genes. The six topological metrics are computed for genes (i.e., vertices or nodes) both (1) within a pathway using only the subnetwork formed by the pathway genes and (2) for the genes using the entire functional network. Additionally, the ratios of (within pathway/entire network) are computed for these metrics as well. When the denominator is zero, the ratio is set to zero; otherwise, the natural logarithm ln(ratio) is computed. Therefore, in total, 6 × 3 = 18 metrics are calculated for each gene. The full list of metrics can be seen in Supplementary In training Quack models, all of existing pathways were chosen: there were 853 canonical MSigDB pathways provided in Supplementary Data 1, which is representative of known pathway information.
Data exclusions
Describe any data exclusions. 
Replication
Describe the measures taken to verify the reproducibility of the experimental findings.
Computational analyses can be reproduced in the online portal with source code provided.
Randomization
Describe how samples/organisms/participants were allocated into experimental groups.
No randomization was performed because no experimental data were collected.
Blinding
Describe whether the investigators were blinded to group allocation during data collection and/or analysis.
Blinding was not relevant because all computational analyses were standardized and applied in the same way, and that no experimental data were collected.
Note: all in vivo studies must report how sample size was determined and whether blinding and randomization were used.
Statistical parameters
For all figures and tables that use statistical methods, confirm that the following items are present in relevant figure legends (or in the Methods section if additional space is needed).
n/a Confirmed
The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement (animals, litters, cultures, etc.)
A description of how samples were collected, noting whether measurements were taken from distinct samples or whether the same sample was measured repeatedly A statement indicating how many times each experiment was replicated
The statistical test(s) used and whether they are one-or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.
A description of any assumptions or corrections, such as an adjustment for multiple comparisons
Test values indicating whether an effect is present
Provide confidence intervals or give results of significance tests (e.g. P values) as exact values whenever appropriate and with effect sizes noted.
A clear description of statistics including central tendency (e.g. median, mean) and variation (e.g. standard deviation, interquartile range)
Clearly defined error bars in all relevant figure captions (with explicit mention of central tendency and variation)
See the web collection on statistics for biologists for further resources and guidance.
