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Abstract
In this paper, we present an algorithm for synthesizing certificates—
so-called barrier certificates—for safety of hybrid dynamical systems.
Unlike the usual approach of using constraint solvers to compute the
certificate from the system dynamics, we synthesize the certificate from
system simulations. This makes the algorithm applicable even in cases
where the dynamics is either not explicitly available, or too compli-
cated to be analyzed by constraint solvers, for example, due to the
presence of transcendental function symbols.
The algorithm itself allows the usage of heuristic techniques in
which case it does not formally guarantee correctness of the result.
However, in cases that do allow rigorous constraint solving, the com-
puted barrier certificate can be rigorously verified, if desired. Hence,
in such cases, our algorithm reduces the problem of finding a barrier
certificate to the problem of formally verifying a given barrier certifi-
cate.
1 Introduction
A common technique in formal verification is the reduction of a verifica-
tion problem to a constraint solving problem. A main limitation of such
approaches comes from theoretical and practical limitations of the decision
procedures used to solve the resulting constraints. In the case of continuous,
or hybrid systems, this is usually the theory of the real numbers which is
undecidable as soon as periodic function symbols, such as the sine function
are allowed. Even in the polynomial case, which is decidable [44], existing
decision procedures are by far not efficient enough to be able to solve realistic
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problems. In contrast to that, simulations of continuous systems, approx-
imating the solutions of the underlying differential equations, are possible
for systems far beyond those restrictions.
In this paper, we circumvent the constraint solving bottleneck by using
an approach that is data-driven instead of deductive: We use simulation data
instead of system dynamics as the main input for computing certificates.
From a given set of simulations we compute a candidate for a certificate. If
this candidate turns out to not to be a certificate for the system itself, we
use a refinement loop to run further simulations. In our concrete case, the
certificates are formed by so-called barrier certificates [32]. Our algorithm
handles hybrid dynamical systems with non-deterministic dynamics in the
form for disturbance inputs.
The algorithm uses numerical optimization as its main workhorse. Here,
we allow sub-optimal results which enables the use of fast heuristic [25] and
numerical [30] optimization algorithms. In cases, where the system dynam-
ics can be handled by rigorous decision procedures, the final result can be
rigorously verified. This final verification step is then applied to a barrier
certificate that is already given. Hence it is a much easier problem than
the computation of the barrier certificate itself. In our experiments, the
non-verified results always turned out to be mathematically correct. More-
over, the final rigorous verification step always took negligible time. The
experiments also show that the approach can compute barriers for ordinary
differential equations of a complexity that has been out of reach for compu-
tation of barrier certificates up to now.
The research published in this paper was supported by GACˇR grant
GA15-14484S and by the long-term strategic development financing of the
Institute of Computer Science (RVO:67985807). We thank Hui Kong for
discovering a significant mistake in an earlier version of the paper.
2 Problem Description
Definition 1 A (hybrid systems) safety verification problem is a tuple (M,Ω,D, f, Inv, ρ, I, U)
where
• M is a finite set (the modes of the safety verification problem),
• Ω ⊆M × Rn (the state space of the safety verification problem),
• D ⊆ Rl where l ∈ N0 (the set of disturbance inputs of the safety
verification problem),
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• f : (Ω×D)→ Rn, s.t. for every mode m ∈M , the restriction of f to
m is Lipschitz continuous (the dynamics),
• Inv ⊆ Ω (the invariant)
• ρ ⊆ Ω× Ω (the reset relation),
• I ⊆ Ω (the set of initial states), and
• U ⊆ Ω (the set of unsafe states).
This definition handles classical ordinary differential equations by al-
lowing M to contain only one dummy element, f being independent of the
disturbance input, Inv = Ω, and ρ = ∅. When clear from the context, we will
use the term disturbance input not only for the third item of Definition 1,
but for any Lipschitz continuous function d : [0, T ]→ D.
Now we will give semantics to Definition 1, first for continuous evolution:
Definition 2 Given a safety verification problem H = (M,Ω,D, f, Inv, ρ, I, U),
for x, x′ ∈ Ω, disturbance input d, T ≥ 0, x
d,T
−−→H x
′ iff x′ = y(T ), where y
is a solution of the differential equation
∀t ∈ [0, T ] . y˙(t) = f(y(t), d(t)), y(t) ∈ Inv
with y(0) = x.
In general, evolution can be continuous and discrete:
Definition 3 Given a safety verification problem H = (M,Ω,D, f, Inv, ρ, I, U),
for x, x′ ∈ Ω, x →H x
′ iff either there is a disturbance input d, T ≥ 0 s.t.
x
d,T
−−→H x
′, or (x, x′) ∈ ρ.
The condition y(t) ∈ Inv from Definition 2 restricts continuous evolution
and allows us to enforce non-continuous behavior following the right-hand
side of the disjunction in Definition 3.
A flow from an initial to an unsafe state disproves safety:
Definition 4 Given a safety verification problem H = (M,Ω,D, f, Inv, ρ, I, U),
a counter-example of H is a sequence x1, . . . , xn of elements of Ω s.t.
• x1 ∈ I,
• x1 →H · · · →H xn, and
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• xn ∈ U .
We want to verify that a given safety verification problem does not have
a counter-example. The corresponding decision problem is in general unde-
cidable [2, 17], and decidable only for very special cases [16]. Hence we head
for an algorithm that successfully solves benchmark problems.
The following object [32, 43] certifies successful safety verification:
Definition 5 A barrier certificate of a safety verification problem (M,Ω,D, f, ρ, I, U)
is a function V : Ω → R such that for every m ∈ M the restriction of V to
m is continuously differentiable, and
• ∀x ∈ I . V (x) < 0,
• ∀x ∈ U . V (x) > 0,
• ∀x ∈ Inv, d ∈ D . V (x) = 0⇒ (∇V (x))T f(x, d) < 0, where ∇V : Ω→
R
n is s.t. for all (m,x) ∈ Ω, ∇V (m,x) = ∇Vm(x), and
• ∀ (x, x′) ∈ ρ . V (x) ≤ 0⇒ V (x′) < 0.
In this paper, we will introduce an algorithm that, for an arbitrary given
safety verification problem, tries to compute such a barrier certificate. If
successful, this implies safety:
Property 1 If a safety verification problem has a barrier certificate, then
it has no counter-example.
Under the assumption of robustness and boundedness of the set of unsafe
states, for differential equations without resets also the converse holds [35].
Our approach is template based. That is, we introduce parameters into
the function V , resulting in a parametric function V (p, x) that we call tem-
plate. This reduces the problem of finding a barrier to the problem of finding
parameter values such that the template is a barrier. The template can have
an arbitrary form, but we will usually work with templates that are poly-
nomial in each mode. This means for every mode m ∈ M , it is of the
form pm,0 +
∑ki
i=0 pm,i~x
i, where the ~xi are power products, and the pm,i are
parameters.
So, now we are left with the problem of finding a vector p of parameter
values such that
• ∀x ∈ I . V (p, x) < 0,
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• ∀x ∈ U . V (p, x) > 0,
• ∀x ∈ Inv . V (p, x) = 0⇒ (∇V (p, x))T f(x) < 0, and
• ∀x, x′ ∈ ρ . V (p, x) ≤ 0⇒ V (p, x′) < 0.
We denote the conjunction of these four constraints by Cf . The con-
straint ∃p Cf represents a decision problem in the theory of real numbers
with quantifier prefix ∃∀. In the polynomial case, this is decidable [44],
function symbols such as sin make the problem undecidable. However, even
in the polynomial case, in practice, existing decision procedures can only
solve problems with a few variables. Note also, that for a template with k
parameters, this constraint has n+ k variables.
In the rest of the paper we assume a fixed safety verification problem,
H = (M,Ω,D, f, Inv, ρ, I, U) and use accordingly simplified notation.
3 Algorithmic Framework
Even if the dynamics f is complex, it is usually possible to compute simula-
tions of the system behavior by approximating the solution of the involved
ordinary differential equations starting from a given initial value. Simula-
tion is an essential tool in practical systems modeling, and approximation
is usually taken into account already during the modeling process. As a
consequence, such simulations often describe the intended system behavior
more accurately than even the precise mathematical solution.
For us, the important information will be the endpoints of such a simu-
lation: We will call a pair (s, s′) ∈ Ω × Ω s.t. there are x1, . . . , xn ∈ Ω with
s ≈ x1 →H · · · →H xn ≈ s
′, a simulation segment. When stating proper-
ties depending on such simulation segments below, we will assume that ≈
actually is equality. In practice, due to rounding and discretization errors,
equality will not hold. However, we will design our method in such a way
that such errors will not affect correctness of the method.
We will maintain a set S of simulation segments. Our goal is to use this
set S for computing a solution p of the constraint Cf . For this we relax the
universal quantifiers to finite conjunctions. For the first two parts of the
constraint Cf we simply replace the set I bounding the universal quantifiers
in the first part with the set of all initial points in S, and the set U with
the set of all unsafe points in S. However, for the third part of Cf , due
to the implication occurring here, it does not suffice to replace the set Ω
by a finite subset. This would allow trivial satisfaction of this implication
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using a parameter vector p such that V (p, s) is non-zero for every element
of this finite subset. Instead, we use the observation, that the third part of
Cf—which ensures a certain direction of the vector field f on the zero set of
the barrier—implies that no solution of x˙ = f(x) may connect a point with
negative value of V to a point with positive value of V . This also holds for
discrete resets and hence we can handle both the third and fourth part in
the same way. The resulting constraints are:
•
∧
(s,s′)∈S,s∈I V (p, s) < 0,
∧
(s,s′)∈S,s′∈I V (p, s
′) < 0
•
∧
(s,s′)∈S,s∈U V (p, s) > 0,
∧
(s,s′)∈S,s′∈U V (p, s
′) > 0,
•
∧
(s,s′)∈S V (p, s) > 0 ∨ V (p, s
′) < 0
We will call the conjunction of these constraints sampled constraint and
will denote it by CS. Clearly, this approximation of Cf by CS does not lose
barrier certificates:
Property 2
{p | p |= Cf} ⊆ {p | p |= CS}
Unlike the original constraint Cf , the sampled constraint CS does not
contain any quantifier alternation which makes it easier to solve. However,
it may have spurious solutions, that is, solutions that do not correspond
to a solution of the original constraint and that, hence, do not represent a
barrier certificate
In order to handle such a situation, we use the following property:
Property 3 If S ⊆ S′ then {p | p |= CS′} ⊆ {p | p |= CS}.
So adding more segments to S does not weaken the approximation. To
actually strengthen the approximation we use an algorithm based on the
principle of counter-example based refinement: The algorithm computes
a solution of CS that we will call barrier candidate, checks whether this
barrier candidate is spurious, and if yes, generates and adds a counter-
example in the form of a new simulation segment that refutes the given
barrier candidate. If the barrier candidate is not spurious, we return the
vector p which then represents a barrier certificate.
The resulting algorithm looks as follows:
initialize S with some simulation segments
let p be s.t. p |= CS
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while p 6|= Cf do
S ← S ∪ {(s, s′)}, where (s, s′) is a simulation segment with p 6|= CS∪{(s,s′)}
let p be s.t. p |= CS
return p
The algorithm leaves the concrete choice of the barrier candidate and
counter-example open. As it is, allowing an arbitrary choice of those objects,
it does not work. The main problem is a consequence of the fact that
the space of barrier candidates is uncountable. Computing an arbitrary
barrier candidate, and then removing this single barrier candidate does, in
general, not make enough progress in removing spurious barrier candidates1.
Moreover, if the system dynamics f is non-polynomial, it is, in general, not
possible to decide the satisfiability test p |= Cf which is the termination
condition of the algorithm.
In the next three sections we will design a variant of the above algorithm
that overcomes those problems. We will compute a barrier candidate p such
that p |= CS and a counter-example (s, s
′) with p 6|= CS∪{(s,s′)} that ensure
as much progress of the algorithm as possible. That is, the counter-example
(s, s′) should ensure that {p | p |= CS∪{(s,s′)}} is significantly smaller than
{p | p |= CS} and hence closer to {p | p |= Cf}. As a side-effect we will
also get a termination condition for the refinement loop that represents a
computable and practically reliable replacement for the satisfiability test
p |= Cf .
4 Computing a Barrier Candidate
The sampled constraint CS can have many solutions. Which one should we
choose? Certainly we should prefer non-spurious solutions that is, solutions
that also satisfy the original constraint Cf . Moreover, if a solution turns out
to be spurious, removing it should remove as many further spurious solutions
as possible. We will work with the assumption, that those objectives will
be fulfilled by solutions that are as central as possible in the solution set of
the sampled constraint.
For this we replace the inequalities, that can be either satisfied or not, by
a finer measure [33]. Observing, that the right-hand side of every inequality
is zero, we base this measure on the value of the term on the left-hand side:
1Decision procedures for real closed fields can circumvent this problem [18], due to the
fact that semi-algebraic sets possess an algorithmically computable finite cellular decom-
position [5].
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This value measures how strongly a given point p satisfies a greater-than-
zero predicate. In the case of a less-than-zero predicate, we can measure this
by multiplying the value of the term on the left-hand side by −1. Moreover,
we replace conjunction by the minimum operator and disjunction by the
maximum operator in the style of fuzzy logic.
The result is the function that assigns to p the value
min


mins∈I,(s,s′)∈S −V (p, s),mins′∈I,(s,s′)∈S −V (p, s
′),
mins∈U,(s,s′)∈S V (p, s),mins′∈U,(s,s′)∈S V (p, s
′),
min(s,s′)∈S max{V (p, s),−V (p, s
′)}

 .
We maximize this function to find points that satisfy the constraint CS as
strongly as possible.
Now observe that template polynomials V (p, x) of the form p0 +
∑
pi~x
i
are linear in their parameters p0, p1, . . . . Hence, the result of substituting
points s and s′ for x in V (p, x) is a linear inequality of the form aT p <
0 with p being the parameter vector (p0, p1, . . . ) and a being a vector of
real numbers whose first entry, corresponding to the monomial p0, is the
constant 1.
For a polynomial template and λ ≥ 0, V (λp, s) = λV (p, s). Hence,
also the above function scales in such a way, the corresponding optimization
problem is unbounded, and optimization algorithms will usually simply come
up with larger and larger values for the vector p. In other words, instead
of optimizing for our goal of being as much as possible in the solution set
of the sampled constraint this formulation optimizes for large parameter
values which, in turn, result in large values of V (p, s). We avoid this by
constraining the (max)-norm of the vector p to not to exceed 1.
However, even then, minimizing a linear term aT p enforces large distance
from the boundary of the solution set of CS , if ||a|| is small, and vice versa.
For avoiding this, we normalize the terms, resulting in a
T
||a||2
p. This amounts
to computation of the Chebyshev center [3], that is, the center of the largest
ball contained in the solution set.2
So we solve the optimization problem
max
||p||≤1
FS(p)
where FS(p) is the minimax function above with all linear terms normalized
by dividing them with the 2-norm of their coefficients.
2Note that due to the disjunction, we do not have a polyhedron here. Still, this
formulation models the Chebyshev center.
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Property 4 FS(p) > 0 iff p |= CS
Hence, a positive result of the optimization problem gives us a solution
of the sampled constraint. By optimizing further, we get solutions that are
as central as possible in the solution set of CS , hence also increasing the
chances of finding a solution of the original constraint Cf .
5 Computing a Counter-Example
The solution p of the sampled constraint CS might be spurious, that is, it
might not satisfy the original constraint Cf . If the computed solution is
spurious, we generate a counter-example, that is, a new simulation segment
(s, s′) s.t. p does not satisfy the strengthened sampled constraint CS∪{(s,s′)}.
However, this constraint should not only refute the computed barrier candi-
date p, but as many further spurious solutions as possible. The techniques
from the previous section, that is, maximizing FS instead of computing an
arbitrary solution of CS , alleviates the problem: It results in a barrier candi-
date p that is as central as possible in {p | p |= CS} and hence removing this
barrier candidate from the set will also significantly shrink this set. How-
ever, in addition, we also want to add a simulation segment (s, s′) that not
only removes the spurious solution p but as many further spurious solutions
as possible.
For this, we again translate the constraint solving problem of finding
a counter-example into an optimization problem. However, searching for a
strong violation of CS∪{(s,s′)} by searching for a simulation segment (s, s
′) s.t.
FS∪{(s,s′)} is minimal, is an ODE-constrained optimization problem. Such
problems are notoriously difficult to solve. In order to avoid this, we work
with the original constraint Cf , instead. We have a fixed barrier candidate
p, and
1. first look for a point x violating the universal quantifier in one of the
individual parts of Cf , and then
2. compute a counter-example (s, s′) by simulating from x using an ap-
propriate simulation length T , and disturbance input d.
We now analyze the two steps in more detail. Here we call the point x
from the first step a counter-example point, and call a counter-example also
counter-example segment.
9
5.1 Computing a Counter-Example Point
By looking for a counter-example point x violating one of the individual
parts of Cf as much as possible we hope to construct a counter-example
segment not only for the given spurious candidate p, but for as many fur-
ther spurious candidates as possible. Applying the constraint-to-function
transformation already described in the previous section to the four parts
of the constraint Cf , we arrive at the functions
min{−V (p, x) | x ∈ I},
min{V (p, x) | x ∈ U},
min{−(∇V (p, x))T f(x, d) | V (p, x) = 0, x ∈ Inv, d ∈ D}, and
min{max{V (p, x),−V (p, x′)} | (x, x′) ∈ ρ}
.
However, the third item does not fully correspond to the original intention
of the corresponding constraint: Its task is to measure, whether all solutions
of the ODE crossing the zero level set {x | V (p, x) = 0} do so in the correct
direction. This direction should be independent wrt. scaling of f(x) or
∇V (x). In order to normalize those factors, we replace the objective function
−(∇V (p, x))T f(x) with the objective function
−
∇V (p, x)
||∇V (p, x)||
T f(x, d)
||f(x, d||
.
As a result, we have optimization problems
• minx∈I FI(p, x), where FI(p, x) := −V (p, x),
• minx∈U FU (p, x), where FU (x) := V (p, x),
• minx∈Inv,d∈D,V (p,x)=0 F∇(p, x, d) where F∇(p, x, d) := −
∇V (p,x)
||∇V (p,x)||
T f(x,d)
||f(x,d)|| ,
and
• min(x,x′)∈ρ Fr(p, x, x
′) were Fr(p, x, x
′) := max{V (p, x),−V (p, x′)}.
Then we choose the counter-example point as the minimizer correspond-
ing of the minimal result of those four optimization problems.
Compared to the problem from Section 4, where the search space is the
parameter space, and the state space was discretized, here p is fixed, and
we search in the original state space Ω.
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5.2 Computing a Counter-Example Segment
If the result of the minimization is negative then we have a point violating
the universal quantifier in one of the individual parts of Cf , and we can
construct a counter-example segment from this point. For this, we need a
disturbance input d and simulation time T . For choosing those, we return
to the constraint CS and the corresponding function FS . The following
properties ensure the existence of a counter-example segment:
Property 5 Let x ∈ I with FI(p, x) ≤ 0. Then for all x
′ ∈ Ω, p 6|=
CS∪{(x,x′)}.
Proof. FI(p, x) ≤ 0 means −V (p, x) ≤ 0, that is, V (p, x) ≥ 0. However,
CS∪{(x,x′)} implies V (p, x) < 0, a contradiction. 
Note that the proof uses only properties of V at x, but does not use
the point x′ at all. So why does it make sense to use a strictly positive
simulation length instead of simply using the solution segment (x, x)? The
reason is that the counter-example segment (x, x′) refutes even more barrier
candidates. More specifically, this segment also refutes barrier candidates
in the case where x is no counter-example point any more:
Property 6 Let x ∈ I with FI(p, x) > 0. Then for all x
′ ∈ Ω with
V (p, x′) > 0, p 6|= CS∪{(x,x′)}.
Proof. If FI(p, x) > 0 then V (p, x) < 0. Moreover, the third part of CS is
V (p, x) > 0 ∨ V (p, x′) < 0 which contradicts V (p, x) < 0, V (p, x′) > 0 and
hence refutes p with V (p, x′) < 0. 
The premises FI(p, x) > 0 and V (p, x
′) > 0 can only be simultaneously
fulfilled for simulations of non-zero length, which motivates such a choice.
Due to similar reasons it does not make sense to use backward simulations
from points x ∈ I. However, for points x ∈ U , the same arguments hold in
reverse time. Especially, we have the following dual of Property 5:
Property 7 Let x ∈ U with FU (p, x) < 0. Then for all x
′ with x′ ∈ Ω,
p 6|= CS∪{(x′,x)}.
For counter-example points corresponding to F∇ and Fr we have similar
properties. However, in the case of F∇, even for refuting the given barrier
candidate p, a single point does not suffice and we need a counter-example
segment of non-zero length:
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Property 8 Let x ∈ Ω, d be a disturbance input such that V (p, x) = 0 and
F∇(p, x, d) < 0. Then there are T
∗
− > 0, T
∗
+ > 0 s.t. for all 0 < T− ≤
T ∗−, 0 < T+ ≤ T
∗
+, x
−, x+ with x−
d,T ∗
−
−−−→ x
d,T ∗
+
−−−→ x+, p 6|= CS∪{(x−,x+)}.
Proof. V (p, x) = 0 and F∇(p, x, d) < 0 means that (∇V (x))
T f(x, d) < 0.
Let y(t) be a solution of the ODE defining the continuous dynamics in the
mode of x s.t. y(0) = x. Then the derivative of V (y(t)), with y(t) being
the solution as a function in t is strictly negative at y(t). This derivative
is continuous and hence there is there is T ∗+ > 0, T
∗
− > 0 s.t. for all 0 <
T− ≤ T
∗
−, 0 < T+ ≤ T
∗
+, x
−, x+ with x−
d,T ∗
−
−−−→ x
d,T ∗
+
−−−→ x+, V (x−) < 0 and
V (x+) > 0. However, CS∪{(x−,x+)} implies V (x
−) > 0 or V (x+) < 0, a
contradiction. 
Property 9 Let x, x′ ∈ Ω with Fr(p, x, x
′) < 0. Then for all disturbance
inputs d there are T ∗−, T
∗
+ > 0 s.t. for all 0 ≤ T− ≤ T
∗
−, 0 ≤ T+ ≤ T
∗
+, x
−,
x+ with x−
d,T ∗
−
−−−→ x, x′
d,T ∗+
−−−→ x+, p 6|= CS∪{(x−,x+)}.
Proof. Since Fr(p, x, x
′) < 0, max{V (p, x),−V (p, x′)} < 0, and hence
V (p, x) < 0 and V (p, x′) > 0. So there is T ∗+ > 0, T
∗
− > 0 s.t. for all
0 ≤ T− ≤ T
∗
−, 0 ≤ T+ ≤ T
∗
+, x
−, x+ with x−
d,T ∗
−
−−−→ x, x′
d,T ∗+
−−−→ x+, x− < 0
and x+ > 0. However, CS∪{(x−,x+)} implies V (x
−) > 0 or V (x+) < 0, a
contradiction. 
Summarizing, for a counter-example point resulting from FI , we do a
forward simulation, for a counter-example point resulting from FU a back-
ward simulation, for a counter-example point resulting from F∇ we simulate
in both directions, and for a pair of counter-example points (x, x′) resulting
from Fr we simulate backward from x and forward from x
′.
However, in all properties above, the disturbance inputs and simulation
lengths are universally quantified, and the question is, which one to choose.
Even more, in the case of Property 5 the proof is fully independent of the
simulation length. So we need more considerations to choose those values.
The choice should ensure that the added solution segment refutes not only
the computed candidate p that turned out to be spurious, but as many
further spurious candidates as possible. For this, we add a segment (s, s′)
that refutes the spurious barrier candidate p as much as possible—expecting
that this also refutes a large neighborhood of p. As discussed in Section 4,
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we measure fulfillment of CS using the function FS which is
3
min


mins∈I,(s,s′)∈S −V (p, s),mins′∈I,(s,s′)∈S −V (p, s
′),
mins∈U,(s,s′)∈S V (p, s),mins′∈U,(s,s′)∈S V (p, s
′),
min(s,s′)∈S max{V (p, s),−V (p, s
′)}


and hence we add a segment (s, s′) to S that minimizes this function.
In the case of the first line, s is fixed, and we compute s′. In the case
of the second line, s′ is fixed and we compute s. The third line results
from either F∇ or Fr, and in both cases we compute both end-points. Here,
in all cases where we compute s, the sign of V (p, s) is positive, and in all
cases where we compute s′, the sign of V (p, s′) negative. Hence we want to
minimize V (p, s) and maximize V (p, s′). Note that here we compute s using
a backward simulation and s′ using a forward simulation.
For ensuring minimization of V (p, s) and maximization of V (p, s′), we
choose the disturbance input d that maximizes∇V (p, s)f(s, d) (∇V (p, s′)f(s′, d),
respectively). Moreover, we simulate as long as V (p, s) decreases (V (p, s′)
increases, respectively) that is, until ∇V (p, s)f(s, d) (∇V (p, s′)f(s′, d), re-
spectively) is zero. We also terminate simulations that hit an initial point in
the backward direction, an unsafe point in the forward direction, or a point
x with x 6∈ Inv.
For a counter-example point x to the transversality condition the value
∇V (p, x)f(x, d) is always positive. In the other cases, FI , FU , Fr, it might
be zero or negative which means that a simulation from this point will not
result in a desired increase. In such cases, we simply use a simulation time 0
which results in the according endpoint of the simulation segment to be
equal to the counter-example point.
In the rest of the paper, we will write ω(x) for the endpoint of a sim-
ulation starting from x with d and T chosen as described above, and α(x)
the starting point of a backward simulation from x with d and T chosen as
described above.
Here we have a chicken-and-egg problem: For simulation we need a bar-
rier candidate and vice versa. This can be resolved by either starting with
trivial simulations or with a trivial barrier candidate. The current solution
is to start with simulations of fixed length from every box vertex.
6 Resulting Algorithm
initialize S with some simulation segments
3up to—here irrelevant—scaling
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(cand, cntrxpl)← check(S)
while ¬[cand = ⊥∨ ctrxpl = ∅] do
S ← S ∪ cntrxpl
(cand, cntrxpl)← check(S)
if cand = ⊥ then return “no barrier found”
rigorously verify cand optional verification step
return cand
subalgorithm check(S): returns barrier candidate and counter-example
let p be s.t. FS(p) is as large as possible compute a barrier candidate
if FS(p) ≤ 0 then return (⊥, ∅) no barrier candidate found
let xI ∈ I be s.t. FI(p, xI) is as small as possible
let xU ∈ U be s.t. FU (p, xU ) is as small as possible
let x∇ ∈ Inv, d ∈ D be s.t. V (p, x∇) = 0 and F∇(p, x∇, d) is as small as possible
let xr, x
′
r ∈ ρ be s.t. Fr(p, xr, x
′
r) is as small as possible
v ← min{FI(p, xI), FU (p, xU ), F∇(p, x∇, d), Fr(p, xr)}
if v ≥ 0 then return (p, ∅) no counterexample found
if v = FI(p, xI) then return (p, {(xI , ω(xI))})
else if v = FU (p, xU ) then return (p, {(α(xU ), xU )})
else if v = F∇(p, x∇, d) then return (p, {(α(x∇), ω(x∇))})
else if v = Fr(p, xr) then return (p, {(α(xr), ω(x
′
r))})
Note that here we only need values for which the objective functions are
large (small, respectively). We do not insist on a lower bound of the mini-
mization problem (upper bound on the maximization problem, respectively),
let alone a decision procedure. This allows the use of various heuristic op-
timization techniques [25] that even can be applied in cases where finding a
precise optimum is impossible due to non-decidability issues, for example,
due to non-polynomial system dynamics f occurring in F∇.
Also observe that the optimization of FS(p) is a search problem of the
parameter space dimension k, and the computation of xI , xU , x∇, and xρ
is a search problem of the state space dimension n. In contrast to that,
directly solving original constraint Cf is a problem in dimension n+ k.
The final step of rigorously verifying the barrier candidate, that is, ver-
ifying p |= Cf , is a problem in state space dimension n, as well. Due to the
strategy of optimizing for a barrier candidate, the computed candidate will
usually satisfy Cf robustly. Hence, even in undecidable cases, this allows
the application of procedures that exploit robustness [34].
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7 Implementation
In the section, we show how the optimization problems and the final ver-
ification step of the algorithm from the previous section can be solved in
practice.
As described in Section 4, FS(p) is linear in p. However, it contains
a min/max alternation which is beyond the capabilities of usual numerical
optimization algorithms. The key to solving this constraint is the observa-
tion that the min/max operators occurring within FS(p) are finite. Hence
the optimization problem can be rewritten to the following constrained op-
timization problem: Maximize δ under
∧
(s,s′)∈S,I(s)−V (p, s) ≥ δ,
∧
(s,s′)∈S,I(s′)−V (p, s
′) ≥ δ,∧
(s,s′)∈S,U(s) V (p, s) ≥ δ,
∧
(s,s′)∈S,U(s′) V (p, s
′) ≥ δ, and∧
(s,s′)∈S V (p, s) ≥ δ ∨ −V (p, s
′) ≥ δ.
This is an optimization modulo theory [29, 37] problem in the theory LRA
(linear real arithmetic).
For minimizing FI(p, x), FU (p, x), F∇(p, x), and Fr(p, x), one can use
classical numerical optimization [30]. Since such methods do local search,
they may run into local, but non-global optima. To search for global solu-
tions one can start several optimization runs from random starting points
which is also known under the term multi-start [26]. Note that this is trivial
to parallelize efficiently. The min/max alternation in Fr can be handled as
above.
For the final rigorous verification step, one can use a simple branch-and-
bound approach, evaluating the terms V (p, x) using interval arithmetic [28],
checking the inequalities of Definition 5 on the resulting intervals, and using
splitting to tighten the bounds, if necessary.
8 Computational Experiments
We did experiments with a prototype implementation of the method de-
scribed so far. The prototype requires the state space, set of initial states
and the set of unsafe states to have the shape of a hyper-rectangle. We
initialize the set S by forward simulations from all vertices of the initial
hyper-rectangle and backward simulations from all vertices of the unsafe
hyper-rectangle. Due to this initialization, our prototype implementation
does not check barrier candidates for violations of the first two conditions of
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Definition 5, and indeed, even without such a check, the computed barriers
do not violate those conditions.
For each example, we set the lengths of all simulations manually to a
certain constant σ that we show below. Moreover, we cancel simulations
that leave a bloated version of the state space. Here, we simply bloat
each interval bound of Ω by a certain percentage from its distance from
the interval center: bloat([a, a]) = [a+a2 − b(
a+a
2 − a),
a+a
2 + b(a −
a+a
2 )] =
[ (1+b)a+(1−b)a2 ,
(1−b)a+(1+b)a
2 ]. In our experiments, we use b = 1.1.
The examples that we used are all purely continuous, without any hybrid
behavior:
1. a standard ODE modeling a pendulum with normalized parameters
(e.g., Kapinski et al. [21], Example 1), where the variable x models
the angle of the pendulum, and y models angular speed.
x˙ = y
y˙ = − sinx− y
Ω = [−10, 10] × [−10, 10], I = [−10, 10] × [8, 10], U = [−10, 10] ×
[−10,−5], σ = 0.5
2. dynamics from [6, Example 5]
x˙ = y + (1− x2 − y2)x+ ln(x2 + 1)
y˙ = −x+ (1− x2 − y2)y + ln(y2 + 1)
Ω = [−5, 5]× [−5, 5], I = [1, 3]× [−1.5, 3.0], U = [−3,−0.6]× [1, 3], σ =
1
3. a standard Lorenz system [45], see also [7, Example 7]
x˙ = 10(y − x)
y˙ = x(28− z)− y
z˙ = xy − 83z
Ω = [−20, 20]×[−20, 0]×[−20, 20], I = [−14.8,−14.2]×[−14.8,−14.2]×
[12.2, 12.8], U = [−16.8,−16.2] × [−14.8,−14.2] × [2.2, 2.8], σ = 0.1
4. composition of trivial dynamics (variable x1) and pendulum (variables
x2 and x3)
x˙1 = 1
x˙2 = x3
x˙3 = −10 sinx2 − x3
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Ω = [−10, 10]3, I = [9, 10]× [−10, 10]2 , U = [−10,−9]× [−10, 10]2 , σ =
0.1
5. scalable example, manually constructed
x˙1 = 1 +
1
l
(
∑
i∈{1,...,l} xi+1 + xi+2))
x˙2 = x3
x˙3 = −10 sinx2 − x2
. . .
x˙2l = x2l+1
x˙2l+1 = −10 sinx2l − x2
Ω = [−10, 10]2l+1, I = [9, 10]×[−10, 10]2l , U = [−10,−9]×[−10, 10]2l , σ =
0.1, with l = 100
6. same as Example 5, but l = 2
7. same as Example 5, but l = 3
8. same as Example 5, but l = 4
All experiments were executed on a notebook with Intel(R) Core(TM)
i7-5600U CPU @ 2.60GHz and running Ubuntu Linux 16.10. For simulation
we used the software package CVODE version 2.5.0 from the SUNDIALS
suite of solvers. For optimizing FS(p) we use the tool OptiMathSAT [38].
For minimizing FI(p, x), FU (p, x), and F∇(p, x) we use the function sqp from
the software package GNU Octave 4.0.3 which implements the optimization
method of sequential quadratic programming. We globalized this method by
multi-start with 16 local optimization runs. For the final rigorous verifica-
tion step, we use our software RSolver (http://rsolver.sourceforge.net)
which extends a basic interval branch-and-bound method with interval con-
straint propagation.
We list the results in Table 1. Here, the column “dim” denotes the
problem dimension and “templ” denotes one of the following templates:
Q: p0 + p1x
2 + p2xy + p3y
2 + p4x+ p5y
T: p0 + p1x
2 + p2x+ p3z
L: the linear template p0 + p1x1 + · · ·+ pnxn with n being the state space
dimension
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dim templ iter simulation candidate counter-example verif
1 2 Q 10 0.24 1.2 8.21 0
2 2 Q 5 0.11 0.25 5.7 0.41
3 3 T 10 0.3 1.01 17.03 0
4 3 L 1 0.02 0 1.07 0
5 3 L 1 0.01 0.01 1.21 0
6 5 L 1 0.14 0.36 3.51 0
7 7 L 1 1.06 7.38 7.67 0
8 9 L 1 15.81 1340.6 19.76 0.01
Table 1: Results of Experiments
Moreover, the column “iter” denotes the number of iterations of the re-
finement loop. Further columns denote the the time spent in simulation,
computation of a barrier candidate, computation of a counter-example, and
verification. The time unit are seconds.
As can be seen, in all cases, the computed barrier could be rigorously
verified. Moreoever, the time needed to do so is negligible. The whole
method scales to higher-dimensional examples, but as the problem dimen-
sion increases, the optimization module theory solver used to compute a
barrier candidate is increasingly becoming a bottleneck. Note that we used
the solver as a black box, with the original parameter settings.
To ensure verifiability of our results, we list the computed barriers:
1. 0.118462553528y2−0.011722981249xy−0.709542580128y−0.0550927673883x2−
0.0586149062452x− 1
2. 0.408692986165y2−0.386033509251xy−0.227005969996y+0.0866893912879x2−
0.925807829028x− 1
3. (−z) + 0.0862165171738x2+ 0.406513973333x− 0.668459116412
4. 0.12774317671− x1
5. 6.94919072662× 10−4x3 + 7.29701934574× 10−4x2 − x1 + 0.127740909365
6. 0.00298446742425x5−0.00705872836204x4−0.00693382587388x3+0.00295825595803x2−
x1 + 0.100721787174
7. 0.00567387721155x7+0.00131139026963x6+0.00409187476431x5−0.00293955884622x4−
0.00148234438362x3+ 0.0102405191466x2− x1 + 0.0693868524466
8. 0.00474371409319x9+6.04082564889×10−4x8+0.00539357982978x7−3.62914727064×
10−5x6−0.00305191611365x5+0.00234411670971x4+0.00308900495946x3+
0.00766513576991x2− x1 + 0.0526159036023
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9 Related Work
The original method for computing barrier certificates [32] was based on
sums-of-squares programming [31]. Since then, various further methods for
computing barrier certificates and inductive invariants of polynomials sys-
tems have been designed [36, 14, 22, 48, 47, 12].
To the best of our knowledge, there is only one method capable of com-
puting barrier certificates for non-polynomial systems [7]. The method is not
based on simulation but uses interval-based constraint solving techniques,
in a similar way as we do in the final verification step, and in a similar way
as the algorithm implemented in RSolver [34]. This restricts the method
to systems where such techniques are available, which corresponds to those
systems, where our algorithm can do the final verification step. The method
applies branching to both the state and parameter space, whereas our algo-
rithm, at a given time, always searches only in one of the two. Instead of our
method for computing barrier candidates, the method guesses barrier cer-
tificates by simply trying midpoints of intervals which can be very efficient
if this guess happens to be lucky, but very inefficient, if not. Especially, if
the midpoint of the user-provided parameter space already happens to be a
barrier certificate, then the method succeeds without any search. Unfortu-
nately, the paper does not give any information on the computed barriers,
which makes comparison difficult.
The approach to generalize or learn system behavior from simulations
has been used before for computing Lyapunov functions [21, 20] and for
computing the region of attraction [23]. Simulations can also be used to
directly verify system behavior [13, 9, 8, 10]. For an overview of simulation-
based approaches to systems verification see Kapinski et al. [19].
In software verification, the usage of test runs was shown to be useful in
the computation of inductive invariants [15, 39, 11]. However, the problem
and solution are quite different from what we have here due to the discrete
nature of both time and data types occurring in computer programs.
Our algorithm can also be interpreted as an online machine learning [27]
process that learns a barrier certificate from simulations, querying for new
simulations to improve the barrier certificate. Moreover, the samples reach-
able from an initial state or leading to an unsafe state can be interpreted as
positive and negative examples. However, here we do not have a classifica-
tion problem due to the third property of Definition 5.
The algorithm in this paper adapts counter-example guided inductive
synthesis (CEGIS) that in its original form [42] solves discrete constraints
with a quantifier prefix ∃∀ to solving certain continuous constraints with
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such a prefix. However, CEGIS does not work with simulations but only
with counter-example points, and it uses constraint solving instead of opti-
mization to find candidates and counter-examples. Some simulation based
approaches for computing Lyapunov functions [21, 20] also can be inter-
preted as continuous versions of CEGIS.
10 Conclusion
In this paper, we have presented an approach for synthesizing barrier cer-
tificates from system simulations. The resulting method is able to compute
barrier certificates for ODEs that have been out of reach for such methods
so far.
In the future we will increase the usability of the method by automatizing
the choice of the used template. We will also combine the method with
falsification methods [24] that search for ODE solutions that lead from an
initial to an unsafe state. In such a combined method, falsification should
exploit the result of failed attempts at computing a barrier certificate and
vice versa.
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