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A refined Semtner 0-layer sea-ice model (ESIM1) is presented and applied to the 13 
Baltic landfast sea ice. The physical model is capable of simulating seasonal changes 14 
of snow and ice thickness. Particular attention is paid to reproduce the snow ice and 15 
the superimposed ice formation which play important roles in the total mass balance 16 
of the Baltic sea ice. The model prognostic variables include all the different kind of 17 
ice and snow layers that may be present in a Baltic landfast ice season and, in 18 
general, in every coastal ice-covered ocean. The assessment of the model capabilities 19 
is done in 1979--1993 at four different stations in the Baltic Sea. A sensitivity test 20 
stresses the relevant role of some of the physical parameters, such as the oceanic heat 21 
flux, while a scenario analysis highlights the robustness of the model to perturbed 22 
physical forcing. Our results show that one of the key variables in modelling sea-ice 23 
thermodynamics is the snow layer and its metamorphism, and including the meteoric 24 
ice dynamics  into a sea ice model is relevant to properly simulate any ice season, 25 
also in view of climate change scenarios.  26 
 27 
1. Introduction 28 
 29 
Though sea ice is only a very thin layer between the ocean and the atmosphere, it 30 
plays an important role in the Earth’s climate system. The high albedo and its 31 
positive feedback, the strong insulating effect, the physical barrier that it creates 32 
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between the atmosphere and the ocean and its impact on the large-scale thermo-33 
haline structure of water masses make sea ice an active component of the climate 34 
system. It is thus likely that sea ice acts as a very sensitive indicator of global climate 35 
change (Eicken, 2003). 36 
 37 
The evolution of the pack ice is driven by heat, radiation and momentum exchanges 38 
between the ocean and the atmosphere, which can be decomposed in thermodynamic 39 
(thermal growth/decay) and dynamic processes (drift, lead openings, ridging).  In the 40 
coastal fast-ice regions, sea-ice evolution is determined fully by thermodynamic 41 
processes. These regions are indeed spatially limited, but are key factors that affect 42 
the functioning of high latitude ecosystems.  43 
 44 
The first attempt to study sea-ice thermodynamics was the analytical model 45 
developed by Stefan (1891). Later, Untersteiner (1964) and Maykut and Untersteiner 46 
(1971) moved to rather complex numerical modelling and Semtner (1976) simplified 47 
their model for numerical investigation of climate. Leppäranta (1983) introduced also 48 
snow compaction and snow ice formation in his numerical simulations. Cox and 49 
Weeks (1988) began to study the thermal role of brines. Later Cheng et al. (2006) 50 
modelled the superimposed ice formation during melting periods. During the last 51 
decades other variations of such numerical models have been developed, with 52 
different complexity which aimed at different applications from the smallest to the 53 
largest temporal and spatial scales. However, not much effort has been done to 54 
analyse the properties of sea-ice thermodynamic modelling from a biogeochemical 55 
perspective and in regions where biomass production may have significant impacts 56 
on the global carbon cycle 57 
 58 
Temperature, salinity, space, nutrients and light availability are the main 59 
environmental factors that affect the growth, distribution and abundance of sea ice 60 
algae. At the bottom of the ice sheet, temperature, salinity, space and nutrients are 61 
more favourable to sea ice algae growth, but primary production is often limited by 62 
thick snow covers that prevent a sufficient penetration of light. The situation is 63 
opposite on top of the ice sheet. Snow ice and superimposed ice play important roles, 64 
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not only because they change the snow properties and the consequent rates of ice 65 
growth, but also because they create suitable habitats for sea ice algae, bringing 66 
nutrients - by flooding events and melt-refreeze cycles - where the light is more 67 
available. 68 
  69 
In this paper, we present a Semter 0-layer model refined in a very comprehensive – 70 
in terms of number of physical processes that have been included – thermodynamic 71 
sea ice model. The Baltic Sea is characterized by rather complex melt-freeze cycles 72 
and more snow ice formation than any other sea, which leads to the necessity of 73 
including the superimposed ice and snow ice layers to compute the total ice/snow 74 
mass balance. The stratification beneath the ice tends to be stable in the Baltic Sea 75 
and the oceanic heat flux remains generally small. The flux can thus be assumed 76 
constant allowing to compute only one sea ice layer.  77 
 78 
In our case, the aim of this model is the coupling with a biogeochemical flux model 79 
(BFM, Vichi et al., 2007a,b). Therefore the chosen physical processes have been 80 
included having in mind the description of the habitat for biogeochemical 81 
developments. The results have been compared with observations at four different 82 
stations. We further analysed the sensitivity of the model to some of the physical  83 
parameters, such as the albedo and the oceanic heat flux and to the new addition of 84 
relevant physical processes. Finally, we assessed the robustness to changes in the 85 
physical forcings. In a forthcoming paper we will analyse and discuss the role of sea 86 
ice salinity in brackish waters and we will present a thermo-halodynamic sea ice 87 
model of the Baltic Sea suitable for studies of sea ice biogeochemistry. 88 
 89 
2. Description of the physical model 90 
 91 
Following Semtner 0-layer model (Semtner, 1976, hereafter referred to as S0), the 92 
sea-ice system consists of one layer of ice and one layer of snow on top. The model 93 
is developed in such a way that, depending on the required complexity, more layers 94 
of sea ice can be added and simulated. Differently from S0, prognostic variables 95 
includes two layers of snow (two density classes), three layers of ice (superimposed 96 
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ice, snow ice and sea ice), temperature at the surface and in each layer. Sea ice stays 97 
isosaline with S=5‰. The numerical step is 1.5 hours. A schematic drawing of the 98 
model is presented in Fig. 1. Table 1 presents the values of the model parameters. In 99 
all the following equations the subscript s indicates snow, i ice, sn snow ice, ss 100 
superimposed ice, si sea ice and w seawater, while the subscript mi refers to meteoric 101 
ice, that is snow ice and superimposed ice together. The MATLab code of the model 102 
is freely available for download in the BFM website (http://www.bfm.cmcc.it/). 103 
 104 
As in S0, a 1-dimensional heat conduction equation governs the vertical heat fluxes, 105 
defined positive downwards,  at the boundaries and among different layers.  Unlike 106 
S0, when sea ice is the only layer of the ice sheet, the sea-ice temperature equation 107 
also embeds the presence of the penetrating solar radiation which depends on the 108 
albedo α and on the extinction coefficient κ: 109 
 110 
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 112 
where ρ is the density, c is the heat capacity, T is the temperature, k is the thermal 113 
conductivity and Fs is the incoming solar radiation. 114 
 115 
The different layers are supposed to be in thermal equilibrium and the temperatures 116 
at the interfaces are derived from the continuity of the heat fluxes (Fig. 1). The 117 
surface temperature is obtained by linearly approximating the surface fluxes, 118 
expanding in a Taylor series and iterating according to the Newton-Raphson method 119 
for twenty times with a convergence criterion of 0.01 K. Surface, snow, snow ice, 120 
superimposed ice and sea ice temperatures are computed by solving a tridiagonal 121 
matrix of the heat conduction equation in each layer.  122 
 123 
The  snow compaction, snow ice and superimposed ice formation are fast processes 124 
and their thicknesses are assumed to reach an instantaneous equilibrium. The model 125 
is structured in such a way that, when snow compaction, snow ice and superimposed 126 
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ice formation are initiated, the snow and ice fractions are transformed 127 
instantaneously at the next time step, thus changing their properties, such as density, 128 
thermal conductivity, heat capacity and albedo (Table 1). 129 
 130 
Snow accumulates on top of the surface layer whenever the air temperature is below 131 
the freezing point of snow (273.15 K) and an ice layer is already present. If young 132 
fallen snow (hs)y accumulates on an already present snow layer, snow compaction 133 
initiates by specifying the following instantaneous equilibrium: 134 
 135 
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The total surface fluxes include shortwave (Fs) and longwave radiation (Fl), sensible 138 
(Fse) and latent (Fla) heat (Fig. 1). At the surface, snow, snow ice, superimposed ice 139 
and sea ice melt whenever the surface temperature is at the melting point and the rate 140 
of melting is determined by the net heat flux balance between the surface fluxes and 141 
the conductive fluxes. As in S0, if the surface heat fluxes exceed the conductive 142 
fluxes, the imbalance in the surface energy budget contributes to increase the 143 
conductive flux of the surface layer and the surface energy balance changes 144 
accordingly.  145 
 146 
The temperature at the bottom of the ice sheet is set constant at the freezing point of 147 
seawater at the given salinity (272.88 K). The oceanic heat flux at the ice-water 148 
interface is represented by constant values depending on the model location (ranging 149 
between 0 and 9 W/m2). At the bottom, ice growth or melting is regulated by the net 150 
heat flux balance between the oceanic and conductive fluxes. 151 
 152 
As originally proposed in Fichefet and Morales Maqueda (1999), if the ice draft 153 
exceeds the ice thickness, i.e. 154 
 155 
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 157 
then snow ice formation is initiated. Snow density and compaction are changed 158 
accordingly and a new isostatic equilibrium is prescribed. We currently assume no 159 
addition of seawater mass. Snow is compressed to an amount of new snow ice equal 160 
to the initial depression below the water line, as originally in Schmidt et al. (2004): 161 
 162 
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 166 
where β  is an empirical coefficient of conversion between snow ice and sea ice (after 167 
Leppäranta, 1983). Snow ice melts according to the same energy balance previously 168 
described for snow and sea ice.  169 
 170 
If melted snow re-freezes in contact with an ice layer, superimposed ice formation 171 
begins by transforming a fraction of snow, depending on snow properties, in 172 
superimposed ice (Cheng et al., 2006): 173 
 174 
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 176 
In order to properly simulate the onset and melting of sea ice, we coupled the 177 
Enhanced Sea Ice Model (ESIM1) to a simple ocean mixed-layer 10 m thick. During 178 
ice-free periods, the slab ocean computes an heat budget equation and resolves the 179 
mixed-layer temperature of this isothermal layer as 180 
 181 
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183 
where hw stands for the depth of the layer, Tw for its temperature and Ftot for the net 
184 
heat flux at the surface. 
 185 
 186 
3. Experiment design and methods 187 
 188 
Model performance, in terms of seasonal evolutions of snow, snow ice, 189 
superimposed ice and sea-ice thickness and inter-annual variability of the thermal 190 
growth of sea ice, were assessed by comparison with regular sea-ice observations. 191 
The model was implemented in the Baltic Sea at four different stations (Fig. 2): Ajos 192 
(65° 39.8’ N, 24° 31.4’ E), Kummelgrund (62° 09.3’ N, 21° 09.5’ E), Jussarö (59° 193 
53.4’ N, 23° 31.1’ E) and Kotka (60° 27.3’ N, 26° 57.2’ E). Ajos is the northernmost 194 
station and it is characterized by the most severe winters, more ice formation, snow 195 
accumulation, snow ice formation and faster melting with minor superimposed ice 196 
growth. Jussarö is the southernmost station and it is characterized by less severe 197 
winter, less sea-ice growth and snow precipitation, though consistent superimposed 198 
ice grows during the melting period. Kummelgrund is latitudinally located between 199 
Ajos and Jussarö and has intermediate characteristics between the two. Kotka is the 200 
easternmost station and shows similar characteristics to Jussarö, but since it is 201 
located north of Jussarö the area is affected by higher sea-ice growth rate. 202 
 203 
The meteorological data were taken from ECMWF ERA-15 6h Reanalysis data at 2.5 204 
degrees resolution (Gibson et al. 1997) considering air temperature at 2 m height, 205 
total cloud cover, wind speed at 10 m height, large scale precipitation and convective 206 
precipitation. Due to biases in the ERA-15 database, we used NCEP 6h Reanalysis 207 
(Kalnay et al. 1996) for irradiance and specific humidity at the surface and at 2 m 208 
height. The weekly observations of snow, snow ice, superimposed ice and sea-ice 209 
thicknesses were provided by the Ice Service at the Finnish Institute of Marine 210 
Research. The chosen simulation period was 1979--1993.  211 
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 212 
Assuming the normality in the distribution of the residuals of ice thickness, the best 213 
fit for every station was chosen with respect to the following criteria: 214 
i. Mean 215 
ii. Variance 216 
iii. Linear correlation 217 
iv. Centered-root-mean-square-error 218 
v. Kurtosis index 219 
vi. Skewness index 220 
 221 
Model sensitivity was performed by using an index S, which considers both the 222 
variation of the input parameter and the consequent changes of the output variables 223 
(Saltelli, 2005), i. e. 224 
 
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 230 
where  is 0.1.    and  are the outputs of the studied model variable (total ice 231 
thickness) corresponding to 	  and 	, respectively, while  is the standard 232 
deviation of total ice thickness for the control simulation. When the S index is close 233 
to 0, the relative changes in the model output (with respect to the observed standard 234 
deviation) are smaller than changes in the value of the parameter. If, on the other 235 
hand, S value is closer to 1, changes in the model output are larger than variations in 236 
the parameter, and the model is very sensitive. 237 
 238 
We also analysed and graphically represented the sensitivity of the model to the new 239 
physical processes, such as the inclusion of meteoric ice dynamics. Finally, we tested 240 
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the dependence on the NCEP and ERA-15 Reanalysis data resolution by perturbing 241 
of 10% their value at every time step and we graphically showed the statistical 242 
results in a Taylor diagram.  243 
 244 
4. Model results and comparison 245 
 246 
Fig. 3 and Fig. 4 present the simulation results of the thicknesses plotted against 247 
observations at every station. The two types of snow are grouped together (hs) and 248 
plotted in the positive ordinate. Snow ice and superimposed ice are also grouped 249 
together as an intermediate layer (hmi) and plotted in the negative ordinate. The total 250 
ice thickness (hi tot) is shown in the negative ordinate as the sum between the 251 
intermediate layer and the sea-ice thickness. These results were obtained by 252 
calibrating the following model parameters (see following section on model 253 
calibration and sensitivity): 254 
i. Albedo 255 
ii. Oceanic heat flux 256 
 257 
The model seems to reproduce well the dominant physical features: timing of 258 
growth/melting and thickness of the ice layers are in general good agreement with 259 
observations at all stations, except few cases – for example in Ajos, Jussarö and 260 
Kotka during the ice season 1985--1986 –. On the contrary, the model generally 261 
underestimated the maximum thickness of the snow layer, especially in Ajos station 262 
– for example during the ice seasons 1980--1981 and 1987--1988. This is probably 263 
due to the fact that snow compaction is initiated when new precipitation falls on old 264 
snow. However, since the total weight of snow on ice is conserved, the mismatch 265 
between simulations and observations do not affect the total ice thickness.  266 
 267 
In Fig. 5 observations of the ice thickness are plotted on the x-axis against the model 268 
control run in the y-axis. The red line is the perfect fit with observations, while the 269 
dashed blue and green lines represent the 5% and 95% confidence intervals of every 270 
distributions of residuals (difference between observed ice thickness and modelled 271 
ice thickness), which are assumed to be normal.  272 
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 273 
The statistical analysis (Table 2) of the residuals reveals low variance values, ranging 274 
between 0.93 cm to 1.89 cm. The linear correlation coefficient is also high, from 275 
0.7375 in Kotka to 0.9012 in Kummelgrund. The root mean square errors also stays 276 
low, between 9.65 and 11.14 cm. The kurtosis index is, instead, always greater than 277 
3, showing that all of the distributions are more outlier-prone than a normal 278 
distribution is. Also the Skewness index reveals that 3 out of 4 of the residuals 279 
distributions spread out more to the left, while only the Ajos residuals distribution 280 
spreads out slightly to the right.  281 
 282 
Fig. 5 shows that most of the mismatches between observations and model runs are 283 
generally larger at the beginning and/or at the end of the ice season. The largest 284 
discrepancy is in Kummelgrund, where, despite the fact that the oceanic heat flux is 285 
set to 0 W/m2, the mean residual value is -3.93 cm, indicating a general 286 
underestimation of the modelled total ice thickness.   287 
 288 
5. Model calibration and sensitivity 289 
 290 
In model developments, the choice of the tuning parameters to adjust the model 291 
results is usually guided by considering their uncertainties and sensitivities, choosing 292 
justifiable values, minimizing the number of parameters, whose values must be 293 
changed once a time. The model has been initially calibrated by testing several 294 
albedo parameterizations and oceanic heat fluxes and analysed by means of the 295 
model sensitivity to their values. 296 
 297 
Sea ice is known to be very sensitive to albedo (i.e. Shine and Henderson-Seller, 298 
1986), which is the ratio of the reflected and absorbed radiation. Higher is the albedo, 299 
smaller is the absorbed heat and larger is the reflected radiation. Surface albedo is 300 
dependent on the surface type (snow or ice), on the surface temperature and on the 301 
age of the surface layer. In order to calibrate our model, we tested the discrete 302 
parameterization of the albedo developed by Perovich et al. (1996, hereafter referred 303 
to as PE96) for the Central Arctic and the continue algorithms developed by Flato 304 
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and Brown (1996, hereafter referred to as FB96) for the Arctic landfast sea ice and  305 
by Pirazzini et al. (2006, hereafter referred as to PI06) for the Baltic landfast sea ice.  306 
 307 
Sea ice also receives a certain amount of heat from the underneath ocean, which is 308 
function of the sea water temperature and contributes to the melting of sea ice from 309 
the bottom. In our model system, the slab ocean only computes the sea water 310 
temperature when the surface is ice/snow-free, while otherwise the sea water 311 
temperature is fixed at the freezing point of seawater and the ocean heat flux 312 
constant. When the oceanic heat flux is large or highly variable, a proper 313 
determination of Fw may necessitate of a fully-coupled sea ice-ocean model (e.g. 314 
Maykut and McPhee, 1995). However, in marginal seas the stratification beneath the 315 
ice tends to be stable and Fw remains small or not very variable. Thus the oceanic 316 
heat flux may be considered constant (Launiainen and Cheng, 1998). The Baltic Sea 317 
is an extreme example, being permanently stratified throughout the year and the heat 318 
contribution from below very limited. 319 
 320 
First, we ran ESIM1 using the three different parameterizations of the albedo (PE96, 321 
FB96 and PI06) and 4 different oceanic heat flux values (0, 3, 6, 9 W/m2). Therefore, 322 
we produced 12 simulations for every station. Total ice thickness was chosen as a 323 
target variable for the model calibration and we analysed the residuals, that is the 324 
difference between the observed ice thickness and the model ice thickness. We 325 
computed the mean, variance, kurtosis and skewness indexes of the residuals  for 326 
every simulation. Finally, we chose to use the albedo parameterization and the 327 
oceanic heat flux value that produced the best statistical results and the best fit of the 328 
residuals (Table 2).  329 
 330 
At every station, the albedo parameterization of FB96 showed to produce the best 331 
results (Table 3), followed by the PI06 and PE96, whose parameterizations, instead, 332 
tended to slightly overestimate the total ice thickness. Looking forward to more 333 
general applications and couplings of ESIM in the future and also to the fact that the 334 
FB96 parameterization reduced the numbers of albedo parameters from 7 to 5 335 
compared to the one of PE96, we agreed the FB96 parameterization as the best one 336 
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for landfast sea ice. About the oceanic heat flux, we chose those values to get the 337 
best-fit simulations, ranging from 0 W/m2 in Kummelgrund to 6 W/m2 in Ajos, to 7 338 
W/m2 in Jussarö and to 9 W/m2 in Kotka (Table 2, Table 3).  339 
 340 
In order to understand the sensitivity of ESIM1 to the choice of the albedo 341 
parameterization of FB96 and to the value of the oceanic fluxes we assumed, we 342 
performed a sensitivity analysis by using the S index (eq. 8) for one of the test-case 343 
station (Ajos).  344 
 345 
The assumed value of the oceanic heat flux Fw at Ajos is 6 W/m2. We thus run the 346 
model also with Fw of 5.4 W/m2 (-10%) and Fw of 6.6 W/m2 (+10%). The S index 347 
was 0.5460, a high value.  348 
 349 
The FB96 albedo parameterization assumes two different snow albedos in freezing 350 
(“winter”) and non-freezing (“summer”) conditions, while the sea ice albedo depends 351 
on the snow and sea ice thickness. Since the FB96 algorithm does not include any 352 
parameterization of the snow ice and superimposed ice albedos, we used those 353 
formulated by Perovich (1996) for compacted snow and melting white ice. At each 354 
of those albedos we added and subtracted 10% of their values for totally 12 355 
simulations at Ajos. The S index results are shown in Table 4. Even the highest 356 
sensitivity of the model to the snow “winter” albedo is very small (0.0994), showing 357 
that ESIM1 is very robust to small variations of albedo (±10%) in our simulations. 358 
 359 
6. Sensitivity to physical processes  360 
 361 
ESIM1 is a very comprehensive sea-ice thermodynamic model, in terms of number 362 
of physical processes included. We analysed the sensitivity of ESIM1 to 3 important 363 
dynamical processes: 364 
i. Coupling with a simple ocean mixed-layer 365 
ii. Superimposed ice 366 
iii. Snow ice 367 
 368 
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We changed ESIM1 similarly to a simple Semtner 0-layer sea ice model (hereafter 369 
referred to as SIMPLE1), that is with only one layer of sea ice and one layer of snow 370 
on top it, without considering any snow metamorphism. In Fig. 6 (panel a) we show 371 
the results of ESIM1 for snow and ice thickness plotted together with the results of 372 
SIMPLE1 for the same two variables. SIMPLE1 overestimates the snow thickness of 373 
about 27 cm and, consequently, the ice thickness is underestimated of about 17 cm.  374 
 375 
In SIMPLE2 (Fig. 6, panel b) we added to SIMPLE1 a simple ocean mixed-layer 10 376 
m thick underneath sea ice. Comparing SIMPLE2 to SIMPLE1 we obtained a 377 
slightly better estimation of snow thickness (23.60 cm overestimation) and ice 378 
thickness (16.28 cm underestimation). The inclusion of a slab ocean underneath sea 379 
ice produced a better agreement with the date of freezing/melting. Thus we kept the 380 
coupled configuration  with the slab ocean in all the other simulations.  381 
 382 
SIMPLE3 also includes the superimposed ice formation process (eq. 4, 5). 383 
Simulation results are shown in Fig. 6 (panel c) where thicknesses of ESIM1 are 384 
plotted together with the thicknesses of SIMPLE3. The snow overestimation slightly 385 
decreases to 23.10 cm, while the ice underestimation decreases to 14.51 cm. 386 
Therefore, superimposed ice shows to give a rather small contribution, in terms of 387 
thickness, to the total ice mass balance. 388 
 389 
Snow ice formation (eq. 6) is added to SIMPLE2 in SIMPLE4 and we plot the 390 
simulation results of ESIM1 together with SIMPLE4 in Fig. 6, panel d. In this last 391 
case, it is very evident the role and the contribution of the snow ice to the total ice 392 
mass. The discrepancy between ESIM1 and SIMPLE4 snow thickness is reduced to 393 
0.42 cm, while the difference between ESIM1 and SIMPLE4 ice thickness is now 394 
0.22 cm. 395 
 396 
7. Scenario analyses for atmospheric forcing 397 
 398 
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The model was forced by the ECMWF ERA-15 and NCEP 6h Reanalysis data at 2.5 399 
degrees resolution. The choice of such a coarse resolution database was driven by the 400 
plans of using this model also in coupled configurations within ESMs.  401 
 402 
In order to assess the robustness of the model to the forcing data we used, we 403 
performed a scenario analysis for one of the test-case site (Ajos). We added/removed  404 
10% of the value of each forcing at every time step, one-by-one for all the 7 405 
meteorological data. Totally, we produced 14 “perturbed” simulations to compare 406 
with the control simulation and with the observations of total ice thickness. We 407 
analysed the model results by means of a Taylor Diagram: a way of graphically 408 
summarizing how closely a pattern (or set of pattern) matches observations (Taylor, 409 
2001). The similarity between patterns is quantified in terms of their correlation, 410 
their centered root-mean-square difference and the amplitude of their variations 411 
(represented by standard deviations).  412 
 413 
The Taylor Diagram (Fig. 7) presents the observations on the x-axis as a black dot, 414 
while the perturbed simulations are represented by colour squares and circles and the 415 
control simulation is plotted as a blue star.  All of the simulations have a relative high 416 
correlation with observations (0.87-0.89) and their root mean square errors stay 417 
constant from 0.11 to 0.12 m. The only slight difference among simulations is their 418 
standard deviation, which ranges from 0.22 to 0.25 m, but it always stays smaller 419 
then the observations standard deviation (bit higher than 0.25 m). Consequently, 420 
there is no significant difference among the control and the perturbed simulations.  421 
 422 
8. Discussion and conclusions 423 
 424 
In order to properly simulate an ice season, it is necessary to include in any sea ice 425 
model the important physical processes responsible of the sea ice/snow  426 
accumulation, growth, metamorphism and decay.  427 
 428 
While in other regions of the globe ice thickness may be larger (Arctic and Antarctic 429 
multi-year ice), the amount of precipitation smaller (especially in the Arctic) and 430 
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consequently the snow ice formation may have a minor role, in the Baltic Sea (i.e. 431 
Granskog et al., 2004) - but also in large areas of the Antarctic (i.e. Ross Sea, 432 
Kawamura et al., 2004) - snow ice plays a very important physical and biological 433 
role and gives a relevant contribution to the total ice mass balance (i.e. SIMPLE4), 434 
up to 50% (i.e. Kawamura et al., 2001). Besides, the Baltic Sea is characterized by 435 
rather more complex melt-freeze cycles, mainly due to its mild and wet climate, 436 
which leads to the inclusion of superimposed ice (i.e. SIMPLE3) - which is peculiar 437 
of the Baltic Sea (i.e. Granskog et al., 2003) and the lowest Arctic (i.e. Svalbard area, 438 
Nicolaus et al., 2003) -  and it is usually neglected in sea-ice models. 439 
 440 
The sensitivity test to the physical processes shows that the ESIM1 does a good job 441 
whenever the snow layer is well simulated and it is not necessary to add more sea-ice 442 
layers to better reproduce the total ice thickness. The model is, instead, very sensitive 443 
to the meteoric ice dynamics and snow is the key variable in sea-ice modelling 444 
because of its different metamorphoses, high albedo and strong insulating effect. We 445 
suggest that more attention should be paid to snow accumulation, compaction and 446 
metamorphoses to further improve our results. Even though the meteoric ice 447 
formation is especially relevant for the Baltic sea ice and for Antarctic first-year ice, 448 
in a climate change scenario of thinning of the ice and increasing of precipitation, 449 
(i.e. Alexander et al., 2004),  snow ice and superimposed ice may become more 450 
common and important in the Arctic and the rest of the Antarctic as well. 451 
 452 
The calibration and the related sensitivity test to some model parameters stresses the 453 
relevant role of the oceanic heat flux in sea ice modelling. The oceanic heat flux, 454 
especially when is assumed to be constant, is a continuous source of heat from the 455 
ocean to sea ice and has a relevant role in the heat budget at the bottom of the ice 456 
sheet. Consequently, it has a strong effect on the resulted total ice thickness and this 457 
is has to be taken into account when a sea ice model is running in coupled 458 
configurations and when is the ocean to compute the seawater temperature. However, 459 
the model does not result to be very sensitive to small variations of the surface 460 
albedo. Even the highest sensitivity value for winter snow albedo is rather small, 461 
showing that ESIM1 is very robust to small changes in this important parameter for 462 
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out test-case sites. Further applications will show if ESIM1 is robust enough in the 463 
whole coastal Baltic Sea and in other coastal ice-covered oceans.  464 
 465 
Coupled models and particularly ESMs generally have resolutions comparable or 466 
slightly finer than the reanalysis data used here. From the scenarios analysis, we find 467 
the perturbed model simulations do not significantly differ from the control run and 468 
we can then conclude that such coarse resolution of the forcing data can be 469 
acceptable for long term simulations of sea-ice thermodynamics. 470 
 471 
In this paper, we presented ESIM1, an enhanced and comprehensive – in terms of the 472 
number of physical processes included – sea-ice thermodynamic model, developed 473 
and applied to the landfast sea ice. ESIM1 shows to reasonably reproduces the inter-474 
annual variability of the sea ice season in the ice-covered Baltic Sea. Some of the 475 
main physical features of the sea-ice and snow evolution are rather well reproduced. 476 
Particularly, the thickness of the ice layers and the timing of growing/melting are 477 
generally in good agreement with the observed data. This new structure, which 478 
stresses the importance of the snow/ice metamorphism rather than the number of sea 479 
ice layers, makes the simple Semtner-like model more comprehensive and, at the 480 
same time reduces the computational requirements, making the model more suitable 481 
for coupled configurations with other physical models. 482 
 483 
Model results are sufficiently robust for an appropriate simulation of the ice 484 
characteristics functional to the Baltic Sea biota, where sea-ice salinity plays a minor 485 
role, being close to 0 ‰, and usually characterized by constant in time vertical 486 
profile. Further improvements, which will make the model more suitable for 487 
application in other polar and subpolar regions, concern the inclusion of a 488 
halodynamic component to ESIM1. ESIM2  will then be coupled to an improved 489 
version of the Biogeochemical Flux Model (BFM, Vichi et al., 2007a,b).  490 
 491 
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Table 1. ESIM1 parameters. 620 
Physical meaning Value Unit Notes 
Density of air 
aρ  1.225 kg m-3  
Density of new snow ( )ysρ  200 kg m-3  
Density of snow  
sρ  400 kg m-3  
Density of snow ice 
snρ  880 kg m-3  
Density of superimposed ice 
ssρ  850 kg m-3  
Density of sea ice 
siρ  900 kg m-3  
Density of seawater 
wρ  1026 kg m-3  
Thermal conductivity of new snow 
syk  0.056 W m-1 K-1  
Thermal conductivity of snow 
sk  0.180 W m-1 K-1  
Thermal conductivity of snow ice 
snk  0.950 W m-1 K-1  
Thermal conductivity of superimposed ice 
ssk  0.900 W m-1 K-1  
Thermal conductivity of sea ice 
sik  2.000 W m-1 K-1  
Extinction coefficient of sea ice 
siκ  (1.5—17.1) m-1 
Maykut and Untersteiner 
(1971) 
Heat capacity of sea ice 
sic  2093 J kg-1 K-1  
Heat capacity of snow ice 
snc  2093 J kg-1 K-1  
Heat capacity of superimposed ice 
ssc  2093 J kg-1 K-1  
Heat capacity of snow 
sc  2093 J kg-1 K-1  
Specific heat of air 
ac  1004 J kg-1 K-1  
Specific heat of seawater 
wc  4186 J kg-1 K-1  
Surface albedo of snow 
sα  0.750 --- Flato and Brown, 1996 
Surface albedo of snow/superimposed ice 
sssn ,α  (0.56—0.7) --- Perovich, 1996 
Surface albedo of sea ice 
siα  (f of hi,hs) --- Flato and Brown, 1996 
Surface albedo of seawater 
wα  0.06 --- Perovich, 1996 
 621 
 622 
 623 
 624 
 625 
 626 
 627 
 628 
 629 
 630 
 631 
 632 
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Table 2. Statistics of ice thickness residuals for the control simulations.  633 
 Calibration  
parameters 
Ice thickness residuals (m) 
(observations-model results) 
site albedo Fw(W/m2) mean variance correlation RMSE kurtosis skewness 
Ajos FB96 6 -0.0010 0.01440 0.8812 0.1114 3.9337 0.2407 
Kummelgrund FB96 0 -0.0393 0.0105 0.9012 0.1022 5.4249 -0.2206 
Jussarö FB96 7 -0.0002 0.0093 0.8738 0.0965 4.9824 -0.4331 
Kotka FB96 9 0.0061 0.0189 0.7375 0.1109 4.3011 -0.6862 
 634 
 635 
 636 
 637 
  638 
 639 
 640 
 641 
 642 
 643 
 644 
 645 
 646 
 647 
 648 
 649 
 650 
 651 
 652 
 653 
 654 
 655 
 656 
 657 
 658 
23 
 
Table 3. Ice thickness residuals for model calibration to albedo. 659 
parameterization site Fw   
(W/m2) 
mean 
(m) 
variance 
(m) 
kurtosis 
index 
skewness 
index 
PE96  Ajos 6 0.0046 0.0163 4.3264 0.5273 
Kummelgrund 0 -0.0238 0.0159 8.4157 1.3988 
Jussarö 7 0.0396 0.0091 4.9674 0.6154 
Kotka 9 0.0245 0.0241 4.9458 -0.7115 
FB96 Ajos 6 -0.0010 0.0144 3.9337 0.2407 
Kummelgrund 0 -0.0393 0.0105 5.4249 -0.2206 
Jussarö 7 -0.0002 0.0093 4.9824 -0.4331 
Kotka 9 0.0061 0.0189 4.3011 -0.6862 
PI06 Ajos 6 0.0037 0.0152 4.2283 0.4555 
Kummelgrund 0 -0.0315 0.0126 6.7599 0.5772 
Jussarö 7 0.0195 0.0081 5.0251 0.4473 
Kotka 9 0.0227 0.0194 4.4513 -0.6770 
 660 
 661 
 662 
 663 
 664 
 665 
 666 
 667 
 668 
 669 
 670 
 671 
 672 
 673 
 674 
 675 
 676 
 677 
 678 
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Table 4. Model sensitivity to albedo (Ajos) 679 
 680 
 681 
 682 
 683 
 684 
 685 
 686 
 687 
 688 
 689 
 690 
 691 
 692 
 693 
 694 
 695 
 696 
 697 
 698 
 699 
 700 
 701 
 702 
 703 
 704 
Albedo S 
Winter snow  0.0994 
Winter meteoric ice 0.0193 
Winter sea ice 0.0024 
Summer snow 0.0788 
Summer meteoric ice 0.0529 
Summer sea ice 0.0500 
25 
 
Fig. 1. General structure of the ESIM1 (heat fluxes, temperatures, snow and ice 705 
layers) during growth (left) and melting (right) periods. 706 
 707 
Fig. 2. Location of the stations for model comparison with observations.  708 
 709 
Fig. 3. Observations and model simulations at Ajos (above) and Kummelgrund 710 
(below) stations in 1979--1993 (hs: snow; hmi: snow ice + superimposed ice; hi tot: 711 
total ice thickness). 712 
 713 
Fig. 4. Observations and model simulations at Jussarö (above) and Kotka (below) 714 
stations in 1979--1993 (hs: snow; hmi: snow ice + superimposed ice; hi tot: total ice 715 
thickness). 716 
 717 
Fig. 5. Observations of ice thickness plotted against control simulations at Ajos, 718 
Kummelgrund, Jussarö and Kotka (from above, clockwise).  719 
 720 
Fig. 6. Comparisons among ESIM1 and SIMPLE (1: no slab ocean,  no meteoric ice; 721 
2: slab ocean; 3 slab ocean and superimposed ice; 4: slab ocean and snow ice. hs: 722 
total snow in positive ordinate, hi: total ice in negative ordinate). 723 
 724 
Fig. 7. Taylor diagram presenting standard deviations, root mean square errors and 725 
correlations for the ice thickness control simulation (blue star symbol) and 14 726 
perturbed simulations (Cl: total cloud cover, Fsd: irradiance, Prate: precipitation rate, 727 
qa: specific humidity at 2 m height, qs: specific humidity at the surface, Ta: air 728 
temperature at 2 m height, Ua: wind speed at 10 m height) at Ajos.729 
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