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1. INTRODUCTION AND SUMMARY OF RESULTS
In 1935Popoviciu [6] proved that the Bernstein operators B n (11,= 1,2, ... )
possess the property that there exists a constant K> °such that
(1) IBn(f; x)-f(x)! <.Kw(11,-1/2 )
holds for all f E 0[0,1], all x E [0,1] and all 11,= 1,2, ... , if w(t5) (15)0)
denotes the modulus of continuity of f on [0, 1]. He showed that Ii may
be taken as a value of K. In 1953 Lorentz [3] proved that K = Ii is also
an admissible value and, finally, in 1961 Sikkema [10], [11] calculated
the best value " of K. He found that
= 4306+ 837V6 = 1 0898873
" 5832 ' ....
Since then only a few more exact values of such constants K have
been determined. Very recently, Holzle [2] found for the operators M n
of Meyer-Konig and Zeller (in the slight modification of Cheney and
Sharma [1]) in the inequality
(2) IMn(f; x)-f(x)1 < Kw(n-1/2 ) (11,= 1,2, ... )
where f E 0[0, 1], the best value of K, viz.
K =j(37 -16V3)= 1,031909675 ....
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Sikkema and Holzle both gave means to determine the best constants
in (1) and (2) for each n separately (n= 1,2, ... ) and independent of
x E [0, 1] and IE 0[0, 1]. However, these best constants are still global
one's, i.e. they do not depend on x.
In 1953 Lorentz [3] considered also the class 0 1[0, 1] of all functions
I which are defined on [0, 1] and which are continuously differentiable
there. He showed that then the inequality
(3) IBn(/ ; x) - l(x)1 < Kn-1/2w1(n-1/2) (n= 1,2, ... )
is valid with K =1 for all IE 0 1[0,1], all x E [0,1] and all n= 1,2, ... ,
ifw1(~)=w(t';~) (~>O) denotes the modulus of continuity oft' on [0,1].
Shortly ago, in 1975 Schurer and Steutel [7], [9] determined the best
value of Kin (3), K = i. But also they determined the best K as a function
of x and of n. Thus they dealt with the degree of local approximation.
In 1976 Schurer, Sikkema and Steutel [8] considered the local approxi-
mation
(4) IBn(/ ; x ) - / (x )l < cn (x )w1(n-1) (n=l, 2, ... )
in the same class 0 1 [0, 1]. They found the best cn(x) in (4), independent
of I E 0 1[0, 1]. In 1977 Van der Meer [4] determined the exact degree of
local approximation for the operators 8" of Szasz-Mirakjan and for
generalisations of them. Also in 1977 Sikkema [12] found the exact degree
of approximation involving W1(~) for a large class of convolution operators.
The estimations derived are best possible for each x E R, each value of
the (continuous) parameter e and each ~ > 0.
The purpose of the present paper is to consider the class UOp(I) of
functions I which are p-times differentiable on a finite or infinite interval I
(p is an arbitrary non-negative integer) and of which the p-th derivative
is uniformly continuous on I. A general class of linear positive operators
L" (n= 1,2, ... ) mapping UOp(I) into 0(1) is considered and it is proved
that for each n= 1,2, ... , each x E I and each ~>O an estimation of the
form
fl
IL,,(/; x) - l(x)1 <cn(x, ~)wp(f; ~)+ ! dnk(X,15) I/lk) (x) 1
k-1
exists, where wp(f; ~) is the modulus of continuity of IIp) on I (theorem 5).
Moreover, it is shown that the functions Cn(X,~) and d"k(X,~) are best
possible in UOp(I) for each n = 1, 2, ... , each x E I and each 15 > °(theorem
6). The important special case of operators of interpolation type is studied
in section 5. As p is a non-negative integer all the earlier results can be
obtained from the results of the present paper.
At the end of this paper only one application is given, viz. to the
Bernstein operators B n (n= 1,2, ... ), 1=[0, 1] if p = 1 and p= 3. Further
applications as well as numerical and asymptotic results will be given
in a subsequent paper.
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2. BERNOULLI POLYNOMIALS AND NUMBERS
In the next sections Bernoulli polynomials and Bernoulli numbers are
used . Their definition and some of their properties are summed up here.
For details we refer to Norlund [5], p . 31, 17-23.
The Bernoulli polynomials Bp(t) (')1=0, I, ... ) are defined by
(5) xetz 00 xr~1 = ! Bp(t) --, (Ixl < 2n),
e - p-o v .
(9)
the Bernoulli numbers B, (v=O, I , ... ) by
Br=Bp(O).
From (5) it easily follows that
(6) B p(t+I)-Bp(t)=vtP - 1 (v=O, I, ... )
and
u
(7) SBp(t)dt=(')1+ 1)-1{Bp+1(u)-Bp+1(s )} (')1=0, I, ... ; u, S E R) .
•
Consequently,
(8) Bp(I)=Bp (v=O, 2, 3, ... ), lim B1(t)-B1=1
Iti
and if t>O
~ r + (~I)P+ + (t+kt= (v -t 1)-l{Bp+l(t +k + 1)-Bp+1(t)}
? (v,k-O , I, ).
It also follows from (5) that
(10) B1= -2-1, B2P+I=O (v=l, 2, ... )
and
(11) Bp(t) = :i (V) BTr-T (v = 0, 1, ... ).
T-O T
3. EXTREMAL FUNCTIONS
3.1. DEFINITION. By an extremal function of order p (p=O, I, ... ) and
with parameter ).(j)., \< 2- 1) is meant the function
[(..n
(12) SIlA(U)=p!-l{tluIP+).uP+! (Iul-j)p} (UER).
$-1
Using (9) with t= lu l- [lui], k= [lu l]-1 and v=p, SIlA(U) can also be
written as
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3.2. (12) shows that Spl(U) is continuous on the whole of R ifp= 1,2, ....
If p=o (12) gives that
(14) SOl(U)=t+A+[lul],
which is continuous at each U E R that is not equal to ± 1, ± 2, .... At
U= 1,2, '" SOl(U) is continuous to the right and shows a jump of + I,
at U= -1, - 2, ... SOl(U) is continuous to the left and shows a jump of -1.
On R the relation
(15) max IS01(Ul)-SOl(U2)\ = 1
IUl-lIz,";;;l
holds.
3.3. Defining on R for p = 0, 1, '" and IAI <; 2-1
then
is periodic with period 1 if u>O and also periodic with period I if u<O.
Moreover,
(18) qpl(k)=Spl(k) (p=O, 1, ... ; k=O, ± I, ± 2, ... ).
From (16), (ll) and (10) it follows if p;;;..O that
(19)
This proves the following lemma:
LEMMA 1. If p;;;..O, qpl(U) (u E R) is a polynomial if and only if p is
odd; then it is of degree p+l and it satisfies (18).
3.4. LEMMA 2. For all U E R and p=O, 1, '" the relation
'I "J J s211(t)dt dv=sH2.du)
o 0
holds.
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PROOF. From (13) it follows that if u>O and if p=O, 1, ...
u u uI sp,dt)dt=(p+l)!-l{(l+A)UP+1+ I B p+1(t)dt- I Bp+1(t-[t])dt}
o 0 0
(20)
U
=(p+l)!-l{(!+A)UP+1+ I Bp+1(t - [t])dt}
[ul
= (p + 1) !-l{(!+ A)UP+1 + (p + 2)-1(Bp+z(u)- Bp+z(u- [u]))}
=S2/+1,.t (u).
Analoguously, if u<O,
lIoU s2/.t(t)dt = (sgn u)(P + 1) !-l{!luIP+1 + (p + 2)-1(Bp+z(lul) +(21) + Bp+z(lul- [lulJ))}+ (p+ 1) !-lAUP+1.
From (20), (21) and (13) the lemma follows.
3.5. The proof of the next lemma can be found in [4].
LEMMA 3. If f E Ol(R), if the derivative I' possesses on R a modulus of
continuity wl(f;~) (~>O) with wl(f; 1)=1 and if f(O)=I'(O)=O, then there
exists a real number A (IAI < 2-1) such that
If(u)1 <;su(u) (u E R).
The following theorem generalises lemma 3 in assuming that f E Op(R)
(p>O).
THEOREM 1. If f E Op(R), where p is a non-negative integer, if the p-th
derivative f(P) possesses on R a modulus of continuity wp(f;~) (~>O) with
wp(f; 1)=1 and if
(22) f(O) = 1'(0) = ... = f(P)(O) = 0,
then
(i) if p is even
(23) If(u)1 <;SP,2-1(U) (u E R);
(ii) if P is odd there exists a real number A (IAI <; 2-1) such that
(24) If(u)1 <;sp.t(u).
PROOF. In case p even it follows from the fact that f(P)(O) = 0 and
wp(f; 1) = 1 on R, that for all u E R
If(p)(u)1 <; 1+ [lui]
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and hence, using (14)
-80,2 -1(U) <f(P)(u) "-;;80,2-1(U) (U E R).
Integrating p times, using (22) and lemma 2, (23) is established.
In case P ~~ 1 (24) is given by lemma 1. If p = 3, 5, ... lemma 2 shows
the existence of a real number A. (\;'1 <2-1) such that
IfC1H )(U)I<8U(U) (u E R).
Integrating (p-1)-times and using (22) and lemma 2 yields (24) for u E R.
3.6. Lemma 2 and the results of section 3.2 show that if p> 1
(i) 8pA(U) E Cp-l(R).
(ii) 8~(U) exists and is continuous on R if P>O with the exception of
U= ± 1, :f: 2, ... where there are jump discontinuities. On R (15)
holds.
Thus, 8~(U) does not belong to Cp(R). However, it will now be shown
that in Cp(R) there exists a sequence of functions ifJa(U) (0' > 0) such that
at each point U of R
and even uniformly on each closed bounded interval on R. To that end
the cases p even and p odd will be examined separately.
Firstly, let p be even (p;;;.O). For 0<0'<2-1 the function g,,(u) will be
considered which is defined by
a) g,,(O) = 0,
b) g,,(u)=!+A.+[luIJ if O'<lul-[luIJ<I,
c) g,,(u) is linear if O<lul-[luIJ<O',
d) g,,(u) is continuous on R.
Obviously, g,,(u) E O(R), W(ga; 1) = 1 and ga(U) -+ 80A(U) if 0' to at each
u E R. Let then
u
gka(u)-= J gk-l.a(t)dt (k=1, 2, .. ·,P;Yoa(u)=y,,(u),uER).
o
This means that
Yka(U) EOk(R) (k=0,1, ... ,p)
and
u
0< \ S {SOA(t) - Yoa(t)}dt\..-;; !(\U\ T 1)0'.
o
Using lemma 2 it follows that
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If now a runs through a null-sequence the assertion is proved in case p
even (p;;;.O).
Secondly, let p be odd (p;;..1). For m:» 1 and IAI < 2-1 the function
hm(u) is defined on R by
a) hm(u)=i+A+[U] if (i+A)lm<u-[u]<I-(i-A)lm,
b) hm(u) is linear if - (i-A)lm,.;;;u- [u] < (i+A)lm,
c) hm(u) is continuous on R.
Then hm(u) E C(R), hm(O) = 0 and w(h m; 1) = 1. Let
..
(25) hkm(u) = J hk-1•m(t)dt (k= 1,2, ... , p; hom(u)=hm(u), u E R).
o
Obviously,
hkm(u) E Ck(R) (k=O, 1, ... p).
From (12) with p= 1 and (25) with k= 1 it follows that
Isu(u) -h1m(u)1 .;;; {2-1(i + A)2 + IAU!}m-l.
Integrating (P-l)-times, using lemma 2 and (25) yields
If then m runs through the sequence of positive integers ;> 2 and if a = 11m,
the assertion is proved in case p odd t»> 1).
Thus the following theorem is established.
THEOREM 2. If P is a non-negative integer there exists in Cp(R) a sequence
{c/>a(U)} (a> 0) such that at each point u of R
lim tPa(u)=sfI),(u)
aH
and uniformly in each closed bounded interval on R.
ADDENDUM. The above constructions show that both in case p even
(p;;;.O), when c/>a(U) = gflU(U) , and in case p odd, when c/>a(U)=~.a-l(U), the
relations
c/>~k)(O)=O (k=O,I, ... ,p)
and
hold.
4. EXTREMAL FUNCTIONS AND LINEAR POSITIVE OPERATORS
4.1. Let I be an interval of R which is closed at an end point if this
end point is finite. Let UCk(I) (k:> 0) be the class of all functions f which
are defined and k-times differentiable on I and of which the k-th derivative
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I(k) is uniformly continuous on 1. Obviously, UOk(I) = Ok(I) if I is finite.
If IE UOk(I) then I(k) possesses on I a modulus of continuity ())k(f;~)
(~>O).
Let L n (n= 1,2, ... ) be a sequence of linear positive operators mapping
UOp(I) into 0(1), where p is a non-negative integer. It is assumed that
the operators L 1I have the following properties:
(i) L 1I (1 ; x)=l (n=l, 2, ... ; xEI),
(ii) if {Vhn(t)} (m= 1,2, ... ) is a sequence of elements tpm(t) in UOP(I) such
that tpm(t) ~ 0 on I if m ~ 00 and, if I is unbounded, uniformly on
each closed bounded subinterval l' of I, then
Ln(tpm(t); x) ~ 0 (m ~ 00; X E I),
(iii) pn,P+1(X) =Ln(lt - xIP+1; x) (n = 1, 2, ... ; x E I) is such that pn,p+1(x) ~ 0
(n ~ 00; X E I),
and, moreover, if p> 1,
(iv) pnk(X)=L1I(It -xl k; x)
exists for k= 1,3, ''', 1where 1is the largest odd integer not exceeding
p and
P1lk(X) ~ 0 (n ~ 00; X E I).
The following approximation theorem holds:
THEOREM 3. For the above operators L n the relation
(26) L 1I ( / ; x) ~ I(x) (n ~ 00)
holds lor each I E UOp(I) and each x E 1.
PROOF. Since I is continuous at x E I there exists to each e> 0 an
1]> 0 such that
I/(t)-/(x)I<2-1e (It-xl<1], t e Tv.
Moreover, there exists a constant Ox> 0, such that
I/(t)-/(x)I<Oxl t-xIP+1 (It-xl>1], t e Is.
Hence
I/(t) - l(x)1 < 2-1e+Ox!t-xIP+1 (t E I).
Applying the operator L n (n= 1,2, ... ) and using the above properties
(i), (iii) yields the inequality
ILn(/ ; x)-/(x)1 <8
valid for all sufficiently large n. This proves the theorem.
4.2. If I belongs to UOp(I) the following theorem gives an answere
to the question of giving an estimation for the difference L n(/ ; x)-/(x)
for each n= 1,2, ... and each x E I in terms of the modulus of continuity
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wp(f; l5) (l5>0) of f(p) which estimation should hold for all f E UGp(I).
In this estimation the derivatives f(k)(X) (k= 1,2, ... , p) come up if p> 1.
Theorem 5 then says that the estimation given in theorem 4 is best
possible.
THEOREM 4. For each f E UGp(I) (p=O, 1, ... ), each x EI, each n= 1,2, '"
and each l5 > 0 the inequality
(27) ILn(f; x) - f(x) - kt cXn:~x) f(k)(x) I<;cnp(x, l5)wp(f; l5)
holds where
(28) cXnk(X) =Ln((t-X)k; x) (k= 1,2, ... , p)
and
(29) cnp(x, l5)=l5PLn(SIlJA C~X) ; x)
with
(29') I.t=! if cXnp(x);;;, 0, I.t= -! if cXnp(x) < O.
PROOF. If f is a polynomial of degree (at most) p then wp(f; l5)=0
(l5 > 0) and conversely. In this case (27) is trivial.
Henceforth it will be assumed that f is not a polynomial of degree
(at most) p. Then wp(f; l5»0 (l5>0).
Let the function lM(t) be defined on I by
h,,(t)= {f(t)- Jo (t~~)kf(k)(x)}/wp(f;l5) (l5>0).
Then he e UGp(I), h~k)(x)=O (k=O, 1, ... ,p) and wp(h,,;l5)=1. Putting
g(u) = l5-plM(x+l5u)
then, if x +l5u runs through I with x E I, l5 > 0 both fixed, then u runs
through an interval La and g E UGp(Iu ), g(k)(O)=O (k=O, 1, ... , p) and
wp(g; 1) = 1 on I u. Hence, according to theorem 1 there exists a real
number A. (1A.1<;2-1) such that for all u e I«: g(U)<;SIlA(U). Consequently,
( t - X)h,,(t)<; l5PsIlA -l5- (t E I).
Applying the operator L n (n= 1,2, ... ) gives the inequality
Ln(h,,(t); x) <; l5pLn { SpA C~X) ; x}
the right-hand side of which exists because of result (i) of section 3.6
and of the properties of the operators L« (section 4.1).
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Considering -I in stead of I and then using (12) and (28), it follows
that
ILn(hd ; x)1 <:t5P [ i; { Spo C~X) ; x} +2-1p !-llXnp(x) sgn (lXnp(X))] .
Thus, again using (12), (29) and (29') are proved.
THEOREM 5. In (27) the [umctions Cnp(X, 15) as given in (29) with (29'),
are best possible lor each IE UGp(l), each x E I, each n= 1,2, ... and each
15>0.
PROOF. Theorem 2 shows that there exists on R a sequence of functions
ep,,(t) E UGp(I) converging at each point t E R to t5psf)),((t-x)/t5) (15)0) and
uniformly in each closed bounded interval of R if (J ~ O. The addendum
to theorem 2 shows that each element epa(t) has the property that epl!)(x) = 0
(k=O, 1, ... ,p) and Wp(epa; 15)=1. Using (27) they satisfy the inequality
/Ln(epa; x)1 <cnp(x, 15),
where cnp(x, 15) is given by (29).
Let x be a fixed point of I, then, for each n = 1, 2, ... and each 15 > 0
and as the second term in the right-hand side tends to zero as (J ~ 0
because of condition (ii) of the operator L n , it follows that
lim Ln(ep,,; x) = cnp(x, 15).
,,~o
This proves the theorem.
COROLLARY. From theorem 5 it is evident that for each IE UGp(I),
each x E I, each n= 1,2, ... and each 15>0 the inequality
(30) ILn(f; x) -/(x)1 <cnp(x, t5)wp(f; 15) + Jl IlXn:~x)llI(k)(X)1
holds.
THEOREM 6. In (30) the coefficients cnp(x, 15) and
IlXnk(X) I (k = 1 )kl ' ... ,p
are best possible in UGp(I).
PROOF. Let Tnk = sgn lXnk(X) (n:- 1, 2, ... ; k = 1, ... , p) if lXnk(X) # 0, Tn" = 1
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if lXnk(X) = 0 and
" (t-x)t
Pn(t) = .! 1'nt-kl.- (n= 1,2, ... ).
1:-1
Setting VJ,,(t)=ep,,(t)+Pn(t), then VJ" E UOP(1), VJ,,(x)=O, VJl:I(X)=1'nk
(k= 1, ... , p) and wp(VJ,,; d)= 1 (<5>0). Hence
Ln(VJ,,; x)-VJ,,(x)=Ln(ep,,; x)+Ln(Pn; x)
where y" t 0 if a t O. Thus theorem 6 is proved.
5. OPERATORS Ln OF INTERPOLATION TYPE
In this section it is assumed that the operators L n studied above are
of interpolation type, i.e. if An is a set of integers,
(31) Ln(f; x) = .! dnk(X)f(~nk) (n = 1, 2, ... ),
1:·.,(n
where the coefficients dllk(x) belong to 0(1) and the nodes ~nk are supposed
to be equidistant:
(32) ~n.k+l-~nk=LlII>O (n=l, 2, ... ; kEAn).
Of course the operators L II have to possess the properties (i)-(iv) (section
4.1).
Then, according to (17), if x E 1,
where CII is that node which satisfies the inequality
x<Cn<x+Lln.
It is to be noticed that Cn does not depend on k.
Setting
(33)
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the inequality
is obtained.
Using in (34) the expression (19) for q'DA the relation
is arrived at. Application of the operator L n (n= 1,2, ... ) gives
(35)
Setting
/1nk(x)=Ln(lt-xl k; x) (k=O, 1, ... , p+ 1),
then
/1n,2k(X) = iXn,U(X) (k = 0, 1, ... )
and (35) gets the form
(36)
if p is odd (P;;. 1),
(37)
if P is even (p>O).
These results lead to the following theorem.
THEOREM 7. I j j E UCp(I) where p is a non-negative integer and L n
(n= 1,2, ... ) is ojjorm (31), such that (32) holds and P08Se8Ses the properties
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mentioned in section 4.1, then (27) holds with 15=Lln and
(38) Icnp(X, LIn) = (p + 1) 1-1 { ,.,,(p+ 1)lXnp(X)[2>/2J p+ 1+ ~o ( 2.. ) B2TLI;c-llXn.P+1-2T(X) +LI~ (Bp +1 - Bp+1(1Jnz )) }
(39)
if p is odd (p> 1),
ICnp(X, Lln)=(p+ 1)!-1 {,.,,(p+ l) lXnp(x)[2>/2J (P+ 1) ()}+ ~o 2.. B2~~T-IPn.P+1_2T(X)+LI~ Bp +1 - Bp+1(1Jnz)
if p is even (p> 0), where,." is given by (29').
REMARK. According to theorem 5 Cnp(x, LIn) as given in theorem 7 is
best possible for each x E I and each n= 1,2, ....
6. AN APPLICATION
In case of the Bernstein operators B n (n= 1,2, ... ), 1=[0, 1],
dnk(x)= (;)Xk(l-x)n-k,
Enk=k/n (k=O, 1, ... , n), Lln=n-1. Furthermore, according to (33) 1Jnz=
=n(Cn-x) =kz-nx, where kz is the integer which satisfies nx<kz<nx+ 1.
Hence kz = [nx]+1 if nx is not an integer and kz = nx if nx is an integer.
Consequently, 1Jnz= 1-nx+ [nx] if nx is not an integer and 1Jnz= 0 if nx
is an integer. Using this, two cases will be considered, viz. p= 1 andp=3.
In the results the abbreviation
lX=nx- [nx]
will be used.
If p= 1, (38) gives
(40)
1
\ ..(x; ,,-1) ~po",(x) +.lBo"",..(x) + 2n (B, - Bo(~M))
I ~!X(1-x)+7(·-~M)~M=!x(l-x) + 2n lX(l-lX).
This formula occurs in a paper by Schurer, Sikkema and Steutel [8].
If p = 3, (38) gives
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(41)
where
1 1 1
= -,ux(l-x)(I-2x)+ -x2(I-x)2 + - x(l-x)(1-3x+ 3x2)6n2 8n 12n2
1
- --01:2(1-01:)224n3 '
,u=1 if O<x<! and if x= I,
u> -! if !<x< 1.
Both (40) and (41) are best possible for each x E [0, I] and each n= 1,2, ....
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