Abstract
Introduction
A fundamental step in many scientific and engineering applications is the solution of a system of linear equations of the form Ax = b, where A is the sparse coefficient matrix, b is the right hand side vector, and x is the vector of unknowns. Iterative methods have the potential to solve these large systems with memory and time costs that are almost linear in the size of A. In practice, they are almost always used in conjunction with preconditioners to improve their performance and robustness. A preconditioner broadly refers to an explicit or implicit scheme that modifies the original linear system as M −1 Ax = M −1 b, such that it is easier to solve using an iterative method while still consuming moderate amount of resources. For example, an important class of preconditioners is based on the incomplete factorization M = LU , where L and U are significantly sparse approximations to the actual lower and upper triangular factors of A. The effectiveness of incomplete factorization is highly dependent on the manner in which the nonzero entries in L and U are selected. In addition to preconditioning, certain preprocessing steps such as diagonal scaling and reordering the linear system are also known to help in the case of harder problems [4] . Empirical studies [6, 10] indicate that fine-tuning the preconditioner parameters and matrix preprocessing options is critical for ensuring convergence as well as for efficiency in terms of computation time, memory usage, and accuracy of the solution.
Choosing the best preprocessing options and preconditioner and fine-tuning the preconditioner's parameters for a particular linear system is a challenging task, even for experts in computational linear algebra due to several reasons. The diversity of the preconditioners makes it difficult to analyze them in a unified theoretical model. The large number of tunable parameters, both discrete and continuous, associated with each preconditioner along with their mutual interaction effects further exacerbates this situation. The enormous computational resources required for solving large linear systems make it extremely expensive for practitioners to adopt a simple trial and error strategy for the numerous choices of solver configuration components. To make matters worse, many applications require the solution of a series of systems with the coefficient matrices changing gradually and the set of parameters that are best for the first system may not be suitable for the later ones. Therefore, it is highly desirable to have automated tools for recommending the most suitable solver configuration(s) based on the linear system properties and user requirements.
Contributions.
In this paper, we propose a novel multistage learning based methodology for determining the "best" solver configuration(s) with respect to some desired performance criteria for any given sparse linear system. Our work makes the following main contributions:
1. We propose a formulation of the solver recommendation problem in terms of three key subproblems: (a) solvability modeling, (b) performance modeling, and (c) performance optimization. The solvability model is used to filter out failure-prone configurations before modeling the performance. In order to accommodate optimization of multiple criteria, we separately learn models for each of the core performance statistics and utilize them to identify the top solver choices for the specified performance criteria.
2. We model both solvability and performance metrics as response functions associated with trials, which are pairs of linear systems and solver configurations. We achieve this by using standard classification and regression techniques. 3. Assuming generalized linear models for the core performance statistics, we propose a fast and efficient methodology for identifying the top-k solver choices for multiplicative combinations of the core performance statistics using monotonic rank aggregation techniques such as the Fagin's threshold algorithm [9] .
The remainder of the paper is organized as follows. We formally describe the solver recommendation problem in Section 2. Section 3 discusses our multi-step learning based approach and the main algorithmic components. Section 4 provides a detailed empirical evaluation of the proposed recommendation approach on a real data set. Section 5 contains a discussion of related work followed by conclusion in section 6.
Solver Recommendation Problem
In this section, we present some background of the iterative solver selection problem and provide formal definitions of each of the three subproblems in our formulation.
Background
Linear System Features: The performance of a solver configuration with respect to a linear system is highly dependent on the choice of the various solver parameters and their interaction with the numerical and structural properties of the coefficient matrix A. In order to model the interactions between solver parameters and the numerical and structural properties of the coefficient matrix A, we represent each linear system as a vector of certain key features or attributes x(A) derived from A, such as Frobenius norm, diagonal dominance etc. [11] . We avoid computing expensive features such as condition number, eigenvalues, etc. because we are interested in providing real time recommendations in an online scenario.
Solver Configurations: An iterative solver configuration comprises of many elements such as the choice of solver (e.g., CG, GMRES), matrix preprocessing steps (e.g., scaling, ordering), preconditioner (e.g., AMG, ILUT) and various numerical/categorical parameters specific to the preconditioner and solver choice (e.g, restart, level of fill). We represent each solver configuration M as a vector of attributes y(M ) corresponding to the various components. See [11] for more details on the solver configurations.
Empirical Trials and Performance Metrics: To enable problem-specific solver selection, we encode the performance results at the granularity of an empirical trial, i.e., a combination of solver configuration and linear system features. Specifically, the performance results of a trial (A, M ) are represented as a vector of performance attributes z(A, M ), which include criteria that are of importance to a user. To keep the exposition simple, we consider performance results based on a single specific hardware configuration.
Formal Problem Definition
denote the set of linear systems,
denote the set of solver configurations, and T ⊂ S A × S M denote the set of empirical trials for which performance data is available. Let x i = x(A i ) and y j = y(M j ) denote the attribute vectors associated with the i th linear system and j th solver configuration. Let z ij = z(A i , M j ) denote the performance vector associated with the trial (A i , M j ) so that the empirical performance data, can be represented as a set of 3-tuples
As mentioned in section 1, the solver recommendation problem requires addressing practical issues such as solver failures and heterogeneous user criteria, which prevents a simple statistical formulation. Hence, we adopt a divide and conquer approach by splitting it into three key subproblems which we motivate and formally define as follows.
Solvability Prediction: Since iterative solvers are known to have a high rate of failure [6, 10] and the performance metrics obtained for failed trials can often be misleading, an important first requirement is to predict and filter out the unsuccessful trials. In order to formalize the notion of solver failure, we define solvability as a pre-specified Boolean function over the observed performance metrics (e.g., convergence is achieved within 10 hours with relative error norm less than 0.01). Let s ij = s(A i , M j ) = s(z ij ) denote the solvability of linear system A i with respect to configuration M j . Given empirical observations (s ij , A i , x i , M j , y j ), ∀(i, j) ∈ T , the first task is to predict the solvability s(A, M ) for any potential trial involving a linear system A and a solver configuration M .
Performance Estimation: A desirable feature of a solver recommender is to provide performance estimates of a solver configuration for a particular linear system. In general, for a given linear system, there is no single solver configuration that performs best with respect to time, memory, and accuracy. A fast solver configuration may consume significantly more memory than slower configurations, and vice versa. A practitioner in this case might prefer a solver that performs reasonably with respect to the memory-time product or some other hybrid criterion. Given empirical observations (z ij , A i , x i , M j , y j ), ∀(i, j) ∈ T , the performance modeling can be formally stated as predicting the performance metrics z(A, M ) for any potential trial involving a linear system A and a solver configuration M .
Top-k Solver Configurations:
The final task is to identify the top solver choices for a given linear system that optimize certain performance based quality criterion while satisfying the solvability criteria. To formalize the notion of the quality of a solver configuration with respect to the linear system, we define it as a function that maps the performance metrics of the corresponding trial to a real-valued score with lower score being preferable.
Let g(z) denote the quality criteria. A special class of criteria of interest are those based on multiplicative combinations of the core performance metrics, i.e., g(z) = r (z (r) ) αr where z (r) denotes the r th performance metric, α r indicates the relative importance of z (r) . An example of g(z) is memory-time product, where α memory = 1, α time = 1 and the rest zero.
Given a linear system A i , the ranking problem reduces to identifying the top-k solver configurations, or in other words, a mapping h : {1, · · · , k} → S M such that:
1. Top-k configurations are solvable, i.e., s ij = true, ∀j ∈ range(h) 2. Top-k configurations are ordered by their quality and better than the rest, i.e., g(
, where 1 ≤ l 1 < l 2 ≤ k and j ∈ range(h). The values estimated from the performance model are used to determine the quality of a solver configuration with respect to a linear system.
Multi-Stage Learning Approach
In this section, we describe the key algorithmic components of our approach for addressing the three subproblems described in section 2.2.
Solvability Prediction: Since solvability is a Booleanvalued function of the empirical trials, it can be readily modeled in terms of binary classification over the trials. A natural choice for trial features includes the attributes of the linear system and solver configuration along with the product interactions [15] . Given these features and the observed solvability values, one can use any standard classification algorithm such as decision trees or SVM along with feature selection [12] to learn a solvability model. An alternate collaborative filtering-like approach is to view the solvability prediction problem as a matrix imputation problem where one seeks to predict missing values in the solvability matrix with linear systems as the rows and solver configurations as the columns. Recently, Agarwal et al. [3] proposed an approach based on predictive discrete latent factor models (PDLF) to simultaneously make use of the available features as well as the local structure in the dyadic response using bi-clustering. However, this approach is limited to generalized linear models and does not readily accommodate feature selection, which is critical for our application.
We adopt a strategy that mimics the key idea in [3] while explicitly taking care of the feature selection requirements. First, we learn a classifier on the training data while performing feature selection over the raw features. The misclassification error resulting from this classifier is clustered using a bi-clustering algorithm appropriate for ternary (false positive, false negatives and true predictions) response values to identify bi-clusters of linear systems and solver configurations. The bi-cluster memberships are then used to augment the selected features and a new classifier is learned.
Performance Prediction: While estimating the performance metrics such as time taken and memory used, we need to deal with real-valued variables that have a large variability for different linear systems. To handle this problem, we normalize the actual metrics by the performance of a specific default solver. Since it is also desirable to have better sensitivity for lower performance values, we also log-transform the performance ratios. This transformation has the additional benefits of making the response more Gaussian-like and simplifying estimation of multiplicative combinations of the core performance metrics.
To model the performance metrics, we again use three types of approaches. For our empirical evaluation, we pick a representative technique (linear regression, Euclidean coclustering and a variant of Gaussian-PDLF [3] ) for each of these three classes and study all of them. Our variant of Gaussian-PDLF algorithm follows the hybrid solvability modeling approach. Specifically, for each metric, we first learn a linear regression model over the raw trial features. The prediction error for each trial is computed from this model and is subjected to bi-clustering based on Gaussian distribution to yield clusters of linear systems and solver configurations, which are then used to learn a new regression model.
Top-k Performance Ranking: Given a linear system and specific performance-based quality and solvability criteria, our approach for identifying the top-k solver configurations exploits the fact that the estimates for all the configurations are generated from the solvability and performance models. To illustrate the main idea, consider a hypothetical case where there is a performance metric of interest that depends on just two interaction features (modeled as exp(β 1 x 1 y 1 + β 2 x 2 y 2 )). For a given linear system and the performance model, the features x 1 , x 2 and parameters β 1 , β 2 are fixed and the quality of the solver configurations depends only on y 1 , y 2 . When β 1 x 1 and β 2 x 2 are both positive, pre-sorting the solver configurations by y 1 and y 2 into two lists would allow fast identification of the top k configurations for the performance metric of interest.
Our choice of linear regression for modeling the performance is specifically suited for such rank aggregation because the response is modeled as monotonic transformation of linear combination of the feature values. Specifically, for each of the core performance metrics z (r) , the estimated value is given byẑ (r) = exp(β r T u), where u denotes trial features and β r denotes the coefficient vector for the r th performance metric. The exponentiation is required because of the log transformation. The quality criteria, which can be expressed as multiplicative combinations of the core
Algorithm 1 Top-k Performance Ranking
Input: Linear system Ai, number of recommendations k, performance model coefficients {β r }r, quality criterion g(z) = Q r (z (r) ) αr , solvability modelŝ(A, M ), solver configuration set SM , trial attributes {uij |(Ai, Mj ) ∈ T }. Output: Top k recommendations h : {1, · · · , k} → SM as defined in Section 2.3 Method:
Initialize and sort solver configuration features yj ← y(Mj) = [y1(Mj ), · · · , yP (Mj)], features of solver configuration Mj ∈ SM , (P denotes # solver dependent features) Lp ← SM sorted by the p th solver feature (1 ≤ p ≤ P ) Compute feature coefficients and sign for specified linear system Choose δi s.t. δ
Access top element in the sorted feature lists in the appropriate direction
performance metrics, also happen to be simple aggregations over the features, i.e., g(z ij ) = r (z
T u ij . When the trial features u ij consist only of raw or simple product interactions of attributes of the linear system and solver configuration, for a fixed linear system A i , we can directly express the quality of a solver in terms of the solver attributes alone, g(ẑ ij ) = exp(δ T i y j ), where y j denotes features that depend on solver configuration and δ i depends on attributes of A i as well as the coefficient vectors {α r , β r } r . By absorbing the sign of the coefficients δ i into the features y j themselves, the quality criterion can be reduced to a monotone aggregate of the solver features. In our current work, we employ Fagin's threshold algorithm [9] , which has been shown to be optimal in the number of accesses and requires a small constant buffer. Algorithm 1 shows the detailed steps.
Experimental Evaluation
In this section, we present empirical evaluation of the various aspects of our solver recommendation approach.
Performance Data Set: For our empirical study, we considered 317 solver configurations drawn from a publicly available iterative solver package Hypre (release version 2.0.0) [1] . Using the solver configurations outlined in [11] , we generated performance data on a test set of large sparse SPD matrices obtained mostly from the University of Florida sparse matrix collection 1 . For each trial, we obtained the memory usage, time taken, relative error norm and also recorded solver failure where applicable.
Solvability Modeling: In our evaluation, a trial was considered to be successful, if the final relative error norm was less than 10 −2 or if the relative residual norm was less than 10 −8 and the relative norm of the error was in the range [0.01, 0.1]. Furthermore, we enforce a wall time limit of 3 hours and memory limit of 16 GB. To test the effectiveness of a learning based approach for predicting solvability, we split the performance datasets into multiple train splits (of varying size -20% to 80%) and a test split containing 20% of the trials. For each such split, we considered four different sets of features -(a) raw features formed by concatenating those of the linear system and solver configuration (Raw), (b) raw features along with linear interactions (Interaction), (c) only bi-cluster membership features (BiClust), (d) concatenation of interaction features with complementary bi-cluster membership features (Inter-BiClust). Each of the above feature sets was further refined using mutual information gain based feature selection and in each case, we learned a solvability model using three different classification algorithms: (1) support vector machines (SVM) [16] , (2) decision tree (J48) [15] , and (3) K-nearest neighbor (KNN) [15] . Figure 4 .1 shows the classification error, sensitivity and specificity using different feature sets for the various classifiers on a 20% training data averaged over 5 runs. We find that the SVM and KNN classifiers significantly outperform the decision tree classifier. The raw features seem to be quite predictive of solvability and result in a substantial improvement over the baseline classification error (45.6% using the majority classification). Including the interaction features leads to even better classification accuracy. Figure  4 .2 depicts a 3 × 3 bi-clustering of the trials. Examining the clusters reveals groups of matrices that can or cannot be solved by different types of preconditioners. Though the latent bi-clusters discovered in isolation are valuable in the absence of observed trial characteristics, we find that there was no additional benefit in using interaction features along with bi-cluster membership, possibly because our interaction feature set was rich enough to subsume information from the bi-clusters.
Performance Modeling: We used the subset of trials deemed to be solvable to learn regression models for the time taken and memory used. These values were normalized by the corresponding values for specific default configuration(s) that correspond to the "best" choice independent of the linear system. To identify the overall "best" solver configuration, we considered performance profile curves [7] of the different solver configurations, i.e., plots of the cumulative distribution of the performance ratios with respect to a performance metric. The default solver configurations were then chosen so as to optimize both the performance and the number of linear systems solved using the area under the performance profile curves [10] . Figure 4 .3 shows the R 2 statistic for the predicted memory and time values using different feature sets for different sizes of training data. From the figure, the observed features as well as the bi-clustering memberships are clearly very predictive and provide a significant reduction (61% for memory, 41% for time) in the quadratic loss in the best case. As in the case of solvability, the interaction features proved critical for improving the performance estimates. As expected, increasing the size of the training set results in a steady increase in the prediction accuracy.
Top-k Recommendations: We now present results on the top-k recommendations for each of the linear systems given. To highlight the flexibility of our approach, we consider three different criteria for determining the best solvers. The first two involve optimizing core performance values, i.e., memory usage and computational time while the third one focuses on optimizing the memory-time product. For each linear system, we used the solvability and performance models (with log-transformed response) trained only on 20% of the trials using the best feature set (Inter-BiClust) to identify the top-k (k =25) solver configurations for each criterion. Using the full performance data, the actual top-k solutions were also identified. 4.4 shows the performance improvement that can be obtained using the generated recommendations over the default choice. In this case, the default solver configurations (dotted lined) were chosen based on the overall best performance on the entire test suite using performance profile areas [10] . The ideal fine-tuning curves shows the average performance value of the actual top-k solutions, which is the best achievable improvement. We observe that the recommender fine-tuning curve is always lower than the default choice for all the three criteria and fairly close to the ideal curve. The recommendations for memory-time product indicate that our approach can be quite effective even for optimizing a hybrid performance criterion.
Related Work
Our proposed approach is closely related to existing techniques on employing data mining for software selection. One of the early influential works in this area is the recommendation portal PYTHIA-II [13] , which provides users with the data management infrastructure and data mining tools to make suitable software choices. In recent years, the emergence of problem solving environments (PSEs) for analyzing linear systems has resulted in a renewed interest in developing intelligent systems for recommending solvers/preconditioners [5, 8, 17] . A recent research effort [14] attempts to use reinforcement learning for solvability prediction, however, with limited success in obtaining good results in comparison to supervised learning techniques. The use of linear system and solver configuration interaction features as well as estimating and optimizing hybrid combinations of performance metrics is a unique contribution of our work.
Statistical techniques for estimating dyadic response functions, in particular, the preference ratings of users for products, form another large body of research that is relevant to our current work. Tuzhilin et al. [2] provide a detailed survey of machine learning techniques for recommendation systems. These include unsupervised techniques that rely only on the local structure of the preference ratings, supervised approaches that make use of user demographic and product content attributes, as well as hybrid approaches [3] that leverage both the correlations in the ratings as well as the user-product attributes. Our current work maps the solver selection problem to the abstract recommendation scenario and employ the state-of-the-art learning techniques for estimating solvability and performance values, while paying attention to practical aspects such as the variability in the performance values, feature selection as well as the final application goals.
Conclusion
We have proposed a new and effective solver recommendation approach that takes into account user requirements and attributes of the linear systems. Our methodology effectively addresses key challenges specific to the solver recommendation setting such as robustness to solver failures and multiple performance criteria by a novel decomposition of the recommendation problem into three independent subproblems. The first two subproblems are solved by adapting existing classification/regression techniques whereas for the top-k ranking problem, we propose a fast and efficient solution based on Fagin's threshold algorithm. Empirical results indicate that our approach can provide highly accurate predictions for solvability (89%) as well as performance estimates (reduction in quadratic loss of 61% for memory and 41% for time). The suggested top-25 recommendations are significantly better than the default and has reasonable overlap with the actual top-25 configurations.
