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 In recent years, the data-driven controller design receives attention from many 
control engineers and researchers as it can be designed by the direct utilization of the 
measured I/O data. So the time and cost for the plant model identification can be reduced 
and the dependence of the controller design on the plant model can also be avoided. Among 
the various data-driven controller tuning methods, we focus on fictitious reference iterative 
tuning (FRIT) which requires only one-shot experimental input-output data. FRIT in internal 
model control (IMC) of conventional feedback control scheme and FRIT in two degree-of-
freedom (2DoF) control scheme are considered in our research work for the simultaneous 
attainment of the controller and plant model. Special orthonormal basis function, Kautz 
expansions, is used to parameterize the controller and plant model as well as the reference 
model. By using Kautz expansions in FRIT, some assumptions of the plant model that are 
used in former FRIT methods can be reduced. Stable, linear time-variant (LTI) continuous-
time single-input-single-output (SISO) system is considered and the controller is tuned for 
set point tracking and plant model estimation using data from noise-free simulations. The 
effectiveness of our proposed method is tested with several examples and the simulated 
results are shown with satisfactory outcomes. 
1 Introduction
A variety of control design methods which directly utilize the measured input and output of the system
(data-based) rather than using the mathematical model of the plant (model-based) have been developed
by many researchers more than two decades ago. In contrast to the model-based controller design, the
data-driven (data-based) controller design techniques skip the system identification steps for the plant
model, as a consequence, these techniques can avoid under-modeling and model mismatch problems
in the model-based controller design. The data-driven controller tuning methods that receive attentions
from many researchers are iterative feedback tuning (IFT) , virtual reference feedback tuning (VRFT)
and fictitious reference iterative tuning (FRIT) in unfalsified control. Among various data-driven meth-
ods, we focus on FRIT which requires only one-shot experimental input-output data. In this research
work, FRIT in internal model control (IMC) structure and FRIT in two degree-of-freedom (2DoF) con-
trol structure are considered for simultaneous attainment of controller and plant model. Special orthonor-
mal basis function, Kautz expansions, is used to parametrize the controller and plant model as well as
the reference model.
The objectives of this research work is to parametrize the data-driven controller with Kautz expan-
sions for simultaneous attainment of the plant model as well as the optimal controller.
2 Concept of Fictitious Reference Iterative Tuning (FRIT)
The conventional closed loop system with the desired reference model, Td, is illustrated in Fig. 1.
Figure 1: Concept of fictitious reference iterative tuning
First, by using an initial parameter vector, ⇢0, the first experiment is performed in the closed loop
system with C(⇢0) and obtain initial data u0 := u(⇢0) and y0 := y(⇢0). In this case, C(⇢0) is assumed to
tentatively stabilize the closed loop system such that u0 and y0 are bounded. By using these initial input
and output, the fictitious reference signal, r˜(⇢), is described by
r˜(⇢) = C(⇢) 1u0 + y0 (1)
The trivial relation in the initial experiment is
y0 = Pu0 (2)
Using this trivial relation, the output of the closed loop transfer function from the reference to the output,
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which holds for any parameter ⇢. That is, the output of the closed loop Try(⇢)with respect to the fictitious
reference r˜(⇢) is completely equal to the actual output y0.
The conventional cost function for the model reference control is
J(⇢) = kTry(⇢)r   Tdrk2 (4)
Using (3) and the fictitious reference signal (1), the cost function to be minimized in FRIT is
JF (⇢) = ky0   Tdr˜(⇢)k2 (5)
It can be clearly seen that (5) with the fictitious reference, r˜(⇢), requires only u0 and y0. This means that
the minimization of JF (⇢) can be performed off-line by using only one-shot experimental data. Thus,
FRIT gives a desirable parameter with only one-shot experimental data, which is a practical advantage
of FRIT.
2.1 FRIT in Internal Model Control (IMC) Structure
The basic internal model control (IMC) control structure is shown in Fig. 2. The desired output is
denoted by yd = Tdr and it is possible to get the desired output if the feedback controller is set as
CIMC(⇢) = TdP˜ (⇢)
 1 (6)
Figure 2: The basic internal model control (IMC)
structure
Figure 3: IMC structure with feedback controller
Equivalent block diagram of Fig.2 is is shown in Fig. 3. The feedback controller C(⇢) of Fig. 3 with






By substituting (6) into (7), then
C(⇢) =
TdP˜ (⇢) 1
1  TdP˜ (⇢) 1P˜ (⇢)
=
Td
1  Td P˜ (⇢)
 1 (8)
(6) and (8) are only applicable for the minimum phase plant and not suitable for the plant with non-
minimum phase or time-delay. So non-minimum phase system is considered as follows.
2.1.1 FRIT in IMC for non-minimum phase system
For non-minimum phase system, the plant model can be parametrized as
P˜ (⇢) = P˜n(⇢n)P˜m(⇢m) (9)
where P˜n(⇢n) and P˜m(⇢m) are non-minimum phase part and minimum phase part of the plant respec-
tively. For the reference model that reflects the actual closed loop system of non-minimum phase plant,
it is desirable to add the non-minimum phase part into the reference model. So the reference model
becomes
Td(⇢) = Td0P˜n(⇢n) (10)












1 + Td0P˜m(⇢m) 1(P   P˜ (⇢))
(12)
Cost function to be minimized in FRIT-IMC control structure for non-minimum phase system is
re-defined as
JF (⇢) = ky0   Td0P˜n(⇢)r˜(⇢)k2 (13)
2.2 FRIT in Two Degree-of-freedom (2DoF) Control Structure
FRIT in 2DoF control structure is shown in Fig. 4.
Figure 4: Two-degree-of-freedom control structure Figure 5: Two-degree-of-freedom control structure
for non-minimum phase plant
In the research we assume the system is already operated with the fixed feedback controller which
gives the stabilized output and we only focus on feedforward controller. The initial experiment is per-
formed in the 2DoF system of Fig. 4 with the initial parameter vector, ⇢0, with tunable feedforward
controller Cff (⇢0). The fictitious reference with initial input u0 and output y0 is described by
r˜(⇢) =
u0 + Cfby0
Cff (⇢) + TdCfb
(14)
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Closed loop transfer function from the reference input to the output is
Try(⇢) =
P (Cff (⇢) + TdCfb)
1 + PCfb
(15)
If it can be set as P = P˜ (⇢), the desired set point can be obtained, Try(⇢) = Td, when the feedforward
controller is defined as
Cff (⇢) = TdP˜ (⇢)
 1 (16)
Using the trivial relation for initial experiment y0 = Pu0, the actual output of the closed loop system














The cost function to be minimized with FRIT in 2DoF control structure is
JF (⇢) = ky0   Tdr˜(⇢)k2 (18)
Since the reference model Td of Fig. 4 is fixed and it may not reflect the actual closed loop system when
the unknown plant contains non-minimum phase or time delay part. So, the FRIT in 2DoF control for
non-minimum phase part is considered in the following section.
2.2.1 FRIT in 2DOF control for non-minimum phase plant
In the case of non-minimum phase systems, we should parameterize the plant model in terms of mini-
mum phase part and possibly non-minimum phase part as (9) and the reference model that includes the
information on non-minimum phase properties, is also defined as (10).
Then the feedforward controller is obtained as
Cff (⇢m) = Td0P˜m(⇢m)
 1 (19)
So we can re-illustrated Fig. 4 as Fig. 5. In Fig. 5, the closed loop transfer function from reference
signal r(⇢) to y(⇢) is denoted by
Try(⇢) :=
P (Td0P˜m(⇢m) 1 + Td0P˜n(⇢)Cfb)
1 + PCfb
(20)
Cost function to be minimized in 2DoF-FRIT control structure for non-minimum phase system is
re-defined as
JF (⇢) = ky0   Td0P˜n(⇢)r˜(⇢)k2 (21)
3 Plant model in Kautz Expansions
Kautz expansions can be used for the approximation of stable linear time-invariant systems and this
expansion is the sum of two functions which are given by
 2k 1(b, c) =
p
2bs
s2 + bs+ c

s2   bs+ c
s2 + bs+ c
 k 1
(22)
 2k(b, c) =
p
2bc
s2 + bs+ c

s2   bs+ c




where b > 0, c > 0, and k is a set of nonnegative integers. (22) and (23) represent expansions of odd
terms and even terms, respectively, of Kautz model. Kautz functions depend on two parameters b and
c, where b and c are real numbers. The selection of these two parameters influences the computation of
suitable coefficients to obtain stable plant. Kautz poles are the functions of the optimization parameters;
frequency and damping factor. Kautz models are usually constructed using simple linear regression
techniques with the prior knowledge of the dominating time constants and damping factor of the system.
In this research work, we consider the plant model parameterized by Kautz expansion with tunable b and
c as
P˜ (⌘, b, c) =
MX
k=1
[⌘2k 1 2k 1(b, c) + ⌘2k 2k(b, c)] (24)
where ⌘i, (i = 1, 2, · · · , 2M ) are the tunable coefficients and M is the number of the terms required for
approximation. The parameterized model (24) can be rewritten as follows by substituting (22) and (23).
P˜ (⌘, b, c) =
p
2b








s2   bs+ c
s2 + bs+ c
◆k 1)
(25)
The plant model P˜ might contain unstable zeros, i.e., possibly a non-minimum phase system. We de-










where N˜ 0 is a stable tunable polynomial of order 2M   1 or 2M .







(s2 + bs+ c)M
(27)












Since the actual plant is assumed to be unknown, we test the validity of our proposed method with
several systems, non-minimum phase system with complex conjugate poles, time delay system and vi-
brating system. In eg 1, we apply FRIT in IMC structure for simultaneous attainment of the desired set
point tracking and plant model. In eg 2 and 3, we apply FRIT in 2DoF structure. In these examples,
feedforward controller is parametrized by Kautz expansions to get the desired set point tracking and
estimate the plant model simultaneously.
4.1 Example 1 - Poorly Damped System
We consider the unknown plant which may contain unstable zero and complex conjugate poles as follows
P =
s2   1.6s+ 4
s4 + 1.8s3 + 5.32s2 + 2.4s+ 4
(29)
The desired system is assigned as (10) by including possibly non-minimum phase part and reference





1The terminology ’possibly’ implies that this part might be minimum phase in some case.
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We set model order M = 3 and the initial parameter vectors as ⌘0odd = [1 1 1], ⌘0even = [0.33 0.33]
and ⇢0m = [1 1 1 6 15 20 15 6]. After setting initial parameters, one-shot experiment is performed on
the closed loop system to obtain initial input u(⇢0) and initial output y(⇢0). Sampling period4 = 0.1 s
is used in this example.
Figure 6: Initial output y(⇢0) and desired output
Td(⇢0)r when step reference signal is applied
Figure 7: Optimal output y(⇢⇤) and desired output
Td(⇢⇤)r
Initial output y(⇢0) and desired output Td(⇢0)r after one-shot experiment can be seen in Fig. 6. Us-
ing initial input and output values, the optimal parameter vector is obtained as ⇢⇤ := [⇢⇤n ⇢⇤m] where ⇢⇤n =
[ 0.8006 0.9695  0.1658 0.8431  0.1718] and ⇢⇤m = [0.5273 1.0093 1.3163 7.3183 13.6187 20.0475
14.0621 4.6720], respectively. From Fig. 7, it can be seen that the optimal output y(⇢⇤) and the desired
output Td(⇢⇤) are almost the same. It means that a desired controller is achieved by using ⇢⇤.
Figure 8: Gain characteristics of plant and plant
model with Kautz model order 3
Figure 9: Phase characteristics of plant and plant
model with Kautz model order 3
Frequency responses of plant and plant model are simulated in Fig. 8 and 9. These illustrations show
that the plant model reflects the actual plant. So plant model and controller are simultaneously obtained
by tuning IMC with parameterized Kautz approximation using FRIT method.
4.2 Example 2 - Time Delay System














In this example, N 0 is considered as a fixed polynomial, (s + 1)2M , and model order, M = 3. We use
⇢0 = [0.2 0.2 0.1 0.2 0.1 0.5 1]T as the initial parameter vector and perform initial experiment in
2DOF control system. Initial output y(⇢0) and desired output Td(⇢0)r of the experiment can be seen in
Fig. 10. Then, minimization of cost function has been done with off-line nonlinear optimization using
initial input, output data obtained from initial experiment.
Figure 10: Step response of initial output y(⇢0) and
desired output Td(⇢0)r (dash-dot line)
Figure 11: Step response of optimal output y(⇢⇤)
and desired output Td(⇢⇤)r (dash-dot line)
Figure 12: Gain characteristics of plant and plant
model (dash-dot line) with optimal parameters
Figure 13: Frequency characteristics of plant and
plant model (dash-dot line) with optimal parameters
As a result, we obtain optimal parameter vector ⇢⇤ = [ 0.0689   0.1944   0.1372 0.0536  
0.0232 2.0005 1.26]T . Using this optimal values in Cff (⇢) and Td(⇢), we perform experiment of the
2DOF system again. From Fig.11, it can be clearly seen that the optimal output y(⇢⇤) and the desired
output Td(⇢⇤)r are almost the same.
Fig. 12 and 13 show the gain and phase characteristics of actual plant and plant model approximated
by Kautz expansion. From the simulation results, it can be clearly seen that set point tracking and
approximation of linear time-delay system have been done very well with our proposed method.
4.3 Example 3 - Vibrating System
P =
1.451
7.86e 4s3 + 2.5708s2 + 8.5247s+ 6640.4
(34)
We will use (34) as an unknown plant for our proposed method expect the natural frequency of the
system (! = 50.8 rad/s) is assumed to be known.










The model order, M , is considered as 2 and polynomial, N 0, is considered as (s + ⇢nn)2M . We set
the initial parameter vector ⇢0 as ⇢0 := [0.02 0.01 0.01 5 7]T . Using these initial values, Cff (⇢0)
and Td(⇢0) are implemented in 2DoF system and then perform initial experiment. Fig. 14 shows step
responses of desired and actual closed loop transfer function, Td(⇢) and Try(⇢) respectively. In Fig. 16
and 17, initial input, u0, and initial output, y0, drawn by dash-dot lines are illustrated. Using initial input
and output data, u0 and y0, minimization of cost function has been done by off-line optimization.
In this paper, we use CMA-Evolution Strategy [?] as an off-line non-linear optimization. As a result,
we obtain the optimal parameter vector as ⇢⇤ = [ 0.0001 0.0001 0.004 4.4895 6.8303]T . The optimal
input, u⇤, and optimal output, y⇤ are illustrated with solid lines in Fig. 16 and 17, respectively.
Then final experiment is performed again using the optimal parameters obtained from off-line opti-
mization. Step responses of desired and actual closed loop transfer functions, Td(⇢⇤) and Try(⇢⇤), with
optimal parameters are shown in Fig. 15. It can clearly be seen that set point tracking has been done
very well with our proposed method which implies that the desired output can be achieved by using ⇢⇤.
Figure 14: Step responses of the actual closed loop
transfer function, Try (solid line), and the desired
closed loop transfer function, Td (dash-dot line),
with initial parameters
Figure 15: Step responses of the actual closed loop
transfer function, Try (solid line), and the desired
closed loop transfer function, Td (dash-dot line) with
optimal parameters
Figure 16: Initial input (dash-dot line) after initial
experiment and optimal input (solid line) after opti-
mization
Figure 17: Initial output (dash-dot line) after initial
experiment and optimal output (solid line) after op-
timization
Kautz poles are functions of frequencies and damping factors. In this paper, we use same set of
poles for the expansion (i.e same b and c in all expansions). After optimization, the step responses and
frequency characteristics of the plant and plant model with optimal parameters can be seen in Fig. 18
and Fig. 19, respectively. From these simulation results, the approximation of plant with our proposed
method is also done very well. Damping factor of actual plant is 0.01 and approximated damping factor
is 0.067.
8
Figure 18: Step responses of plant (solid line) and
plant model (dash-dot line) with optimal parameters
Figure 19: Frequency responses of plant (solid line)
and plant model (dash-dot line) with optimal param-
eters
5 Conclusion and Future Work
This research work proposes a new method related to the parametrization of data-driven controller with
Kautz expansions. Only single set of measured input and output is needed for the simultaneous controller
and plant model. We consider the feedback controller parametrization with truncated Kautz series in
FRIT in IMC control structure. With Kautz expansions, poorly damped system can be controlled and
approximated. Then, we extend our research work to FRIT in 2DoF control structure as there are the
system already operated in the closed loop system in real world. In our research work, we consider the
fixed feedback controller and it is assumed to give the stable output and the feedforward controller is
parametrized with Kautz expansions. In our application area to time delay system, although we cannot
approximate explicit value of the time delay value, we can approximate the time delay plant very well
and the desired set point tracking also give good results. We also test the effectiveness of our proposed
method using the plant model with the actual parameters of vibrating system and the simulation results
are satisfactory.
There are many research work we need to do in the future. The problem of choosing an appropriate
nominal reference model Td0 is still unsolved. So far, it is chosen by the experience of the designer. In
addition, the design of the stable polynomial N 0 needs to be considered. In eg1, we consider the stable
polynomial as tunable, N 0(⇢d) = ⇢d2Ms2M + ⇢d2M 1s2M 1 + ... + ⇢d1s + 1. In eg 2, we consider N 0
as a fixed polynomial. But for high frequency in eg 3, we need to use N 0 = (s + ⇢n)2M . So more
analysis are needed to be studied. Furthermore, the appropriate selection of Kautz model order is needed
to be considered in future. Like the other data-driven methods, the stability issue and I/O data with
measurement noise are also left to study in the future.
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