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Local diffusion coefficients in disordered materials such as living cells are highly heterogeneous.
Quenched disorder is utilized substantially to study such complex systems, whereas its analytical
treatment is difficult to handle. We consider finite systems with quenched disorder in order to in-
vestigate the effects of sample disorder fluctuations and confinement on single-particle diffusivity.
While the system is ergodic in a single disorder realization, the time-averaged mean squared dis-
placement depends on the disorder, i.e., the system is ergodic but non-self-averaging. We find that
the inverse Le´vy distribution is a universal distribution for diffusivity in the sense that it can be
applied for arbitrary dimensions. Quantifying the degree of the non-self-averaging effect, we show
that fluctuations of single-particle diffusivity far exceed the corresponding annealed theory and also
find confinement effects. The relevance for experimental situations is also discussed.
Introduction.—Anomalous diffusion, where the mean
square displacement (MSD) does not depend linearly on
time, unlike Brownian motion, has been extensively ob-
served in complex systems such as disordered materials
[1, 2] and living cells [3–5]. One of the origins of anoma-
lous diffusion is ascribed to a quenched random envi-
ronment with highly heterogeneous local diffusion coef-
ficients. Such heterogeneous environments play a cru-
cial role in the fluctuations of diffusivity observed in one-
dimensional diffusion of proteins on DNA [6, 7] and dif-
fusion in living cells [5]. In fact, recent experiments have
clearly demonstrated that diffusivity maps for cells are
heterogeneous [8, 9].
In single-particle-tracking experiments, the trajectory
r(t) of a tracer in a medium is recorded. One of the
most common tools to quantify the diffusivity is the time-
averaged MSD:
δ2(∆; t) ≡
1
t−∆
∫ t−∆
0
dt′ [r(t′ +∆)− r(t′)]2. (1)
For Brownian motion in a homogeneous medium, the
time-averaged MSD converges to the ensemble average
MSD in the limit of long measurement time t, and the
diffusion is then normal. In strongly disordered systems,
this equivalence can be broken, which is usually observed
together with the onset of anomalous diffusion [10–12].
Anomalous diffusion in a quenched environment is
sometimes discussed by replacing the quenched disorder
by an annealed one, that is, the continuous-time random
walk (CTRW) approximation is employed [1, 2]. This
framework can capture many physical features of anoma-
lous diffusion especially in infinite systems far from equi-
librium [1, 13]. However, when we look at finite size
disordered systems such as proteins on DNA or in liv-
ing cells, it is not clear whether the annealed picture can
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accurately describe the underlying diffusion processes [5–
7]. Therefore, it is desired to clarify properties of single-
particle diffusion that are inherent in quenched environ-
ment.
To consider single-particle tracking in quenched disor-
dered systems, one must take into account four averaging
procedures. The first is an average of an observable over
time, e.g. Eq. (1). The second is an average over thermal
paths namely an average over repeated experiments in
the same realization of disorder. The third one is an av-
erage with respect to the quenched environment, i.e., the
disorder average. The fourth procedure is with respect to
the initial condition, and here one usually considers two
choices: a particle initially in equilibrium with its envi-
ronment, or a particle initially injected into the system at
random location. For finite systems in equilibrium, the
initial condition is given by Boltzmann statistics. When
the system is ergodic, the long-time average and the equi-
librium ensemble average (i.e., thermal-path average with
an equilibrium initial condition) are equivalent. How-
ever, even when the system is ergodic, the equilibrium
ensemble average may depend strongly on the disorder,
which means that the sample-to-sample fluctuations re-
main large even when the system size is increased (non-
self-averaging property) [2, 14, 15]. An important ques-
tion arises here: Is there crucial discrepancy of the fluctu-
ations of diffusivity in between quenched system and the
corresponding annealed system? To answer this question,
we quantify the degree of non-self-averaging property.
In this Letter, we consider the quenched trap model
(QTM) [2], and derive several rigorous and universal
properties that characterize the anomalous diffusion in
the quenched disorder. We show that fluctuations in
single-particle tracking in quenched environment, among
different realizations of the disorder, far exceed the cor-
responding fluctuations found for the annealed CTRW
case. Thus, against common belief, the annealed model
like CTRW does not capture main ingredients of anoma-
lous diffusion in the quenched environment. We show
that the exact statistics of fluctuations of diffusivity is
2universal, because it is valid for any dimension. Confine-
ment effects are also demonstrated. These will provide a
basis to consider anomalous diffusion of single particles
in finite systems with quenched disorder.
Model.—We consider a random walk on a quenched
random energy landscape on a finite d-dimensional hy-
percubic lattice [2]. Quenched disorder means that when
realizing the random energy landscape it does not change
with time. The lattice constant is set to unity and the
number of lattice sites with different energies is finite,
e.g., rk = 1, 2, · · · , L (k = 1, · · · , d). At each lattice
point, the depth E > 0 of an energy trap is randomly
assigned. The depths are independent identically dis-
tributed random variables with an exponential distribu-
tion, ρ(E) = T−1g exp(−E/Tg). A particle can escape
from a trap and jump to one of the nearest neighbors.
The mean trapping time τr at site r follows Arrhenius
law, i.e., τr = τ0 exp(Er/T ), where Er is the depth of
the energy at site r, T the temperature, and τ0 a typi-
cal time. It is easy to show that the probability density
function (PDF), ψα(τ), of trapping times follows∫ ∞
τ
dτ ′ψα(τ
′) =
(τ0
τ
)−α
(τ ≥ τ0) (2)
with α ≡ T/Tg [16]. Thus, the mean trapping time di-
verges for α ≤ 1, which leads to anomalous behaviors
[2, 17–23]. We note that the sample mean trapping time
µ =
∑
r
τr/L
d for a fixed disorder never diverges when
L is finite. Thus, the process can reach an equilibrium
state and present ergodic behavior with the aid of the
finite characteristic time scale of the system.
CTRW is an annealed model which mimics certain
aspects of dynamics of the QTM. In CTRW the parti-
cle jumps between nearest neighbors with waiting times
drawn from Eq. (2), and the waiting time distributions at
all lattice points are identical. In that sense the system
is homogeneous.
For the QTM with a finite lattice size L, we can
consider Boltzmann statistics (equilibrium statistical
physics). Let Pr be the probability of finding a particle
at site r. Except for the boundary, the master equation
for the ith single disorder realization τ
(i)
r is given by
dPr
dt
=
1
2d
∑
r
′
Pr′
τ
(i)
r
′
−
Pr
τ
(i)
r
, (3)
where the sum is over the nearest neighbor sites. We con-
sider two boundary conditions: periodic and reflecting.
In the periodic boundary condition, the energies in the
random energy landscape are periodically arranged. In
the reflecting boundary condition, a particle will return
to the original position when it hits the boundary. In
both cases, one obtains the equilibrium state
P eq
r
=
τ
(i)
r
Ldµi
, (4)
where µi is the sample mean trapping time for the ith
single disorder realization, i.e., µi =
∑
r
τ
(i)
r /Ld. In what
follows, we consider the equilibrium distribution (4) as an
initial distribution.
Universal distribution of diffusion coefficient.—Here,
we consider the periodic boundary condition. The MSD
for the ith disorder realization increases as 〈{r(t) −
r(0)}2〉eq = 〈Nt〉eq, where 〈Nt〉eq is the mean number
of jumps until time t and 〈·〉eq implies the equilibrium
ensemble average. At equilibrium, 〈Nt〉eq is given by
〈Nt〉eq =
t
µi
(5)
for a specific disorder realization. This result is exact
for any t > 0. We note that this average is taken over
equilibrium initial conditions and thermal histories but
not over disorder.
Because the disorder τ
(i)
r is periodically arranged, the
MSD grows as 〈{r(t) − r(0)}2〉eq = t/µi. We define the
diffusion coefficient for a single disorder realization i as
Di = 1/µi. By the law of large numbers, for α > 1,
we have (τ
(i)
0 + · · ·+ τ
(i)
Ld−1
)/Ld → 〈τ〉 (L → ∞), where
τ
(i)
k is a trapping time at site k =
∑d
l=1 L
l−1(rl − 1) and
〈τ〉 ≡
∫∞
0
τψ(τ)dτ . Because 〈τ〉 is determined uniquely
by α, the diffusion coefficient does not depend on the dis-
order sample. This is a consequence of the self-averaging
property. On the other hand, because the law of large
numbers breaks down for α ≤ 1, the PDF of the sum of
τ
(i)
k follows the one-sided Le´vy distribution [24]:
τ
(i)
0 + · · ·+ τ
(i)
Ld−1
(Ld)1/α
⇒ Xα (L→∞), (6)
where Xα is a random variable following the one-sided
Le´vy distribution of index α. The PDF of Xα denoted
by lα(x) with x > 0 is given by [24]
lα(x) = −
1
pix
∞∑
k=1
Γ(kα+ 1)
k!
(−cx−α)k sin(kpiα), (7)
where c = Γ(1 − α)τα0 is a scale parameter. Here, we
define the inverse Le´vy distribution as the PDF of X−1α :
gα(y) = −
1
piy
∞∑
k=1
Γ(kα+ 1)
k!
(−cyα)k sin(kpiα). (8)
Because the diffusion coefficient is given by Di =
L1−1/αX−1α , the PDF of Di is described by the inverse
Le´vy distribution and hence Di depends crucially on the
sample of the disorder realization. The first and the sec-
ond moments of the inverse Le´vy distributions are cal-
culated in [25]. As shown in Fig. 1, our rigorous result
for the distribution of the diffusion coefficients is in good
agreement with the numerical simulations. Surprisingly,
the inverse Le´vy distribution is a universal distribution
of the diffusion coefficient in the sense that it is exact
for any dimension. Using the first moment of the inverse
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FIG. 1. Distribution of the diffusion coefficients for different
disorder realizations (T = 1 and Tg = 1.5). The crosses are
the results of the numerical simulation (d = 1 and L = 104).
In the numerical simulation, we calculated the distribution
of D = 1/µi for different disorder realizations (see [25] for
finite time simulations). The mean of the PDF is set to unity.
The solid line is the inverse Le´vy distribution, Eq. (8). The
inset shows the disorder average of diffusion coefficients as a
function of the system size L for several α = T/Tg (Tg = 1).
Here, the symbols are the results of numerical simulations and
the solid lines are the theoretical curves, Eq. (9).
Le´vy distribution, we obtain the exact expression of the
disorder average of the diffusion coefficient:
〈D〉dis =
L1−1/αΓ(α−1)
ατ0Γ(1− α)1/α
, (9)
where 〈·〉dis means the disorder average. This result per-
fectly matches the simulation presented in Fig. 1. We
note that the disorder average of the diffusion coefficient
depends on the size of the system and it becomes zero as
the system size L goes to infinity.
Ergodicity versus self averaging.—To investigate the
ergodic properties of the disordered system, we consider
the ergodicity breaking (EB) parameter [26] defined by
EB(t; ∆) ≡
〈{δ2(∆; t)}2〉eq − 〈δ2(∆; t)〉
2
eq
〈δ2(∆; t)〉2eq
. (10)
If the EB parameter goes to zero, the time-averaged MSD
for a single disorder realization converges to the equilib-
rium ensemble average, that is, the process is ergodic:
δ2(∆; t)→ 〈r(∆)2〉eq for ∆ > 0 (t→∞). In CTRW, the
EB parameter is not zero even when t goes to infinity
[26, 27]. For 1 ≪ ∆ ≪ t, the EB parameter for a single
disorder realization decays as
EB(t; ∆) ∼
4∆
3dt
(t→∞ and ∆≫ 1), (11)
which means that the system is ergodic (see [25]). This
statement becomes invalid for infinite system (L = ∞)
because there is no equilibrium state in that case.
Next, we propose another quantity characterizing the
self-averaging property, coined the self-averaging (SA)
parameter, defined by
SA(t, L;O) ≡
〈O(t)
2
〉dis − 〈O(t)〉
2
dis
〈O(t)〉2dis
, (12)
where O(t) is a time-averaged observable, i.e., O(t) ≡∫ t
0
dt′O(t′)/t. If the SA parameter becomes zero for the
limits t → ∞ and L → ∞, the system is called self-
averaging because the fluctuations of the time-averaged
observable due to different disorder realizations disappear
when the systems become large. Note that self-averaging
property in finite systems can be characterized by the
asymptotic limit of L when the limit L → ∞ is taken
after the limit t → ∞. Because the system is ergodic
for finite L, the SA parameter for time-averaged MSD
becomes
SA(t, L; δr2∆) =
〈δ2(∆; t)
2
〉dis − 〈δ2(∆; t)〉
2
dis
〈δ2(∆; t)〉2dis
→
〈1/µ2i 〉dis − 〈1/µi〉
2
dis
〈1/µi〉2dis
(t→∞), (13)
where δr∆ ≡ r(t+∆)− r(t). Using the first and second
moment of 1/µi obtained in [25], we have
lim
L→∞
lim
t→∞
SA(t, L; δr2∆) =


0 (α > 1)
αΓ( 2
α
)
Γ( 1
α
)2
− 1 (α ≤ 1).
(14)
It follows that the system is not self-averaging for α < 1,
whereas it is ergodic when L <∞. The results obtained
so far show striking differences if compared with CTRW.
In CTRW one finds ergodicity breaking [26–29] while
so far we have found non-self averaging. Importantly
the fluctuations in the quenched model are exponentially
larger than the annealed model. This is quantified by a
very large SA parameter, if compared with the EB pa-
rameter of CTRW (see Fig. 2). Furthermore, the distri-
bution of the diffusion constant is not bounded at D = 0
(see Fig. 1), which implies a heavy statistical weight for
very slow particles. Because this effect is not found for
the annealed model, quenched models lead to surpris-
ingly large fluctuations. Finally, in CTRW theory, the
diffusion coefficient depends on the measurement time,
that is, a phenomenon called aging [10, 26, 29, 31]. On
the other hand, for finite size system with quenched dis-
order, the system size controls the long time statistics of
the diffusion coefficient, e.g. Eq. (9).
Effect of confinement.—For the reflecting boundary
condition, the MSD converges to a constant as time goes
to infinity due to the confinement, while it increases
as 〈{r(t) − r(0)}2〉eq ∼ 〈Nt〉eq for short t. Because
the system is in equilibrium, the constant is given by
σ2i = 2(〈r
2〉eq−〈r〉
2
eq), which is a non self-averaging vari-
able when T ≤ Tg. If we define the crossover time tc
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FIG. 2. Self-averaging parameter as a function of α. The
symbols are the result of a numerical simulation (d = 1 and
L = 104). The solid line is the theory, Eq. (14). The dotted
line is the EB parameter in CTRW [26].
from the diffusive to plateau regime as 〈Ntc〉 = σ
2
i , we
have tc = µiσ
2
i . Since the MSD depends on the disorder
of random energy landscape, the crossover time is also
fluctuating.
Since the system is ergodic for a single disorder re-
alization, time average converges to the equilibrium en-
semble average: r(t) ≡
∫ t
0 r(t
′)dt′/t→ 〈r〉eq and r2(t) ≡∫ t
0 r(t
′)2dt′/t→ 〈r2〉eq as t→∞. When the value of the
observable is determined by the site r, i.e., Or, the time-
averaged observables can be represented by the equilib-
rium probability: O =
∑
r
OrP
eq
r
=
∑
r
Orτr∑
r
τr
. We note
that these time averages depend strongly on the disorder
for α < 1. Using methods similar to those presented in
[30], we show in [25] that the SA parameter for position
is
lim
L→∞
lim
t→∞
SA(t, L; r) = lim
L→∞
〈〈r〉2eq〉dis − 〈〈r〉eq〉
2
dis
〈〈r〉eq〉2dis
=


0 (α > 1)
1−α
3 (α ≤ 1).
(15)
Thus, the non-self-averaging behavior of the position un-
der confinement appears for α < 1. Unlike the SA pa-
rameter for the time-averaged MSD, the SA parameter
does not blow up when α→ 0. This is likely because we
are dealing here with an equilibrium observable which is
time-independent.
Discussion.—We analytically showed ergodicity and
non-self-averaging properties in d-dimensional QTM in a
finite system. The transition from self-averaging to non-
self-averaging occurs at α = 1, i.e., T = Tg. Non-self av-
eraging is a consequence of the breakdown of the central
limit theorem for the waiting times at sites. As a result,
the non-self-averaging effects lead to universal fluctua-
tions of diffusivity, that is, the PDF of the diffusion coef-
ficient follows the inverse Le´vy distribution in arbitrary
dimension, which is different from the annealed model
(CTRW). The inverse Le´vy distribution stems from the
Le´vy distribution, which is a universal distribution for
the sum of waiting times. Therefore, it will be found
in other models beyond the QTM like the random comb
model and the results are truly universal. We also quan-
tified the degree of the non-self-averaging property by the
SA parameter and found a large difference from that in
the annealed model (see Fig. 2). Note that the same aver-
aging procedure is used to calculate the EB parameter in
CTRW, and hence it is significant to compare the SA pa-
rameter in QTM with the EB parameter. The quenched
and annealed systems exhibit similar type of randomness
of diffusion constants only for infinite systems and in di-
mension d > 2.
There are many biological experiments described by
quenched environment with heterogeneous local diffusiv-
ity [6–8]. In experiments so far, one uses diffusion maps
to characterize the heterogeneity of the system. Figure 3
presents the local diffusivity defined as the time-averaged
MSD with a fixed ∆ divided by the mean, where the en-
semble of the mean is over a uniform initial ensemble in a
single disorder realization. The diffusivity map becomes
highly heterogeneous when α is smaller than one. This
heterogeneity results from the random energy landscape
because the local diffusivity is correlated with the energy
(deep energy trap implies slow diffusivity). While the
diffusivity map in CTRW is also heterogeneous, similar
to that in the corresponding QTM, it is not reproducible
because of the annealed picture and hence it is meaning-
less. Therefore, the reproducible property of the diffu-
sivity map, which is absent in the annealed picture, play
an important role in capturing the heterogeneity in the
quenched environment.
Diffusion in quenched systems exhibits an effect known
as population splitting [31]. As shown in Fig. 1, PDF
of the diffusion coefficients becomes unbounded at D =
0, which cannot be observed in the annealed version
(CTRW). We confirm numerically a similar behavior in
a finite system and finite measurement times (see Fig. S4
in the Supplementary Material [25]). Namely, particles
split into immobile and mobile particles in a finite system
with quenched disorder.
In 2008 it was claimed that nonergodicity (found in
CTRW) mimics inhomogeneity, where the time-averaged
MSDs for different realizations exhibit large fluctuations
[26, 29]. In this Letter, we have obtained universal dis-
tributions to describe the fluctuations of the inhomoge-
neous system. We have shown that starting from a ther-
mal state and for a finite though large system the fluc-
tuations stemming from inhomogeneity far exceed those
obtained from the simpler annealed model. Thus, the
annealed approach hides rich physical behaviors that are
now quantified.
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FIG. 3. Two-dimensional diffusivity maps (a) α = 0.8 and (b)
α = 1.5 (L = 900). Diffusivity at the site (i, j) is represented
by the time-averaged MSD with ∆ = 1 divided by the mean,
t = 103, and initial points (9(i − 1) + 5, 9(j − 1) + 5) for
i, j = 1, · · · , 100. We use a coarse-graining of sites in the
figure, i.e., one site in the figure contains 9× 9 sites.
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