Abstract-This paper proposes a novel method that can replace compression-based dissimilarity measure (CDM) in composer estimation task. The main features of the proposed method are clarity and scalability. First, since the proposed method is formalized by the information quantity, reproduction of the result is easier compared with the CDM method, where the result depends on a particular compression program. Second, the proposed method has a lower computational complexity in terms of the number of learning data compared with the CDM method. The number of correct results was compared with that of the CDM for the composer estimation task of five composers of 75 piano musical scores. The proposed method performed better than the CDM method that uses the file size compressed by a particular program.
I. INTRODUCTION
When people listen to music, they can determine many features, such as genre and composer. The genre of music is easy to determine without previous knowledge, but not the composer, even if you have some knowledge. The difficulty depends on what should be estimated. There are some existing studies for such estimation, which are based on machine learning [1] , [2] .
The contribution of [2] implies that the feature that reflects the composer is short note sequence. Since the compression program is a kind of program which captures frequent sequences of data, it may not be suprising if we use a compression program to estimate composer. Actually, there is an interesting research [3] that uses compression programs for composer estimation. They use the formular called NCD (Normalized Compression Distance). We focus on a similar but different similarity measure called compression-based dissimilarity measure (CDM) [4] , which is tested in a wide range of data, not limited to music. Both CDM and NCD are based on the same plinciple. These principle are recently well presented in [5] .
Although a compression program is easy to use, the result depends on the compression program and the behavior is difficult to analyze. Moreover, since the compression is carried out with every known musical score, there is a concern that the amount of calculation becomes enormous when we determine the degree of similarity for a new musical score. In this study, we propose a novel method that is well formalized. The proposed method realized the scalability of a large number of learning data by pre-processing the group of learning data. Finally, the precision of the proposed method was verified to be better than the method where the value of the CDM is determined by the compressed file size.
II. BASELINE METHOD
In this section, we will describe baseline CDM method [6] for estimating the composers. This work focuses on the improvement of CDM. They conducted experiments on a very simple system with CDM, but it still performs well for composer estimation task, in order to make the analysis of improvments possible. We have followed this work because we are also interesting in CDM, although we are aiming at replacing CDM with the proposed method, rather than simply improving the CDM. In baseline method, the musical scores are first converted into string representation, where information for sound 'on' or 'off' is expressed. The string representation is a long sequence of character '0' for 'off' and character '1' for 'on'. The position of each character corresponds to a piano key number key and timing number time, where position = 88 × time + key. The number 88 is the number of keys on a piano. Second, it uses the CDM proposed by Keogh [4] for a pair of musical scores. The CDM is defined as follows:
where C(x) is the compressed file size of string x, and C(xy) is the compressed file size of the concatenation of x and y. The value of the CDM shows the dissimilarity between the two strings. The more the patterns shared by the two strings, the smaller the CDM value of the two strings. It is based on the principle that the string has more similar patterns, such as repetitions, if the compressed file size of its concatenated string is smaller based on the assumption that if specific phrases of the composer exist, then he/she used them in other 978-1-5386-3001-3/17/$31.00 c 2017 IEEE musical scores. The estimation of the composer is based on this concept. This method is based on the study in [6] .
It is interesting that the CDM, which is a simple function of a compressed file size, can estimate the composer of musical scores. However, there is an issue of scalability in the CDM. Fig. 1 illustrates this issue, where x is the string representation of a musical score of unknown composer, and a 1 to a 15 are musical scores of a composer A. The CDM is defined as a measure between two musical scores. In a previous study of composer estimation, an unknown musical score was compared with all the known musical scores, then the knearest neighbor method (k-NN) was applied [7] to the result. In general, when an application uses the relationship between two scores, an unknown musical score need to be compared with all the known musical scores. The larger is the number of known scores, the more are the computation time required for one new musical score. This method cannot be scaled up to a large number of known musical scores.
The study in [6] also argues that the compressed file size of string x is the approximation of the information quantity. The study in [6] also proposes to use offsetted compressed file size, where the value of the offset is obtained by observing the behavior of a specific compression program. This method was reported to improve the number of correct estimation significantly. However, the problems of dependency on the compression program and scalability remained the same with the CDM method.
III. PROPOSED METHOD
In this study, we formed a group of musical scores of the same composer to address the scalability issue. Then, we computed the information quantity based on the probability of substrings of a large string. This large string corresponds to the group. Fig. 2 shows how the groups were used. As is in Fig.  1 , in Fig. 2 , x is the string representation of a musical score of unknown composer, and a 1 to a 15 are musical scores of a composer A. The box shows that these scores form a group, and there is one long string representation for one group. The information quantity is then computed using the probability in a 1 , a 2 , ..., a 15 , and not the probability in x.
Then, we computed the information quantity of an unknown musical score using the method described in the next session. The same process was carried out for the musical scores of the other four composers. We computed the information quantity of the unknown musical score x with the group of each composer. We obtained five information quantities and determined that the composer of x is the one whose string had the least information quantity.
Using the pre-processing, the computation time of information quantity of one music score does not depend on the number of music score in a group. It only depends on the length of music score to judge. Therefore, the number of computations for one unknown musical score is proportional to the number of composers, rather than the number of known musical scores. 
IV. INFORMATION QUANTITY
In general, we calculate the information quantity of a string from the probabilities of characters in the string. However, we can make a good guess that specified substrings, such as words emerge repeatedly in the real strings. Therefore, in this study the calculation of the information quantity of a string was performed using the emergent probabilities of all substrings.
First, we consider the information quantity of one character. In general, the information quantity of a certain event depends on the occurring probability. Let the emergent probability of a certain character c be P (c), then the information quantity of c is expressed using self-information [8] as follows:
Let us consider the information quantity for the case where we treat the character sequence as a string. Let the i-th character of a string S with length N be c i . The character c i in S is independent of each other. The information quantity I c (S) of S based on the characters is expressed as (3) . The expression in (3) indicates that the string information quantity is equal to the total sum of the information quantity of the characters.
For the case of the string representation of a musical score, specified substrings, such as motif may emerge repeatedly. Thus, if we assume that a string consists of some subsequences, then the information quantity I s is expressed as (4).
where π(S) is the set of all possible ways to divide S, which includes 2 N −1 ways, and t is a member of divided strings (a substring). More precisely, we divide the strings into finer substrings and calculate the information quantity as the sum of the information quantities of the new divided substrings. The information quantity varies depending on the partition. We should take the minimum quantity because the more are the substrings considered, the less becomes the information quantity of the string. The number of partitions is 2 N −1 , where N is the length of the string. Although this is a large number, the minimum value is easily obtained in O(N 2 ), when a dynamic programming is used.
To implement a program that obtains I s (S), we require a module to compute P (t), where t can be all substrings of the given large string. An efficient data structure, called suffix array, can be used to obtain the frequency of any substring [9] . Using this data structure, whose size is proportional to size of the large string, we can obtain the frequency of a substring t in the large string efficiently. We used suffix array in the program implemented in this study. There is also a more efficient data structure called suffix tree [10] . Furthermore, there is a good algorithm that can construct suffix tree in O(N ) time complexities, and O(1) time complexities to obtain the frequency of a substring using the suffix tree. Maximum Likelihood Estimator (MLE) is usually used to estimate the probability from the frequency. We use MLE but we use f requency − 1 rather than f requency in order to make the computed value stable.
V. COMPUTATIONAL COMPLEXITY
Let us examine by how much the computational complexity is reduced by the proposed method compared with the existing method.
Let l be the average length of a string representation of a musical score. Let c be the number of composers. Let g be the average number of musical scores in one group. Let n be the number of unknown musical scores.
First, the computational complexity to compress a string representation of musical score is proportional to the length of the string. Thus:
To estimate the composer of one musical score using CDM, we need to compute g × c compression:
When there are many musical scores, we need to repeat the above operation for each n musical scores.
To compute one information quantity in Fig. 2 , we need to compute two things: the pre-processing of the groups and to obtain the minimum of the considered partition.
To estimate the composer of one musical score using the proposed method, we need to compute the information quantity c times.
When there are many musical scores, we only require one pre-processing operation. This is the reason why the proposed method is scalable.
Both the complexity of T CDM and the T P roposed are proportional to c. There is no difference with respect to c. When n is large, the computational complexity of the proposed method is independent of g, while that of the CDM is multiplied by g. This means that when the number of musical scores for each composer increases, the computational complexity of the proposed method becomes smaller than CDM method.
The proposed method has a complexity that is proportional to the square of the length of the unknown musical score, while that of the CDM method is proportional to the length. This is because the proposed method considers all substrings, while the compression program only considers some subsets of the substrings. As a result, the proposed method requires a large value of g when the l is large.
VI. EVALUATION
For the evaluation, the result can be much better than it should be if we include the same musical score as x in some of the known musical scores. Therefore, we have to change our setting from Fig. 2 into Fig. 3 to measure the correctness of the methods. The musical score in question should be intentionally excluded from the set of known musical scores. In the CDM method, the CDM between the same musical scores was not computed using the one-leave-out method. Fig. 3 corresponds Fig. 3 . For the evaluation, the result can be much better than it should be if we include the same musical score in some of the known musical scores. Therefore, the musical score in question should be intentionally excluded from the set of known musical scores for evaluation. This corresponds to one-leave-out method. to this approach. In doing so, we need to pre-process many times, and this is only for the evaluation, and not the actual estimation. In Fig. 3, A , B, C, D, and E indicate the composers and a 1 , · · · , a 15 denote the musical scores of composer A. When we need to estimate the composer of a 1 , we remove a 1 from the group of composer A, and create a new group data of the remaining musical scores. Then, we calculate the information quantities of a 1 with each of the five grouping data. We estimate that the composer of a 1 is the one whose string attains the least information quantity. Then, we determine the estimation from the information that the composer of a 1 is A. This information is used only for determining the correctness of the estimation.
A summary of the total correct results is presented in TA-BLE I. In the estimations of 75 musical scores, the proposed method yielded 55 correct results. Since the task was to select one composer out of five composers, a random choice can achieve 20% correct answers. Our method achieved more than 70% correct answers. This suggests that the proposed method can estimate the composer. Unlike the CDM, the proposed method is formalized as the estimation of information quantity, and is not dependent on a particular compression program. Therefore, reproduction of the result should be much easier than the CDM.
As presented in TABLE I, the proposed method yielded more correct results than previous methods. We performed the McNemar's test of the proposed method with the original CDM and with offsetted CDM [6] . As presented in table  TABLE II , the proposed method performed better than the CDM with a significance of α < 0.01, although we could not Since offsetted CDM [6] aimed to obtain a more precise value of the information quantity rather than the compression, the behavior of the proposed method would be similar to offsetted CDM [6] . However, it can be seen that the proposed method is independent of the implementation of a particular compression program, while [6] depends on a compression program, bzip2.
TABLE IV to TABLE VIII present the detailed results of applying the proposed method to 15 pieces for each five composer: Bach, Chopin, Debussy, Mozart, and Satie. Each column below the label "Music", contains the identifier starting with its composer and ending with the identification number. The column of the name of each composer contains information quantities using the group. The value is truncated to the nearest integer. The case where the information quantity of a given score is the least, it is underlined. The corresponding composer of the underlined value is the estimation using the proposed method. The column "Result" indicates whether the estimation is correct or not, where "1" is correct, and "0" is incorrect. The column "CDM" is the result of using the baseline method, which follows the technique in [4] , where C(x) is the file size of the compressed file using bzip2. The column "offset" is the result from a previous study [6] , where C(x) is the offsetted size of the compressed file.
VII. DISCUSSION
Sometimes, the methods of smaller computational complexities may be slower in actual number of data when the data is not big enough. Currentlly, this is the case of the proposed method. Since the current group consists of 15 musical scores, the proposed method was slower than the CDM method in the current condition. There are several reasons for this inefficiency. The most important reason is that the proposed method requires a computation time that is proportional to the square of the length of the string, while the CDM (or compression program) requires a computational time that is proportional to the length. Furthermore, the string representation usually consists of more than 10000 characters. This length could be the reason for the inefficiency.
We may improve the computation time by limiting the set of substring that is used to compute the information quantity and concentrate computation resources to the string that should be effective. With respect to the efficiency of the compression program, the compression program may not consider all the strings. Thus, we need a heuristic technique that may be common to the compression program.
There may be other viewpoints in terms of the contributions of this work. The application of the CDM is not limited to this task, but also applies to various types of tasks. We may search an appropriate task where there are many samples in a class and the length of data to consider is small.
There is a method to calculate information quantity for estimation similarities called normalized compression distance (NCD) [11] . Some studies have applied this method in the field of biological information [12] and in the field of musical information [13] , [14] . The order of computational complexity with this method is the same as in the CDM.
It seems useful to select data patterns or subsequences that emerged repeatedly from known data and improve the compression program so that the information quantity of an unknown data is calculated with the selected data. However, some compression programs have a limit in the number of words registered in their dictionary. Since our proposed method considers all the substrings of the given string, the method does not suffer this limitation, and we may state that it uses a larger dictionary compared with any other method.
VIII. CONCLUSION
We proposed a novel method that can replace the CDM method for the composer estimation task. The main feature of the proposed method is the pre-processing of the grouped data of each composer. We showed that the computational complexity in terms of the number of known musical scores was smaller than in the CDM. This means that the proposed method is scalable. We also verified that the number of correct estimations obtained was 55 out of 75 estimations. This result is better than the estimation result of the CDM method. Moreover, the computational complexity to determine a new score was smaller than the CDM method. Based on the number of correct results and the order of computational complexity, we can conclude that computing the information quantity with grouping is effective.
