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Let  be a bounded domain in N and let m be a T -periodic function such
that its restriction to  × 0 T  belongs to Ls0 T  Lv for some v > N2 and
s > 2v2v−N , with v > 1 and s ≥ 2. We give necessary and sufﬁcient conditions on m for
the existence, uniqueness, and simplicity of the principal eigenvalue for the Dirichlet
periodic parabolic eigenvalue problem with weight m.  2001 Academic Press
1. INTRODUCTION
Let  be a bounded domain in NN ≥ 2. For T > 0 and 1 ≤ p q ≤ ∞,
let LpT  Lq (in brief, LpLq) be the space of the measurable and
T -periodic functions f = f x t on  ×  (i.e., satisfying f x t + T  =
f x t a.e. x t ∈  × ) such that  f x tLqdxLp0T  dt < ∞.
Provided with this norm, LpLq is a Banach space. Similarly, let
L
p
T ×  (in brief, LpT ) be the Banach space of the measurable T -periodic
functions f   ×  →  such that f×0T  ∈ Lp × 0 T , equipped
with its natural norm fLpT = f×0T Lp×0T .
Let us ﬁx for the whole paper v s ∈  ∪ ∞ such that v > N2  s >
2v2v − N−1, and s ≥ 2. Let ai jx t1≤i j≤N and bjx t1≤ j≤N be
two families of T -periodic functions satisfying ai j ∈ L∞T and ai j = aj i for
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1 ≤ i j ≤ N and bj ∈ L∞L2v. Assume that∑
i j
ai jx tξiξj ≥ α0ξ2
for some positive constant α0 and all x t ∈ × ξ=ξ1     ξN ∈ N .
Let A be the N × N matrix whose i j entry is ai j , let b = b1     bN,
let c0 be a nonnegative function belonging to LsLv, and let L be the
parabolic operator given by
Lu = ut − divA∇u + b∇u + c0u
where   denotes the standard inner product on N . The Dirichlet peri-
odic parabolic eigenvalue problem with a T -periodic weight function
mx t  × → ,
Lu = λmu in × 
u = 0 on ∂× 
ux t = ux t + T  a.e. x t ∈ × ,
(1.1)
has been widely studied; for applications, refer to [11]. For weights
m ∈ Cθ θ/2× , Beltramo and Hess [3] found (for a C2+θ bounded
domain and a parabolic operator with regular coefﬁcients and where
the elliptic part is not in divergence form) that
∫ T
0 maxx∈ mx tdt > 0
is a necessary and sufﬁcient condition on m for the existence, unique-
ness, and simplicity of the positive principal eigenvalue. In [2], Beltramo
extended these results to more general boundary conditions (that include
the Neumann condition). The case m ∈ L∞T is solved in [10] with some
additional regularity assumptions on the coefﬁcients ai j , and an extension
of these results for weights m ∈ LrT  r > N + 2, can be found in [9]. On the
other hand, for general bounded domains and operators with an elliptic
part in divergence form, the case where m is an essentially bounded and
lower semicontinuous function was studied by Daners in [5], and a latter
extension for m ∈ L∞T appears in [7].
For m ∈ LsLv, let
Pm =
∫ T
0
ess sup
x∈
mx tdt (1.2)
Our aim in this paper is to prove (see Section 3, Theorem 3.6), adapting
the approach followed by Daners, that in a weak solution setting, Pm > 0
is a necessary and sufﬁcient condition for the existence, uniqueness, and
simplicity of the positive principal eigenvalue for the periodic parabolic
eigenvalue problem with weight function m ∈ LsLv. Observe that the
conditions imposed on s v are optimal in the sense that they are necessary
for a good theory of weak solutions to problem (1.1) (see [14], Section 1.3).
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The monotone and analytic dependence of the principal eigenvalues with
respect to the weight are also given (cf. Proposition 3.1, Remark 3.7, and
Theorem 3.9), and a maximum principle for these weights is stated in
Theorem 3.10.
As particular cases, we will obtain these results form ∈ L
∞Lr r > N2
m ∈ L2Lr r > N
m ∈ LrT r > N2 + 1.
2. NOTATIONS AND PRELIMINARIES
If E is a Banach space and 1 ≤ p ≤ ∞, let LpE be the space of
the measurable functions f   → E such that ∫ fpE < ∞. As usual,
H1H10 denotes the Sobolev space of functions in L2 with ﬁrst
weak derivatives in L2 and the closure of C∞c  in H1, respec-
tively. Let H1T  ×  (in brief, H1T ) be the space of the functions in L2T
with ﬁrst weak derivatives in L2T . Thus H
1
T , provided with its natural norm
uL2T + ∇x tu L2T , is a Hilbert space. Let H1T 0× (in brief, H1T 0) be
the closure in H1T of the space of the T -periodic functions f ∈ C∞×
such that the projection on  of its support is a compact subset of .
Let BC0 T H10 be the Banach space of the bounded and con-
tinuous functions u  0 T  → H10 provided with the norm uBC =
supt∈0 T  utH10 . We set
W =
{
u ∈ L2(0 T H10)  dudt ∈ L2(0 T H−1)
}

where H−1 = H10′. It is known (see, e.g., [13]) that W has a contin-
uous inclusion into BC0 T H10 and so for u ∈ Wut makes sense
for each t ∈ 0 T . Moreover, W equipped with the norm
uW =
(∫ T
0
uτ2
H10 
dτ +
∫ T
0
∥∥∥∥dudt τ
∥∥∥∥2
H−1
dτ
) 1
2
is a Hilbert space.
Given f ∈ L2Lp with p > 2NN + 2−1, we will say that u is a weak
solution of the periodic problem Lu = f in  ×  u∂× = 0 if u is
T -periodic, u×0 T  ∈ W , and∫
×0 T 
[
−u∂g
∂t
+ A∇u∇g + b∇ug + c0ug
]
=
∫
×0 T 
fg (2.1)
for all g ∈ C∞c × 0 T .
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It is well known (see, e.g., [6, 13]) that this problem has a unique periodic
weak solution u with u×0 T  ∈ L20 T H10. It is easy to see that
if u is a weak solution of the foregoing periodic problem, then (2.1) holds
also for every g ∈ H1T 0. We start with the elementary
Lemma 2.1. There exist p q r, and w such that 2 ≤ q r < ∞ r ≤ s
p ≤ q, p ≤ w 2NN + 2−1 < p <∞ N2  1p − 1q  + 1r < 1, and 1w = 1q + 1v .
Proof. For 1 ≤ p ≤ ∞, let p∗ be deﬁned, as usual, by 1
p∗ = 1p − 1N
if p < N and p∗ = ∞ if N ≤ p ≤ ∞. Suppose N > 2. Take p such that
2N
N+2 < p <
N
2 . Thus
1
p∗ = 12 − θ for some θ > 0. Since s > 2v2v−N , we can
choose δ such that 0 < δ < θ 2
Ns
+ δ < 2
N
− 1
v
. Let η = 2
Ns
+ δ and let
β = 2
N
− 1
v
. Then 0 < η < β, and observe that 1
p∗∗ + η < 1p − 1v < 1. Let q
be deﬁned by 1
q
= 1
p∗∗ + η, let r = s, and let w be given by 1w = 1q + 1v .
Then w ≤ q. Also, 1
w
= 1
p
+ η − β < 1
p
, so p < w and thus p < q. Now
since s ≥ 2, we have 1
q
= 12 − θ− 1N + η < 12 + δ− θ < 12 and then q ≥ 2.
Finally, N2  1p − 1q  + 1r = 1− Nδ2 < 1.
If N = 2, then v > 1, and so 1
v
= 1 − β for some β ∈ 0 1. Take η
such that 0 < η < β and β − η−1 ≥ 2. Let p be deﬁned by 1
p
= 1 − η,
so p > 1 = 2NN + 2−1. Let q be given by 1
q
= β − η, thus q ≥ 2. Let
w = p and r = s. Then 1
q
+ 1
v
= 1
p
. Now, since N = 2, we have s > v
v−1
and so N2  1p − 1q  + 1r = 1v + 1s < 1. Thus the lemma is proved for the case
where s < ∞. If s = ∞, then we have N2  1p − 1q  < 1, and so we take r
large enough instead of r = s and the lemma follows.
Let p q r, and w be real numbers, ﬁxed from now on, that satisfy the
conditions of Lemma 2.1. For m   ×  → , let m+ = maxm 0 and
m− = max−m 0. If no confusion arises, we still denote also by m, m+,
and m− the operators multiplication by mm+ and m− respectively. We
have
Lemma 2.2. If λ k ∈ 0∞ and m ∈ LsLv, then the operator
L+ λk+m−−1  LrLp → L∞Lq is compact and positive and the
operator L + λk + m−−1m+  L∞Lq → L∞Lq is bounded and
positive.
Proof. Taking into account Lemma 2.1, the ﬁrst assertion follows from
Corollary 5.2 in [6] and Remark 2.2 (b) in [5], and the second assertion is
an immediate consequence of the ﬁrst one since m+  L∞Lq → LsLw
and the inclusion i  LsLw → LrLp are bounded operators.
For 0 ≤ τ ≤ t ≤ T Ut τ denotes the weak evolution operator corre-
sponding to the parabolic operator L. For u0 ∈ LwUt τu0 is deﬁned
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as the weak solution u of the abstract initial value problem Lu = 0 in
 × τ T  u· τ = u0 with boundary condition u = 0 on ∂ × τ T .
Lemma 4.1 in [6] says that Ut τ sends Lw into Lq and that
Ut τLw Lq ≤ Ct − τ−
N
2  1w− 1q  (2.2)
where C depends only on w qN , and α0 and the upper bounds for the
norms of the coefﬁcients of L.
For R > 0, let Bs vR be the closed ball in L
sLv with center at 0 and
radius R.
Lemma 2.3. If λ ∈ 0∞ and m ∈ LsLv, then
lim
k→∞
∥∥L+ λk+m−−1m+∥∥
L∞Lq L∞Lq = 0
Moreover, for R/ > 0, the convergence is uniform in λm for λm ∈
/∞× Bs vR .
Proof. By Ho¨lder’s inequality, it is enough to prove that
lim
k→∞
∥∥L+ k−1∥∥
LsLw L∞Lq = 0
Let g ∈ LsLw. Using formulas (4.6) and (5.4) in [6], we get L+ k−1g =
S1g + S2g, where
S1gt = e−kt
∫ t
0
Ut τekτgτdτ
and
S2gt = e−kt+T Ut 0I − e−kTUT 0
∫ t
0
Ut τekτgτdτ
Now
S1gtLq ≤
∫ t
0
Ut τLw Lqe−kt−τgτLwdτ
≤ C
∫ t
0
e−kt−τt − τ− N2v gτLw dτ
where we have used the estimate (2.2). For t ∈ , let Gt   →  be
deﬁned by Gtσ = gσLsχ0 tσ, and let Fk   →  be given by
Fkσ = e−kσσ−
N
2v χ0∞σ. Then, for 0 < t < T ,
S1gtLq ≤ Fk ∗Gt∞ ≤ FkLs′ GtLs
≤ FkLs′ gLaLw
where s′ is the conjugate exponent of s. Now FkLs′  =
∫∞
0 e
−ks′σσ−
N
2v s
′
,
and so, since N2v s
′ < 1, Lebesgue’s theorem implies that limk→∞ FkLs′  =
0. Thus S1gtLq ≤ εkgLsLw with limk→∞ εk = 0. Applying (2.2)
for Ut 0 and UT 0 with w = q and reasoning as earlier, a similar
estimate holds for S2gtLq and this concludes the proof.
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Proposition 2.4. Given R > 0 0 < /1 < /2, there exists k0 =
k0/1 /2 R such that for all λm ∈ /1 /2 × Bs vR and k > k0
the operator L+ λk−m−1  LrLp → LrLp is compact and positive.
Proof. The equation L+ λk−mu = f can be written as
L+ λk+m−u = f + λm+u
and so as
u = (I − λL+ λk+m−−1m+−1L+ λk+m−−1f
Thus, Lemma 2.3 and the boundedness of m+  L∞Lq → LsLw and
i  LsLw → LrLp imply that, for k large enough, the inverse I − λL+
λk +m−−1m+−1  L∞Lq → L∞Lq is a well deﬁned and bounded
operator for all λm ∈ /1 /2 × Bs vR . Moreover, for such k we have
u =
∞∑
j=0
λj
(L+ λk+m−−1m+)jL+ λk+m−−1f (2.3)
and then the proposition follows from the continuity of i  L∞Lq →
LrLp and Lemma 2.2.
Remark 2.5. We recall that a point a in an ordered Banach space B is a
quasi-interior point if and only if the order interval 0 a is total (i.e., the
linear span of 0 a is dense in B). If S  B→ B is a positive and bounded
linear operator with spectral radius ρS, then we say that S is irreducible
if there exists λ > ρS such that Sλ− S−1x is a quasi-interior point in B
for all positive and nonzero x ∈ B.
If X is a measure space and 1 ≤ p < ∞, then the quasi-interior points
in LpX are the functions that are strictly positive almost everywhere. The
proof given in [19, p. 397], also works to show that for 1 ≤ r p < ∞, the
quasi-interior points in LrLp are the functions f satisfying f x t > 0
a.e. x t ∈  × . In fact, the coincidence of quasi-interior points with
functions that are strictly positive a.e., is a particular case of a general
phenomena in Banach function spaces with order-continuous norm.
Let S be a bounded operator on LrLp, and let E be a measurable
subset of  × 0 T . We say that E is S invariant if Sf = 0 a.e. on E
whenever f = 0 a.e. on E, and that such E is nontrivial if 0 < E < T .
Let us note that a positive bounded and linear operator S  LrLp →
LrLp is irreducible if and only if there are not nontrivial invariant subsets
of  × 0 T . Indeed, with the obvious changes, the proof is the same as
in the LpX case (see [19, Proposition 3, p. 409]).
Lemma 2.6. For λ > 0m ∈ LsLv, let k0 = k0 λ/2 2λ mLsLv be
as in Proposition 2.4 and let k > k0. Then L + λk −m−1  LrLp →
LrLp is an irreducible operator.
214 godoy and kaufmann
Proof. For a nonnegative c˜0 ∈ L∞T , let L˜ be deﬁned by
L˜u = ut − divA∇u + b∇u + c˜0u
We ﬁrst note that the operator L + λk +m−−1  LrLp → LrLp is
irreducible. Indeed, if E ⊂ × 0 T  is invariant for this operator, then it
is also invariant for L˜+ λk+ a−1 for all pairs c˜0 a of nonnegative L∞T
functions close enough (in the LsLv ×LsLv norm) to c0m−. In fact,
L˜+ λk+ a−1 = L+ λk+m−−1
× [I − c0 − c˜0 + λm− − aL+ λk+m−−1]−1
and a series expansion similar to (2.3) shows that E is L˜ + λk + a−1
invariant. But this is impossible, because, taking account the periodicity
and the local boundedness of weak solutions of L˜ + λk + au = f for
f ∈ LrLp (see [1, Theorem 2]), the weak Harnack inequality for parabolic
equations (as stated in [17, Theorem 1.3 and its extension Theorem 5.1])
implies that L˜+ λk+ a−1 is irreducible.
Now, since L + λk +m−−1 is irreducible, the series expansion (2.3)
gives the irreducibility of L+ λk−m−1.
Remark 2.7. Let λ > 0m ∈ LsLv. For k large enough, taking into
account Proposition 2.4 and Lemma 2.6 and since LrLp is a Banach lat-
tice, Theorem 3 in [16] implies that L+λk−m−1 has a positive spectral
radius ρmkλ. Also, by results in [19], ρmkλ is an algebraically simple
eigenvalue of L + λk − m−1 with an associated eigenfunction that is
strictly positive a.e. on ×. Moreover, this is the unique eigenvalue with
positive eigenfunctions associated. (For the spectral theory of compact irre-
ducible operators, including these results, see also [15] and [18].)
For λ > 0, let µmλ be deﬁned by ρmkλ = λk+ µmλ−1. It is easy
to see that µmλ does not depend on the choice of k. Since L−1 is also
irreducible (again by Harnack) we can set µm0 = ρ−10 where ρ0 is the
spectral radius of L−1. For λ < 0 we deﬁne µmλ = µ−m−λ. Note that,
in each case, µmλ can be characterized as the unique real number µ such
that Lu = λmu+ µu has a positive solution.
Since ρmkλ is an algebraically simple eigenvalue for L+ λk−m−1,
it follows as in [10, Remark 3.11] that µmλ is an algebraically simple
eigenvalue for L− λm.
3. THE MAIN RESULTS
Proposition 3.1. If m1m2 ∈ LsLv and m1 ≤ m2 then µm1λ ≥
µm2λ for all λ ∈ . If in addition m1 = m2, then the strict inequality holds
for all λ.
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Proof. For λ > 0, take k > 0 large enough such that L+ λk−mj−1,
j = 1 2, are positive, compact, and irreducible. Let Tj = L+ λk−mj−1
and let ρTj be its spectral radius. It is shown in the proof of Proposition 2.4
that T2 is a bounded operator from LrLp into L∞Lq; thus T1×
m2 − m1T2 is a well-deﬁned and bounded operator from LrLp into
itself. Since
T1 − T2 = T1m2 −m1T2
we have T1 ≥ T2, and so ρT1 ≥ ρT2. Then µm1λ ≥ µm2λ. Suppose in
addition that m1 = m2. We proceed by contradiction. If µm1λ = µm2λ,
we have ρT1 = ρT2. Let u2 ∈ LrLp be a positive eigenfunction for
T2. Since (by Harnack) u2x t > 0 a.e. x t ∈  × , we have that T1×
m2 −m1T2u is strictly positive a.e. on × , and so
ρT1u2x t = ρT2u2x t = T2u2x t < T1u2x t
a.e. x t ∈ ×. But this is impossible, since ρT1 is the spectral radius
of T1.
Lemma 3.2. Let m ∈ LsLv. Then µm is a continuous and concave func-
tion on  and µm0 > 0.
Proof. We choose, as in the proof of Theorem 2.1 in [5], a sequence
of regular domains n exhausting  and satisfying 1 ⊂ 2 ⊂ · · · ⊂ , a
sequence of T -periodic and L∞ weightsmn  n× such thatmn converges
to m in LsLv and a sequence of periodic operators
Lnu = ut − divAn∇u + bn∇u + cn0 u
on n ×  with regular coefﬁcients satisfying the following conditions:
1. The ellipticity constants have a lower positive bound independent
of n.
2. The sequences ani j  b
n
j and c
n
0 converge to ai j bj , and c0 in
L∞T L
∞L2v, and LsLv, respectively, with the respective norms uni-
formly bounded on n.
Let λ ≥ 0. Since the constant C in (2.2) depends only on the constants
listed there, inspection of the proof of Proposition 2.4 and of Lemma 2.6
shows that we can take k such that Ln + λk−mn−1 is a positive, com-
pact, and irreducible operator for n large enough. Let un be the positive
solution of the problem
Ln + λk−mn−1un = λk+ µmnλ−1un (3.1)
normalized by unLrLp = 1. Note that µmnλ∞n=1 remains bounded
as n tends to ∞. In fact, given ε > 0, from (3.1) and taking into
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account [6, Theorem 5.3], it follows that for all n large enough, the
spectral radius of Ln + λk −mn−1  LrLp → LrLp is greater than
λk + µmλ−1 − ε. We also have µmnλ > −λk, and thus µmnλ∞n=1
is a bounded sequence. So, enlarging k if necessary, we can assume that
λk + µmnλ∞n=1 is bounded from below by a positive constant. Letµmnl λ
∞
l=1 be a convergent subsequence of µmnλ∞n=1 and let µ be its
limit. Since λk+ µmnl λ
−1unl∞l=1 is a bounded sequence in LrLp, by
Theorem 5.1 in [6] we can assume, after passing to a further subsequence,
that unl converges in L
rLp to a nonzero and positive solution u of the
problem Lu = λmu+ µu. Then we must have µ = µmλ.
Thus each convergent subsequence of µmj λ has a subsubsequence con-
vergent to µmλ, and then the whole sequence converges to µmλ. Since
each µmnλ is a concave function in λ, (see [10, Lemma 3.10]), we have
that µm is concave on 0∞, and since µmλ = µ−m−λ, the same is true
on the whole real line. Since µm is concave (and ﬁnite), it is also continu-
ous. Finally, since m = 1 is a bounded and continuous weight, Lemma 2.4
in [5] says that µm0 > 0.
Remark 3.3. Let us recall the following result due to Crandall and
Rabinowitz ([4, Lemma 1.3]) about perturbation of simple eigenvalues. If
T0 is a bounded operator on Y and r0 is an algebraically simple eigenvalue
for T , then there exists δ > 0 such that T − T0 < δ implies that there
exists an unique rT  ∈  satisfying rT  − r0 < δ for which rT I − T
is singular. Moreover, the map T → rT  is analytic and rT  is an alge-
braically simple eigenvalue for T . Finally, an eigenvector vT  associated
with rT  can be chosen such that the map T → vT  also is analytic. Tak-
ing T0 = L+ 1+ λ0k−m−1 with λ0 ≥ 0 and k large enough, since µm
is continuous, the foregoing perturbation lemma implies that µm is analytic
on −ε∞ for some ε > 0 and then, since µmλ = −µm−λ, it is also
analytic on the whole line.
Let 0 be a bounded domain in N and let >   → N be a C2 and
T -periodic curve. We set
B>0 =
{x t  x ∈ >t +0 t ∈ 0 T }
For m ∈ LsLv and t ∈ , we also set m˜t = ess supx∈ mx t. Finally,
for  ⊂ N and ε > 0, let ε = y ∈   dy ∂ > ε. We have
Lemma 3.4. Let m ∈ LsLv and let Pm be deﬁned by (1.2). Sup-
pose that m is bounded from above and that Pm > 0. Then there exists
a T -periodic and C2 curve >   → N and a bounded domain 0 with
smooth boundary such that >t +0 ⊂  for all t and
∫
B>0
m > 0.
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Proof. Let δ > 0 such that δ =  and let a b ∈  with a < b.
Let c ∈  such that ∫ T0 m˜tdt > c > 0 and let π be the usual projection
π  n ×→  given by πx t = t. Our ﬁrst step is the construction of a
ﬁnite family Qnkn=1 of pairwise disjoint congruent open cubes with edges
of length l and parallel to the coordinate axis satisfying the conditions l ≤
δ/2N + 1Qn ⊂ δ/2 × a b for 1 ≤ n ≤ k with projections πQnkn=1
pairwise disjoint such that
∑k
n=1 πQn = b − a and with Qnkn=1 also
satisfying that
∫
∪kn=1Qn m > cl
n. To construct this family Qnkn=1 we pro-
ceed as in the proof of Lemma 3.6 in [9]. Take there, at the beginning of
the proof, m˜j = minj m˜ and ﬁx j k large enough such that
∫ b
a m˜jtdt >
c k ≥ /2, and k ≥ 1/δ. For 0 < θ < δ < η, let Eη θ be the set
of the points x t ∈ 1/k × a b such that mx t ≥ m˜t − η + θ; let
Edη θ be the set of the points in 1/k that are Lebesgue points for the
function mx t − m˜kt − η; and, for ρ > 0, let Eρ be the set of the
points x t ∈ Edη θ such that Q−1 ∫Qm − m˜k − η ≥ θ/2 for all
open cubes with edges parallel to the coordinate axis with diameter less
than 1/ρ containing x t. With this notation, the proof is as in Lemma 3.6
in [9], with the Lr norms replaced now by the LsLv norm and the obvi-
ous consequent changes in the use of Ho¨lder’s inequality. Constructed as
Qnkn=1, the lemma follows from similar considerations as in Remarks 4.2
and 4.3 and Lemma 4.4 in [10].
The following lemma is a slight variation of Propositions 3.3 in [7] and
3.1 in [12].
Lemma 3.5. Let 0 be an open set in N and let > ∈ C2N such
that > is T -periodic and B>0 ⊂  × . Suppose that m ∈ LsLv and∫
B>0
m > 0. Then limλ→∞ µmλ = −∞.
Proof. Let B   ×  → N+1 be deﬁned by Bx t = x − >t t,
and let DT = B × 0 T . For f   × → , we write f˜ for f ◦B−1.
Since u is a weak solution of
ut − divA∇u + b∇u + c0u = λmu+ µmλu in × 
using the variable substitution y t = Bx t, we get that for ϕ ∈ H1T 0,∫
DT
[−u˜ϕ˜t + A˜∇u˜∇ϕ˜ + b˜− >′t∇u˜ϕ˜+ c˜0u˜ϕ˜]
=
∫
DT
λm˜+ µmλu˜ϕ˜ (3.2)
where A˜ is the matrix with entries a˜i j and b˜ = b˜1     b˜N.
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Let ε > 0. It is easy to see that there exists G ∈ C∞N with suppG ⊂
0 ε2 satisfying 0 ≤ G ≤ 1G ≡ 1 in 0 ε, and
1
2
∫
0×0 T 
m˜ ≤
∫
0×0 T 
m˜G2 (3.3)
Note that by the Harnack inequality, u˜x t is bounded from below by
a positive constant for x ∈ suppG t ∈ 0 T . Thus we can take ϕ˜ =
G2/u˜ in (3.2). Since G is independent of t and u˜ is T -periodic, we have∫
0T
u˜G2/u˜t = 0. Let v˜ = − log u˜. Now a computation gives that∫
0×0 T 
[
− G∇v˜2
A˜
− 2
〈
A˜G∇v˜∇G+ 1
2
A˜−1b˜− >′t
〉
+ c˜0G2
]
=
∫
0×0 T 
λm˜+ µmλG2
where wA = Aww1/2 for w ∈ N . Thus
µmλ ≤
∫
0×0 T ∇G+
1
2 A˜
−1b˜− >′t2
A˜
+ c˜0G2 − λm˜G2∫
0×0 T G
2 
and, recalling (3.3), the lemma follows.
Theorem 3.6. Let  be a bounded domain in NN ≥ 2. Let
m ∈ LsLv with N2 < v ≤ ∞ 2v2v − N−1 < s ≤ ∞, and s ≥ 2, and
let Pm be deﬁned by (1.2). Then Pm > 0 is a necessary and sufﬁ-
cient condition for the existence of a principal positive eigenvalue for (1.1).
Moreover, this eigenvalue is unique and algebraically simple.
Proof. Taking into account Proposition 3.1 the necessity of condition
Pm > 0 follows as in the regular case (see [11, Theorem 16.1]). Suppose
now Pm > 0. For j ∈ , let mj = minjm. Then mj is a nondecreas-
ing sequence that converges to m in LsLv. Thus m˜j converges to m˜ in
L10 T , and so Pmj converges to Pm. Then we can ﬁx j large enough
such that Pmj > 0, and thus by Lemma 3.4, we have
∫
B>0
mj > 0 for
some B>0 as there. Now, by Lemma 3.5, there exists a positive princi-
pal eigenvalue λ1mj for the weight mj . Since mj ≤ m, Proposition 3.1
implies µmλ1mj ≤ 0, and so, since µm is continuous and µm0 > 0, we
obtain the existence of the principal eigenvalue. The uniqueness is a con-
sequence of the concavity of µm and the algebraic simplicity follows from
Remark 2.7.
Observe that for m ∈ LsLv, the situation Pm = ∞ is possible, in
contrast to the case where m is essentially bounded.
principal eigenvalues for parabolic problems 219
Remark 3.7. As an immediate consequence of Proposition 3.1, we have
that if m1m2 ∈ LsLv with m1 ≤ m2 and Pm1 > 0, then λ1m1 ≥
λ1m2. If in addition, m1 = m2 in a subset with positive measure, then
λ1m1 > λ1m2.
Remark 3.8. Let Nm = ∫ T0 ess infx∈ mx tdt. Since µmλ =
µ−m−λNm < 0 is a necessary and sufﬁcient condition for the exis-
tence of a (unique and algebraically simple) negative principal eigenvalue
λ−1m for (1.1).
The analytic dependence of the principal eigenvalue with respect to the
weight m and the maximum principle still hold for m ∈ LsLv. Indeed,
we have
Theorem 3.9. m→ λ1m is a real analytic mapping.
Proof. Let λ0m0 ∈  × LsLv and suppose Pm0 > 0. Proceeding
as in the proof of Proposition 2.4, it is easy to see that for large enough
α k ∈  the operator L + α + λk − m−1  LrLp → L∞Lq is a
well-deﬁned, bounded, positive, and irreducible operator for λm in
some neighborhood of λ0m0. Let T = L + α + λk − m−1 and let
T0 = L + α + λ0k −m0−1. A computation gives that T = T0 + TδT0,
where δ is deﬁned as the operator multiplication by the function
λ0 − λk + λm − λ0m0. Then T = T0
∑n
j=1δT0j + T δT0n+1 for all
n ∈ . Now T0 is bounded from LrLp into L∞Lq, and so for λm
close enough to λ0m0, we have δL∞Lq LrLp ≤ cδL∞Lq LsLw ≤
1/2T0LrLp L∞Lq. It follows that T0
∑n
j=1δT0j converges to T0 in
the operator norm topology. Thus λm → Tλm is an analytic map.
Since µm0 > 0 and µm is concave, we also have µ′mλ1m < 0. So the
theorem follows from the Crandall–Rabinowitz lemma and the implicit
function theorem (as stated in, e.g., [8, Chapter 4, Theorem 3.12]).
Theorem 3.10. Assume λ1m > 0 exists and that h is a nonnegative and
nonzero function in LrLp. Then if 0 < λ < λ1m, there exists a unique
weak solution u for the periodic Dirichlet problem Lu = λmu+ h. Moreover,
ux t > 0 a.e. x t ∈ × .
Proof. Let m ∈ LsLv with Pm > 0. Take k as in Lemma 2.6; thus
Lu = λmu+ h is equivalent to(
1
λk
I − T
)
u = 1
λk
Th
where T = L+ λk−m−1. Now λ < λ1m implies that 1λk > ρT , and
so u = 1
λk
 1
λk
I − T −1Th. Taking into account that T is irreducible, the
theorem follows.
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