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Abstract
We introduce a novel technique for drawing proximity graphs in polynomial area and volume. Previously known
algorithms produce representations whose size increases exponentially with the size of the graph. This holds even
when we restrict ourselves to binary trees. Our method is quite general and yields the first algorithms to construct
(a) polynomial area weak Gabriel drawings of ternary trees, (b) polynomial area weak β-proximity drawing of
binary trees for any 0  β < ∞, and (c) polynomial volume weak Gabriel drawings of unbounded degree trees.
Notice that, in general, the above graphs do not admit a strong proximity drawing. Finally, we give evidence of the
effectiveness of our technique by showing that a class of graph requiring exponential area even for weak Gabriel
drawings, admits a linear-volume strong β-proximity drawing and a relative neighborhood drawing. All described
algorithms run in linear time.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
A proximity graph is a geometric graph where a given set of points represents the vertices and two
vertices are adjacent if and only if they are neighbors according to some definition of neighborhood. For
example, the Gabriel graph of a set of points [23,33] is obtained by connecting every two points u and v
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* Corresponding author.
E-mail addresses: penna@inf.ethz.ch (P. Penna), vocca@mat.uniroma2.it (P. Vocca).
1 Work done while at the university of Rome “Tor Vergata”, Math. Department.
0925-7721/$ – see front matter  2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.comgeo.2004.03.015
92 P. Penna, P. Vocca / Computational Geometry 29 (2004) 91–116(a) (b)
Fig. 1. The proximity graph of a point set changes when different proximity regions are considered: (a) a strong Gabriel graph;
(b) a drawing which is both a strong 2-proximity drawing and a relative neighborhood graph.
Fig. 2. β-proximity regions for β = 1/2,1,2,3,∞.
such that the closed disk having u and v as antipodal points does not contain any other point (see the
example in Fig. 1(a)). Notice that, to a given set of points corresponds a unique graph whose vertices are
the points on the plane and edges are determined by the positions of the vertices.
A natural extension of Gabriel graphs consists of defining a suitable proximity region of the vertices
which determines the set of edges as follows: Two vertices are adjacent if and only if the corresponding
proximity region is empty, i.e., it does not contain any other vertex of the graph.
In particular, in β-proximity graphs the proximity region (β-region) is a suitable lune depending on
the parameter β, as shown in Fig. 2 (see Section 1.3 for a formal definition). In Fig. 1(b) we show the
β-proximity graph for β = 2 and for the same set of points in Fig. 1(a). Clearly, for different values
of β, the same set of points may yield different graphs. Variants in which open or closed lunes can
be also considered. For instance, relative neighborhood graphs (RNG) are proximity graphs where the
proximity region is the open lune of parameter β = 2.
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This and other kind of proximity graphs have been deeply investigated due to the many applications
in computational morphology, geographic information systems, pattern recognition and classification,
computational geometry, and computer vision (see e.g. [23,27,33,38,41,42]).Because of such applications, one of the most fundamental problem is that of characterizing the class
of proximity graphs for a given definition of proximity. From the algorithmic point of view, the above
question corresponds to decide whether a given graph can be realized as a proximity graph (e.g., is
there a set of points S such that the Gabriel graph GG(S) is isomorphic to the given graph?). Clearly, it
would be extremely helpful for the applications to visualize the proximity graph, if any. This requires the
computation of a proximity drawing, that is, a geometric representation of the input graph as a proximity
graph. (See Section 1.3 for a formal definition of β-drawing.)
In general, constructing a “nice” drawing of a given graph is a per se very interesting problem since the
drawing has to be displayed on a physical device with finite resolution. This imposes a finite resolution
on the drawing as well (e.g., any two vertices must be at distance at least one) and also imposes the size
of the drawing (e.g., the area of the smallest rectangle containing it) to be polynomially bounded in the
size of the input graphs.
Therefore, the construction of a proximity drawing can be considered a very challenging problem
since the drawing has to simultaneously satisfy the proximity constraints and some of the “classical”
constraints of graph drawing (see the book [15] for an overview). In particular, the ability to construct
area/volume-efficient drawings is essential in practical visualization applications, where saving screen
space is of utmost importance. This property is meaningful only if the adopted drawing conventions
prevent drawings from being arbitrarily scaled down. This is usually accomplished by assuming a vertex
resolution rule, i.e., any two vertices must have distance at least one. For example, grid drawings satisfy
the vertex resolution rule in that they impose vertices to have integer coordinates.
1.1. Previous related work
Unfortunately, it is quite difficult to characterize proximity graphs. For instance, no characterization of
Gabriel graphs is known so far. Therefore, the research has been focused on the problem of constructing
proximity drawings of certain classes of graphs. In [31] the drawability of outerplanar graphs as RNGs
has been proved, while in [28] this result has been extended to β-proximity drawings.
Another well studied class of graphs for proximity drawability is that of trees. Although every tree is
a subgraph of a maximal outerplanar graph, the positive results in [28,31] do not apply to trees as the
characterizations of those trees that admit proximity drawings given in [3,4] show.
Motivated by the fact that several interesting classes of graphs do not admit a proximity drawing,
the notion of weak proximity have been first introduced in [17]. Informally, a weak proximity drawing
is a straight-line drawing such that, for any edge (u, v), the proximity region of u and v is empty. This
definition relaxes the requirement of classical β-drawings, allowing the β-region of non-adjacent vertices
to be empty. Classical, not weak, proximity drawings are generally referred to as strong proximity
drawings. Interestingly, this simple modification allows for much more flexibility and efficacy. For
instance, a tree that has a vertex of degree greater than five has no (strong) β-drawing for any β, while it
admits a weak β-proximity drawing [17].
Another way of extending the class of drawable graphs is to consider 3-dimensional proximity
drawings. In the 3-dimensional space the definition of β-proximity is the natural extension in which
proximity regions are defined as intersections of spheres (e.g., the Gabriel proximity region is a Gabriel
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sphere instead of disk). Three-dimensional β-proximity drawings have been investigated in [29] where
characterizations of drawable trees have been presented.
Other results on algorithms to construct proximity drawings of graphs and some related issues can be
found in [22,35] and [21] (see also [16] for a good survey on proximity drawability).
More generally, algorithms for graph drawing have been extensively studied for a number of aesthetic
criteria (e.g., planar drawings) and optimization functions (e.g., the area of the drawing) depending on
the applications at hand (see [14,15] for an overview). For instance, rooted trees can be represented
using upward straight-line planar drawings so to emphasize their hierarchical structure: (a) vertices are
represented as points and no vertex can be placed above its parent; (b) each edge is represented as a
straight-line segment connecting its endpoints; and (c) no two edges cross.
Optimal-area algorithms for drawing trees according to the above criteria have been investigated in
several works [8,11–13,19,34]. Variants in which edges are represented as polylines (i.e., chains of
segments connecting the endpoints) [8,24], vertices must be represented as boxes of given sizes [20,
37], or the aspect ratio (see Section 1.3 for a formal definition) has to be optimized [8], have been
also considered. Other classes of graphs for upward drawing have been studied in [18,25,40], Finally,
motivated by the availability of low-cost workstations and applications requiring three-dimensional
representations of graphs [5,26,32,36,39], the construction of three-dimensional drawings of polynomial
volume has been investigated in [1,2,6,7,9,10].
It is worth observing that many of the above cited works present algorithms yielding area/volume-
efficient grid drawings. For instance, binary trees and bounded degree search trees2 admit (n logn)-
and (n)-area algorithms for upward drawing, respectively [11,12,40]. Also, if we relax the upward
requirement or we allow polylines to represent edges, than any binary tree admits a linear-area drawing
[24,43]. Similar positive results have been also achieved for three-dimensional drawings (see e.g. [7]).
On the contrary, all known algorithms that compute both strong and weak proximity drawings produce
representations whose area/volume increases exponentially with the number of vertices [3,4,16,17,21,
22,29–31,33]. This holds even when we restrict ourselves to binary trees and to any vertex resolution
rule (instead of the more restrictive grid drawings). Indeed, the problem of constructing proximity
drawings of graphs that have small size is considered a very challenging one by several authors [4,21].
Additionally, in [30] an exponential lower bound on the area of Gabriel drawings (both weak and strong)
has been presented. Hence, the research in this field focused on characterizing classes of graphs that
admit polynomial-size drawings.
1.2. Our contribution
In this paper, we introduce a general framework for drawing proximity graphs in polynomial
area/volume, which starting from a suitable drawing ∆ (not a proximity drawing), transforms ∆ into
a weak proximity drawing ∆′. The drawing ∆ can be either 2- and 3-dimensional, and the area/volume
of the final drawing ∆′ is polynomially related to the area/volume of ∆. Up to our knowledge, this is the
first algorithmic technique for polynomial-size proximity drawing.
The technique is general enough to be applied to a wide class of weak Gabriel drawable graphs. In
particular, we first apply it to 2-dimensional and then to 3-dimensional drawings of trees with n vertices
2 The definition of search tree used in [12] includes k-balanced, red-black and BB[α]-trees.
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and, finally, to the class of planar triangular graphs Gn used in [30] to prove the exponential lower bound
on the area of any strong (weak) proximity drawing (see Section 4 for a formal definition of Gn). As a
result we obtain the first algorithms to construct polynomial-size β-proximity drawings for non trivial
classes of graphs. In the sequel we list our results:
• A linear-time n2/2-area algorithm for (upward) weak Gabriel drawing of ternary (rooted) trees using
integer coordinates and constant aspect ratio;
• A linear-time O(n2)-area algorithm for (upward) weak β-drawing of binary (rooted) trees, for
0 β < ∞, using integer coordinates and constant aspect ratio;
• A linear-time polynomial-volume algorithm for (strictly-upward) 3-dimensional weak Gabriel
drawing of unbounded degree (rooted) trees, where the coordinates of vertices can be represented
with O(logn)-bits;
• A linear-time and linear-volume strong β-drawing, for 1 β < 2, and relative neighborhood drawing
(RND) of the class of graphs Gn, where the coordinates of vertices can be represented with O(logn)-
bits.
Notice that, in the two dimensional case we use integer coordinates to represent vertices (i.e.,
grid drawing), while the three-dimensional drawings use coordinates which can be represented using
(logn) bits. Indeed, the vertex resolution rule implies a lower bound of (logn) bits since we need to
represent a set of n distinct-points. So, O(logn) bit-requirement is an important feature for an efficient
representation.
In Table 1 we compare our results with the previously known results for the same class of graphs we
consider in this work. Besides the fact that all previously known algorithms yield exponential area/volume
drawings, our algorithms produce weak proximity β-drawings for classes of graphs that do not admit
strong β-proximity drawings, at least for some β, Moreover, for the only case in which the graphs admit
Table 1
Our results versus previously known results on the existence of weak/strong β-proximity drawings (whenever
not specified, previous results refer to two-dimensional drawings and/or to the same value of β as in our results)
Class Our results Previous results
Size β Weak/strong Drawability
Ternary trees n2/2-area 0 β  1 Weak Not strong [16]
Binary trees O(n2)-area 0 β < ∞ Weak Not strong for
0 β 
√
3
2 [3],
strong for√
3
2 < β ∞ [3]
Unbounded O(n4)-volume 0 β  1 Weak Not strong [29]
degree trees (even in 3D)
Gn O(n)-volume 1 β < 2, Strong Strong for
RND β  11−cos 2π/5 [33]
(3n)-area [30]
(also for weak)
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strong proximity drawings (i.e., the graphs Gn introduced in [33]) our method also yields polynomial-size
strong proximity drawings.
Finally, the importance of our result on the class Gn is twofold. First, it shows that our method is
general enough to be applied to classes of graphs other than trees. Second, the class Gn exhibit an
exponential gap between the area and volume requirement. By one hand, in [30] an exponential lower
bound on the area, even when restricted to weak proximity drawings, has been proved. By the other hand,
our technique yields a linear-volume strong proximity drawings. This results shows how the use of the
third dimension can substantially help in improving the efficiency of the proximity drawings.
Paper organization. In Section 1.3, we recall basic definitions and introduce the notation adopted. In
Section 2 we describe the drawing framework and state its main properties. In Section 3 and in Section 4
we apply our technique to 2-dimensional and 3-dimensional drawings, respectively. Finally, in Section 5,
future research directions are outlined.
1.3. Preliminaries and notation
Given a pair of points in the plane u and v, let d(u, v) denote the Euclidean distance. The proximity
region of u and v, also referred to as β-region of influence of u and v, denoted by R[u, v,β], is defined
as follows (see also Fig. 2):
(1) For 0 < β < 1, R[u, v,β] is the intersection of the two closed disks of radius d(u, v)/(2β) passing
through both u and v.
(2) For 1  β < ∞, R[u, v,β] is the intersection of the two closed disks of radius βd(u, v)/2 and
centered at the points (1 − β/2)u + (β/2)v and (β/2)u+ (1 − β/2)v.
(3) For β = 0, R[u, v,0] is the segment having u and v as endpoints.
(4) R[u, v,∞] is the closed infinite strip perpendicular to the line segment uv.
A weak β-drawing of a graph G is a planar straight-line drawing of G such that, for any two adjacent
vertices u and v, the proximity region R[u, v,β] does not contain any other vertex of the drawing.3 If the
proximity region of any two non-adjacent vertices contains at least another vertex then the drawing of G
is a strong β-drawing or simply β-drawing (see the example in Fig. 1(b)).
A (weak) Gabriel drawing is a (weak) β-drawing for β = 1. In this case, the proximity region of any
two points u and v is denoted as R[u, v] and it corresponds to the closed disk of radius is d(u, v) and
centered at the middle point between u and v.
Similarly, we define β-proximity regions of 3-dimensional drawings as the intersection of closed
spheres.
A graph G with n vertices is (weak) β-drawable if it admits a (weak) β-drawing (either 2-dimensional
or 3-dimensional).
In the 2-dimensional space, a layer li is a horizontal line containing the points having y-coordinates
equal to Yi , where Yi is a positive integer. Similarly, in the 3-dimensional space, a layer li is the plane
containing the points having the z-coordinate equal to a positive integer Zi . In the following we assume
that Yi+1  Yi and Zi+1  Zi , for any i  1.
3 To simplify the notation, we denote a vertex and a point representing it with the same symbol.
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A layered drawing in a straight-line drawing such that each vertex is placed on a layer. Notice that,
in this definition vertices on a same layer can be adjacent, and we allow layers not to be equally spaced.
The number of layers of a layered drawing ∆ is denoted as h∆.Given a vertex u we denote by Lu the layer on which the vertex is drawn and, for any vertex v, vu
denotes the projection of v on layer Lu. Moreover, we define
Ru[u, v] = R[u, vu], du(u, v) = d(u, vu),
and for any layer L containing at least one vertex
d(L)
= argmax{du(u, v) | u ∈ L∧ v adjacent to u}.
To simplify the notation use di as a shorthand for d(li). We also use d∆i to denote d(li) restricted to
vertices that are adjacent in a subdrawing ∆, only.
As previously stated, in order to prevent drawings from being arbitrarily scaled down, we assume
the vertex resolution rule, i.e., for any two distinct vertices u and v it must hold d(u, v)  1. The bit-
requirement is the number of bits needed to represent the coordinates of the vertices.
The height, the width and the area of a 2-dimensional drawing are the height, the width and the area of
the smallest isothetic rectangle bounding the drawing, respectively. Analogously, the height, the width,
the depth and the volume of a 3-dimensional drawing are defined as the height, the width, the depth and
the volume, respectively, of the smallest isothetic parallelepiped bounding the drawing. The aspect ratio
is defined as the ratio between the length of the longest side and the length of the shortest side of the
smallest rectangle (parallelepiped, in the 3-dimensional case) containing the drawing.
Let u, v and z be any three points. We denote by (uvz) the triangle whose vertices are u, v and z;
 uzv denotes the angle determined by the two segment lines uz and vz and whose value is in [0, π ].
2. The technique
In this section we introduce a framework for weak β-proximity drawing in polynomial area/volume,
for any 0  β  1. Since every weak Gabriel drawing is also a weak β-drawing, for β  1, we will
present the technique for Gabriel drawings (i.e., β = 1).
In particular, our method consists of two main steps: (a) construct a suitable (not Gabriel) drawing ∆;
(b) transform ∆ into a weak Gabriel drawing ∆′. The initial drawing ∆, titled quasi-Gabriel drawing, can
be both 2- and 3-dimensional and the size (area/volume) of ∆′ is polynomially bounded in the size of ∆.
Hence, if a graph admits a quasi-Gabriel drawing of polynomial size, then the resulting weak Gabriel
drawing is of polynomial size as well.
In the following, we first formally define a quasi-Gabriel drawing ∆ and then we describe the
transformation of ∆ into a weak Gabriel drawing ∆′.
Definition 2.1. A drawing ∆ is a quasi-Gabriel drawing if the following constraints hold:
(1) Layered. Vertices lie on layers;
(2) No Transitive Edges. Vertices on non-consecutive layers are not adjacent;
(3) Locally Gabriel. For any edge (u, v), Ru[u, v] ∩Lu contains no vertices other than u and v.
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Fig. 4. Layered drawings with transitive edges cannot be “stretched” without introducing new vertices in a proximity region
that was originally empty.
Fig. 3 shows an example of a quasi-Gabriel drawing: notice that the vertex z is contained in R[u, v],
thus, not satisfying the definition of weak Gabriel drawing. However, the drawing can be easily adjusted
by increasing the distance between Lz and Lu so that Lz does not intersect R[u, v] anymore. In general,
increasing the distance between layers makes some proximity region bigger and may introduce a new
vertex in a region that was originally empty: Fig. 4 shows an example of a layered drawing which does
not satisfy the “No Transitive Edges” property of Definition 2.1. In the sequel we will show that this
problem cannot occur in a quasi-Gabriel drawing.
Informally speaking, our technique is based on the following ideas:
(1) In the starting quasi-Gabriel drawing, if R[u, v] contains another vertex z, then z cannot lie on Lu
nor on Lv .
(2) After spacing out consecutive layers by a suitable amount, every proximity region R[u, v] intersects
Lu and Lv only. Therefore, in the new drawing z /∈ R[u, v].
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(3) Although increasing the distance between two consecutive layers Lu and Lv makes the proximity
region R[u, v] bigger, the intersection of R[u, v] with Lu and Lv does not change. This implies that
we never introduce new vertices while enlarging R[u, v].
The following lemma easily implies that, for any two adjacent vertices u and v in a quasi-Gabriel
drawing, no other vertex z ∈ Lu ∪ Lv is contained in R[u, v].
Lemma 2.2. For any two vertices u and v it holds that
R[u, v] ∩ Lu = Ru[u, v] ∩Lu.
Proof. In the 2-dimensional case we simply observe that both R[u, v] ∩Lu and Ru[u, v] ∩Lu coincides
with the segment having u and v as endpoints.
As for the 3-dimensional case, we first observe that Ru[u, v] ∩ Lu is the closed disk on Lu of
endpoints u and vu (see Fig. 5). Indeed, Ru[u, v] is a sphere whose center cu lie on Lu and whose
diameter equals d(u, vu). In order to prove the lemma, we will show that, for any point p ∈ Lu, it holds
that
d(c,p) d(u, v)/2 ⇔ p ∈ Ru[u, v] ∩ Lu, (1)
where c is the center of R[u, v]. Towards this aim, we consider the two triangles (u, c, cu) and
(p, c, cu). As they have a common segment ccu and  ccuv =  ccup = π/2, it holds that
d(c,p) d(c, u) ⇔ d(p, cu) d(u, cu).
Since d(c, u) = d(u, v)/2 and d(u, cu) = d(u, vu)/2, the above condition is equivalent to Eq. (1). This
completes the proof. 
The next lemma specifies how much the distance between layers should be increased.
Lemma 2.3. Let u and v be any two adjacent vertices of a layered drawing and let L be a layer whose
distance from both Lu and Lv is bigger than max{d(Lu), d(Lv)}/2. Then, it holds that R[u, v] ∩ L = ∅.
Proof. Without loss of generality, let us suppose that layer L is closer to Lu than to Lv and let c be the
center of the region of influence R[u, v] (see Fig. 6). Also let cu and cL be the projection of c on layer Lu
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and L, respectively. Since d(cu, cL) = δ > d(Lu)/2 du(u, v)/2 = d(cu, v), then the distance between c
and L is equal to
d(c, cL) = d(c, cu) + d(cu, cL) d(c, cu) + d(cu, v) > d(c, v).
Hence the lemma follows. 
We are now in a position to prove the main result of this section. The following theorem evaluates the
dimensions of a weak Gabriel drawing ∆′ derived from a quasi-Gabriel drawing ∆.
Theorem 2.4 (Drawing stretching). Let ∆ be a quasi-Gabriel (grid) drawing. A weak Gabriel (grid)
drawing ∆′ exists such that:
• width(∆′) = width(∆);
• depth(∆′) = depth(∆);
• height(∆′) < 2∑h∆i=1di/2 + 1.
Moreover, if di  di−1, for 2 i  h∆, then height(∆′) <
∑h∆
i=1di/2 + 1.
Proof. We construct ∆′ by increasing the distance between consecutive layers of ∆. In particular, let us
denote by δi the distance between layer li and layer li−1 in ∆′, for 2 i  h∆. We set
δi = max
{di−1/2 + 1, di/2 + 1}.
Thus
height(∆′)
h∆∑
i=2
δi < 2
h∆∑
i=1
di/2 + 1.
Moreover, if di  di−1 for 2 i  h∆, then
height(∆′) =
h∆∑
i=2
di/2 + 1.
In order to prove that ∆′ is a weak Gabriel drawing we show that the region of influence R[u, v] of any
two adjacent vertices does not contain any other vertex z. We distinguish the following two cases:
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• z ∈ Lu∪Lv. Without loss of generality, we can assume z ∈ Lu. We first observe that ∆′ is also a quasi-
Gabriel drawing since the “Locally Gabriel” property is preserved: Ru[u, v] does not change when
increasing the distance between layers since the projection of v on Lu does not change. Therefore,
the fact that ∆ was a quasi-Gabriel drawing implies z /∈ Ru[u, v]. Finally, Lemma 2.2 implies that
z /∈ R[u, v].
• z /∈ Lu ∪ Lv . Let δ be the distance between Lz and the nearest between Lu and Lv . By construction,
it holds that
δ  d(Lu)/2 and δ  d(Lv)/2.
Thus by applying Lemma 2.3 we have that z /∈ R[u, v].
Finally, if ∆ is a grid drawing, then ∆′ is a grid drawing as well. 
Let us observe that if ∆ is a polynomial area/volume quasi-Gabriel drawing then the area/volume of ∆′
is polynomial as well. Indeed, width(∆′) = width(∆), depth(∆′) = depth(∆), and height(∆′) is at most
n-times (the maximum number of layers) the maximum between the width(∆) and depth(∆). Hence, the
above theorem implies that classes of graphs that admit polynomial area/volume quasi-Gabriel drawings,
also admit polynomial area/volume weak Gabriel drawings.
3. Proximity drawings in the plane
This section is devoted to the construction of upward proximity drawings in the plane for rooted trees.
In particular, we will first prove that ternary trees admit n2/2-area weak Gabriel grid drawings. Then,
we will consider β-proximity grid drawings of binary trees, for 0 β < ∞. Notice that ternary trees do
not admit strong Gabriel drawings, and binary trees are not strong β-drawable for 0  β 
√
3/2 (see
Table 1).
3.1. Ternary trees
We apply the method described in Section 2 by showing how to construct a quasi-Gabriel drawing ∆
of polynomial area.
For any ternary tree T two different drawings ∆l and ∆r are constructed. Let T1, T2 and T3 be the
ternary trees rooted at the children of the root of T such that T1 and T3 are the smallest and the largest one,
respectively (ties are solved arbitrarily). We denote with ∆l and ∆r the two drawings of T recursively
obtained by combining the drawings of T1, T2 and T3, as shown in Fig. 7. The compositions of the three
subdrawings used to obtain ∆l and ∆r are denoted as ∆r1  ∆l2  ∆l3 and ∆r3  ∆r2  ∆l1, respectively.
In particular, ∆l is obtained by translating both ∆r1 and ∆l2 by one unit to the bottom with respect to ∆l3.
Moreover, the bounding box of ∆r1,∆l2 and ∆l3 are pairwise at horizontal unit distance. Finally, the root
of T is drawn on the same layer of the root of T3 in ∆l3 and its x-coordinate is an integer value strictly
in between the x-coordinates of the roots of T1 in ∆r1 and of T2 in ∆l2. Notice that this implies that
 r1r2 <π/2 and  r2r1 < π/2, that is r2 /∈ R[r, r1] and r1 /∈ R[r, r2]. We similarly define ∆r3  ∆r2 ∆l1.
Algorithm ternary-trees in Fig. 8 constructs the quasi-Gabriel drawings ∆l and ∆r satisfying
the following invariants:
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algorithm ternary-trees(T )
h ← height of T
r ← root of T
if h = 1 then
draw r at (1,1)
∆l,∆r ← drawing of r
else begin
(∆l1,∆
r
1) = ternary-trees(T1)
(∆l2,∆
r
2) = ternary-trees(T2)
(∆l3,∆
r
3) = ternary-trees(T3)
∆l = ∆r1  ∆l2 ∆l3
∆r = ∆r3  ∆r2  ∆l1
end
return (∆l,∆r)
end
Fig. 8. Algorithm ternary-trees.
(1) Edges from a vertex to its children are represented with one horizontal, one downward leftward and
one downward rightward line.
(2) The root is the leftmost vertex in ∆l (rightmost in ∆r , respectively) on the top layer.
Theorem 3.1. ∆l and ∆r are quasi-Gabriel grid drawings.
Proof. Let us consider the drawing ∆l (the proof for ∆r is similar and therefore omitted). It is easy to
see that ∆l is a layered drawing with no transitive edges. Thus, we have to prove that for any edge (u, v),
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Ru(u, v) ∩ Lu does not contain any vertex other than u and v. The proof is by induction on the number
of vertices n of the tree.
Base step (n = 1). Trivial.
Inductive step. We distinguish the following two subcases.
• v = r . In this case u = ri , for some 1  i  3. Suppose u = r1 (the other two cases are similar).
Notice that (r, r1) is represented as a downward leftward segment. Consider that, by construction:
(1) r1 is the rightmost vertex of ∆r1 and on layer Lr1 ;
(2) r2 is the leftmost vertex of ∆l2 on layer Lr1 = Lr2 ;
(3) r is drawn strictly in between the x-coordinates of r1 and of r2.
Hence, Rr1[r, r1] ∩ Lr1 does not contain any vertex of ∆r1 and ∆l2. By construction, it also contains
no vertex of ∆l3.• u = r . In this case v = ri , for some i ∈ {1,2,3}. It easy to verify that Rr [r, ri] is empty for i = 1,2,3.
• u, v = r . Without loss of generality, we assume that u, v are vertices of ∆r1. By inductive hypothesis,
no other vertex of ∆r1 belongs to Ru[u, v] ∩Lu. It is also easy to see that Ru[u, v] is contained in the
bounding box of ∆r1, thus implying that Ru[u, v]∩Lu does not contain any vertex other than u and v.
Finally, by construction, every vertex is represented as a point with integer coordinates. 
Lemma 3.2. Let ∆ be either ∆l or ∆r . For any 1 i  h∆, di  n/2h
∆−i+1
.
Proof. Without loss of generality, we assume ∆ = ∆l . The proof proceeds by induction on n. Let us
denote with n1, n2 and n3 the number of nodes of the three immediate subtrees, and let us suppose
n1  n2  n3.
Base step (n = 4). Let us first consider the drawing of the complete ternary tree of height 2. In this
case we clearly have h∆ = 2 and d2 = 2. Moreover, it is easy to see that any other tree with 4 vertices
admits a drawing ∆ satisfying di  n/2h
∆−i+1
.
Inductive step. We distinguish the following two cases:
• i = h∆. By definition, dh∆ is the length of the longest projection on layer h∆ of any edge among
(r, r1), (r, r2), (r, r3) and an edge on layer h∆3 of ∆l3 (see Fig. 7). By inductive hypothesis and
considering that T3 is the largest subtree we have, dh∆  n/2.
• 2 i  h∆ −1. Observe that, by construction (see Fig. 7), layer li of ∆ corresponds to layer lij in ∆j ,
where
i1 = i − h∆ + h∆1 + 1;
i2 = i − h∆ + h∆2 + 1;
i3 = i − h∆ + h∆3 .
Therefore, by inductive hypothesis we have
d∆i = max
{
d
∆1
i−h∆+h∆1 +1, d
∆2
i−h∆+h∆2 +1, d
∆3
i−h∆+h∆3
}
max
{
n1/2h
∆−i , n2/2h
∆−i , n3/2h
∆−i−1}< n/2h∆−i+1,
where the last inequality comes from n1 < n/2 and n2 < n/2. 
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By combining Lemma 3.2, Theorem 3.1 and Theorem 2.4 and we can state the following result.
2Corollary 3.3. Any ternary tree with n nodes admits a n /2-area weak Gabriel grid drawing which can
be constructed in O(n) time.
Proof. The width of the quasi-Gabriel drawing ∆ derived by algorithm ternary-trees in Fig. 8 is
at most n. Hence, the weak Gabriel drawing ∆′ has:
• width(∆′) n;
• height(∆′) <∑h∆i=1di/2 + 1∑h∆i=1n/2h∆−i+1/2 + 1 = n/2,
since, by construction, di  di−1. 
An example of Gabriel drawing of a ternary tree obtained by applying our algorithm is shown in Fig. 9.
It is easy to see that for β > 1 the above construction does not guarantee the proximity regions of slanted
edges to be empty. In fact, the third condition of quasi-Gabriel drawing definition does not prevent the
lune of influence, for β > 1, of two adjacent vertices from being empty when layers are spaced out.
However, as we will see in the next section, it is possible to modify the method described in Section 2 so
to obtain β-proximity drawings of binary trees.
(a)
(b)
(c)
Fig. 9. Ternary trees: an example. (a) The tree given in input. (b) The quasi-Gabriel drawing ∆. (c) The weak Gabriel drawing.
P. Penna, P. Vocca / Computational Geometry 29 (2004) 91–116 105
3.2. β-proximity drawings of binary trees
In this section, we describe an algorithm to construct O(n2)-area β-proximity drawings of binary trees.
We make use of the technique described for ternary trees suitably modified. In particular we modify
the definition of quasi-Gabriel drawing by imposing the edges to be represented with either horizontal
or vertical segments. This gives rise to the definition of quasi-proximity drawing which allows us to
consider β-proximity drawings for 0 β < ∞. We then present a linear-time algorithm to construct the
quasi-proximity drawing of binary trees. As a consequence, given any binary tree with n nodes, we can
construct polynomial-area weak β-proximity grid drawing in linear time.
Definition 3.4. A drawing ∆ is a quasi-proximity drawing if it satisfies the following constraints:
(1) Layered. Vertices lie on layers.
(2) No Transitive Edges. Vertices on non-consecutive layers are not adjacent.
(3) Orthogonal. Edges are represented as horizontal or vertical segments.
Before presenting the extension of Theorem 2.4 we need a further definition. Let u, v and z be three
points, we define:
α(β) = inf{  uzv | z ∈ R[u, v,β]}=
{
arcsinβ for 0 β < 1,
arccos(1 − 1
β
) otherwise.
In the proof we make use of the following quantity: δ(β) = 1/ tan(α(β)/2). Intuitively, δ(β) represents
the minimum distance such that for a unit-length horizontal edge (u, v), R[u, v,β] does not intersect any
layer L at distance δ(β)/2 from Lu. Lemma 3.5 is a simple generalization of Lemma 2.3.
Lemma 3.5. Let β  0 and let u and v be any two vertices both laying on Lu and let L be a layer whose
distance from Lu is bigger than δ(β) · d(Lu)/2. Then, it holds that R[u, v,β] ∩L = ∅.
Similarly to Theorem 2.4, given a quasi-proximity drawing ∆, let h∆ denote the number of layers and
let di be the longest projection on layer li among edges whose at least one endpoint belongs to li . Notice
that, for quasi-proximity drawings di is equal to the longest horizontal edge drawn on layer li .
We are now in a position to prove the following result, which is an extension of Theorem 2.4 to
β-proximity drawings.
Theorem 3.6. Let ∆ be a quasi-proximity (grid) drawing. For any 0 β < ∞, a weak β-proximity (grid)
drawing ∆β exists such that:
• width(∆β) = width(∆);
• depth(∆β) = depth(∆);
• height(∆β) 2δ(β)∑h∆i=1di/2 + 1.
Moreover, if di  di−1 for 2 i  h, then height(∆β) δ(β)
∑h∆
i=1di/2 + 1.
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Proof. The proof is similar to that of Theorem 2.4. Let us denote by δi the distance between layer i and
layer i − 1 in ∆β , for 2 i  h∆. We define{⌊ ⌋ ⌊ ⌋ }δi = max δ(β)di−1/2 + 1, δ(β)di/2 + 1 .
Thus
height(∆β)
h∆∑
i=2
δi < 2δ(β)
h∆∑
i=1
di/2 + 1.
Moreover, if di  di−1 for 2 i  h∆, then
height(∆β) < δ(β)
h∆∑
i=2
di/2 + 1.
In order to prove that ∆β is a weak β-proximity drawing we show that the region of influence R[u, v,β]
of any two adjacent vertices does not contain any other vertex z. Let us first observe that, from Lemma 3.5,
if a vertex z is contained in R[u, v,β], then either z ∈ Lu or z ∈ Lv .
Without loss of generality we assume z ∈ Lu and we distinguish the following two cases:
• (u, v) is a horizontal edge. In this case R[u, v,β] ∩Lu is the segment itself. This clearly implies that
z /∈ R[u, v,β].
• (u, v) is a vertical edge. In this case, R[u, v,β] ∩Lu = u, which implies z /∈ R[u, v,β].
Hence the theorem follows. 
Motivated by the previous result we can now turn our attention to the construction of polynomial-area
quasi-proximity drawings of binary trees.
Similarly to ternary trees, the construction of a quasi-proximity grid drawing ∆ can be carried out
recursively. In particular, we use the well-known recursive construction of so called h-v drawings [11,
19,40]. We denote with ∆1  ∆2 the drawing obtained by combining drawings ∆1 and ∆2 as follows:
∆1 is translated to the bottom by one unit and ∆2 is translated to the right by as many grid points as the
width of ∆1 plus 1 (see Fig. 10). It is easy to see that ∆ is a quasi-proximity grid drawing and can be
constructed in linear time. Moreover, its width is at most equal to the size n of the tree. An example of a
quasi-proximity drawing is depicted in Fig. 11(b).
The following result can be proved similarly to Lemma 3.2.
Lemma 3.7. For any 2 i  h∆, di  δ(β)n/2h
∆−i+1
.
From Lemma 3.7 and Theorem 3.6 we obtain the following result.
Fig. 10. The h-v drawing ∆1  ∆2 [11,19,40].
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(b)
(c)
Fig. 11. Binary trees: an example. (a) The tree given in input. (b) The quasi-proximity drawing. (c) The β-proximity drawing
with β = 2.
Corollary 3.8. For any 0  β < ∞ and for any binary tree T with n nodes, a weak β-proximity grid
drawing of O(δ(β)n2)-area exists, which can be constructed in O(n) time.
4. Proximity drawings in 3D-space
This section is devoted to the construction of proximity drawings in the 3-dimensional space. As we
will prove in the sequel, the use of the third dimension, combined with the method described in Section 2,
allows to design efficient proximity drawing algorithms. Indeed, we will prove that it is possible to
construct 3-dimensional weak Gabriel drawings of unbounded degree trees in n4 volume. Notice that
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unbounded degree trees are not strong drawable [29]. Moreover, we will show a class of graphs, requiring
exponential area for weak Gabriel drawings, that admits linear-volume strong β-proximity drawing
instead, for any 1 β  2.4.1. Unbounded degree trees
In this section we consider unbounded degree trees and prove that they admit n4-volume weak Gabriel
drawings. To this aim we will show how to construct a quasi-Gabriel drawing ∆ whose volume is n3 and
such that any edge has length at most n/
√
2.
We denote by xu, yu and zu, the x-, y- and z-coordinates of a vertex u. The construction of ∆ takes
two steps.
4.1.1. Step 1: front drawing
In the first phase we construct an upward straight-line layered drawing of T on the yz-plane (i.e., all
the vertices have null x coordinate).
We want our drawing to satisfy the following invariant: Each internal vertex is at the same distance
from its leftmost and its rightmost child.
Let T be a tree having as immediate subtrees T1, . . . , Tk . The algorithm in Fig. 13 correctly computes
the front drawing of T in linear time (see also Fig. 12(a)) which satisfies the above stated invariant.
(a)
(b)
Fig. 12. The two steps of the construction of 3-dimensional proximity drawings of unbounded degree trees: (a) the front drawing;
(b) equally space the children of each node.
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algorithm front_drawing(T )
h ← height of T
r ← root of T
if h = 1 then
draw r on layer 1
else begin
T1 ← largest immediate subtree of T
r1, . . . , rk ← roots of T1, . . . , Tk children of r
for i = 1 to k do
∆i = front_drawing(Ti)
translate ∆1 so that r1 is on layer h − 1
for i = 2 to k do
translate ∆i so that:
1. ri is on layer h − 1, and
2. ∆i is at unit horizontal distance from ∆i−1
draw r on layer h at the same distance from r1 and rk
connect r to r1, . . . , rk
end
end
Fig. 13. Step 1: Algorithm front-drawing.
algorithm move(T )
h ← height of T
r ← root of T
if h = 1 then
draw r on layer 1
r1, . . . , rk ← roots of T1, . . . , Tk children of r
d = d(r1, rk)
for i = 2 to k − 1 do begin
xri = xr +
√
d2/2 − (yr − yri )2
end
for i = 1 to k do begin
move(Tri )
end
Fig. 14. Step 2: Algorithm move.
4.1.2. Step 2: equally space the children
Let v be an internal vertex of T and v1, . . . , vk be its children. In this step we assign different
x-coordinates to vertices v1, . . . , vk so that all edges (v, vi) satisfy the third condition of the quasi-Gabriel
definition. In particular, we assign different x-coordinates to vertices v1, . . . , vk so that all edges (u, vi),
with 1  i  k, have the same length. Let D[v1, vk] be the disk on the layer Lv1 containing v1, . . . , vk
and having as antipodal points v1 and vk (see Fig. 12(b)). We translate v2, . . . , vk−1 along the x-direction
until they meet the boundary of D[v1, vk] (see Fig. 12(b)). Algorithm move(T ) in Fig. 14 implements
the above strategy in linear time.
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4.1.3. Proof of correctness
For any tree T given in input, let us denote with ∆ the drawing of T obtained according to the two
steps previously described. We first prove that the volume of ∆ is polynomial.Lemma 4.1. For any n nodes tree T , the drawing ∆ has volume at most n3.
Proof. It is easy to see that the height and the width of ∆ are at most n. Let us consider the depth of ∆
and prove by induction on n that it is at most n.
Step base (n = 1). Trivial.
Inductive step. Let us suppose that the lemma holds for all trees with at most n− 1 nodes, and let T be
an n node tree. Let T1, . . . , Tk be its immediate subtrees, and let n1, . . . , nk be their size, respectively, with
n1  n2  · · · nk. We denote by ∆1, . . . ,∆k the drawings of T1, . . . , Tk , respectively. ∆ is obtained by
combining these subdrawings as shown in Fig. 12(b), where r1, . . . , rk denote the roots of T1, . . . , Tk,
respectively. Since d(r1, rk) is at most n, each ri , for 2 i  k − 1, is translated along the x-direction by
at most n/2. Thus, by inductive hypothesis and considering that ni  n/2, for 2 i  k, we obtain
depth(∆)max
{
depth(∆1), n/2 + depth(∆2), . . . , n/2 + depth(∆k)
}
max{n1, n} = n.
The lemma thus follows. 
In order to prove that the drawing ∆ is a quasi-Gabriel drawing we make use of the following
intermediate result.
Lemma 4.2. Let S(u) denote the smallest isothetic parallelepiped containing the drawing of the subtree
rooted at u. Also let u and v and z be any three vertices such that: (a) u is a child of v; and (b) the
subtrees rooted at v and z are disjoint. Then, it holds that Ru[u, v] ∩ S(z) = ∅.
Proof. Let v1, v2, . . . , vk denote the children of v. By construction, Rvi [v, vi] is contained in D[v1, vk]
(see Fig. 12(b)). Moreover, D[v1, vk] is contained in the strip determined by the smallest and largest
x-coordinate of S(v). The recursive construction performed by algorithms front_drawing and move
easily implies that S(v)∩ S(z) = ∅. Hence the lemma follows. 
Lemma 4.3. For any n nodes tree T , the drawing ∆ is a quasi-Gabriel drawing.
Proof. It is easy to see that ∆ is a layered drawing with no transitive edges. Thus, it remains to prove
that for any edge (u, v), Ru[u, v] ∩Lu contains no vertices other than u and v. The proof is by induction
on the number n of nodes of the tree.
Base step (n = 1). Trivial.
Inductive step. Let us assume that the theorem holds for any tree with at most n − 1 nodes, and let us
consider an n nodes tree T . We distinguish the following two subcases:
• v = r . In this case u = ri , for some 1 i  k. Also, layer Lu contains the children of r only. Let r ′
be the projection of r on Lu. By construction, d(r ′, ri) = d(r ′, rj ), thus implying that  r ′rirj < π/2,
for any i = j . Hence, rj /∈ Ru[u, v], for any j = i.
• u = r . In this case, we simply observe that u is the only vertex Lu.
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• u, v = r . Let z be any vertex other than u in Lu. If v is a child of u, we can apply Lemma 4.2 and
obtain z /∈ Ru[u, v]. Otherwise, that is u is a child of v, Lemma 4.2 implies that z ∈ Ru[u, v] only if
z is a child of v as well. In the latter case, the same proof as the case v = r above applies. By combining Theorem 2.4, Lemmas 4.1 and 4.3 and considering that the length of any edge is
bounded by n/
√
2, we obtain the following result.
Theorem 4.4. For any tree T with n nodes there exists a weak Gabriel drawing whose volume is at
most n4 with O(logn) bit-requirement. Moreover, the drawing can be constructed in linear time.
4.2. Exponential area versus polynomial volume
In this section we consider an infinite class of graphs introduced in [33]. In [30] the authors proved an
exponential-area lower bound for β-proximity drawings, for 1 β  1/(1 − cos 2π/5)  1.45.
We apply the method described in Section 2 and we show that this class admits a linear volume strong
β-proximity drawing, for any 1 β < 2, and a linear volume relative neighborhood drawing.
4.2.1. Class of graphs
The class is recursively defined as follows. Graph G1 is the graph shown in Fig. 15(a). The graph Gi+1
is obtained from Gi by adding five vertices vi+11 v
i+1
2 v
i+1
3 v
i+1
4 v
i+1
5 and by connecting them to Gi as shown
in Fig. 15(b). Clearly, the number of nodes of Gn is 5n+ 1. We denote with Pi the pentagon of Gi given
by the 5-cycle vi1vi2vi3vi4vi5. Notice that each side of pentagon Pi forms a triangle with a vertex of Pi+1, as
well as each side of Pi+1 with a vertex in Pi . We refer to these triangles as petals.
Theorem 4.5 [30]. A Gabriel drawing and a weak Gabriel drawing of graph Gn require area (3n),
under any resolution rule assumption.
In the same paper, the authors generalized the previous result to β-drawings, for any 1  β <
1/(1 − cos 2π/5).
(a) (b)
Fig. 15. The exponential-area/linear volume class: (a) graph G1; (b) graph Gi+1 given Gi .
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4.2.2. Construction of the drawings
In this section we describe a linear-time algorithm to construct a linear-volume strong Gabriel drawing
of Gn.
To this aim we will first describe how to construct a linear-volume quasi-Gabriel drawing of Gn such
that the maximum length of any edge is constant. This implies that by suitably choosing a constant
distance δ between consecutive layers Gn admits a linear-volume weak Gabriel drawing. In the next
section we will prove the correctness of the algorithm and we will show how to extend it to strong
proximity.
The construction of the drawing is defined as follows: Pentagon Pi , for 1 i  n, is drawn on layer i
as a regular pentagon. Moreover, Pi+1 is rotated by a π/5 angle with respect to Pi (see Figs. 16(a)
and 16(c) which show a drawing of G4). Notice that since the distance between consecutive layers is
constant and each pentagon Pi is drawn in constant area, the volume is O(n). It is easy to see that the
algorithm pentagons described in Fig. 17 implements the above strategy in linear time.
4.2.3. Proof of correctness
In order to prove the correctness of the algorithm we first show that the resulting drawing is a quasi-
Gabriel drawing. This implies that, by suitably choosing the constant δ, it can be transformed into a
linear-volume weak Gabriel drawing.
Fig. 16. (a) Two consecutive pentagons viewed from the top. (b) How to draw a single petal. (c) The whole 3-dimensional
drawing.
algorithm pentagons(Gn)
draw G1 on layer 1 such that P1 is a regular pentagon centered at v0
for i = 2 to n do begin
draw Pi on layer i rotated by π/5 with respect to Pi−1
connect Pi with Pi−1
end
Fig. 17. The algorithm to draw Gn in linear volume.
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Lemma 4.6. For any n the algorithm pentagons returns an O(n)-volume quasi-Gabriel drawing.
Proof. Let us first observe that the drawing satisfies the first two properties of Definition 2.1 of quasi-
Gabriel drawing. Thus we have to prove that for any edge (u, v), Ru[u, v] contains no vertices except
for u and v. By construction, the following two cases arise:
(1) u and v are on the same layer. Let Pi be the pentagon containing u and v. Since Pi is drawn as a
regular pentagon (see Fig. 16(a)), then, obviously, the theorem holds.
(2) u and v are on consecutive layers. Without loss of generality let u ∈ Pi and v ∈ Pi+1. Again, since
Pi and Pi−1 are drawn as regular polygons and Pi−1 is rotated by π/5 (see Fig. 16(a)), it is easy to
see that Ru[u, v] does not contain any vertex of Pi other than u. 
Let us observe that, since pentagons are equally drawn on consecutive layers at unitary distance, then
the maximum edge length is constant. By Theorem 2.4 we obtain the following result.
Theorem 4.7. For any n, graph Gn admits an O(n)-volume weak Gabriel drawing.
Proof. The proof follows by Theorem 2.4 choosing the distance δ between layers equal to di , where di
is the length of an edge of Pi . 
The above result can be extended to strong Gabriel drawings.
Theorem 4.8. For any n, graph Gn admits a O(n)-volume strong Gabriel drawing.
Proof. Let ∆ be the weak Gabriel drawing obtained by algorithm pentagonswhere layers are spaced
out by the amount δ specified in Theorem 4.7. Let us first observe that, for any δ′  δ, the resulting
drawing still is a weak Gabriel drawing. In the following, we will show that a constant δ′  δ exists such
that ∆ is a strong Gabriel drawing for Gn. To this aim we have to prove that the proximity region R[u, v]
of any two non adjacent vertices u and v contains at least another vertex. We distinguish the following
three cases:
(1) u and v are not on consecutive layers. Without loss of generality, we assume that u and v belong
to Pi and Pi+2, respectively. It is then easy to see that for a sufficiently (but still constant) large δ′ at
least one vertex of Pi+1 falls within R[u, v]. Notice that the value of δ′ depends on the length of the
side of the pentagon only.
(2) u and v are on consecutive layers. In this case consider the disk D[u, v′], where v′ is the projection
of v on layer Lu. Clearly, D[u, v′] contains at least another vertex of Lu (see Fig. 16(a)). This implies
that R[u, v] also contains the same vertex.
(3) u and v are on the same layer. By construction, the drawing of each Pi is a strong Gabriel
drawing. 
In the following we show that the construction is even more powerful since it allows to derive strong
β-proximity drawings, for 1 β < 2.
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Theorem 4.9. For any n, graph Gn admits a linear volume relative neighborhood drawing and strong
β-proximity drawing, for any 1 β < 2.Proof. We first consider strong β-proximity drawings. We modify the drawing of G1 since it is not
β-drawable on a plane for β  1/(1 − cos 2π/5) (see Fig. 15(a)). Translate v0 on layer 0 so that it
is at the same distance from all the vertices of P1 (i.e., the new drawing of v0 corresponds to the
orthogonal projection on layer 0 of the old drawing of v0). All other pentagons are drawn as described in
Theorem 4.8.
Observe that for any 1 β < 2 and for any two vertices u and v
R[u, v] ⊆ R[u, v,β].
This implies that for any δβ  δ′, where δ′ is the value defined in the proof of Theorem 4.8, the
construction yields a drawing such that the proximity region of any two non-adjacent vertices contains
at least another vertex. Thus, in order to prove the theorem it suffices to show that for any two adjacent
vertices u and v, the proximity region R[u, v,β] is empty. Let d be the maximum edge length in the
drawing of Theorem 4.8 and let δβ = dδ(β), where δ(β) is as defined in Section 3.2. (Notice that the
value of δβ is proportional to l and does not depend on n.) We consider the following two cases:
(1) u and v belongs to the same pentagon. Using basic geometry it is possible to prove that no other
vertex of the pentagon containing u and v can fall within R[u, v,β]. Additionally, because of the
choice of δβ and by Lemma 3.5, no vertex from other pentagons falls within R[u, v,β].
(2) u and v belongs to consecutive pentagons. Let Pi and Pi+1 be the two pentagons containing u and v,
respectively. Again, because of the choice of δβ and by Lemma 3.5, any vertex not belonging to Pi
and to Pi+1 cannot be contained on R[u, v,β]. Without loss of generality, let us consider a vertex z
of Pi . If z is adjacent to u and v then u, v and z form a petal (see Figs. 15 and 16(b)). By considering
the plane containing the three vertices and its intersection with R[u, v,β] (see Fig. 16(b)) it is easy
to see that z lays on the boundary of R[u, v,2]. Hence, for any β < 2, z /∈ R[u, v,β]. Similarly, we
can prove that no other vertex of Pi is contained in R[u, v,β]. The same holds for z in Pi+1.
Finally, the above considerations also apply to relative neighborhood drawings. Indeed, a relative
neighborhood drawing is a slight modification of strong 2-proximity drawings, where the proximity
region is defined as the intersection of two open spheres [31]. The theorem thus follows. 
5. Conclusions and open problems
In this paper we have introduced a novel technique to construct proximity drawings. By applying our
technique to trees, we obtain the first algorithms that construct drawings whose size is polynomial in the
number of the vertices. We also gave some evidence that our method is quite powerful, since it allows to
construct linear volume proximity drawings of a class of graphs that requires exponential area, instead.
Several problems are left open by this paper. They mainly concern the construction of polynomial size
proximity drawings and the study of other classes of graphs to which apply our method. In particular, the
following research directions seem to us the more promising:
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• Extend the results to other classes of graphs. As for as the 2-dimensional case, it might be interesting
to consider weak Gabriel drawings of trees of degree 4. It is worth observing that even ternary trees
do not admit strong Gabriel drawings [4]. Moreover, do ternary trees admit β-proximity drawings of
polynomial area for some β > 1? As for the 3-dimensional case it could be interesting to consider
other classes of β-drawable graphs in the plane such as outerplanar graphs.
• Consider strong proximity. Do binary trees admit at least 3-dimensional strong Gabriel drawings of
polynomial volume?
• Prove lower bounds. A related issue is that of proving a lower bound on the area of trees for both
weak and strong proximity. In particular, are the algorithms given in Section 3 optimal?
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