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INNOVATIVE PERFORMANCE AND FIRM SIZE: HETEROGENEITY AND 
DISCLOSURE BIASES VIA META-REGRESSION ANALYSIS
ABSTRACT: This work addresses the relationship between firm size and in-
novative performance from a meta-regression analysis (mra). The diversity 
of estimated regression coefficients reported by the empirical literature 
poses the question of whether such disparity in results is due to sampling 
variability or if there are other factors affecting this relationship. MRA al-
lows both answering this question and also identifying biases in the disclo-
sure of empirical research results. Through the review of 125 articles that 
report a total of 880 econometric estimates of the aforementioned rela-
tionship, we examine the existence of heterogeneity and disclosure biases. 
The results show evidence of disclosure biases. Although once this situa-
tion is discounted, firm size shows a steady positive effect on companies’ 
innovative performance.
KEYWORDS: Meta-regression analysis, industrial companies, technolog-
ical innovation, disclosure bias.
DESEMPENHO INOVADOR E TAMANHO DA EMPRESA: 
HETEROGENEIDADE E VIÉS DE PUBLICAÇÃO ABORDADOS SOB UMA 
ANÁLISE DE METARREGRESSÃO
RESUMO: neste trabalho, aborda-se a relação entre tamanho da empresa 
e desempenho inovador sob a análise de metarregressão. A diversidade de 
coeficientes de regressão estimados relatados pela literatura empírica leva 
à pergunta de que se essa disparidade se deve à variabilidade amostral ou 
se existem outros fatores que interferem nessa relação. A análise de me-
tarregressão é uma metodologia que permite responder a essa pergunta e 
mediante a qual podem ser detectados vieses na publicação de resultados 
de pesquisas empíricas. A partir de uma intensa revisão bibliográfica e da 
conformação de uma amostra de 125 artigos que relatam um total de 880 
estimativas econométricas dessa relação, é analisada a presença de hete-
rogeneidade e de viés de publicação. Os resultados dão indícios de vieses 
de publicação. Após se descontar esse viés , é observada a persistência de 
um efeito positivo do tamanho da empresa sobre o desempenho inovador.
PALAVRAS-CHAVE: análise de metarregressão, empresas industriais, ino-
vação tecnológica, viés de publicação.
PERFORMANCE INNOVANTE ET TAILLE DE L'ENTREPRISE: 
HÉTÉROGÉNÉITÉ ET BIAIS DE PUBLICATION ABORDÉS À PARTIR D'UNE 
ANALYSE DE MÉTA-RÉGRESSION
RÉSUMÉ: Ce travail aborde la relation entre la taille de l'entreprise et la 
performance innovante à partir d'une analyse de méta-régression (amr). La 
diversité des coefficients de régression estimés rapportés par la littérature 
empirique soulève la question de savoir si cette disparité est due à la varia-
bilité de l'échantillon ou s'il existe d'autres facteurs qui modèrent cette rela-
tion. L'amr est une méthodologie qui permet de répondre à cette question et 
à travers laquelle on peut détecter des biais dans la publication des résultats 
de la recherche empirique. Sur la base d'une revue bibliographique inten-
sive et de la conformation d'un échantillon de 125 articles qui rapportent 
un total de 880 estimations économétriques de la relation susmentionnée, 
on analyse la présence d'hétérogénéité et de biais de publication. Les résul-
tats montrent des indices de biais de publication ; une fois ce biais écarté, 
on observe la persistance d'un effet positif de la taille de l'entreprise sur la 
performance innovante.
MOTS-CLÉ: analyse de méta-régression, entreprises industrielles, innovation 
technologique, biais de publication.
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RESUMEN: El presente trabajo aborda la relación entre tamaño de la firma y desempeño innovador 
desde un análisis de metarregresión (amr). La diversidad de coeficientes de regresión estimados 
reportados por la literatura empírica lleva a preguntarse si dicha disparidad se debe a la variabili-
dad muestral o si existen otros factores que moderan esta relación. El amr es una metodología que 
permite responder esta pregunta y mediante la cual se pueden detectar sesgos en la publicación 
de resultados de investigaciones empíricas. A partir de una intensa revisión bibliográfica y de la 
conformación de una muestra de 125 artículos que reportan un total de 880 estimaciones econo-
métricas de la citada relación, se analiza la presencia de heterogeneidad y de sesgo de publicación. 
Los resultados señalan indicios de sesgos de publicación; una vez descontado dicho sesgo, se ob-
serva la persistencia de un efecto positivo del tamaño de la firma sobre el desempeño innovador.
PALABRAS CLAVE: análisis de metarregresión, empresas industriales, innovación tecnológica, ses-
go de publicación.
Introducción
La literatura económica en temas de innovación postula el tamaño de la 
empresa como un factor que incide en su desempeño innovador (di), que no 
es neutral. Por un lado, parte de la teoría económica respalda la relación 
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directa entre ambas variables fundamentada, por ejemplo, 
en que las empresas grandes tienen ventajas como econo-
mías de escala y alcance o facilidades financieras a la hora 
de innovar; por otro lado, parte de la teoría justifica que la 
relación es inversa aduciendo, entre otros argumentos, el 
efecto negativo de la burocracia corporativa y la falta de 
incentivos o la flexibilidad de las pymes para hacer cam-
bios en su operatoria. De lo anterior, surge la conclusión de 
que no hay una única relación entre estas variables1, lo que 
motiva profundizar su estudio. Asimismo, los resultados 
empíricos también dan cuenta de esta disparidad y, aún 
controlando por variables sectoriales, las estimaciones eco-
nométricas ofrecen coeficientes muy heterogéneos y con 
signo tanto positivo como negativo. Ahora bien, ¿dicha he-
terogeneidad es producto de diferentes muestras o puede 
explicarse por otros factores tales como particularidades 
contextuales o las metodologías de análisis empleadas? 
Este trabajo constituye una aplicación del análisis de me-
tarregresión (amr), que permite comparar la evidencia pro-
porcionada por trabajos que estiman econométricamente 
la relación de interés —i. e., el efecto del tamaño de la em-
presa sobre el di— y, a partir de las diferencias entre los 
estimadores puntuales, explicar la variabilidad observada 
en función de variables a nivel estudio. Asimismo, es po-
sible evaluar si existe asociación entre los coeficientes de 
regresión estimados y su nivel de precisión. En el campo 
de la economía de la innovación, hay cierto consenso de 
una relación positiva entre tamaño de la firma y di. En 
este sentido, cabe preguntarse si existe algún mecanismo 
—i. e., sesgo de publicación— que privilegie la divulgación 
de ciertos resultados consistentes con la teoría por sobre 
otros, a costa de perder precisión en las estimaciones. Y, de 
ser así, ¿cuál es el efecto que persiste una vez descontado 
dicho sesgo? Este tipo de análisis es relevante, en tanto 
permite evaluar la evidencia generada por la comunidad 
académica que luego se incorpora en el diseño de políticas 
públicas. 
El primer paso del amr consiste en una revisión de la lite-
ratura, con el fin de obtener una muestra de trabajos apli-
cados que estimen econométricamente la relación entre di 
y tamaño, a nivel de la empresa. La muestra final se com-
pone de 125 artículos que reportan 880 estimaciones de 
dicha relación, con características diversas que, potencial-
mente, pueden contribuir a entender la heterogeneidad en 
1 A lo largo de este artículo, se denomina a la relación entre variables 
como el “efecto de tamaño”, siguiendo la terminología del análisis 
de metarregresión. Este concepto no debe confundirse con la va-
riable de tamaño de la empresa, cuya relación con el desempeño 
innovador se estudia en este trabajo.
las estimaciones: diferentes países, sectores, tipos de em-
presa y modelización econométrica empleada, entre otros2. 
La presente investigación tiene por objetivo i) cuantificar 
el grado de heterogeneidad no atribuible a variabilidad 
muestral en los estimadores puntuales; ii) indagar sobre la 
existencia de sesgos de publicación en la literatura revi-
sada, y iii) estimar el efecto de tamaño promedio o “ge-
nuino”, es decir, corregido ante dicho sesgo.
Luego de esta introducción, el trabajo continúa con la sín-
tesis de los principales aportes teóricos sobre la relación 
entre tamaño de la empresa e innovación y describe la me-
todología del metaanálisis en general y del amr en parti-
cular; después, se detalla la forma en que se conformó la 
muestra para, posteriormente, hacer referencia al análisis 
descriptivo y presentar los resultados del amr. Finalmente, 
se concluye con algunas reflexiones.
Marco conceptual
Motivación y antecedentes
La noción de que el tamaño de la empresa es un factor 
relevante para estudiar el cambio tecnológico tiene sus 
orígenes en los trabajos de Schumpeter (1935, 1942) y su 
interpretación del desarrollo capitalista, que es motorizado 
por la generación de nuevas combinaciones de factores 
productivos introducidas al mercado. Este mismo autor an-
ticipa tanto una relación inversa como directa en su obra. 
En un primer momento, desarrolla el concepto de “destruc-
ción creadora” a partir de emprendedores o nuevas em-
presas que irrumpen en el mercado mediante innovaciones 
y desplazan a las empresas grandes que dominan el mer-
cado. En su obra de 1942, este modelo cambia y son las 
grandes corporaciones las que internalizan actividades de 
innovación y obtienen ventajas competitivas para dominar 
el mercado en una “acumulación creadora”. 
Estas dos dinámicas serán tomadas por Nelson y Winter 
(1982) para hablar de regímenes tecnológicos sectoriales, 
que permiten explicar el ritmo innovador en distintos sec-
tores, cobrando relevancia los procesos internos de apren-
dizaje (Breschi et al., 2000; Leal-Rodríguez et al., 2015). Sin 
embargo, al interior de dichos sectores pueden encontrarse 
diferencias en el tamaño de las empresas, así como en su 
di, sin que las investigaciones sean concluyentes acerca de 
la magnitud y la dirección de la relación entre ambas varia-
bles una vez que se controla por sector. 
2 El análisis del efecto de las variables a nivel estudio no se aborda en 
este trabajo.
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En la perspectiva de Cohen (2010), existe cierto consenso 
teórico acerca de un efecto positivo del tamaño de la em-
presa sobre su di, que apoya el modelo de acumulación 
creadora. Esta relación positiva se explica comúnmente 
por las ventajas crediticias de las empresas grandes para 
financiar proyectos (de-Oliveira & Rodil-Marzábal, 2019), 
economías de escala y alcance de la actividad innovadora 
(Petruzzelli et al., 2018) y su complementariedad con acti-
vidades no operativas, como el marketing (Cohen, 2010). 
A estos argumentos se oponen aquellos que postulan a 
las pymes como organizaciones más flexibles y abiertas al 
cambio (Petruzzelli et al., 2018), sin las trabas burocráticas 
de las grandes empresas (Forés & Camisón, 2016), con el 
fin de explicar estimaciones de una relación inversa entre 
tamaño y desempeño innovador (Camisón et al., 2002). Un 
último argumento radica en la lógica subyacente al pro-
ceso innovador en las pymes: o bien los recursos disponi-
bles limitan y definen los objetivos de innovación (Berends 
et al., 2014), o bien se pueden usufructuar recursos y capa-
cidades externas para generar innovaciones en un proceso 
de innovación abierta (Teplov et al., 2019). Ambos ejem-
plos permiten entender la innovación sin hacer énfasis en 
los recursos internos disponibles, principal ventaja de las 
empresas grandes3.
En términos empíricos, hay una fuerte heterogeneidad 
entre los estimadores puntuales —i. e., coeficientes de re-
gresión estimados— que surgen de la estimación econo-
métrica de esta relación (Becheikh et al., 2006; Camisón 
et al., 2002). Revisiones recientes de la literatura (Cohen, 
2010; Hall & Mairesse, 2006; Rosenbusch et al., 2011) se-
ñalan evidencia de una relación a veces directa, otras in-
versa, o aún no lineal entre el tamaño de la empresa y 
su di. 
La persistencia de estas disparidades ha motivado va-
rios trabajos en el campo de la innovación en general 
(Damanpour, 1991; Duran et al., 2016; Montoya-Weiss & 
3 Estos argumentos ponen de manifiesto la importancia de las re-
laciones entre la empresa y el entorno, en un modelo interactivo 
(Buesa et al., 2002). Frente al modelo lineal tradicional, enfoques 
basados en estudios de caso permiten entender el rol de los acci-
dentes históricos y los rendimientos crecientes en el desarrollo tec-
nológico (Arthur, 1990).
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Calantone, 1994) y del problema de la relación del ta-
maño de la empresa con su di en particular (Camisón et 
al., 2002; Damanpour, 1992, 2010) mediante técnicas de 
metaanálisis (tabla 1). El horizonte temporal de estos úl-
timos dos antecedentes cubre hasta principios de la dé-
cada del 2000, por lo que un primer aporte de la presente 
investigación es efectuar el análisis con publicaciones más 
recientes. 
Tabla 1.
Metaanálisis previos sobre innovación.













Determinantes de la  
innovación de producto
-- 47
Duran et al. 
(2016)





Innovación y tamaño 1967-1988 20
Camisón et al. 
(2002)
Innovación y tamaño 1970-2001 53
Damanpour 
(2010)
Innovación y tamaño 1983-2003 20
Fuente: elaboración propia.
Las conclusiones de estos trabajos se enfocan en identi-
ficar aquellos factores que contribuyen a la variabilidad 
de resultados. Camisón et al. (2002) muestran que, si bien 
predomina una relación positiva, esta se ve influida por la 
forma de medir el tamaño de la firma, por las características 
sectoriales y por elementos internos como las estrategias 
adoptadas. En la misma dirección apuntan los resultados 
de Damanpour (1992), que añade la importancia del ta-
maño de la empresa en la fase de la implementación más 
que del inicio del proceso innovador. No obstante, cabe 
aclarar que ninguno de estos trabajos aplica amr.
Finalmente, estas revisiones aportan dimensiones rele-
vantes al estudio de la innovación, pero no incorporan dos 
cuestiones abordadas en el presente trabajo. En primer 
lugar, recuperan evidencia empírica para países desa-
rrollados (como única excepción aparece China), lo que 
excluye del análisis a las economías emergentes en ge-
neral y a América Latina en particular. En segundo lugar, 
no abordan el problema del sesgo de publicación, que se 
introduce en la siguiente sección. 
Fundamentos del análisis de metarregresión (amr) 
Se define el amr como la aplicación de un conjunto de téc-
nicas estadísticas convencionales con el objetivo de sinte-
tizar los resultados empíricos obtenidos en determinadas 
áreas del conocimiento científico (Krassoi et al., 2009). 
El amr constituye una secuencia de pasos que inician en la 
recolección de datos secundarios —e. g., coeficientes de re-
gresión estimados, cocientes de chances, riesgos relativos— 
y terminan en la estimación de un modelo econométrico que 
explica la heterogeneidad entre los resultados observados 
en los trabajos empíricos. El objetivo de esta metodología 
consiste en el estudio del conocimiento científico formali-
zado disponible en un determinado campo4 (Stanley, 2001; 
Stanley & Doucouliagos, 2012; Stroup et al., 2000). En con-
secuencia, se basa en la evidencia presentada en ámbitos 
científicos, ya sean publicaciones académicas —e. g., re-
vistas especializadas o libros— o literatura “gris” —e. g., 
actas de congresos, working papers y trabajos no publi-
cados— (Stanley, 2001; Stanley & Doucouliagos, 2012). 
La población objetivo del amr se compone de aquellos es-
tudios académicos que presenten estimaciones de la rela-
ción entre las variables de interés, y que cumplan con los 
criterios de inclusión adoptados (Stanley & Doucouliagos, 
2012). Una de las bondades del amr es la posibilidad de su 
replicación, por ende, dichos criterios deben enunciarse ex-
plícitamente y contribuir a acotar la búsqueda y a minimizar 
los sesgos inherentes a esta (Stanley & Doucouliagos, 2012; 
Stroup et al., 2000). El tamaño de la población en algunos 
casos es tan grande que necesariamente hay que traba-
jarlo con una muestra representativa, como en este caso. 
Una importante contribución del amr al análisis de litera-
tura cuantitativa consiste en estimar y controlar por sesgos 
de publicación para identificar los efectos de tamaño re-
presentativos (Dimos & Pugh, 2016). Según Card y Krueger 
(1995), el sesgo de publicación surge cuando los evalua-
dores o editores de una revista científica están más pre-
dispuestos a publicar trabajos consistentes con la visión 
tradicional, cuando los investigadores comparan sus resul-
tados con los convencionalmente esperados a modo de 
contraste estadístico, o cuando cualquiera de ellos muestra 
predisposición a tratar los resultados estadísticamente 
4 Algunas aplicaciones recientes de esta metodología en economía 
pueden encontrarse en Dimos y Pugh (2016), Galindo et al. (2015), 
Ugur et al. (2016), Ugur et al. (2015) y Sequeira y Neves (2020).
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significativos más favorablemente. Stanley (2005) identi-
fica dos tipos de sesgos en los resultados: o bien van en la 
dirección propuesta por la teoría, o bien son estadística-
mente significativos e “interesantes”. Como consecuencia 
se observa una sobrerrepresentación de estimaciones —de 
un signo o nivel de significación determinados— en la evi-
dencia publicada, mientras que otros tipos de resultados 
permanecen ocultos.
En ausencia de sesgo de publicación, la distribución de 
los efectos de tamaño en función de su nivel de precisión 
asemejará un embudo invertido (figura 1). Tal como ex-
plican Sutton et al. (2000), la forma de embudo indica que 
los efectos menos precisos, que son los más numerosos, 
tienen un mayor rango de valores. Sin embargo, como 
los estudios con estimadores de cierto signo o significa-
tividad tienen menores chances de ser publicados, darán 
lugar a una distribución asimétrica5. A modo de ejemplo, 
la figura 1.B presenta la distribución de efectos de tamaño 




Figura 1. Distribuciones de efectos de tamaño sin (A) y con (B) sesgo de 
publicación. Fuente: Sutton et al. (2000).
5 En una publicación posterior, Sutton y Higgins (2008) mencionan 
que la asimetría en este gráfico puede también deberse a causas 
distintas al sesgo de publicación, dado que cualquier covariable 
influyente y relacionada con la precisión, o el tamaño muestral, po-
dría dar lugar a dicho patrón a través del confunding.
Estos gráficos de embudo o funnel plots son diagramas 
de dispersión que muestran el valor del efecto de tamaño 
en función de su nivel de precisión (Stanley, 2005; Stanley 
& Doucouliagos, 2012; Sterne & Egger, 2001). La preci-
sión del efecto, en términos prácticos, se refiere al error 
estándar, la varianza o el tamaño muestral relativos al coe-
ficiente (Sterne & Egger, 2001; Sterne et al., 2011). En estos 
gráficos es posible identificar valores extremos y caracte-
rizar la distribución de los efectos de tamaño y el grado 
de heterogeneidad entre ambos (Stanley & Doucouliagos, 
2012). De existir un efecto de tamaño representativo de la 
relación estudiada, se espera que los efectos más precisos 
se concentren alrededor de dicho valor.
Metodología
Criterios de inclusión y de obtención de la muestra
La población objetivo de esta investigación corresponde 
a artículos académicos de carácter cuantitativo con 
datos a nivel de la empresa, que estiman el di en función 
del tamaño de la firma, entre otras variables explicativas. 
El objetivo es obtener estimaciones econométricas de 
dicha relación, ya sea como relación principal del artículo 
o donde el tamaño resulte una de las variables de control. 
La muestra surge de una primera búsqueda realizada entre 
julio y octubre del 2017 y una búsqueda complementaria 
durante los meses de junio y julio del 20186. Previo a esta, 
se efectuó una prueba piloto a partir de las revisiones 
sobre la literatura de innovación de Becheikh et al. (2006) 
y Cohen (2010), que permitieron aclarar los criterios para 
buscar los artículos objetivo de este estudio (Stanley & 
Doucouliagos, 2012). En ambas revisiones se hace un aná-
lisis sobre los avances en este campo, en términos tanto 
empíricos como teóricos. Las referencias bibliográficas 
de estos dos trabajos sirvieron como punto de partida al 
tiempo que aportaron cerca del 27% de los artículos de 
la muestra.
Una vez garantizada la posibilidad de contar con informa-
ción empírica comparable, se formalizaron los criterios de 
inclusión para completar la muestra, en la que se incluyen 
artículos con las siguientes características:
1. Escritos entre los años 1993 y 2017. El análisis se basa 
en la literatura más reciente. El corte inicial en 1993 
obedece a la publicación de la primera edición del Ma-
nual de Oslo (Organización para la Cooperación y el 
6 El objetivo de esta segunda búsqueda fue validar la muestra obte-
nida previamente y recuperar estudios no publicados disponibles 
en repositorios institucionales.
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Desarrollo Económicos [oecd], 1992), que constituye el 
primer intento en sistematizar la recolección de datos 
sobre temas de innovación a nivel de la firma.
2. En español e inglés. No se incluyen otros idiomas de-
bido a limitaciones de los autores. No obstante, la 
mayor parte de la literatura publicada en este campo 
es en inglés. En este caso, el idioma no debería generar 
sesgos en la muestra (Stanley & Doucouliagos, 2012).
3. A nivel de la empresa. El objetivo es estudiar el fenó-
meno de la innovación en empresas, que por defini-
ción no pueden compararse con estudios sectoriales, 
a nivel de unidad de negocio o de sistemas nacionales 
de innovación.
4. Orientados al sector manufacturero. Se descartan pu-
blicaciones para sectores como servicios o actividades 
primarias, siempre que sea posible.
5. Econométricos. La naturaleza del análisis de metarre-
gresión exige datos cuantitativos, lo que excluye na-
rrativas o artículos teóricos. También se excluyeron 
aquellos artículos que no presentaran un mínimo de 
información estadística (errores estándar o número de 
observaciones, entre otros) y fuera imposible contactar 
a los autores.
6. Que tengan como variable dependiente la innova-
ción. La relación innovación-tamaño puede plantearse 
al revés y ver el impacto de la innovación en el cre-
cimiento de la empresa. Otra posibilidad es tomar la 
innovación como dato para explicar otro fenómeno. 
Este tipo de trabajos fue descartado.
7. Se refieran a la innovación tecnológica. En producto o 
proceso.
8. Cuya operacionalización del tamaño de la firma sea 
continua. Los artículos que usan variables dicotómicas 
o rangos de tamaño fueron excluidos por la multipli-
cidad de criterios de construcción de la variable entre 
países y estudios.
9. Publicados en revistas académicas o no. Con el obje-
tivo de medir la magnitud de un posible sesgo de pu-
blicación, se complementó la búsqueda de revistas con 
trabajos de congresos, working papers o artículos di-
fundidos en la web (Stanley & Doucouliagos, 2012). Se 
descartaron libros o capítulos de libros con excepción 
de publicaciones del Banco Interamericano de Desa-
rrollo (bid) que recogen estudios empíricos recientes 
para América Latina y el Caribe.
Con los criterios antes expuestos, se procedió a buscar 
en las bases de datos de la American Economic Associa-
tion (Econlit), Jstor, ssrn y SciELO. Se consultó además 
el archivo de la revista Technovation, por considerarse 
de referencia en el tema. Para garantizar la representa-
tividad de la literatura de América Latina, se buscó es-
pecíficamente en Scholar Google aquella literatura para 
los países de la región. Finalmente, para la evidencia en 
Argentina se revisaron los Anales de la Asociación Argen-
tina de Economía Política, de la revista PyMEs, Innovación 
Tabla 2. 














Becheikh et al. 
(2006)
--
101 24 19,20% 159
Cohen (2010) -- 157 10 8,00% 69
Econlit Firm size r&d; “firm level” innovation; innovation survey 310 51 40,80% 320
Jstor Innovation “firm size” 93 3 2,40% 13
SciELO Innovation “firm size”; innovación; tamaño empresa; firma 12 1 0,80% 1
ssrn Innovation “firm size”; technological regimes 70 10 8,00% 75
Technovation Innovation “firm size”; empirical 21 2 1,60% 19
Scholar Google 
+ pid + aaep
Innovación; tamaño de la empresa; firma; América Latina; 
Argentina
36 12 9,60% 125
Scopus + base + 
LA Referencia
“technological innovation”; econometric; América Latina; 
“innovación tecnológica”
-- 12 9,60% 94
Total -- 800 125 100,00% 880
Fuente: elaboración propia.
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y Desarrollo y actas de congresos. En una segunda ins-
tancia, se consultaron las bases de Scopus y los reposi-
torios institucionales Bielefeld Academic Search Engine 
(base) y LA Referencia7. A continuación, se resumen las 
principales características de la búsqueda. Una síntesis 
se presenta en la tabla 2. 
Del total de 125 artículos, se extrajeron 880 coeficientes 
de regresión estimados, siendo la media de siete estima-
ciones por artículo, con un mínimo de una estimación y 
un máximo de 36 estimaciones en un mismo artículo8. Es 
importante subrayar el hecho de que la relación estudiada 
entre di y tamaño de la firma no es el objetivo del análisis 
econométrico de todos los artículos incluidos. Si bien el di 
es la variable a explicar en todos los modelos, el tamaño 
de la empresa aparece frecuentemente como variable de 
control, dado que su importancia teórica es tal que se in-
cluye en la estructura de medias de los modelos para evitar 
sesgos de variable omitida. En la metodología del amr, la 
diferencia entre variable independiente y de control no es 
relevante, puesto que ambas aportan evidencia para ex-
plicar una misma variable dependiente (Stanley & Doucou-
liagos, 2012).
Cálculo del efecto de tamaño y amr bivariado
Con el fin de comparar la evidencia empírica disponible re-
ferida a una determinada hipótesis, es necesario conocer 
el efecto de tamaño que constituye la “medida que cuan-
tifica la asociación entre variables” (Stanley & Doucou-
liagos, 2012, p. 20). Existen múltiples medidas de efectos 
de tamaño: coeficientes de regresión, correlaciones de 
orden cero y elasticidades, entre otros (Stanley & Dou-
couliagos, 2012). Si bien todas estas medidas dan cuenta 
de la dirección e intensidad de la asociación entre varia-
bles, es importante distinguir entre efectos estadísticos y 
económicos: los primeros son medidas de asociación sin 
unidad de medida y, por ende, comparables entre sí; los úl-
timos miden efectos generalmente ligados a efectos margi-
nales, lo que implica tener en cuenta la unidad de medida 
de las variables de interés.
Para lograr efectos de tamaño en una misma escala, una 
alternativa es el uso de coeficientes de correlación par-
cial (ccp). Estos carecen de unidad de medida y muestran 
la magnitud y dirección de la asociación entre variables 
7 Dado que el propósito de esta búsqueda fue complementar la base 
de datos construida, solo se incluyeron estudios con características 
que fueran compatibles con la muestra obtenida previamente.
8 La lista de estudios que componen el metaanálisis se presenta en 
el anexo 1.
(Dimos & Pugh, 2016; Stanley & Doucouliagos, 2012). 













Donde t es el valor del estadístico de contraste de signi-
ficación del coeficiente de regresión y gl los grados de li-
bertad del modelo del que se extrae (Dimos & Pugh, 2016; 
Stanley & Doucouliagos, 2012). El ccp tiene un rango de 
valores acotado entre -1 y 1, por lo que se interpreta de 
forma similar al coeficiente de correlación de Pearson, con 
la diferencia de que la intensidad de la asociación esta-
dística se pondera por los grados de libertad del modelo 
del que se extrae el estimador. Esta medida estandarizada 
tiene la ventaja de calcularse fácilmente, puesto que se 
construye a partir de información usualmente disponible, 
tal como errores estándar o los propios valores t de los 
estimadores.
Una primera formalización del grado de heterogeneidad es 
la prueba Q estándar (Stanley & Doucouliagos, 2014). Bajo 
una lógica idéntica a la de la prueba chi-cuadrado, esta 
consiste en medir las diferencias entre los efectos obser-
vados y su distribución esperada (Viechtbauer, 2007). La 
hipótesis nula de la prueba es la de homogeneidad y el es-
tadístico Q ~ 
χ n−1
2
, siendo n la cantidad de observaciones. 
Si bien esta prueba es más objetiva que la inspección vi-
sual, lo cierto es que en aplicaciones económicas casi 
siempre se rechaza la hipótesis de homogeneidad (Stanley 
& Doucouliagos, 2012) y pierde potencia para muestras 
con menos de 40 casos (Viechtbauer, 2007).
A partir de la inspección visual de los datos y del contraste 
de heterogeneidad es que se procede a su análisis economé-
trico. Existen varios métodos para efectuar estas pruebas, y 
su objetivo radica fundamentalmente en determinar la exis-
tencia de un efecto de tamaño promedio o “genuino” y de 
sesgo de publicación (Stanley & Doucouliagos, 2012; Viecht-
bauer, 2010). Dichas pruebas constituyen la primera parte 
del amr. El punto de partida es la regresión entre los efectos 
de tamaño y su error estándar:
CCP e e CCP ei i i= + +β β0 1 . .( )  (3)
Esta regresión se conoce como “prueba de Egger” de asime-
tría (Egger et al., 1997), y permite medir tanto la asimetría 
de la distribución (prueba fat9), como efectuar el análisis 
9 Funnel asymmery test.
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del “efecto genuino” (prueba pet10) a partir del nivel de sig-
nificación de los coeficientes estimados. La ausencia de 
asimetría se postula bajo la hipótesis nula H0) 1=0 y la au-
sencia de un efecto genuino bajo la hipótesis nula H0) 0=0. 
Puesto que se espera que el error estándar de los efectos 
de tamaño no sea la misma para cada estudio, el término 
de error resulta heterocedástico. Por ende, debe estimarse 
vía mínimos cuadrados ponderados, utilizando como pon-



















Al sustituir en (3) el error estándar por la varianza del esti-
mador, se construye la prueba peese11, cuya hipótesis nula 
es la misma que la del análisis pet, pero permite corregir el 




















En síntesis, la estimación del modelo de regresión simple 
(3), corregido luego por heteroscedasticidad, tiene por ob-
jetivo identificar si existe un efecto de tamaño promedio 
distinto de cero en la relación estudiada y sesgos en la dis-
tribución de los efectos de tamaño12. 
Un aspecto importante en la modelación reside en el 
hecho de que un mismo estudio reporte más de un efecto 
de tamaño. En este caso, los ccp no pueden ser tomados 
como independientes entre sí, sino que es esperable que 
estén correlacionados al interior de cada estudio o paper 
(Nelson & Kennedy, 2009; Stanley & Doucouliagos, 2012; 
Viechtbauer, 2010). Los modelos de regresión que mejor 
reflejan esta situación permiten que los coeficientes varíen 
aleatoriamente entre clústeres. Si bien estos modelos ad-
miten tanto interceptos como pendientes aleatorias, el uso 
más difundido se limita a estimar interceptos aleatorios 
(Nelson & Kennedy, 2009).
La estructura de datos usada en el metaanálisis es seme-
jante a un panel desbalanceado (Stanley & Doucouliagos, 
2017), en el que el componente estocástico es análogo al 
efecto inobservable de cada individuo. La prueba de es-
pecificación de Hausman es la que permite determinar si 
los efectos de paper son fijos o aleatorios. La derivación 
de esta prueba puede encontrarse en Wooldridge (2002). 
10 Precision effect test. 
11 Precision-effect estimate with estandar error.
12 La estimación se realiza en R con el paquete metafor (Viechtbauer, 
2010). 
Mediante la comparación de los coeficientes estimados 
por efectos fijos y aleatorios, la hipótesis nula de la prueba 
es que la especificación por efectos aleatorios es consis-
tente y eficiente, por lo tanto, preferible.
Resultados
Descripción de la muestra
Se presenta a continuación una caracterización de los as-
pectos más relevantes de la muestra, en términos de esti-
maciones (880). En primer lugar, se observa variabilidad 
tanto en la cantidad de estudios como en el número de 
estimaciones por año (tabla 3). El rango de estimaciones 
va de 4 a 201, con menor evidencia empírica para artículos 
publicados en los periodos 1996-1997 y 2004-2005, así 
como un máximo en el periodo 2015-2016, explicado por 
una publicación del Banco Interamericano de Desarrollo 
(bid) para América Latina y el Caribe (Crespi et al., 2017). 
Tabla 3. 









1993 21 2 10,5
1994 16 2 8
1995 7 1 7
1996 8 2 4
1997 4 2 2
1998 20 3 6,7
1999 44 8 5,5
2000 48 3 16
2001 34 8 4,3
2002 38 6 6,3
2003 41 7 5,9
2004 9 2 4,5
2005 8 2 4
2006 41 6 6,8
2007 46 7 6,6
2008 35 6 5,8
2009 16 3 5,3
2010 23 5 4,6
2011 41 7 5,9
(Continúa)
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de patentes, que permite asignar la innovación a la em-
presa, explican una gran parte de los datos de panel. La 
otra mitad de la muestra consiste mayoritariamente en 
encuestas construidas ad hoc, análisis de una onda pun-
tual de una encuesta de innovación o bases de datos 
que indagan tangencialmente sobre temas de innovación 








Figura 3. Estructuras de datos presentes en la muestra. Fuente: elaboración 
propia.
Para describir las conceptualizaciones de la innovación ha-
lladas, resultan útiles las primeras dos etapas del modelo 
cdm (Crepon et al., 1998): inversión en actividades de inno-
vación e intensidad de recursos invertidos (input), por un 
lado, y resultados del proceso innovador (output), por otro. 
A partir de esta clasificación se observa que existe cierto 
consenso en medir la innovación por resultados (figura 4): 
la empresa declara nuevos productos o procesos, tiene ma-
yores ventas o genera patentes (73%). La poco frecuente 
medición a través de inputs (27%) es coherente con la ló-
gica de que la innovación es la aplicación comercial de 
nuevas combinaciones de factores productivos (Schum-
peter, 1935)15. Los recursos invertidos ayudan a explicar 
el éxito entre el desarrollo de proyectos de i+d y su con-
creción, pero no miden la innovación16. Es por esto que la 
realización de actividades y el presupuesto destinado se 
vean como las primeras etapas de un proceso, cuyo desen- 
lace exitoso (y eventual impacto sobre la productividad del 
trabajo) es el verdadero objetivo de investigación de la lite-
ratura bajo análisis17.
15 Esta diferencia es todavía mayor si se tiene en cuenta que una par-
te de las estimaciones (figura 6) de recursos invertidos corresponde 
a modelos bietápicos que corrigen el sesgo de selección mediante 
la estimación del gasto en i+d y luego modelan variables binarias.
16 Cerca del 45% de las estimaciones de la muestra tienen el gasto en 
i+d como variable explicativa de la innovación. 
17 Una alternativa para lidiar con este problema es la construcción 









2012 22 5 4,4
2013 36 6 6
2014 48 5 9,6
2015 201 16 12,6
2016 73 11 6,6
Total 880 125 7
Fuente: elaboración propia. 
En cuanto al ámbito geográfico de los datos que utiliza 
cada estudio, puede verse en la figura 2 que más del 50% 
de estimaciones son para Europa, y el 70% corresponde a 
países desarrollados13. Del 30% restante, un 25% corres-
ponde a países emergentes, dado que el 5% de estudios 
“internacionales” utilizan bases de datos que incluyen em-
presas en diferentes países, generalmente desarrollados. 
Esta discrepancia no sorprende, puesto que en países 
emergentes tanto el estudio de estos temas como el diseño 
de encuestas nacionales de innovación es posterior al de 
los países desarrollados14, al tiempo que la continuidad en 
el relevamiento de estas encuestas ha sido mucho mayor 


















Figura 2. Distribución geográfica de los datos de la muestra. Fuente: 
elaboración propia.
La figura 2 muestra la estructura de los datos empleados 
para modelar. En primer lugar, se observa que solo un 1% 
de las estimaciones provienen de series temporales, repar-
tiéndose la muestra en estimaciones con datos de corte 
transversal (54%) y datos de panel (45%). La continuidad 
de las encuestas de innovación europeas y el registro 
13 La categoría Pacífico incluye a Australia y Nueva Zelanda.
14 Para el estudio de las encuestas de innovación en América Latina, 
véase Crespi y Peirano (2007). Para la continuidad de la cis euro-
pea, véase Mairesse y Mohnen (2010).










Figura 4. Conceptualizaciones de la innovación modeladas en la muestra. 
Fuente: elaboración propia.
En cuanto a la escala utilizada para medir el di utilizada 
en las estimaciones econométricas incluidas en la muestra, 
se observa en el figura 5 que principalmente se la define 
como variable binaria (48%), en su mayoría en respuesta a 







Figura 5. Escalas de medición de la variable desempeño innovador en la 
muestra. Fuente: elaboración propia.
Un 19% de los modelos de la muestra la definen como 
una variable de conteo, generalmente igual al número de 
innovaciones o de patentes. Si bien este último indicador 
ha sido blanco de numerosas críticas, su empleo se justi-
fica en la riqueza informativa de las patentes, que permite 
analizar los flujos de conocimiento entre sectores, así como 
entre empresas y científicos (Hall et al., 2001). Adicional-
mente, las patentes en empresas industriales son proxy de 
aquellos desarrollos que las empresas consideran innova-
dores, y que, por ende, vale la pena proteger (Salomon & 
Shaver, 2005). Cabe aclarar que debido a que el patenta-
miento está mucho más difundido en las economías indus-
trializadas, no se observa que el di se mida de este modo 
en las estimaciones con datos de economías emergentes. 
de estos índices hace imposible su comparación, por lo que se han 
excluido en la muestra tomada. 
La medición del di como variable continua (33%) surge de 
su definición como el presupuesto destinado a i+d (input) 
o como las ventas derivadas de la innovación (output). 
Para finalizar la descripción, se presenta la distribución de 
los diferentes tipos de modelos econométricos de los que 
surgen las estimaciones (figura 6). La preponderancia de 
los modelos lineales generalizados —glm— (51%) es con-
secuencia de la modelación de las variables binarias en 
formulaciones logit y probit, así como la modelación de 
variable de conteo en modelos log-lineales. Le siguen en 
orden de importancia los modelos lineales para variables 
continuas (28%) y los modelos bietápicos que proponen 
corregir el sesgo de selección (11%). El resto de la muestra 
(10%) consiste en estimadores que surgen de la aplicación 












Figura 6. Tipos de modelos presentes en la muestra. Fuente: elaboración 
propia.
Construcción de los subsets
A nivel conceptual, todos los efectos de tamaño reflejan 
una única relación: el di en función del tamaño de la em-
presa. Los estimadores que surgen de las distintas esti-
maciones que componen la muestra son exclusivamente 
coeficientes de regresión; por consiguiente, tanto el signo 
como el nivel de significación son comparables. En este 
sentido, sería posible estimar un único modelo de amr in-
cluyendo la totalidad de la muestra (Stanley & Doucou-
liagos, 2012).
No obstante, al indagar un poco más en las distintas con-
ceptualizaciones de la innovación, es claro que la interpre-
tación económica de estos estimadores no es la misma. 
Por lo tanto, se propone segmentar la muestra en cuatro 
subsets más homogéneos, definidos en función de la me-
dición de la innovación como actividades, recursos inver-
tidos o resultado, junto con la escala de medición de las 
variables, tal como surge de la tabla 4. Los subsets 1, 2 y 3 
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corresponden a estimaciones de los resultados del proceso 
de innovación, distinguiendo entre las distintas escalas de 
medida del di. El subset 4 incluye a las estimaciones que 
captan a la innovación a través de los recursos invertidos y 
miden al di como una variable continua.
Tabla 4. 
Criterios para la definición de subsets.
 




Ocupados 347 115 96 558
Ventas 7 46 32 85
Recursos
Ocupados 0 0 76 76
Ventas 0 0 95 95
Actividades
Ocupados 47 2 0 49
Ventas 17 0 0 17
Total 418 163 299 880
Fuente: elaboración propia.
Así, quedan definidos cuatro subsets de estudios homogé-
neos con los que se efectuará el amr:
1. Resultados de la innovación con medidas binarias (in-
nova o no) (n = 354).
2. Resultados de la innovación con medidas de conteo 
(número de patentes o de innovaciones) (n = 161).
3. Resultados de la innovación con medidas continuas 
(ventas innovadoras) (n = 128).
4. Recursos invertidos (presupuesto en i+d) (n = 165)18.
Resultados econométricos
La figura 7 es el gráfico funnel para las 880 estimaciones 
que componen la muestra, en donde se observan estima-
dores tanto positivos como negativos con diversos niveles 
de precisión, lo que denota heterogeneidad en la evidencia 
recopilada. Se observa que los efectos se concentran en 
torno a un valor positivo a medida que son más precisos, 
aunque en promedio los efectos positivos son más precisos 
que los negativos. A medida que el ccp disminuye, lo hace 
también su nivel de precisión, aumentando su varianza.
Del amr simple surge un primer resultado bien claro: el 
efecto “genuino” entre tamaño de la firma y di es posi-
tivo (tabla 5), lo que se encuentra en línea con resultados 
18 La diferencia de seis estimaciones con respecto a la tabla 3 (76+95) 
se debe a estimaciones de serie de tiempo que se descartan.
de los metaanálisis publicados en el tema (Camisón et al., 
2002; Damanpour, 2010). Dicho efecto se estima en 0,13, 
valor en torno al cual se agrupan los efectos de tamaño 
más precisos. Asimismo, hay evidencia de heterogeneidad, 
dado el bajo valor-p de la prueba Q. 
Por otro lado, hay evidencia de sesgo de publicación: no se 
observan efectos de tamaño negativos y no significativos, 
lo que hace presumir que estos resultados son descartados 
por los propios investigadores o rechazados para su publica-
ción. La prueba de asimetría derivada del coeficiente esti-
mado para la varianza indica que los efectos de tamaño no 
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Figura 7. Gráfico funnel para la muestra completa. Fuente: elaboración 
propia.
Tabla 5. 





Prueba Q de heterogeneidad 
residual





Prueba de Hausman 2 = 5,54 gl = 1, p-val = 0,018
Notas: todos los modelos incluyen variables ficticias de paper para captar el 
efecto inobservable, cuyos coeficientes no se presentan. Para la prueba de 
Hausman, H0). Efectos fijos y aleatorios son consistentes. Significatividad: 
***0,01, **0,05, *0.1.
Fuente: elaboración propia.
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Entonces, si el efecto de tamaño “genuino” es positivo, no 
extraña encontrar estimadores positivos que sean estadís-
ticamente significativos. Lo que induce a pensar en la exis-
tencia de sesgo de publicación es que, entre los resultados 
estadísticamente no significativos —es decir, poco pre-
cisos—, no haya valores estimados con ambos signos. No es 
posible ser concluyente acerca de por qué no se observan 
dichos coeficientes: si debido a que no han sido medidos, si 
solo surgen de modelos econométricos mal especificados y 
rechazados para su publicación, o si es porque van en contra 
del consenso académico. El modelo simple refuerza la no-
ción de que las estimaciones más precisas son las de signo 
positivo. Los resultados son robustos bajo la especificación 
del modelo con el error estándar del efecto de tamaño como 
regresor, en lugar de su varianza. 
Las figuras 8.A a 8.D son los gráficos funnel para cada 
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Figura 8. Funnel plots para cada subset. A. Innova o no; B. Número de innovaciones; C. Ventas derivadas de la innovación; D. Recursos invertidos. Fuente: 
elaboración propia.
cuatro gráficos se detectan efectos de tamaño (ccp) tanto 
positivos como negativos, aunque las distribuciones siguen 
patrones diferentes. La forma de cono puede identificarse 
más claramente en el panel 7.3, con efectos de tamaño 
en torno a cero y una distribución que tiene un grado de 
precisión promedio menor al resto. Las figuras 8.A y 8.B 
muestran mayor concentración de valores positivos, mien-
tras que la figura 8.D muestra una mayor dispersión de los 
efectos. Con excepción de la figura 8.C, parece haber un in-
dicio sobre la relación positiva entre tamaño e innovación.
El amr bivariado para los cuatro subsets (tabla 6) permite 
verificar en parte lo expuesto en el análisis del figura 8. Se 
observa un efecto de tamaño promedio positivo distinto 
de cero para todos los casos, excepto para la obtención 
de ventas derivadas de la innovación. Es decir, tanto para 
obtener innovaciones, patentes o invertir en actividades 
innovativas (ai), se evidencia una relación directa con el 
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tamaño de la firma (siendo mayor en el caso de patentes y 
más débil en el caso de obtener o no innovaciones). Nue-
vamente, los resultados van en la dirección de lo expuesto 
previamente; el tamaño incide claramente sobre los es-
fuerzos en innovación, pero no tanto en sus resultados. Di-
ferente es el caso de generar ventas a partir de nuevos 
productos o procesos, donde el tamaño de la empresa pa-
rece perder relevancia; el efecto promedio no difiere de 
cero. Este resultado refleja la idea de que, para obtener re-
sultados económicos, deben ponerse en juego otro tipo de 
capacidades, ligadas a lo comercial y organizacional (Da-
manpour, 2010; Nelson, 1991).
En cuanto al análisis de simetría, los resultados coinciden 
con lo expuesto para toda la muestra. Los coeficientes ne-
gativos y significativos de la varianza dan cuenta de dis-
tribuciones asimétricas, excepto en el caso de recursos 
invertidos (subset 4). En los tres primeros casos, a mayor 
varianza, menores efectos de tamaño: nuevamente son los 
efectos más pequeños (o negativos) los menos precisos. 
El subset “recursos invertidos” es el único que brinda evi-
dencia de simetría, es decir, no existe correlación entre el 
efecto de tamaño y su grado de precisión.
Estos resultados no son concluyentes en tanto este tipo de 
análisis no toma en cuenta el efecto de las variables que 
podrían explicar dicha asimetría. Por ende, el rechazo o 
no de la hipótesis de asimetría debe complementarse con 
otras variables que moderen la relación estudiada y expli-
quen la heterogeneidad observada. Este es el objetivo final 
del trabajo cuyo avance se presenta en esta instancia.
Reflexiones finales
El presente trabajo constituye la primera etapa de un aná-
lisis de metarregresión aplicado a estudiar la relación entre 
tamaño de la firma y di. A pesar de ser uno de los aspectos 
más relevantes en la tradición de la economía de la in-
novación, los resultados de la investigación empírica no 
son concluyentes. La heterogeneidad de los efectos de ta-
maño ha dado lugar a argumentos igualmente diversos que 
tratan de explicar relaciones en uno u otro sentido, y es el 
objetivo de este trabajo sintetizar dichos resultados. Si bien 
existen antecedentes en la materia, la implementación de la 
metodología amr resulta novedosa, ya que permite indagar 
acerca de posibles sesgos de publicación, al tiempo que se 
nutre de las publicaciones más recientes (1990-2017); es 
decir, actualiza los resultados anteriormente obtenidos.
Un primer aporte de este trabajo consta de la descripción 
de la literatura bajo estudio, sus matices y similitudes. 
Frente a posibles sesgos de publicación en la evidencia 
empírica, el amr es una herramienta que permite sintetizar 
los avances académicos en un determinado campo, así 
como encontrar el efecto de tamaño “genuino”. Tal como 
surge del marco teórico, el consenso académico tiende a 
defender la idea de un efecto positivo.
Merece aquí la atención la marcada disparidad entre las 
publicaciones de países desarrollados y emergentes en las 
bases de trabajos consultadas. Si bien es cierto que el es-
tudio sistemático de la innovación mediante encuestas 
a nivel nacional se inicia antes y tiene una mayor conti-
nuidad en países desarrollados, ello no implica la ausencia 
de estos temas en la agenda de investigación en las eco-
nomías emergentes, sino que gran parte de esta literatura 
es de más difícil acceso y constituye la llamada “literatura 
gris”. Como consecuencia, es posible que dicho consenso 
académico se base en realidades ajenas a nuestros con-
textos y, por ende, no den guías precisas para la política 
industrial como herramienta para el desarrollo.
Tabla 6. 
Resultados del amr bivariado.
Subset 1:  
innova o no
Subset 2: nro. de 
patentes o innovaciones
Subset 3:  
ventas innovadoras
Subset 4:  
recursos invertidos
Intercepto 0,088*** 0,468*** 0,01 0,127***
(valor-p) (< 0,001) (< 0,001) -0,591 -0,007
Varianza  -10,308*  -49,269**  -5,747*** 1,264
(valor-p) 0,06 0,02 0,003 0,92
Prueba de heterogeneidad residual 
(valor-p)
< 0,001 < 0,001 <0,001 <0,001
Prueba de asimetría (valor-p) 0,06 0,02 0,003 0,92
Prueba de Hausman P-val = 0,007 P-val = 0,001 P-val = 0,49 P-val = 0,30
Nota. Los modelos 1 y 2 incluyen variables ficticias de paper; los modelos 3 y 4 incluyen efectos aleatorios. Para la prueba de Hausman, H0) Efectos fijos 
y aleatorios son consistentes. Código de significación: ***0,01, **0,05, *0,1.
Fuente: elaboración propia.
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Asimismo, la distinta operacionalización de la innovación y 
la necesidad de reducir un fenómeno complejo en una sola 
variable contribuyen a parte de la heterogeneidad obser-
vada en los resultados. Si bien desde la década de los 90 
se cuenta con un marco metodológico (el Manual de Oslo) 
que se ha actualizado y extendido a otras regiones —un 
ejemplo es el Manual de Bogotá (Jaramillo et al., 2001)—, 
dista de haber una única forma de medir la innovación (De 
Carvalho et al., 2017). También los diferentes criterios a la 
hora de incluir empresas en una encuesta (e. g., empresas 
grandes o familiares) añaden heterogeneidad.
Tanto los esfuerzos que hace la empresa para lograr inno-
vaciones como los resultados de esos esfuerzos se toman 
como válidos —aunque estos últimos prevalecen por sobre 
los primeros—. En el ámbito de la innovación tecnológica, 
tales esfuerzos están asociados a actividades de i+d, paso 
previo a la obtención de nuevos productos o procesos. 
Estas diferentes conceptualizaciones se emplean como 
punto de partida para la construcción de subsets homogé-
neos para el amr. Como indican los resultados, estas dife-
rencias no son menores y pueden cambiar las conclusiones 
que del análisis se extraen. Si bien se detecta una relación 
directa entre tamaño de la firma y output innovador, dicho 
resultado no se mantiene cuando la innovación se mide 
mediante ventas.
Los primeros resultados de esta investigación muestran 
que la heterogeneidad observada excede la atribuible a 
la variabilidad muestral tanto para la muestra completa 
(880 observaciones) como para cada uno de los cuatro 
subsets, es decir, existen características que influyen sobre 
el resultado más allá de la variabilidad debida al empleo 
de diversas muestras. Los resultados econométricos dan 
cuenta de un efecto de tamaño promedio corregido po-
sitivo, acorde a los antecedentes antes citados. Por otro 
lado, la correlación negativa entre el signo de las estima-
ciones y su varianza (o error estándar) avala la hipótesis 
de sesgo de publicación, ya que los efectos de tamaño pe-
queños o negativos son los que mayor nivel de error po-
seen. El principal resultado de esta investigación ratifica el 
consenso académico de una relación directa entre tamaño 
de la firma y di. 
El objetivo último de este trabajo es poder explicar la he-
terogeneidad observada, esto es, modelar los efectos de 
tamaño que componen la muestra en función de caracte-
rísticas de los datos utilizados y de las decisiones metodoló-
gicas aplicadas. Con dicho fin, se han codificado diferentes 
características a nivel estudio (región, sectores incluidos, 
tipo de publicación) y estimación (tipo de modelo, con-
troles efectuados, operacionalización del tamaño, entre 
otras) que potencialmente explicarían la heterogeneidad. 
Ello constituye el paso posterior de esta investigación, aún 
en curso.
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ANEXO
Anexo 1. 
Estudios incluidos en el metaanálisis.









sobre el efecto 
de tamaño
Aboal y Garda (2016) 10 Uruguay 2004-2009 1.328 ai; resultados obtenidos Ocupados Positivo
Ahuja (2000) 11 Internacional 1982-1992 996 Resultados obtenidos Ocupados Positivo
Ahuja y Katila (2001) 6 Internacional 1980-1991 598 Resultados obtenidos Ocupados Positivo
Allred y Park (2007) 5
Economías 
desarrolladas
1990-2000 1.081 Recursos invertidos Ventas Positivo
Almeida et al. (2011) 10
EE. UU. y 
Europa






2006-2013 9.101 Resultados obtenidos Ocupados Positivo
Arvanitis (2008) 2 Suiza 1997-1999 595 Resultados obtenidos Ocupados Positivo
Aschhoff y Schmidt 
(2008)
8 Alemania 2001-2004 699 Resultados obtenidos Ocupados Nulo
Audretsch (1995) 7 EE.UU. 1975-1982 81 Resultados obtenidos Ventas Negativo; nulo
Bachmann et al. 
(2016)
3 Argentina 2002-2004 1.241 Resultados obtenidos Ocupados Negativo
Baptista y Swann 
(1998)
11 Reino Unido 1975-1982 1.984 Resultados obtenidos Ventas Positivo
Barasa et al. (2016) 11
Kenya, Tan-
zania y Uganda
2010-2012 1.541 Resultados obtenidos Ocupados Nulo
Barge-Gil (2013) 6 España 2004-2008 14.576 Resultados obtenidos Ocupados Negativo
Bartoloni y Baussola 
(2001)
1 Italia 1990-1992 13.334 Resultados obtenidos Ocupados Positivo
Battisti et al. (2015) 16 Europa 2002-2004 173 Resultados obtenidos Ocupados Positivo; nulo
Becheikh (2013) 1 Egipto 2009 2.132 Resultados obtenidos Ocupados Positivo
Belderbos (2001) 2 Japón 1990-1993 194 Resultados obtenidos Ventas Positivo
Benavente (2006) 15 Chile 1997-1998 197
ai; recursos invertidos; 
resultados obtenidos
Ocupados Nulo
Beugelsdijk y Cornet 
(2002)
6 Alemania 1996 1.510 Resultados obtenidos Ocupados Negativo
Bishop y Wiseman 
(1999)
3 Reino Unido 1996 320 ai; resultados obtenidos Ocupados Positivo
Blundell et al. (1999) 9 Reino Unido 1972-1982 2.943 Resultados obtenidos Ventas Positivo
Bond et al. (1999) 2
Alemania y 
Reino Unido
1985-1994 218 ai Ventas Positivo
Bratti y Felice (2011) 7 Italia 2001-2003 1.635 Resultados obtenidos Ocupados Nulo
Cabral y Traill (2001) 4 Brasil 1994-1996 132 Resultados obtenidos Ocupados Positivo
Capron y Cincera 
(2004)
4 Bélgica 1998 1.204 Resultados obtenidos Ocupados Positivo
Cassiman y Veugelers 
(2002)
9 Bélgica 1993 316 Resultados obtenidos Ocupados Negativo
Cassiman y Veugelers 
(2006)
15 Bélgica 1993 269 ai; resultados obtenidos Ventas Varios
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Cefis (2010) 13 Alemania 1998-2002 4.604 ai Ocupados Negativo; nulo
Cefis y Marsili (2015) 8 Países Bajos 1994-2002 513 Resultados obtenidos Ocupados Nulo
Classen et al. (2014) 4 Alemania 2006 1.067
ai; recursos invertidos; 
resultados obtenidos
Ocupados Positivo
Clausen (2009) 8 Noruega 1999-2001 1.019 Recursos invertidos Ocupados Positivo; nulo
Clausen y Pohjola 
(2013)
6 Noruega 1998-2006 1.644 Resultados obtenidos Ocupados Varios
Cockburn y Henderson 
(1994)
3
EE. UU. y 
Europa
1993 171 Recursos invertidos Ventas Nulo
Conte y Vivarelli 
(2014)




Corsino et al. (2011) 4 Internacional 1999-2004 564 Resultados obtenidos Ocupados Positivo
Crepon et al. (1998) 8 Francia 1990 4.164 ai; resultados obtenidos Ocupados Nulo
Crespi et al. (2016) 21 Argentina 1998-2004 2.083 Recursos invertidos Ventas Positivo
Czarnitzki y Kraft 
(2005)
6 Alemania 1992-1995 1.915 Recursos invertidos Ocupados Positivo
Damijan et al. (2011) 3 Eslovenia 1996-2002 4.947
ai; recursos invertidos; 
resultados obtenidos
Ocupados Positivo
De Propris (2000) 1 Reino Unido 1994-1996 270 Resultados obtenidos Ocupados Nulo
Dhingra (2013) 8 Tailandia 2003-2006 413 Resultados obtenidos ambos Nulo
Doran y Jordan (2016) 9 Irlanda 2004-2006 591 Resultados obtenidos Ocupados Positivo
Doran y O’Leary 
(2016)
4 Irlanda 2006-2008 522 Resultados obtenidos Ocupados Nulo
Elshamy (2015) 1 Egipto 2010-2012 70 Resultados obtenidos Ocupados Positivo




2002-2004 2.126 Recursos invertidos Ventas Negativo
Fitjar et al. (2013) 4 Noruega 2010 1.602 Resultados obtenidos Ocupados Positivo
Fitjar y Rodríguez-Pose 
(2015)
8 Noruega 2010 1.602 Resultados obtenidos Ocupados Positivo
Fontana y Gueronzi 
(2008)
1 Europa 2000 486 Resultados obtenidos Ocupados Positivo
Foster et al. (2016) 10 EE. UU. 2005-2010 7.223.000 ai; recursos invertidos Ocupados Positivo
François et al. (2002) 4 Francia 1990-1996 3.906 Resultados obtenidos Ocupados Positivo
Freel (2003) 8 Reino Unido 2001 90 Resultados obtenidos Ocupados Positivo
Fritsch y Meschede 
(2001)
5 Alemania 1995 627 Recursos invertidos Ocupados Nulo
Fu et al. (2018) 5 Ghana 2010-2013 501 Resultados obtenidos Ocupados Nulo
Ganau y Di Maria 
(2014)
24 Italia 2004-2006 2911 Resultados obtenidos Ocupados Positivo
Ganotakis y Love 
(2011)
2 Reino Unido 2004 314 Resultados obtenidos Ocupados Positivo
Ganter y Hecker 
(2013)
8 Alemania 2002-2008 984 Resultados obtenidos Ocupados Nulo
Gelabert et al. (2009) 7 España 2000-2005 4.008 Recursos invertidos Ocupados Nulo
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Goedhuys y Veugelers 
(2012)
4 Brasil 2000-2002 1.563 Resultados obtenidos Ocupados Nulo
González et al. (2016) 2 España 2001-2011 9.462 Resultados obtenidos Ocupados Nulo









1998-2000 1.703 Recursos invertidos Ocupados Nulo
Hall et al. (1999) 6
Japón, Francia 
y EE.UU.
1978-1989 2.652 Recursos invertidos Ventas Positivo
Hall y Ziedonis (2001) 6 EE. UU. 1979-1995 164 Resultados obtenidos Ocupados Positivo
Hao y Jaffe (1993) 13 Internacional 1973-1988 321 Recursos invertidos Ventas Positivo
Harris et al. (2003) 4 Australia 1995-1998 11.271 Resultados obtenidos Ocupados Positivo
Herstad et al. (2015) 15 Noruega 2006-2008 1.230 ai; resultados obtenidos Ocupados Nulo
Herstad y Sandven 
(2014)
4 Noruega 2008-2010 616 Resultados obtenidos Ocupados Nulo
Himmelberg y  
Petersen (1994)
13 Internacional 1983-1987 368 Recursos invertidos Ventas Positivo
Hitt et al. (1997) 2 Internacional 1988-1990 293 Recursos invertidos Ventas Positivo
Hoelz Pinto y Lage  
de Sousa (2015)
24 Caribe 2010-2014 3.644
ai; recursos invertidos; 
resultados obtenidos
Ocupados Nulo
Honig Haftel (1993) 8 EE. UU. 1983-1988 28 Resultados obtenidos Ocupados Positivo




Kang y Kang (2010) 3 Corea del Sur 2005 1.353 Resultados obtenidos Ocupados Positivo
Keupp y Gassmann 
(2013)
4 Suiza 1990-2008 1.476 Resultados obtenidos Ocupados Nulo
Knott y Vieregger 
(2016)
2 EE. UU. 2008-2011 2.030 Recursos invertidos ambos Positivo
Kochhar y David 
(1996)
4 NASDAQ 1989 99 Resultados obtenidos Ventas Positivo
Leiblein y Madsen 
(2009)
5 Internacional 1990-1999 2.599 Resultados obtenidos Ventas Nulo
Lerner y Wulf (2007) 4 Internacional 1987-1997 177 Resultados obtenidos Ventas Positivo
Liu y Buck (2007) 3 China 1997-2002 126 Resultados obtenidos Ocupados Positivo
López y Orlicki (2006) 4 Argentina 1992-2000 1.286 Resultados obtenidos Ocupados Nulo
Losada-Otálora  
y Zuluaga (2012)
1 Colombia 2004 4.780 Resultados obtenidos Ocupados Positivo
Love et al. (1996) 4 Escocia 1992 318 ai; resultados obtenidos Ocupados Nulo
Love y Ashcroft (1999) 3 Escocia 1993 304 Resultados obtenidos Ocupados Positivo
Love y Roper (1999) 4 Reino Unido 1995 576 Resultados obtenidos Ocupados Positivo




1991-1994 684 Resultados obtenidos Ocupados Negativo; nulo





2008 128 Resultados obtenidos Ocupados Positivo
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MacPherson (1998) 1 EE.UU. 1989-1993 129 Resultados obtenidos Ocupados Nulo
Malerba et al. (1997) 2 Unión Europea 1984 164 Resultados obtenidos Ocupados Nulo
Maré et al. (2014) 5 Nueva Zelanda 2000-2008 13.722 Resultados obtenidos Ocupados Positivo
Marín et al. (2015) 10 Argentina 2002-2004 1.245 Resultados obtenidos Ocupados Negativo
Marín y Petralia (2018) 12
Argentina y 
Brasil
1998-2003 4.787 Resultados obtenidos Ocupados Nulo
Martínez-Ros (1999) 7 España 1990-1993 8.000 Resultados obtenidos Ocupados Positivo
Morris (2015) 16 Caribe 2008-2014 2.460 Resultados obtenidos Ocupados Nulo
Mothe et al. (2015a) 3 Luxemburgo 2004-2006 568 Resultados obtenidos Ocupados Nulo
Mothe et al. (2015b) 3 Francia 2006-2008 2.673 Resultados obtenidos Ocupados Negativo
Negassi (2004) 7 Francia 1990-1996 16.417 Resultados obtenidos Ventas Positivo




Nooteboom et al. 
(2007)
8 Internacional 1986-1997 762 Resultados obtenidos Ventas Positivo







Pradhan (2003) 2 India 1989-2001 1.998 Recursos invertidos Ventas Positivo
Raymond et al. (2010) 8 Países Bajos 1994-2000 1.764 Resultados obtenidos Ocupados Positivo
Reichstein et al. 
(2008)
12 Reino Unido 1998-2000 376 Resultados obtenidos Ocupados Nulo
Reichstein y Salter 
(2006)
4 Reino Unido 2001 2.885 Resultados obtenidos Ocupados Positivo
Roper y Hewitt-
Dundas (2015)
15 Irlanda 1991-2008 2.002 Resultados obtenidos Ocupados Positivo; nulo
Rouvinen (2004) 2 Finlandia 1994-1996 1.000 Resultados obtenidos Ocupados Nulo
Sadowski y Sadowski-
Rasters (2006)
2 Países Bajos 1994-1996 3.427 Resultados obtenidos Ocupados Positivo
Sakakibara y  
Branstetter (1999)




Salomon y Sahver 
(2005)
24 España 1990-1997 3.471 Resultados obtenidos Ocupados Nulo
Segarra-Blasco et al. 
(2008)
2 Cataluña 2002-2004 1.332 ai Ocupados Positivo
Sharma (2007) 20 Internacional 2003-2006 1.127 ai; recursos invertidos Ventas Positivo
Shefer y Frenkel 
(2005)
2 Israel 1994 178 Recursos invertidos Ventas Negativo; nulo
Sorensen y Stuart 
(2000)
36
Asia, Japón, UE 
y EE.UU.
1986-1992 3.349 Resultados obtenidos ambos Varios
Srholec (2010) 6 Rep. Checa 1999-2001 1.809 Resultados obtenidos Ocupados Positivo




Tavassoli y Karlsson 
(2015)
6 Suecia 2002-2012 1.722 Resultados obtenidos Ocupados Positivo; nulo
Tello (2015) 18 Perú 2002-2007 203 ai; resultados obtenidos Ocupados Positivo
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3 Reino Unido 2002-2006 2.206 Resultados obtenidos Ocupados Positivo
van Beers y Sadowski 
(2003)
5 Países Bajos 1994-1996 1.459 Resultados obtenidos Ocupados Positivo
Van Beveren y Van-
denbussche (2010)
3 Bélgica 1998-2004 189 Resultados obtenidos Ocupados Nulo
van Leeuwen y Klomp 
(2006)
8 Países Bajos 1994-1996 1.926
ai; recursos invertidos; 
resultados obtenidos
Ocupados Negativo
Veugelers y Cassiman 
(2005)
1 Bélgica 1990-1992 504 Resultados obtenidos Ocupados Positivo
Wörter (2007) 1 Suiza 1999-2005 2.777 ai Ocupados Negativo
Zoghi et al. (2010) 3 Canadá 1999-2003 15.433 Resultados obtenidos Ocupados Positivo
Zuluaga Jiménez et al. 
(2012)
5 Colombia 2003-2004 4.819 Resultados obtenidos Ocupados Positivo
Nota. La última columna trata de sintetizar los principales resultados de cada estudio, en algunos casos muy diversos. Aquellos efectos estadísticamente 
significativos se denotan como positivos y negativos respectivamente, mientras que los no significativos son los “nulos”; los estudios con resultados muy 
heterogéneos se clasifican como “varios”.
Fuente: elaboración propia.

