Abstract-The filtering problem for finite-state Markov chains is revisited in the low signal-to-noise regime. We give a description of conditional measure concentration around the invariant distribution of the signal and derive asymptotic expressions for the performance indices of the minimum mean square error (MMSE) and minimum a posteriori probability (MAP) filtering estimates.
I. INTRODUCTION
Consider the discrete time signal-observation pair (X; Y ) = (X n ; Y n ) n2 , where the signal X is a finite state Markov chain with values in a real alphabet = fa 1 ; . . . ; a d g, transition probabilities ij = (Xn = aj jXn01 = ai) and initial distribution . The observation sequence Y is generated by
1 fX =a g n(i); n 1 (1) where is a sequence of i.i.d. random vectors, independent of X.
Without loss of generality the probability laws of the entries of 1 can be assumed to have densities gi(u); i = 1; . . . ; d; u 2 with respect to a -finite measure (du) on (typically the Lebesgue measure or purely atomic measure). Hereafter all the random variables are assumed to be supported on a complete probability space (; ; ).
This setting is often referred as hidden Markov model and is frequently encountered in information sciences (see e.g., the recent survey [5] ). An important statistical problem related to HMM is filtering, i.e., estimation of the signal X n , given the observation trajectory Y up to time n. The main building blocks of this estimation problem are the conditional probabilities n(i) = (Xn = aij 
The vector n satisfies the recursive Bayes formula, called the filtering equation
jG(Y n )3 3 n01 j ; 0 =
where 3 3 is the transposed matrix of transition probabilities ij ; G(y); y 2 is the scalar matrix with entries gi(y) and jxj stands for the`1-norm, i.e., jxj = ). The uniqueness of this measure is not at all obvious and in fact may fail if no restrictions are imposed on the noise densities, even when the signal X itself is ergodic (see a discussion in [2] ).
Recall that a Markov chain on is ergodic, if the limit probabilities i := (Xn = ai); i = 1; . . . ; d exist, are unique and positive. The sufficient and necessary condition for ergodicity is that the matrix 3 q has positive entries for some integer q 1 and then is the unique solution of 3 3 = in S d01 . The invariant measure M of n is unique, i.e., independent of , if X is ergodic and the noise densities are bounded and have the same support (see [4] ). In this case the limits E := lim n!1 E n and P := lim n!1 P n exist and do not depend on .
Though these "steady-state" optimal errors cannot be calculated exactly, they are amenable to asymptotic approximations, as the one obtained by Khasminskii and Zeitouni in [7] and Golubev in [6] . Suppose that the transition probabilities satisfy " ij = 1 0 "`6 =j i`; i = j " ij ; i 6 = j with a small parameter " 2 (0; 1), which controls the transitions rate of the corresponding slow chain X " n (note that the invariant measure of X " does not depend on " and equals ). The observation process Y " is given by (1) with X replaced with X " and " n is the solution of (3) with Y and 3 replaced with Y " and 3 " respectively. It is proved in [7] , that if all the Kullback-Leibler divergences
are finite and positive, the error probability 1 P " converges to zero as " ! 0 and
" log " 01 (1 + o(1)): (4) Similar asymptotic holds for the MMSE as shown in [6] Y n = h(Xn) + n; n 1 (6) where is a sequence of i.i.d. random variables, independent of X; h is an 7 ! function and is the constant, controlling the noise intensity. Though less apparent in the discrete time setting, the analogy is complete for continuous time model, as explained in Section II below. In this paper the strong noise asymptotic is addressed, when the filtering probabilities n converge to the a priori distribution of the signal n = ( 3 3 ) n as ! 1. Thus in the stationary case we deal with the
The precise formulation of the results is given in Section II, which are proved in Sections III and IV.
II. MAIN RESULTS

A. Discrete Time
Let (X; Y ) be the filtering model, with X being a finite state Markov chain on with transition probabilities matrix 3 and initial distribution and suppose that Y is generated by (6).
Theorem 1:
Assume that the probability law of 1 has a bounded twice continuously differentiable density g(u) with respect to the Lebesgue measure on with bounded continuous derivatives. Then the solution of (3) converges to n = ( 3 3 ) n as ! 1 and
where Zn satisfies
; Z0 = 0:
The following two theorems give asymptotic expressions for E and P .
Theorem 2:
Assume that X is an ergodic chain and g satisfies the following conditions: a1) g(u) does not vanish on , is bounded and has two bounded derivatives; a2) there is a > 0, so that Then the algebraic Lyapunov equation
has a unique solution P in the class of nonnegative definite matrices with i;j Pij = 0 and lim
where a is a vector with entries a1; . . . ; a d and
is the a priori mean square error.
Remark 1:
The assumption (a 1 ) and ergodicity of X guarantee uniqueness of the invariant measure M (see [4] and the second condition of (a2) holds with any power p 0 as well.
It is not hard to verify that (a 2 ) also holds for, e.g., Cauchy density g(x) = 01 (1 + x 2 ) 01 , which fails to have the first moment.
Theorem 3:
Assume that X is ergodic and 1 is a standard Gaussian random variable, then for any continuous function F :
growing not faster than polynomially
where Z is a zero mean Gaussian vector with covariance matrix P , defined by (8) with I 1. In particular
where P 1 := 1 0 max a 2 i is the a priori error probability and J = fi : i = max j j g. If has a unique maximal atom, then for any integer p 1
If the maximal atom of is not unique, then the right hand side of (11) is positive in general as the following example demonstrates.
Example 1: Let X be a binary chain with the transition matrix 
subject to 0 = , where 3 is the transition intensities matrix, diag(x);x 2 d stands for the scalar matrix with x i on the diagonal, h is a column vector with entries h(ai) and x 3 is the transposed of x.
Recall that X = (X t ) t2 is ergodic, if exp(3) has positive entries or equivalently if all of its states communicate. For ergodic chains the Markov process t has a unique invariant measure M (d) for any > 0 (see [3] ). In the case d = 2 the exact expressions are known for both P and E in terms of integrals with respect to the density of M(d), which can be explicitly found by solving the corresponding Kolmogorov-Fokker-Plank equation (see [9] , [8] ). In higher dimension the closed form solution for KFP equation is unavailable, which makes the direct analysis of (12) intractable. The slow chain X " is obtained by the time scaling X " t = X "t ; t 0
and its transition intensities matrix equals "3. As in the discrete time the invariant measure of X " is independent of " and solves 3 3 = 0 in S d01 . The asymptotic expressions (4) and (5) remain valid with (g i k gj ) replaced by (hi 0 hj) 2 =2 (see [7] and [6] 
III. PROOFS IN DISCRETE TIME
A. Proof of Theorem 1
The entries of the diagonal matrix G(y) in (3) where Z n := (q n 0 n ) clearly satisfies (7), which does not depend on .
B. Proof of Theorem 2
Note that to verify (9) one should first take the limit n ! 1 and then ! 1 and thus cannot use the statement of Theorem 1 per se. The proof relies on stability property of the matrix 3, provided by ergodicity of X.
As shown in [4] the Markov process (X; ) has the unique invariant measure M (dx; d) if X is ergodic and assumption a 1 is satisfied. In particular the -marginal is given by ; q 0 = :
We use the notations, introduced in the previous section, to denote random processes, playing the same role as in the proof of Theorem 1, but defined differently to fit the stationary setup under consideration. 
On the other hand, the sequence Z n = (q n 0 ) does not depend on and satisfies
Again by the stability property of 3 3 on the subspace fx 2 d :
where P uniquely solves (14) in the class of nonnegative matrices with ij P ij = 0, which is a well known property of the Lyapunov equation for stable matrices (see, e.g., [1] ). Hence
where the latter convergence holds by (22). This in turn implies (9) 2 (E 1 0 E ) = 2 Ea 3 ( 0 0 )( 0 0 ) 3 a !1 0! a 3 P a:
C. Proof of Theorem 3
For standard Gaussian 1; p 0 (x)=p(x) = 0x and I = 1, hence the process Z n , defined in (23) 
where Z is a zero mean Gaussian vector with covariance matrix P , defined by (8) .
Let J = fi : i = max j j g and assume 1 2 J for definiteness. 
IV. PROOFS IN CONTINUOUS TIME
The continuous time filter (12) has a convenient innovation structure, which simplifies the proofs, which are only sketched below.
A. Proof of Theorem 4
Since t = exp(3 3 t) solves _ t = 3 3 t ; 0 = , the process The convergence holds in p ; p 1 as well, since the integrand of the stochastic integral is uniformly bounded in and hence j t j is uniformly integrable to any power as ! 1. If X is ergodic, 3 3 is a stability matrix on fx 2 : i x i = 0g, which is an invariant subspace of (25) and (13). Then by the very same arguments, used in the proof of Theorem 2, and taking into account the integrability properties of the stochastic integral with respect to B, one verifies (15).
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