Abstract-This paper presents a fully programmable Internet of Things visual sensing node that targets sub-mW power consumption in always-on monitoring scenarios. The system features a spatial-contrast 128 × 64 binary pixel imager with focal-plane processing. The sensor, when working at its lowest power mode (10 µW at 10 frames/s), provides as output the number of changed pixels. Based on this information, a dedicated camera interface, implemented on a low-power field-programmable gate array, wakes up an ultralow-power parallel processing unit to extract context-aware visual information. We evaluate the smart sensor on three always-on visual triggering application scenarios. Triggering accuracy comparable to RGB image sensors is achieved at nominal lighting conditions, while consuming an average power between 193 and 277 µW, depending on context activity. The digital subsystem is extremely flexible, thanks to a fully programmable digital signal processing engine, but still achieves 19× lower power consumption compared to MCU-based cameras with significantly lower on-board computing capabilities.
Energy efficiency is a key aspect for these IoT battery-powered devices, which feature sensing, communication and processing capabilities. Typically, the communication subsystem is dominant in terms of system power consumption because of the high amount of raw data to be transmitted [2] . Near sensor processing allows to overcome this limitation by locally analyzing data coming from the sensors. Following this approach, the data transmission operation involves compressed information or even a simple alarm bit that is triggered when an interesting event has been detected. To accomplish the insensor filtering tasks, a smart sensor couples a digital processor to one or more sensing units. Also, by exploiting a parallel data processing, the event detection process presents a reduced latency with respect to a sequential data analysis [3] . From an energy prospective, several system level power management strategies, such as duty-cycling and dynamic voltage and frequency scaling, can be implemented to maximize the node's battery life [4] , [5] . Unfortunately, duty cycling and aggressive frequency scaling reduce system responsiveness to sporadic events. This goes against the always-on requirement of many IoT applications, where low sampling rates or wakeup delays directly impact application quality metrics.
In the context of visual sensor network, an energy-efficient computational framework consists of locally analyzing the huge amount of raw visual data before the transmission of the extracted information [6] . A flexible and low-power hardware platform is required to implement such paradigm. In recent years, several smart cameras have been proposed to develop intelligent and autonomous systems [7] . Typically, such devices feature a power consumption of hundreds of mW, because of the high computational and bandwidth requirements [6] , [8] , [9] . Power-optimized solutions rely on vision chips that integrate focal-plane processing circuits, which enable a first stage of visual processing in a distributed and efficient way at the sensor-level [10] . To extract digital signatures from the visual signal, sensor data are then transferred to the digital processing unit for post-processing operation. A most widespread frame-based computation paradigm is based on frame-by-frame data analysis [11] . Although this mainstream approach is effective, it is power-inefficient because it requires to periodically wake-up the digital processing unit, even if no interesting elements appear on the camera field of view. In this paper we claim and demonstrate that, from an energy perspective, an event-driven computational model represents a more efficient framework when ultralow-power always-on functionality is needed. According to such model, which is illustrated in Fig. 1 , the sensing unit itself selectively activates the digital processor only if some relevant external events are detected by the sensor. As a consequence, the average power consumption is reduced with respect to the traditional frame-driven approach (also referred as periodicpolling) thanks to the much more sporadic need for data transfer and processing operations. Potentially, the average system power consumption can reach the idle power in case of rare or very infrequent external events.
In this paper, we present the implementation of a fully programmable smart camera IoT-endnode based on the concept originally introduced in [12] . The visual node relies on an ultralow-power vision sensor, which exploits analog processing circuits to extract pixel-wise contrast information. A parallel digital processing unit (PULP 1 [13] ) is coupled to the imager to enable an efficient and flexible data processing. The sensor features a low-power mode, named idle, where it delivers only the number of asserted binary pixels. In active mode, instead, a stream of coordinates related to the asserted pixels is readout. The main contributions of this paper are as follows.
1) The design of a power-optimized camera interface and its implementation on a low-power field-programmable gate array (FPGA).
2) The implementation of a context-aware system-level power management strategy, which is evaluated within three different visual triggering application scenarios. According to the event-driven framework, the camera interface is responsible for triggering the processor wakeup event when the sensor, normally working in idle mode, detects a relevant information. With respect to traditional systems, the always-on functionality metrics are not influenced by processor shutdowns and duty cycle. Here, the processing activity rate depends on the content of the context. Potentially, the system is constantly kept in idle state when no interesting information are detected by the imager. In this paper, we evaluate the triggering process by using our contrast-based vision chip and a comparison with respect to traditional approaches conducted over usual camera data (i.e., RGB images). We conclude that the employed approach does not lead to performance degradation over the considered application case-study unless the scene illumination is considerably reduced. Within the considered monitoring applications, the presented system can reach an overall power 1 Parallel ultralow power (PULP).
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consumption of 277 µW thanks to the implemented powermanagement strategies and by selectively activating the digital processing unit. Such consumption is an order of magnitude lower than other reported smart camera systems. Moreover, the fully programmable processor allows a higher flexibility than customized hardware processing circuits.
The reminder of this paper is organized as follows. Section II summarizes the related work. The system components are described in Sections III and IV the implemented camera interface is presented. Section V presents the adopted power management strategy and Section VI describes the considered visual applications and the employed triggering process approach. The experimental evaluation, both in term of detection accuracy and power consumption, is reported in Section VII while Section VIII concludes this paper.
II. RELATED WORK
Low power and low latency are key requirements for IoT sensing platforms [1] . Especially in the context of visual sensor nodes, power-efficiency is a great concern because of the remarkable power costs of the components and the high-bandwidth and computational requirements of visual applications [14] . Commercially available products, such as CMUcam5 [9] and the Blackfin Low Power Imaging Platform [15] , show a power consumption of several hundreds of mW on typical application workload. A survey of existing visual nodes is reported in [7] . Among them, CITRIC [8] , which includes a PXA2700 32-bit processor, is used in [16] to perform object detection and tracking with a power budget of 751 mW. To save energy, a reduced amount of data is transferred from the sensor to the MCU, thanks to hardware-level down-sampling and cropping. MeshEye [17] employs a heterogeneous camera architecture for object detection and tracking. A high-resolution camera acquisition is triggered when an object is detected by means of a low-resolution stereo camera. Cyclops [18] features a CIF (352×288) resolution camera and an ATMEL ATmega128L 8-bit processor. An additional CPLD acts as frame-grabber when enabled by the MCU. A power consumption of 33 mW is reported when the node is employed for triggering wake-up signals to upper layer network systems [19] . All these reported systems feature traditional power-hungry imagers and digital platforms, which are not fully optimized for low-power consumption.
To increase the power-efficiency of camera-based architectures, focal plane processing have been investigated [10] . According to this approach, pixel-wise mixed-signal processing circuits are integrated on the sensor die to enable a first stage of processing acceleration in a distributed and efficient way [20] [21] [22] . As a result, the sensor dispatches out preanalyzed data, reducing the post-processing workload of the digital processing unit. Wi-FLIP [23] exploits the inherent parallelism of early vision tasks thanks to FLIP-Q [24] , a 176×144 pixels imager that embeds focal-plane analog functionalities. Within this smart camera system, a PXA271 processor is coupled to the sensor, leading to a power consumption of 126 mW. Despite the available computational power and the proven functionalities, the power consumption of this system still exceeds the targeted consumption for always-on IoT applications due to the not-optimized processing platform. A similar architecture to the one reported in this paper is described in [25] . A low-power smart camera contains a vision chip with a large array of processing elements and a low-power FPGA, which is placed between a digital MCU and the sensor. The MCU is put in deepsleep mode during the light integration period. The FPGA, which is fed by a 32-kHz RTC, eventually triggers the MCU's wake-up for image readout and processing. By exploiting the sleep power mode and duty cycling, which results to be limited by the power supply and oscillator start-up times, authors report an average power consumption of 5.5 mW within a surveillance application. Unlike this smart camera, our system is continuously kept in idle mode unless a relevant information is detected by the always-on sensor. Such event-driven computational model allows to save the additional energy required to wake-up the processor when no interesting event is captured within the camera field-of-view. This strategy has been employed by multimodal visual sensors, such as [26] , where a PIR sensor is used to trigger the smart camera activation. With respect to this, our system implements a wake-up process based on the visual data itself, which contains much richer information compared to a mono-dimensional signal, and can be eventually applied to a wider range of applications.
A people counter application has been implemented and presented in [27] by using the same vision chip as in our architecture. The presented system relies on a flash-based FPGA for data processing. Despite the relatively low-power consumption of 4.2 mW, the system lacks in flexibility due to the hardwired processing function. Moreover, authors address a single person counter while our camera node allows to detect and track multiple moving objects thanks to the software fully programmable architecture [28] . The event driven visual processing concept was first introduced in [12] . In this paper, we describe a complete system design and implementation and the evaluation of the adopted power management strategies on three different monitoring application scenarios. With respect to the previous work, a low-power FPGA is employed to implement a power-optimized camera interface, which is in charge to wake-up the processing unit depending on the context-activity.
Relevant work on event-driven visual sensing has been published in the neuromorphic engineering community [29] . Asynchronous event-based cameras [30] [31] [32] have been employed for robotics [33] and monitoring applications [34] . Such sensors asynchronously readout preprocessed events when intensity or contrast changes are detected at pixel-level. Embedded low-power implementations of event-based visual platforms have been presented in [34] and [35] . In the latter, a power consumption of 23 mW is measured. However, at the best of our knowledge, power management strategies have not been reported yet to address power-related issues. With respect to this kind of asynchronous systems, our proposed architecture employs a frame-driven timing for data readout. This feature allows the presented system to exploit the lowest power mode between successive readout on every components, resulting in a remarkable system power saving.
III. SYSTEM ARCHITECTURE
In this section, an overview of the system components is provided. The vision chip and the processing unit are described below.
A. Vision Chip
The 128×64 imager [36] embeds pixel-wise analog circuits to compute the spatial contrast among neighboring pixels. The information is binarized, thanks to analog comparators, and stored through an internal pixel memory. A frame difference operation between successive frames allows to individuate binary pixels corresponding to moving objects.
The vision chip features a native interface, which consists of control and data IO pins. To operate a continuous focalplane processing, a periodic control sequence is provided in input, as detailed in [36] . Regarding the output of data, the sensor features two different readout modes. In idle mode, the asserted pixels (i.e., pixels with value +1 or −1 after the binary frame difference) are internally counted and only the counter value is shown as output. In active mode, instead, the asserted pixels are dispatched out according to a rasterscan readout process. The external sensor interface samples the asserted pixels, which are dispatched through a 8-bit data bus, on the rising edge of the write-enable output pin. Every pixel information is composed by 7 bits representing the column coordinate (y-coordinate) and 1 bit for the sign. A end-ofrow (EOR) output pin indicates the increase of the row index during the readout process. Therefore, the pixel x-coordinate is retrieved by the sensor interface by taking into account the number of EOR pulses up to the pixel reception. The data streaming is considered terminated when the EOR signal have pulsed for 64 times (the number of rows). The peak data rate reaches 80 Mpixel/s within the readout process.
As also reported in [36] , the sensor power consumption depends on the readout mode. In idle, the power consumption is mainly due to the sensor internals. A power consumption of 10 µW has been measured at 10 frames/s and 25% pixel activity. In active mode, an additional energy consumption is incurred due to the increased pad activity, which is proportional to the number of asserted pixels and to the frame rate.
B. PULP
PULP is a multicore processing system targeting highenergy efficiency. The PULPv3 system on chip (SoC) [13] includes a 4-core cluster and several IO peripherals. A 28-nm FD-SOI chip prototype has been designed and fabricated. The SoC architecture is depicted in Fig. 2 . A cluster region includes the processing cores, along with a 48-kB tightly coupled data memory, acting as software-managed L1 memory, and a direct memory access engine to handle data transfer with L2 memory. Among the cluster peripherals, the event unit autonomously handles the clock-gating of individual cores in idle state (e.g., if waiting at a synchronization barrier).
The off-cluster region, also named SoC region, contains a 64-kB L2 memory and the peripheral subsystem, which includes several IO interfaces, such as SPI, UART, and I2C. The cluster and the SoC regions exploit different power domains to enable a flexible dynamic voltage scaling. Also, the two regions feature different clock domains thanks to dedicated frequency locked loops (FLLs), which are placed in the so-called FLL region. This latter is powered at 1 V. The FLLs are fed by a 32-kHz external clock oscillator and allow a fine-grain tuning of the SoC and cluster clock frequencies.
PULP is a fully programmable platform leveraging C and OpenMP for software programming. This leads to a complete flexibility for application development and eases the design of the signal-processing flow.
IV. CAMERA INTERFACE DESIGN
AND IMPLEMENTATION From a system-level point of view, the camera interface is in charge of the following.
1) Handling the communication between the vision chip and the PULP platform. 2) Autonomously managing the sensing operation and the power modes transitions of the imager without the processor intervention. Fig. 2 details the camera interface block, which is placed between the vision chip and the processor. The processing unit sets up the camera parameters and reads out the sensor data through the SPI slave port. For instance, the frame-rate and the exposure time have to be defined by means of SPI write transactions.
The camera interface architecture contains a control unit (CU) and a datapath (DP) modules. The first one handles the sensor control signals depending on the current readout mode and the specified parameters. A detailed description of the sensor signals and the associated timing is described in [36] . The CU also manages the transition scheme between idle and active modes based on a user-defined threshold, as also proposed by Gasparini et al. [27] . When the sensor is idle mode, the camera interface readouts the counter value of asserted pixels through the sensor data bus. If the value overcomes the threshold, the CU switches the imager to active mode by generating the proper timing signals. The DP serves for gathering and storing data coming from the sensor in active mode. Such submodule first converts visual data from the native protocol to a (x, y) format, where x and y stand for the camera plane coordinates, and then counts and store them into an internal buffer (storage memory). Once the readout process is completed, the DP is disabled and all the received data are available in the storage memory. Following this, the CU triggers a wake-up event to the processor to request data transfer and processing.
The camera interface submodules feature opposite requirement in terms of clock speed. Indeed, the CU is fed by low-speed free-running clock to allow the continuous sensor timing control. A reference clock of 32 kHz is employed for this scope. The DP clock, instead, needs to be sufficiently high to sustain the sensor peak output rate of 80 Mpixel/s during the short readout period. To save power, this high-speed clock, which is generated by a ring-oscillator, can be disabled for the rest of the time of the frame period. With respect to the circuit described in [27] , the presented architecture includes separated clock sources for the two clock domains. Therefore, the ring-oscillator can be turned-on by the always-on CU only during the readout period when the sensor is in active state. Considering a readout period of about 300 µs and a frame period of 100 ms (corresponding to 10 frames/s), a power saving of 39× is achieved by disabling the ring-oscillator for the majority of the frame time with respect to keep both clock drivers continuously active.
The camera interface has been implemented on a low-power flash-based FPGA Microsemi's IGLOOnano AGLN250V2 [37] . An external 32-kHz clock oscillator drives the CU while the high-speed clock is internally generated through the ring-oscillator. When the FPGA core works at 1.2 V, which is the lowest nominal supply voltage, critical timing issues are reported if the high speed clock is at 80 MHz, which corresponds to the peak sensor output rate. To overcome this bottleneck, an input register within the DP gathers four incoming pixels before pushing them into the DC FIFO. Thus, to relax the timing constraints, the ring-oscillator frequency is set to 25 MHz, which results to be sufficiently high to handle the transfer of 4-pixels packets to the storage memory. Table I reports the FPGA resource utilization. The internal memory buffer (storage memory) has been sized to collect a maximum amount of 1024 pixels, corresponding to 12.5% of the theoretical maximum amount, which is sufficient to store the amount of pixels in most common typical monitoring application scenarios [12] . However, if a failure occurs causing the loss of sensed data, a visual tracking-based post-processing approach, as the one employed within the presented monitoring applications, is sufficiently robust to recover the missed information from the prior extracted data.
V. SYSTEM POWER MANAGEMENT STRATEGY
The vision chip, once coupled to the camera interface, enables a context-aware system level power management strategy. According to this strategy, here also referred as eventdriven, the device exploits information from the context to select the appropriate power mode. In this case, the system is fully activated only when a relevant information is detected by the sensor. During the rest of the time, instead, the components are kept in a idle state to consume a minimal power. Still, the continuous sensing operation is guaranteed thanks to the imager and the camera interface. Table II reports the measured components power consumption, either in fully active and in idle states. When operating at the peak capacity, the camera interface consumption is dominated by the dynamic power associated to the high-speed clock domain. When the ring oscillator is disabled, the FPGA power is due to the leakage and the 32-kHz clock activity, resulting in an extremely lower value of 68 µW. Therefore, to save power when the sensor is in active state, the ring-oscillator is activated only during the short period of data readout (Table III) . Acting such duty cycle technique, an average power of 77 µW is achieved within the frame period. In addition to this, a power contribution of 456 µW is accounted during the SPI data transfer. In idle state, instead, the FPGA power consumption is limited to 68 µW. Table II also reports the measured consumptions associated to each PULP power domain. Both cluster and SoC regions are powered at 0.5 V while the FLL region requires a higher supply voltage of 1 V. The idle state of the processor refers to the implemented deep-sleep mode. Within such state, the FLL and the cluster regions are power-gated, while the SoC region remains continuously powered to guarantee data and executable code retention on the L2 memory. This is essential for a fast start-up process since loading the executable (45 kB) from an external nonvolatile memory requires 1.7 ms through a quad-SPI interface at 50 MHz [38] . Moreover, even assessing the increased latency as a noncritical issue, the energy consumption associated to the read transfer operation from the external flash memory results to be 7× higher than the energy consumed within the frame period due to the leakage of the always-on SoC region. An external controller is implemented on the FPGA, along with the camera interface, to manage the transitions between active and deep sleep mode of the PULP processor through discrete onboard power gate components. The internal state machine of the PULP power manager is illustrated in Fig. 4 . After the reception of the wake-up event from the camera interface, the power manager is in charge of powering-on the PULP processor by controlling the power-gates. The fetch-enable signal is then asserted after the reception of the acknowledge from the power-gates components. Finally, the controller goes back in idle state once the end-of-computation (EOC) signal is asserted by the PULP processor. Fig. 2 illustrates the implemented system scheme to realize the addressed power management strategy. Table III lists the start-up timing delays of the PULP platform when powered-on. Specifically, T ON refers to the power-on time of the supply voltages and the FLL lock time when in closed-loop configuration. T BOOT indicates the bootup time of the processing platform. These start-up phases determine a fixed energy cost for every activation of the digital processor. Fig. 3 depicts the power management strategy implemented within the system at runtime. When the sensor is in idle mode, the other components are put in the lowest power saving mode. In this state, the system still continuously senses the environment thanks to the vision chip and the camera interface operation. Differently from common frame-based vision systems, the digital processor is normally kept in deep-sleep mode and activated depending on the context-activity. According to such event-driven framework, the camera interface switches the sensor to active mode when the amount of sensed data overcomes the predefined threshold and then triggers the processor wake-up. Within the interface, the ring-oscillator is only activated within the readout phase, leading to small increment of the average power consumption with respect to the idle power state. After completing the readout, the camera interface issues a wake-up event to the external power manager. This latter requests the power-on of the platform, by triggering an activation signal to both power-gates of the cluster and FLL regions.
When powered-on, the PULP power consumption consists of the active power of the described power domains. After an initial transient period (T ON ), which also accounts the FLLs activation, the external power manager asserts the fetch-enable signal to start the execution of the application code, stored in the L2 memory. Hence, a time T BOOT is required to set-up the platform before reading data from the camera interface through the SPI interface. During the SPI readout, the FPGA camera interface increases its power consumption by 456 µW due to the peripheral transactions. After data transfer and parallel processing, a GPIO signal, acting as EOC, is finally asserted by the PULP platform. Correspondingly, the external power manager switches back the platform to deep-sleep mode, by turning-off the cluster and FLL regions power-gates.
VI. ALWAYS-ON MONITORING APPLICATIONS
The visual data coming from the imager are locally analyzed to detect application-specific events of interests. This greatly reduces the output bandwidth of the system with respect to streaming out all the raw sensor data. The flexibility of the processing unit, in terms of software programmability, is crucial to accomplish this task, due to the easy parameter tuning and algorithm adjustments when dealing with different applications. When a detection of an event-of-interest occurs, the smart camera triggers a single-bit alert signal. Depending on the user preference, a control action can take place afterwards, such as counting operations or the activation of a secondary high-resolution RGB camera.
The employed object detection and triggering scheme elaborates the data coming from the contrast-based binary imager. Differently from traditional cameras, the vision chip produces a stream of (x, y) addresses, corresponding to the asserted pixels in the binary frame. A lightweight computational framework for processing sensor data and triggering alert signals after the detection of an event-of-interest has been presented in [28] . The process is composed of an object detection stage followed by a tracking operation to associate information extracted from successive frames. A trigger signal is generated when a detected and tracked object, described by its center of mass and a surrounding bounding box, matches a predefined condition as, for instance, passing through a virtual loop on the camera plane.
The first object detection phase operates only on the pixel (x, y)-addresses originated by the moving objects on the camera plane. A clustering algorithm is applied to the contrastbased data coming from the sensor to extract the position and the bounding box of moving object. The clustering process starts by the knowledge of the object position on the previous frame and groups the pixels together based on a distance criteria. A first filtering operation is performed on the detected blob based on the number of grouped pixel. Following this, a merge operation between close blobs takes place and a second filtering refines the final list of detected objects. This approach is inspired by the algorithm proposed in [34] , which targets object tracking on data coming from event-based asynchronous sensors. Details on a parallel implementation can be found in [12] , which also reports the lower computational cost with respect to traditional frame-based object detection approaches. Following the moving object extraction, detected objects are associated to previously tracked objects. The trajectory of every tracked objects is refined by means of Kalman filtering.
To assess the performance of the presented smart camera system, three environmental monitoring scenarios are considered and listed below. Fig. 5 illustrates some frames captured from each scenario.
A. Parking Entrance Monitoring
The outdoor entrance of a parking space is monitored to detect cars entering from the left gate. The triggering process is activated when a moving object crosses the virtual gate corresponding to the parking target entrance [ Fig. 5(a) ]. To lower false positive (FP) triggering alerts, detected objects with a low number of pixels are filtered out after detection.
B. Vehicle Street Monitoring
The smart trigger is employed to monitor vehicles at a crossroad. Here, the triggering condition is associated to any tracked vehicle entering one of the defined virtual loops corresponding to different crossroad directions [ Fig. 5(b) ]. Differently from the first scenario, the alert generation is refined to avoid triggering FP alerts while people crossing the street. More in detail, the presence of shadows due to the high illumination makes trigger generation a more tricky task, possibly causing extra alert signal assertions.
C. People Activity Monitoring
The third application deals with people crossing an indoor area and possibly stopping by a landmark or a point of interest Fig. 5(c) ]. To detect these latter events, an alarm is triggered when any detected and tracked object disappears from the tracking list. Motionless objects are not detected by the sensor because of the internal frame difference operation. Therefore, any tracker associated to moving people is expected to disappear when a person stops. To increase the reliability of the trigger generation, trackers disappearing at the frame borders do not cause any alarm since they are most likely associated to people exiting from the scene. Likewise, limited spatial movements of tracker's center of mass, such as those generated by people standing still, is filtered to avoid generation of false alarms.
VII. EXPERIMENTAL RESULT

A. Smart Trigger Generation
The trigger generation process has been evaluated on a dataset of images taken for all the considered applications. 2 The frame rate of the camera is set to 10 frames/s. The evaluation has been initially conducted with nominal environmental conditions (i.e., good lighting). For every scenario, the camera has been placed in a fixed position to not degrade the motion estimation, which is internally performed on the sensor side through the frame difference operation. During the acquisition sessions, a secondary RGB camera has been used for comparison purpose (Sony Playstation Eye camera). Table IV reports the characteristics of the visual dataset for the three monitoring scenarios, in terms of number of frames and occurring events of interest. We manually classify every raised alert signal as true detection (TD), when an event of interest is correctly detected, FP, if an unwanted trigger is generated, and false negative (FN), in case of miss-detection. Based on that, the following metrics are computed for process evaluation:
where # refers to the events' cardinality. Note that both indicators should be equal to 1 for an optimal detection. For comparison purpose, we implement a basic object detector on the RGB images, following a common algorithm flow such as [39] . Every frame is transformed and scaled to match the resolution of our imager. Pixel values are also converted into a gray-scale representation. For any of the considered applications, objects are extracted by computing the connected components after applying a background subtraction, based on a mixture of Gaussians (for vehicle detection and street monitoring) or frame difference (for people activity monitoring), and morphological filters. Blobs with a low number of pixels are filtered out to improve detection accuracy. Similarly to the procedure described in Section VI, an alert signal is triggered whenever a tracked object matches a predefined condition. Tracking is obtained by associating objects from successive frames based on the centroid's distance and the bounding box's size differences. Fig. 6(a) reports the statistics and the performance metrics computed for the triggering process on the two domains: event-based and frame-based. The first one relates to the triggering process of Section VI applied on images taken by our vision chip, while the second one refers to the analysis performed on the RGB images. The "parking entrance monitoring" application shows optimal precision and recall on both domains because of the clear vehicle appearances. On the contrary, the scenario addressed for "vehicle street monitoring" is more challenging. Both event-and frame-based implementations suffer from a high number of FP alarms caused by moving people in the scene. Along with it, the event-based approach also presents extra FP alarms due to the fact that a single vehicle can be tracked by multiple blobs, each one attached to different parts of a vehicle. On the other side, the frame-based approach shows a higher precision but lower recall. The increased number of FNs arises from the loss of Fig. 7 . Smart camera system prototype.
trackers due to the merge of close vehicles after background subtraction and morphological filtering. The "people activity monitoring" application presents similar performance metrics for both domain implementations. FPs are caused mostly by slight movements of people standing still or crossing persons.
To evaluate the robustness of our system to different light exposures, the People Activity Monitoring application is tested against an additional video dataset, collected in an outdoor scenario. The considered application involves the monitoring of people entering and exiting from a building gate. A trigger signal is generated whenever a person or a group of compact people enter or exit the virtual loop corresponding to the door. Fig. 8 shows the targeted scenario with three different light conditions: 1) high-brightness (captured at midday); 2) medium-brightness (early in the morning); and 3) lowbrightness (late in the evening). Fig. 6(b) reports the statistic of the trigger process within the above mentioned scenarios, along with a comparison with the same approach in the framebased domain. At nominal lighting conditions, the presented system shows a triggering accuracy equal or slightly lower than traditional "frame-based" system. Only for low-light conditions, performance metrics appears degraded with respect to the frame-based approach. This is a consequence of a reduced spatial contrast within the images. Most likely, the object detection processing of Section VI fails because of the low number of input data. On the contrary, background subtraction of the frame-based approach still performs properly, independently from the environmental lighting. However, this limitation can be mitigated by a refined camera positioning, such as pointing to outdoor places with artificial illumination, and avoiding dark and low-contrast spots.
B. Power Consumption
In the following, we report the evaluation of our system in terms of power consumption. To this purpose, measurements has been taken from a device sample in correspondence of the power modes of Section V. A picture of the prototype system is reported in Fig. 7 . The evaluation is conducted against the application datasets described in Section VI.
When fully active, the smart camera system presents a power consumption of 7.62 mW, mainly due to the contribution of the PULP platform and the FPGA interface. Individual power measurement values are indicated in Table II . Thanks to the lightweight application signal processing, the processor is not required to run at the maximum speed all the time. Therefore, as a first optimization step, the digital processor is activated after every frame acquisition and then put in deep-sleep mode when the data processing action completes. Such kind of computational framework is here referred as "periodic-polling." In addition to this, the high-speed clock of the FPGA camera interface is enabled only for a short readout period. By applying this power management strategy, the average power consumption of the individual components is extremely reduced. The FPGA camera interface achieves an average power of 77 µW, mainly dominated by the consumption associated to the 32-kHz clock domain. The processor power in sleep mode is due to the SoC region leakage power of 99 µW. In active mode instead, the energy consumption depends on the application computation time, the data transfer operation and the start-up process, which accounts the powerup, the FLL activation and the boot process and represents a fixed cost of every processor wake-up. For frames composed of a minimal amount of pixels, this latter dominates the whole energy cost. Table V contains the average power consumptions values on the monitoring application when applying the described power management strategy. With respect to a fully active system, a power reduction of at least 25× is achieved thanks to the optimized periodic-polling framework.
The second optimization step concerns shifting the computational model from the periodic-polling to the "event-driven" framework, which is enabled by the designed camera interface. The event-driven computational model is intended to keep the processor in deep sleep mode until the sensor produces a relevant amount of motion data from the external context. Consequently, the camera interface transfers data to the processor unit only if the frame contains at least a specific number of meaningful data. The wake-up threshold value corresponds to the value defined within the filtering stage of the blob detection module. Basically, the system is not awake when any objects Fig. 9 . Tuning of the wake-up pixel threshold by observing the distribution of the number of pixel for frames that contains objects (blue class) and not (red class). The class distribution is built by picking 120 uncorrelated samples per class from the people activity monitoring dataset. will not surely be detected by the post-processing operation because of the low-amount of produced spatial-contrast pixels. The mentioned filtering parameter is manually tuned based on the average amount of pixels describing the objects of interest. Within the People Activity Monitoring application, a further analysis is done to investigate a finer tuning. Fig. 9 shows the probability distribution of the number of pixel in frames belonging to two classes: the red one includes frame with no object presence, while the blue one corresponds to frames with the presence of one or more moving object. Based on that, the threshold is set slightly higher than the filtering value (80 instead of 40), leading to higher power savings because of the reduced number of activations of the digital processing subsystem. When motion is not detected in the camera field of view, the system exploits the idle state as described in Section V. In this state, the vision chip works in idle and the ring-oscillator of the FPGA camera interface is not enabled. Considering also the processor leakage due to the SoC region consumption, an overall idle power of 176.88 µW is achieved. Potentially, the average power consumption of the system converges to this bottom limit when no meaningful information is detected within the context. Table V highlights the power reduction considering a selective processor activation in correspondence only to the subset of relevant frames (those with a number of asserted pixels higher than the defined threshold). Clearly, a higher reduction is assessed for the application featuring a lower percentage of interesting frames (16%). In this scenario, a power consumption of 193 µW is achieved, closer to the idle power lower bound. Instead, within the other application scenarios, a power consumption between 252 and 277 µW is reported, coming from a percentage of processor activation slightly higher than 60%. In these cases, a power saving of about 6% is achieved if compared with the correspondent periodic-polling computational framework. Fig. 10 depicts the average power consumption breakdown on the two considered computational frameworks. The higher energy-efficiency of the event-driven computational model mostly arises from the power saving exploited within the cluster region and the FLL region. More precisely, a power saving of about 65% is accounted within the first application in the two mentioned power domain regions. Instead, a 15% reduction is reported for the other two applications, because of the higher processor activation rate. The saved energy is mostly related to the energy fixed costs regarding the processor wake-up procedure (power-up, FLL activation, and boot). In addition to this, a FPGA power saving between 5% and 10% is accounted, due to less high-speed clock activations and SPI transactions.
Table VI compares our proposed smart camera system with other existing devices. Some of them [9] , [16] [17] [18] show a power consumption of tens to hundreds of mW, which is much larger than our targeted consumption due to the power costs of imagers and processing units. On the other side, they feature higher-resolution traditional sensors. The ultralow-power visual node in [27] , which embeds the same imager of our system, exploits a hardware circuit for visual processing, which limits the application of the node to a single people counter. Unlike this, our system presents a greater flexibility thanks to the fully programmable processor. With respect to the smart camera presented in [25] , our system shows a power consumption reduced by 19× in a monitoring application scenario. Differently from it, we employ an optimized event-driven framework that lowers the active power consumption of the system by selectively activating the digital processing unit when an interesting event is detected by the always-on imager.
VIII. CONCLUSION
In this paper, we presented the implementation of a fully programmable ultralow-power smart camera node. The system is based on a vision chip with analog focal-plane processing that provides the number of asserted pixels when kept in a low-power idle mode. We reported the implementation on a flash-based FPGA of a dedicated camera interface and the optimized system power management strategy.
To reach an average power consumption lower than other presented camera systems, the presented design approach exploits an event-driven computational model. Differently from other referenced strategies.
1) The image sensor produces a binary spatialcontrast compressed information with address-event representation.
2) The system power management is driven by the sensor event-activity and it is enabled by an optimized camera interface.
3) The visual processing applies directly on the spatialcontrast sensor data (event-based representation), leading to a computational cost for data processing that depends on the amount of input data [28] . Thanks to all these properties, our approach allows to bring the power consumption as low as the minimum idle power in case of very low context activity. In real application scenarios, our system presents a slightly higher average power consumption between 193 and 277 µW, which is an order of magnitude lower than other presented smart cameras (Table VI) . Within the considered monitoring applications, we observed that a suitable triggering accuracy is reached by processing the compressed event-based spatial contrast information. For a fair comparison, we compared the triggering accuracy of our approach against a visual processing flow that analyzes RGB or grayscale frame-based signals, which is exploited by stateof-the-art systems. Fig. 6(a) reports the metrics comparison, demonstrating that our approach does not lead to performance degradation with respect to other systems. However, when operating in low-light environments, our device is less robust due to the reduction of sensor data produced by the imager [ Fig. 6(b) ]. This paper is a first exploration on an event-driven systemlevel design approach to sensibly increase energy-efficiency of camera systems. We provided the key ingredients of the proposed strategy and we showed the produced benefits against state-of-the-art systems, claiming that this represents a viable way for visual sensor devices for the IoT ecosystem. The limitation that affects the current prototype will be addressed in future work, motivated by the significant gains achieved thanks to the proposed approach.
