Cellular network performance can significantly benefit from direct device-to-device (D2D) communication, but interference from cochannel D2D communication limits the performance gain. In hybrid networks consisting of D2D and cellular links, finding the optimal interference management is challenging. In particular, we show that the problem of maximizing network throughput while guaranteeing predefined service levels to cellular users is non-convex and hence intractable. Instead, we adopt a distributed approach that is computationally extremely efficient, and requires minimal coordination, communication and cooperation among the nodes. The key algorithmic idea is a signaling mechanism that can be seen as a fictional pricing mechanism, that the base stations optimize and transmit to the D2D users, who then play a best response (i.e., selfishly) to this signal. Numerical results show that our algorithms converge quickly, have low overhead, and achieve a significant throughput gain, while maintaining the quality of cellular links at a predefined service level.
I. INTRODUCTION
T O meet the growing demand for local wireless services, direct communication between user equipments (UEs)-called device-to-device (D2D) communication-is envisioned as an important technology component for LTE-Advanced. Taking advantage of physical proximity, D2D enables a more flexible infrastructure than conventional cellular networks with potential benefits such as efficient resource utilization, large throughput and reduced end-to-end latency, exploiting which D2D can create new business opportunities by supporting various applications, such as content sharing, multiplayer gaming, social networking services and mobile advertising [1] - [6] . In this paper, we focus on the use cases where the D2D traffic is generated by UEs themselves (e.g., sharing a justtaken video), and thus only consider one hop D2D transmission, which is different from the case where D2D works as a relay [7] . In D2D-enabled cellular networks, resources can be either allocated orthogonally to D2D and cellular links, or shared between them. While the interference management is certainly simplified in a network with orthogonal allocation, the resource utilization is less efficient. To improve the resource utilization, we consider a hybrid network with shared allocation-called a shared network in this paper.
The uplink spectrum is often under-utilized compared to downlink [8] , and thus letting D2D links use uplink resources may improve the resource utilization. Moreover, when D2D links share downlink resources, base stations (BSs) become fairly strong interferers for D2D receivers, and D2D transmitters may cause high interference to nearby co-channel cellular UEs, which may significantly degrade the network performance [9] . In contrast, when D2D links use uplink resources, the interference from D2D to cellular transmissions can be better handled, since the BSs that are more powerful than UEs suffer from D2D interference. Therefore, sharing uplink spectrum is preferable overall [5] .
The objective of this paper is to improve the network throughput by allowing D2D communication to share the cellular uplink resources. At the same time, we restrict the access of D2D links to the uplink spectrum to manage the interference. Generally, centralized interference management requires the central controller (e.g., the BS) to acquire the channel state information (CSI) between each transmitter and receiver. This requires high overhead, particularly in the scenario where channels vary rapidly (e.g., in a high-mobility environment). Therefore, a distributed algorithm requiring only local information is preferable. We address the following design question in this paper: how to intelligently manage spectrum for D2D with only local information and BS assistance (e.g., setting a high cost for D2D links causing strong interference), so as to manage the interference and improve the network throughput?
A. Related Work
There has been increasing interest recently in the investigation of interference management in shared networks. Power control is one viable approach, e.g., consideration of a greatly simplified model with one cellular UE and one D2D link [10] , a simple power reduction method based on the derived signal-to-interference-plus-noise ratio (SINR) [11] , and study of several power control schemes including fixed power and fixed SNR target [12] are some existing works. Another popular approach, related to the direction we propose, is to intelligently manage spectrum for D2D links based on channel conditions and nearby interfering UEs, e.g., maximal mutual interference minimization [13] , network throughput maximization [14] , 0090-6778 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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setting exclusive D2D transmission zone to achieve interference avoidance [15] , [16] , and interference randomization through frequency and/or time hopping [9] , [17] . However, the key new aspect of D2D-enabled cellular networks-assistance of BSs-has received much less treatment in the literature. Possibly one reason for this is that the computational problem itself is quite difficult, and the communication and coordination alone required for a good centralized solution might be prohibitive. As we discuss below, the key approach adopted in this paper is a two-stage distributed algorithm that has a game theoretic interpretation: BSs send out a signal representing a fictional price that can be considered as the assistance from BSs, and then D2D users optimize a local objective function adapting to that price, and to what the other users are doing. Since individual D2D links optimize their local functions "selfishly", this approach has a game theoretic interpretation, and this allows us to use algorithms and analysis concepts from game theory, even though there is no actual market, and the users agree to "play" this game using the BS's signal, without actually exchanging currency.
Game theory has been used in various disciplines to model competition for limited resources in more general networks. For example, work has been done considering spectrum sharing based on local bargaining [18] , repeated game [19] , auction mechanisms [20] , [21] and two-stage game [22] , [23] . Paper [24] demonstrates several different game models for D2D resource allocation, where an interesting example is to use the reverse iterative combinatorial auction [25] . In this paper, the game theoretic approach is used as an algorithmic technique to obtain efficient distributed spectrum management. Similar to the recent work [23] , we model a Stackelberg game to control the interference from D2D to cellular network. The key difference from [23] is in the upper-stage problem, where we take into account the D2D rate. Moreover, we investigate the convergence of the algorithms for both lower-stage and upper-stage problems. Works in cognitive radio such as [22] are related to the second part of our work (i.e., the investigation of optimal prices to charge D2D links accessing the shared resources), which proposes that secondary users adapt their powers for alleviating interference to primary users. The key techniques used in this paper to study the optimal prices are similar to [22] , but we in addition investigate the convergence of the spectrum management scheme for the D2D network (i.e., the lower-stage problem), as well as the convergence of the proposed heuristic algorithm.
B. Contributions and Organizations
We present a distributed, efficient and low-overhead spectrum management method for D2D links to improve the throughput while keeping the performance of cellular users at a guaranteed level. Specifically, the main contributions are:
A two-stage distributed algorithm. We propose an iterative two-stage algorithm in Section III. In the first stage, the BSs send a pricing signal that adapts to the gap between the aggregate interference from D2D links and a predefined interference tolerance level, where the price increases if D2D interference is higher than the tolerance level and decreases otherwise. In the second stage, each D2D link independently maximizes its utility consisting of a reward equal to its expected rate and a penalty proportional to the interference caused by this link to the BS, as measured by the pricing signal. Note that this twostage model is a Stackelberg game [26] , and the algorithm can be seen as a pricing mechanism. This algorithm requires no cooperation among D2D links, yet succeeds in discouraging strongly interfering or low-SINR D2D links to access more resource blocks (RBs).
Utility-based D2D resource allocation adaptation. In Section IV, we consider the lower-stage problem, where we maximize the D2D rate in terms of expected SINR for tractability, which provides a performance upper bound and can serve as a benchmark. Each D2D link selfishly maximizes its utility given other D2D links' decisions and the price broadcast from BSs, which essentially forms a non-cooperative game. To reduce the computational complexity and overhead, we further consider the problem of maximizing a lower bound of the utility function for each D2D link. We then propose an efficient iterative algorithm similar to a waterfilling algorithm, which only requires local information. Our simulation results show that the result obtained by the proposed iterative algorithm is very close to the solution to the upper bound problem. This further lightens the computational burden on each user.
Cellular link performance protection. Given the solution of the lower-stage problem, we study the optimal price the BSs report in Section V, to maximize the network utility while protecting cellular links. We show that this problem can be transformed into a linear complementarity problem (LCP). This allows us to take advantage of, and adapt for our problem, general algorithms for LCP. We further propose a simpler heuristic algorithm based on the bisection method, and observe that it has low overhead and converges very quickly with almost no loss. We also propose a simple greedy algorithm that leads to efficient computation at the cost of overall throughput, where the throughput loss decreases as the interference tolerance level increases, e.g., the throughput loss compared to the algorithm for LCP are about 25% and 5% when the interference tolerance level is 5 dB lower and above the cellular signal in our setup, respectively.
Numerical results in Section VI show that the cellular links can be well protected with the average D2D throughput reduction of only 12% in our setup, compared to the scenario where all D2D links are active. On the other hand, compared to conventional cellular networks without D2D communication, the proposed algorithms provide significant throughput gain (about 5× with 10 D2D links per cell and average D2D link length 80 m in our simulation setup). Note that the throughput gain highly depends on the amount of D2D traffic and average D2D link length. We take 10 D2D links per cell and link length 80 m as an illustration example in this paper.
II. SYSTEM MODEL
We consider a uplink shared network, where cellular UEs in the same cell get different subbands (i.e., orthogonal chunks of RBs). Any general scheduling scheme for cellular UEs can be used. A potential D2D link can either transmit directly by D2D communication, or transmit to a BS. We call the choice mode selection. By intelligently conducting mode selection, we can adjust the aggregate interference in the network and thus optimize the achievable network performance. However, the mode selection variables in the SINR expression result in non-convexity of objective functions that are in terms of rate, i.e. log(1 + SINR). Moreover, the mode selection variables are binary, making the problem combinatorial. Note that different mode selection schemes lead to different optimal spectrum management, due to the differences in the resource allocation of cellular users and thus the differences in the interference tolerance level. On the other hand, spectrum management affects the achievable rate and thus affects the mode selection of D2D links. As discussed above, it is difficult to find the optimal mode selection, let alone the joint optimal mode selection and spectrum management of D2D links, where mode selection and spectrum management are coupled with each other. Despite the intractability of the optimization problem, there are various practical (but not necessarily optimal) mode selection approaches (e.g., distance-based mode selection [27] ).
We propose the following mode selection as one viable scheme. The potential D2D transmitters are treated the same as cellular UEs when scheduling, except that we can add a weight to the scheduling metric. For example, with proportional fair scheduling [28] , the user with the largest qR i /R i would be scheduled, where q is the weight, R i andR i are the instantaneous rate and average rate of link i, respectively. Without loss of generality, we assume cellular users have q = 1. A typical value for q of potential D2D links might be 1/2, since a potential D2D link in cellular mode would occupy both uplink and downlink resources. We can also let the weight q impose the cost on the backhual usage of core networks. Considering that D2D mode has more efficient resource utilization, the potential D2D links are biased against cellular mode using q < 1. Note that other mode selection schemes can also be applied to our following framework easily.
We assume potential D2D links that are not scheduled by BSs would be in D2D mode. In other words, we propose to let each BS complete the mode selection of potential D2D links in its coverage area. Given the mode selection, we aim to find the optimal spectrum management of D2D links to maximize the network utility. We leave the joint optimization of mode selection and spectrum management to future work.
Assuming that the cellular resource allocation is done by the BSs, our focus is on the spectrum management of D2D links. In this paper, we consider resource allocation at each RB to simplify the notation and explanation, but any general units of RBs can be considered similarly. The sets of cellular UEs accessing the kth RB and of D2D links are denoted by C k and D, respectively, where the set of cellular UEs includes the potential D2D links in cellular mode. We define I k as the set of D2D links accessing RB k (i.e., the set of interfering D2D links). Then the SINRs of D2D link i at RB k and a cellular UE belonging to C k are, respectively,
where 1l {a∈A} is an indicator function with 1l {a∈A} = 1 if a ∈ A and 1l {a∈A} = 0 otherwise, P D i and P C i are the transmit powers of D2D and cellular links, respectively, h
ji is the channel gain from UE j to D2D receiver i at RB k, g (k) ji is the channel gain from UE j to the BS serving cellular UE i, and W ik is the noise power of link i at RB k. We use Shannon capacity to calculate rate, i.e., R ik = B log 2 (1 + SINR ik ), where B is the frequency bandwidth of a RB.
III. PROBLEM FORMULATION
In this section, we first formulate a single-stage optimization problem to maximize the D2D throughput with a performance protection for cellular links. The computational intractability of the single-stage optimization then motivates us to consider a distributed setting, where each D2D link tries to maximize its own utility based only on local information.
A. Single-Stage Problem Formulation
Without loss of generality, we let x ik be the probability that D2D link i accessing RB k. The investigation of optimal access probabilities upper bounds the channel assignment problem where D2D links either access a RB or not (i.e., the access probability is either 1 or 0). We consider the following utility maximization problem, subject to a D2D interference constraint to guarantee the cellular performance:
where w i is the weight for the ith D2D link, and K is the number of total available RBs for D2D links. Denoting the power set of D by 2 D , the rate of D2D link i at RB k is
The first constraint in (3) is for protection of cellular transmissions, where Q k -called the interference tolerance level-depends on the channel condition of cellular transmission on RB k (e.g., Q k could be the signal strength of the cellular link using RB k multiplied by a predefined threshold). Note that Q k can be optimized to maximize a utility function incorporating the cellular rate. In this paper, we consider Q k as a predefined parameter and leave the joint optimization of Q k and D2D resource allocation to future work. We observe that (3) is not a convex optimization problem. The computational complexity of a brute-force approach to solve
where N x is the number of possible values of x to be searched and N D is the number of D2D links. Thus, the computation is essentially impossible for even a modest-sized network.
Instead of the centralized approach, we adopt a different strategy that results in an efficient, distributed algorithm with low coordination, cooperation and communication overhead. For tractability, we introduce variables-called prices for accessing RBs-to decouple the interference constraint in (3) and develop a distributed tractable framework. Particularly, BSs adjust prices to control the total D2D interference, and each D2D link individually maximizes its utility in terms of the expected rate and prices charged by BSs. This leads to a twostage optimization problem, which consists of a problem to find optimal prices and several small-size convex optimization problems for D2D links. Though solutions to the two-stage problem may not provide the optimal solution to the original single-stage problem (3), this relaxation allows us to efficiently allocate resources in a distributed fashion, and the numerical results in Section VI demonstrate a large rate gain without serious degradation in cellular performance using the proposed algorithm for the two-stage problem.
B. Two-Stage Problem Formulation
We propose a pricing mechanism, where a BS charges the D2D link i in its coverage area the amount µ ik per unit of the interference caused by this D2D link to the BS at RB k, i.e., the cost for a D2D link to access RB k is µ ik x ik P D i g (k) ii . Assuming that each cell runs this mechanism independently, the cost of a D2D link only depends on the interference caused by this D2D link to its associated BS.
We assume the interference from other cells is invariant when we consider the resource allocation in a typical cell. Therefore, we can incorporate the interference from neighboring cells into noise and the multi-cell scenario is simplified to a single-cell scenario. Under this assumption, the interference constraint is for the interference caused by D2D links in this cell. Note that in this case, the updated noise (incorporating inter-cell interference) is different from user to user, where generally cell-edge users suffer larger noise. Though we focus on the asynchronous scheduling scenario, the proposed framework can be easily generalized to a synchronous multi-cell scenario if the price at each RB is unified among different cells, where the BS in the proposed model becomes a network controller, and the interference becomes the aggregate interference from D2D links to all BSs in the network.
The net utility of D2D link i is
ii , where the first and second term can be considered as the reward and penalty functions, respectively. The problem involves a non-cooperative network, where each D2D link aims to maximize its utility selfishly. We denote the access probabilities of D2D link i by
The access probabilities of all other D2D links are denoted by
On the other hand, the network aims to find optimal prices:
where
ii , and x * (µ µ µ) is the solution of (5) for a given µ µ µ. Taking a game theoretic perspective, the above problem is a decentralized Stackelberg game (a two-stage game), where the leader moves first and then the followers move accordingly. In this paper, the BS is the leader and the D2D links are the followers.
To solve the two-stage problem, we use a backward induction technique. We start with the problem of the D2D links-called a lower problem-and get the D2D access probability x * (µ µ µ). By plugging x * (µ µ µ) into (6), we then investigate the network utility maximization-called an upper problem.
IV. LOWER PROBLEM: A NON-COOPERATIVE D2D NETWORK
Given µ µ µ, D2D links try to maximize their utility functions selfishly. This defines a non-cooperative game
For tractability, we use Jensen's inequality and consider the following objective function that upper bounds (4):
wherẽ
The upper bound is tight if most x ik are binary. We compare the gap between the solution maximizing (4) and (7) numerically in Section VI and leave the analysis to future work. We adopt an identical price for D2D links accessing the same RB, i.e., µ ik = µ jk . The rationale for doing this is that the BS only cares about the aggregate interference, rather than the differences between the interference values from different D2D links. The structure of (7) suggests decoupling the lower problem into K subproblems, where we consider each RB independently. In the rest of this paper, we consider a typical RB, and ignore the RB index k for notation simplicity.
A. Distributed Algorithms Design
Optimization problems produce solutions with certain optimality guarantees. In our setting, however, the D2D links behave in a non-cooperative fashion. Thus, understanding the behavior and performance of our algorithm requires consideration of a different solution concept. This notion has been well-studied in game theory, and it is known that the analog of stationary points in an optimization solution are the so-called Nash Equilibrium (NE) points. In our context, these are the fixed points from which no D2D link would want to unilaterally deviate [26] . In the rest of this paper, the NE points always refer to the NEs of the D2D non-cooperative game G D . In this subsection, we study what these NE points are and propose an algorithm that converges to a NE.
We denote the feasible region of
The existence of NE for the non-cooperative game is given by Lemma 1, according to the Debreu-Glicksberg-Fan Theorem [29] - [31] .
Lemma 1: If X i is compact and convex, U i is concave in x i given x −i and continuous, then the NE exists.
It is straightforward to show that the above conditions are satisfied, and thus we have at least one NE. Then a natural question follows: how to attain a NE?
For fixed x −i and µ, the problem (7) is a convex optimization, and the optimal solution is the point which vanishes the first derivative of the objective function (if feasible):
where [x] 1 0 = min{1, max{0, x}}. We define the following function:
is given by (8) . Function f describes the optimal resource access probabilities given that the access probabilities of other links are fixed, and thus is called the best-response (BR) function. We propose a synchronous iterative algorithm-called the BR Algorithm, where all D2D links adjust their access probabilities simultaneously according to
Applying the Maximum Theorem [32] , we can show that f is continuous. Note that the BR Algorithm will never converge to a solution that is not a NE, since each D2D link has the access probability that maximizes its utility, which implies that no link can gain by changing only its one access probabilities unilaterally at the convergence point.
Though procedures of the BR Algorithm are simple, the complexity to calculate (8) is high, due to the expectation calculation involving N D Bernoulli random variables, whose complexity is O(2 N D N 2 D ). In addition, D2D links need to exchange their current access probabilities, which causes high overhead. The overhead and complex computation are not desirable, especially for UEs that are power limited. Other algorithms such as gradient-projection based algorithm [33] or algorithms in learning automata [34] can also be applied, with the disadvantages of either slow convergence or memory space limit. These motivate the following subsection, where we consider a lower bound of the objective function in (7) .
B. Joint Resource Allocation and Power Control-A Lower Bound Problem
In problem (7), each D2D link maximizes the utility in terms of the expected SINR. Approximating the rate to be calculated by expected interference rather than expected SINR, we have max
where SINR i =
This problem motivates a low-complexity low-overhead algorithm, as shown below.
Variable x i in (9) can be considered as a joint resource allocation and power control variable, where 1l (x i > 0) indicates whether D2D link i accesses the RB, and the value of x i denotes the fraction of maximal transmit power to use. The strategy with respect to (7) can be considered as a scheme similar to random hopping (with different hopping probabilities at each link), while the strategy in (9) is deterministic, which considers power control in addition to resource allocation. Intuitively, the hopping scheme randomizes strong interference, and thus may potentially provide a larger gain than the latter case, though we consider power control jointly. We show this relationship mathematically in Proposition 1.
Proposition 1: The optimization problem (9) maximizes a lower bound of the utility function in (7) .
Proof: Denoting the interference from other D2D links by I, the SINR can be written as
, which completes the proof.
We call (9) the lower bound problem of (7) in this paper. Invoking Lemma 1 again, we can show that there is at least one NE for the D2D game formulated in this subsection. Though there may exist multiple NEs in general, our setup admits a unique NE under some specific conditions; we specify those precisely in Section IV-C. Note that the NEs of the games with (7) and with (9) are not necessarily the same, and thus Proposition 1 does not say that the BR Algorithm in Section IV-A always performs better than the algorithms proposed in the following subsection. Given x −i and µ, (9) is a convex optimization problem and its optimal solution is given by Proposition 2.
Proposition 2: The solution of (9) has the following form
where a i =
Proof: According to the Karush-Kuhn-Tucker (KKT) conditions [35] , we have ∂U i ∂x i = 0 if x i ∈ (0, 1),
The above equations and inequations result in (10) . Eq. (10) is similar to the waterfilling function in power allocation problems, except that our constraint x i ∈ [0, 1] is independent over different RBs and thus we obtain a closed-form solution (10) . Leveraging existing works on waterfilling problems, we propose an iterative algorithm similar to the iterative waterfilling algorithm (see, e.g., [32] , [36] , [37] ).
C. Algorithm Design for the Lower Bound Problem
Similar to Section IV, we propose a synchronous iterative algorithm based on the BR function, defined as
is given by (10) . The algorithm-called the LB Algorithm-is given by Algorithm 1. Similar to the BR Algorithm, we have that if the LB Algorithm converges, then it converges to a NE. Algorithm 1 LB Algorithm: an iterative algorithm for lower bound problem of D2D 1: Initialization: given price µ ≥ 0, let x i (0) = 1, ∀ i, and t = 0; 2: while x(t) − x(t − 1) ≥ ε do 3: let x(t + 1) = f L (x(t); µ); 4: let t = t + 1; 5: end while Implementation interpretations. Adopting the LB Algorithm, each D2D link first acquires CSI of the link from its transmitter to the BS. This can be either estimated based on the downlink signal (e.g., in a time-division duplexing (TDD) uplink/downlink configuration), or provided by the BS, which measures the uplink channel and sends the information to the D2D user (e.g., in a frequency-division duplexing (FDD) uplink/downlink configuration). Apart from uplink CSI, each D2D link also measures the channel from the transmitter to its paired receiver. The frequency to update CSI depends on the channel variance. For example, in a slow mobility scenario, D2D links may just update the information once (at the beginning of each resource allocation period). At each iteration of the LB Algorithm, every D2D link measures the interference if accessing a RB. There is no additional message exchange in this step. Thus, the LB Algorithm only requires local information and reduces the overhead, as shown in Fig. 1 .
Convergence analysis. To get the convergence criteria of the LB Algorithm, we first investigate some basic properties of function f L . We assume that there are finite number of D2D links. We call the set of D2D links with x i = 1 saturated D2D links, denoted by S := {i ∈ D : x i = 1}, and the set of D2D links with x i ∈ (0, 1) active D2D links, denoted by A := {i ∈ D : x i ∈ (0, 1)}. Denoting s = [s 1 , · · ·, s N D ] T , we have s = Gx, where G is an N D × N D matrix with zero diagonal elements and (i, j)th element (with i = j) being P D j h ji .
Proposition 3: The best-response function f L has the following properties: 1) f L is a continuous mapping from X to X .
2) f L is piecewise affine, which means that f L has the following two properties: a) The domain of function f L can be partitioned into finitely many polyhedral regions, denoted by P 1 , · · ·, P d , which are determined by A and S; b) On the polyhedron P n defined by A (n) and S (n) , we
We assume that the resource allocation is carried out well during the channel coherence time, and thus channel can be regarded as static during resource allocation updates. We leave the stochastic channel analysis as future work. Defining the matrix norm of a matrix M induced by the vector norm · as M := max{ Mx : x = 1} [32] , a sufficient condition for the convergence of the proposed algorithm with general matrix norms can be found as follows, leveraging the techniques used in Theorem 7 in [32] .
Theorem 1: If M n < 1, we have 1) the synchronous iterative algorithm converges for any initial resource allocation; 2) there is a unique fixed point
upper bound of the convergence rate is η.
Proof: If f L is a contraction mapping, then global stability follows from the Banach Fixed Point Theorem (see, e.g., [38] ). The proof of contraction mapping is similar to the proof of Theorem 7 in [32] , and thus we ignore the details. Given that f L is a contraction mapping, we have | f L (x )− f L (x) ≤ η x−x . The rate of convergence for a sequence {x n } converging to L is defined as the lim n→∞ |x n+1 −L| |x n −L| . Observing the above inequality, we conclude that the convergence rate of the BR Algorithm is upper bounded by η.
The number of polyhedral regions that partition the domain of f L is O(3 N D ), which is very large, and thus it is impractical to check the conditions in Theorem 1 directly for all regions. We further provide sufficient conditions in Proposition 4 that are easy to apply.
ii , then the algorithm converges to the unique fixed point regardless of the initial point.
Proof: According to Proposition 3, we have M n = B (n) G. To make f L a contraction mapping, we have to satisfy B (n) G ≤ 1. By the property of matrix norm that AB ≤ A · B , we obtain a sufficient condition that is B (n) · G ≤ 1. Matrix B (n) is a diagonal matrix, whose norm is B (n) ≤ max i 1 P D i h ii , ∀ n. Then we can get one sufficient condition as
ii . Design interpretations. The above result is true for any general l p norm with p ≥ 1. As in [32] , we apply it to some special matrix norms and give the corresponding interpretations as follows.
Example 1 (l 1 norm): We have G 1 = max{ Gx 1 :
This implies that a sufficient condition for the convergence of the LB Algorithm is that no D2D transmitter causes very strong interference to other D2D links.
Example 2 (l ∞ norm): We have G ∞ = max{ Gx ∞ : x ∞ = 1} = max{max i |s i |}. This implies that a sufficient condition for the convergence is that no D2D receiver suffers excessive interference.
We show examples of D2D access probabilities obtained by the BR Algorithm versus different µ in Fig. 2 . We can observe that the BR Algorithm discourages D2D links whose transmitters are near the BS from accessing the RB. In addition, the BR Algorithm takes into account the SINR of D2D links, and encourages a D2D link far from the BS to keep silent if there are many D2D links nearby, to decrease the interference in D2D networks. Comparing the two subfigures, we conclude that less D2D links would be active as µ increases. This suggests the potential effectiveness of µ, which is investigated in the following section.
V. UPPER PROBLEM: NETWORK'S PRICING MECHANISM
It is difficult to analyze the upper problem by plugging (8) directly into (6), due to the complex term in the denominator. Simulation results in Section VI show that the performance of the LB Algorithm for problem (9) is very close to the performance of the BR Algorithm for the original problem (7) . This suggests to approximate the solution of (7) to the solution of the lower bound problem (10) . By this approximation, we propose an algorithm leveraging techniques from LCP [39] . We further propose a bisection algorithm, which has low overhead and can be applied to the original two-stage problem (with the lower problem (7)). In addition, motivated by the results of the lower problem (see e.g., Fig. 2 ), we propose a simple greedy heuristic algorithm, which performs well for networks with high interference tolerance level.
A. An Equivalent Upper Problem
According to Lemma 1 in [22] , the upper problem is equivalent to the following problem: where x * i is given by (10) . For simplicity, we use the notation 0 ≤ a ⊥ b ≥ 0 to represent the complementarity condition of a and b, i.e., ab = 0 and a, b ≥ 0 [39] . Letting I Ci = ∑ j∈C P C j h ji + W i , and λ i be the Lagrange multiplier to relax the constraint x i ≤ 1, we have the following lemma.
Lemma 2: Denoting t i = w i P D i h ii uP D i g ii (uP D i g ii +λ i ) , (10) is equivalent to the following parametric LCP with variables (x i ,t i ) and parameter µ [22] , [39] :
Proof: Details can be found in [22] . Key steps are to multiply (10) by ∑ j∈D P D j h ji x j +I Ci µP D i g ii +λ i and change variables t i . In the following, we explore properties of the objective function in (11) , which provide clues to design efficient algorithms for the upper problem.
B. Algorithm Design for the Upper Problem
In this paper, we use the symmetric parametric principle pivoting algorithm (SPPP)-a classical algorithm for parametric LCP [39] -to find the optimal µ and its corresponding feasible solutions x i in (12) . We write (12) in matrix form as 0 ≤ y ⊥ Ay
element P D j h ji , and A = A 0 I −I 0 . Note that µ ≥ 0 implies that ν ≥ 0. We set a upper limit for ν, denoted byν < ∞, which is a sufficient large real number. The SPPP is given by Algorithm 2. Since the SPPP Algorithm requires CSI between each transmitter and receiver (i.e., matrix A), which may cause high overhead, the result of SPPP can be used as a performance benchmark, and another low-overhead algorithm is desirable. To propose such algorithms, we first explore the properties of the objective function in (11) , which is denoted by U c := min{U c1 ,U c2 }, where U c1 = µ ∑ i∈D x i P D i g ii and U c2 = µQ. Function U c2 is a linear increasing function of µ, while U c1 is more complicated since it involves solving (10) . The properties of function U c1 are given by Proposition 5, leveraging the techniques in [22] .
Proposition 5: The function U c1 (µ) has the following properties:
Proof: See Appendix B. The sufficient conditions given in Proposition 5 to make U c1 non-decreasing essentially say that the interference among D2D links and the interference from saturated D2D links (i.e., x i = 1) to the BS should be weak. Given by Proposition 5 that U c1 is piecewise affine, and U c2 is linear, the optimal µ * must either be at a break point of U c1 -the discontinuous points in the derivative of U c1 -or at the intersection of U c1 and U c2 [22] . When U c1 is non-decreasing, the optimal µ * must be at the intersection of U c1 and U c2 . This motivates the heuristic algorithm, given by Algorithm 3, which converges to an intersection point of U c1 and U c2 [22] . Algorithm 3 A bisection algorithm for finding optimal price µ * at monotonic case 1: Initialization: given accuracy ε ≥ 0, let µ u = µ max , and µ l ≥ 0; 2: while |µ u − µ l | ≥ ε do 3:
let µ m = µ u +µ l 2 ; 4: get x i (µ m ) by running the LB Algorithm;
µ u = µ m ; 7: else 8:
µ l = µ m ; 9: end if 10: end while 11: let µ * = µ m .
In the bisection algorithm, we set an upper limit for µ, denoted by µ max < ∞, which is a sufficient large real number. We consider non-trivial cases, where the interference from D2D to BSs, when all D2D links are active, is greater than the interference tolerance level; otherwise, we just let all D2D links access the RB with probability one. Under this assumption, we have the following result.
Proposition 6: The bisection algorithm always converges. In particular, the algorithm requires at most log 2 (µ max /ε) iterations to converge.
Proof: See Appendix C. Note that the bisection algorithm also converges when we use the BR Algorithm instead of the LB Algorithm to solve the lower problem, due to that function f is continuous. Under the conditions given by Proposition 5, i.e., the interference among D2D links and the interference from saturated D2D links to BSs are weak, the bisection algorithm achieves the optimal µ * . In other words, the optimal strategy in this case is to let the number of active D2D links as large as possible, until the total interference from D2D links reaches the tolerance level. Implementation interpretations. Adopting the bisection algorithm, the BS first broadcasts a price, and then measures the aggregate interference at this price. If the interference is greater than the tolerance level, the BS increases the price; otherwise, the BS decreases the price. In fact, the behavior is consistent with the law of supply and demand: if the demand (the interference) exceeds the supply (the interference tolerance level), the price increases to make the RB less attractive. The algorithm can also be implemented adaptively. The network locally measures the total D2D interference, and increases (decreases) the price if the interference level is above (below) the predefined tolerance level Q, until the interference level reaches Q. Fig. 1 illustrates the structure of Algorithm 3, which shows that the signalling overhead is caused by the price broadcast and the channel measurements. The overhead due to price broadcast is proportional to the number of RBs, which is quite small. As for the channel measurements, the BS requires the channel information of cellular links, and each D2D link needs the CSI of the link from its transmitter to the paired receiver and of the link between the transmitter and the BS. Thus, the algorithm only requires local information and the overhead due to the channel measurements is proportional to the total number of cellular and D2D links, which is much lower than the overhead of centralized algorithms (e.g., the brute force approach or the SPPP Algorithm) that require global CSI. Note that the channel information updating frequency depends on the channel variance over time, which is quite low in a slow mobility environment (e.g., we may only measure channels once for each or several resource allocation time scales). Therefore, the required overhead is not significant compared to the potential advantages of our algorithm.
As for the complexity, letting T be the number of required iterations for the LB Algorithm, the computational complexity of Algorithm 3 is O(N D log 2 (µ max /ε) + N 2 D T ). The parameters T and log 2 (µ max /ε) are generally much smaller than N N D x as illustrated in Section VI, where T and log 2 (µ max /ε) are between 5 and 10, while N N D x is 10 10 . Thus, the complexity of Algorithm 3 is much lower than the complexity of the centralized scheme, which is O(N N D x N 2 D ). Observing Fig. 2 , D2D links mostly have larger access probabilities when they are far from the BS. This motivates another greedy heuristic algorithm-called the IO Algorithm (short for interference ordering), which needs no iteration. The D2D links are sorted by the interference caused to the BS in an ascending order, i.e., P D1 g 11 ≤ P D2 g 22 ≤ · · · ≤ P DN D g N D N D . The BS lets x 1 = 1, . . . , x n = 1 and other D2D links be silent, where n satisfies ∑ n 1 P Di g ii ≤ Q and ∑ n+1 1 P Di g ii > Q. Adopting the IO Algorithm, the BS measures the uplink CSI from D2D transmit-ters, based on which the BS determines the access probabilities. Therefore, this algorithm has lower overhead than the bisection algorithm, and gets the solution more quickly, at the cost of overall performance, which is shown in the following section.
VI. PERFORMANCE EVALUATION
We consider an uplink system with a hexagonal BS model. The main simulation parameters are listed as follows, unless otherwise specified. The BS density is 1 per π (500 m) 2 . The cellular UEs and D2D links are deployed according to two independent Poisson point processes with the same density 10 links per macrocell. We let the average length of D2D links be 80 m. We assume the total bandwidth is 10 MHz with 1 MHz per subband. The transmitters adopt fractional power control, i.e., P = min{P max , d κα }, where P max is the maximum transmit power, d is the distance of the link, κ is the compensation factor for path loss, and α is the path loss exponent. We let cellular UEs and D2D links have the same power control factor κ = 0.75. The maximum transmit powers of cellular UEs and D2D links over one subband are 200 mW and 20 mW, respectively, due to the fact that cellular UEs only access one subband while D2D links can access multiple subbands. Note that D2D links may not access all subbands, and thus we set a conservative maximum transmit power for D2D links. The noise power spectrum density is −174 dBm/Hz. Path loss exponents of UE-UE and UE-BS links are 4.37 and 3.76, respectively. We compare the performance of our proposed algorithms to the scenario where all D2D links are active, as well as the scheme where D2D links become silent when their transmitters are within a circle around their nearest BSs-called a guard zone scheme.
A. The Lower Problem: D2D Non-Cooperative Game
In this section, we consider a single cell scenario, where the interference tolerance level is 5 dB above the cellular signal. We investigate the performance of the BR Algorithm and the LB Algorithm. Note that the BR Algorithm provides the NE result, which may not be optimal. Due to the complexity to solve (3) via brute force search (O(N N D x N 2 D )), we compare the gap between the NE and optimal results in a small network with three D2D links. The average total D2D rates obtained by brute force search and by the BR Algorithm are 3.362 bps/Hz and 3.355 bpz/Hz, respectively. Thus, we observe that the NE solution is near-optimal in small networks, which is mainly due to that the D2D links are active with probability close to one in most cases in the small network. On the other hand, the D2D links have fractional active probabilities in most cases in the large network, and thus the observation may be quite different in large networks. We leave the analysis of the gap between the NE and optimal solution of (7) in more general networks to future work. To compare the BR Algorithm and LB Algorithm, we consider a case with ten D2D links. Fig. 3 shows that the rate distributions using the BR Algorithm and the LB Algorithm are almost the same. This implies that we can use the solution of the LB Algorithm to approximate the solution of the BR Algorithm. Comparing to Figs. 6 and 7, we observe that the performance of different algorithms in single-cell networks is similar to the multi-cell networks. Therefore, more discussion is left to the following subsection.
B. The Upper Problem: Network Pricing Mechanism
In this section, we consider an asynchronous multi-cell network, where each cell allocates resources independently. We let the interference tolerance level be the same as the received signal of cellular link (i.e., the interference level normalized by the cellular signal is 0 dB). From the simulation results, the number of iterations required for the convergence of the LB Algorithm is about 4-8, which is quite small. Fig. 4 shows the convergence of the SPPP and bisection algorithms. Both algorithms converge quickly. While SPPP provides a larger cellular rate, it converges more slowly than the bisection algorithm. The quick convergence of LB Algorithm and bisection algorithm implies that the complexity of the proposed scheme O(N D log 2 (µ max /ε) + N 2 D K) is much lower than the complexity of the centralized scheme O(N N D x N 2 D ), where K ∈ [4, 8] and log 2 (µ max /ε) ∈ [5, 10] , while N x ≥ 2 generally and thus N N D x ≥ 2 10 in our setup. In Fig. 5 , we compare the rates of D2D and cellular links using different algorithms. The SPPP and bisection algorithms provide larger D2D and/or cellular rates than the guard zone schemes. If there is no interference management, the rate of cellular UE is very small (see "All D2D active" in the figure). Adopting the proposed algorithms, the cellular links can get much better performance (total cellular rate increasing from 0.61 to about 1.07 bps/Hz), at the cost of less total throughput (about 12% loss in our setup). We observe that SPPP provides a slightly larger rate for cellular links than the bisection algorithm. This implies that in some cases, the function U c1 is nonmonotonic and the optimal µ is not at the intersection of U c1 and U c2 . However, in general, the gap between the bisection algorithm and the SPPP algorithm is small regardless of the monotonicity of U c1 . The average total rate in conventional networks, where potential D2D links operate only in cellular mode, is 2.4 bps/Hz in our setup. Defining the rate gain by the increased total rate divided by the average rate in conventional networks, we conclude that allowing D2D links and using proposed algorithms achieves a very large rate gain compared to conventional networks (about 5× in our simulation setup), and meanwhile keeps the performance of cellular UEs at an acceptable level (with average rate per cellular link being 1.07 bps/Hz). Note that the rate gain depends on various system parameters, such as average D2D link length and the amount of D2D traffic.
The rate distributions of cellular and D2D links are shown in Figs. 6 and 7, respectively. Fig. 6 shows that proposed algorithms can effectively protect the cellular performance. Comparing to Fig. 3 , where the average cellular rate is about 1.5 bps/Hz with the normalized interference tolerance level being 5 dB, we can conclude that a lower normalized interference tolerance level (0 dB) is needed in the multi-cell scenario. Also, the rate of cellular links has a larger range than the single cell scenario (i.e., the variance is larger). One possible reason is that there may be some nearby interfering D2D links and cellular UEs in neighboring cells. Though the D2D links have large rates without interference management, they hurt cellular links a lot. Adopting the guard zone scheme, cellular links can be protected, at the cost of the degradation of D2D throughput. Moreover, it is difficult to develop a tractable framework to study the guard zone scheme, and thus difficult to find the optimal distance threshold analytically. Therefore, the SPPP and bisection schemes are more preferable.
Note that the interference tolerance level can be tunable to maximize utility functions in terms of both the cellular and D2D links (e.g., the total rate in the hybrid network). We show the rates of cellular and D2D links versus the interference tolerance level numerically in Figs. 8 and 9 , respectively. The analysis of optimal Q with respect to different utility functions is left to future work. Fig. 8 shows that as the interference tolerance level increases, the rate of cellular users decreases, because more D2D links are allowed to transmit. On the other hand, as Q increases, D2D links can access the RBs more aggressively and the total rate of D2D links increases. The IO Algorithm protects the performance of cellular links well. However, in a network with strict interference constraints, the total rate of D2D links using the IO Algorithm is less than the SPPP and bisection algorithms, which implies the importance to consider power control for D2D resource allocation, as well as the interference experienced at D2D receivers. From Fig. 9 , we can conclude that although the IO Algorithm is very simple, it can only be applied to the cases with high interference tolerance (e.g., cases with normalized interference tolerance level larger than 0 dB). The normalized interference tolerance level means that the interference tolerance level Q is divided by the signal of the cellular link accessing the considered RB. Fig. 9 . The total rate of D2D links vs. the interference tolerance level. The normalized interference tolerance level means that the interference tolerance level Q is divided by the signal of the cellular link accessing the considered RB. Figs. 10 and 11 show the rates of cellular links and D2D links versus the D2D density, respectively. We ignore the guard zone scheme with radius 150 m in these figures, since its performance is similar to the guard zone scheme with radius 200 m. As shown in Fig. 11 , the total rate of D2D links increases as D2D density increases, while the rate of cellular link decreases in Fig. 10 . The decrease of cellular rate using the SPPP and bisection algorithms vanishes much more quickly than the scenario with all D2D links being active, which suggests the efficiency of the SPPP and bisection algorithms for protecting cellular transmissions. The figures also show that besides the interference tolerance level, the throughput gain of the proposed algorithms also highly depends on the density of D2D links.
VII. CONCLUSION
This paper presents a decentralized spectrum management for a shared network consisting of D2D and cellular links, aiming to maximize the total throughput of D2D links with an interference constraint for protecting cellular transmissions. We propose a low-complexity low-overhead distributed algorithm to update D2D access probabilities, and use the SPPP algorithm to get the optimal price for controlling the interference from cochannel D2D links. Though the SPPP Algorithm requires global CSI, it provides a benchmark for other algorithms. We further propose a low-overhead efficient heuristic algorithm based on the bisection method, which is shown to be convergent. Numerical results show that the heuristic algorithm has about the same performance as the SPPP algorithm, especially in the cases with low interference tolerance level. Another simple greedy algorithm is proposed and shown to perform well in scenario with high interference tolerance level. The proposed algorithms provide a large throughput gain with a performance guarantee of cellular links, compared to a conventional network with links operating only in cellular mode. Comparing to the cases without interference management (i.e., all D2D links are active), the average rate of cellular links improves significantly (e.g., average rate per cellular link increases from 0.61 to 1.07 bps/Hz in our setup). This implies that the proposed algorithms can efficiently manage the interference from D2D links to the cellular network. Future work could include investigation of more general utility functions incorporating both throughput and fairness, joint optimization of D2D mode selection, and consideration of a more flexible multiple-cell system. APPENDIX A PROOF OF PROPOSITION 3 1) We can complete the proof by applying the Maximum [32] .
2) Let A and S be any two distinct subsets of set D =
for i ∈ S. (13) Given that the number of D2D links is finite, we have that the number of choices of disjoint A and S is finite. Therefore, the domain of f L can be partitioned into finitely many polyhedra. With s = Gx, the inequalities (13) can be changed to inequalities in terms of x, which defines a (possibly empty) polyhedron in X . On the polyhedron P n , according to (10), we have x i = a i −s i P D i h ii for i ∈ A (n) , x i = 1 for i ∈ S (n) and x i = 0 otherwise, which can be expressed in a matrix form as x i = B (n)
is defined in the Proposition 3. Combining with s = Gx, we complete the proof. APPENDIX B PROOF OF PROPOSITION 5 1) We define a function g : R + → X as g(µ) = (g 1 (µ),..., g N D (µ)), where g i (µ) = x i (µ, x −i (0)), x(0) is a given initial vector, and x i (µ, x −i (0)) is calculated according to (10) by fixing x −i = x −i (0). Observing (10), we can see that g i (µ) is a continuous function for a given x −i . According to properties of continuous functions (see, e.g., Theorem 4.10 in [40] ), g(µ) is continuous due to the fact that each of the function g 1 (µ),..., g N D (µ) is continuous. Proposition 3 shows that the best-response function f L : X → X is continuous. Invoking properties of continuous functions again (see, e.g., Theorem 4.7 in [40] ), we can conclude that f L (g(µ) is a continuous mapping, which implies that the NE x * i (µ) is a continuous function of µ. Therefore, U c1 is also a continuous function of µ.
2) Recall that A and S denote the sets of active D2D links and of saturated D2D links, respectively. Without loss of generality, let A = {1, . . . , n} and S = {n + 1, . . . , n + m}. We denote x a = [x 1 , · · ·, x n ] T , x s = [x n+1 , · · ·, x n+m ] T and x 0 = [x n+m+1 , · · ·, x N D ] T . Let H aa be a matrix with (i, j)th element being P D j h ji P D i h ii for i, j ∈ A, W a = w 1 P D 1 g 11 , · · ·, w n P Dn g nn T and C a = I C1 +I D 1 P D 1 h 11 , · · ·, I Cn +I Dn P Dn h nn T , where I D i = ∑ j∈S P D j h ji . According to (10), we have x a = (H aa ) −1 W a µ − C a , x s = 1 and x 0 = 0. The domain of function U c1 can be divided into finite polyhedra according to different A and S. In each polyhedron, we have
where β a = [P D 1 g 11 , P D 2 g 22 · · ·, P D n g nn ] T , β s = [P D n+1 g (n+1)(n+1) , · · ·, P D n+m g (n+m)(n+m) ] T ,β 1 = [ 1 P D 1 g 11 , 0, · · ·, 0], and 1 = [1, 1, · · ·, 1] T . Therefore, U c1 is a linear function in each given polyhedron, and thus it is piecewise affine. 3) We use the same argument as the proof of Theorem 1 in [22] . The first condition is equivalent to that matrix H To show that U c1 is non-increasing, we need to show that (15) is non-negative. The first condition is a sufficient condition for 1 T (H (β) aa ) −1 ≥ 0. Similar proof can be found in [22] , and we ignore the details.The remaining proof is to show C a − H aaβ 1 (β T s 1 T ) ≥ 0. The ith element of the left term of the above inequality is 1 P D i h ii I C i + ∑ j∈D s P D j h ji − h 1i g 11 ∑ j∈D s P D j g j j , whichimplies that ∑ j∈D s P D j h ji − h 1i g 11 g j j ≥ 0, ∀ i ∈ D a is a sufficient condition to make C a − H aaβ 1 (β T s 1 T ) ≥ 0. Combining with 1 T H (β) aa −1 ≥ 0,we can conclude that (15) is non-negative, and thus U c1 is non-increasing.
APPENDIX C PROOF OF PROPOSITION 6
We first show that the intersection of U c1 and U c2 on [0, µ max ] is non-empty, and then show that the bisection algorithm converges to one of the intersection points. Proposition 5 shows that U c1 is a continuous function of µ. It is easy to observe that U c2 is also a continuous function of µ. Therefore, U c1 − U c2 is a continuous function of µ. Recalling the assumption that when all D2D links are active, the interference from D2D to BSs is greater than the interference tolerance level, we have U c1 − U c2 > 0 when µ = 0. On the other hand, when µ = µ max , we have U c1 − U c2 < 0. According to the intermediate value theorem, we can conclude that there is some number µ ∈ [0, µ max ] such that U c1 (µ) − U c2 (µ) = 0. In other words, there is at least one intersection point between U c1 and U c2 on [0, µ max ].
Adopting the bisection algorithm, the interval is divided into two halves at each iteration. The interval at iteration t is denoted by L(t) = [a t , b t ], where a 0 = 0 and b 0 = µ max . According to procedures of the bisection algorithm, we have U c1 (a t ) ≥ U c2 (a t ) and U c1 (b t ) ≤ U c2 (b t ) at each iteration t. Similar to the proof of the existence of intersection points on [0, µ max ], we can show that there is at least one intersection point between U c1 and U c2 on L(t). Therefore, the bisection algorithm preserves the existence of intersection points in current interval. The length of interval L(t) has |L(t)| = |L(t − 1)|/2 = · · · = µ max /2 t . It must stop when |L(t)| ≤ ε, which implies that the algorithm converges, and the maximum number of iteration for convergence, denoted by T , satisfies µ max /2 T = ε, i.e., T = log 2 (µ max /ε).
