Introduction
A learning system is capable of improving its performance over time by interaction with its environment. A learning control system is designed so that its learning controller can improve the performance of closed-loop systems by generating command inputs to plants and utilizing feedback information from plants. Rather than proportional-derivative ͑PD͒ type learning control methods in the past ͓1͔, fuzzy learning control ͓2͔ and neural network based learning controller ͓3͔ have been presented. Yang and Asada ͓4͔ proposed an excitation scheduling method to enable an impedance control law to learn quasi-static, slow modes in the beginning, followed by learning faster modes. Similar to controllers presented by Horowitz ͓5͔ and Messner et al. ͓6͔ , a repetitive robot controller was implemented with Cartesian trajectory description ͓7͔. A structured singular value method was also applied to determine stability and performance robustness of repetitive control systems ͓8͔.
This study presents a sliding mode based repetitive learning control approach to robot control. The advantages of using sliding mode control instead of PD control for feedback portion of a repetitive learning control include: ͑1͒ the robust property of sliding mode control dealing with model uncertainties; ͑2͒ the flexibility in using sliding mode control. It is known that, in general, the transient dynamics of a variable structure control system ͓9͔ is accounted for by a reaching mode followed by a sliding mode ͓10͔. Therefore the design involves, first, the design of an appropriate sliding surface and a reaching mode method for the desired sliding mode dynamics, and second, the design of a learning algorithm to ensure asymptotically stability.
Sliding mode based repetitive learning control focuses on learning rules that estimate feedforward terms ͑inverse dynamic functions͒. A class of function identification for learning algorithm compensation based on integral transforms was presented by Messner et al. ͓6͔ . This study employs a set of shape functions to approximate influence functions and estimates inverse dynamics functions based on integral transforms. The inverse dynamics function is estimated by the integral of a predefined kernel multiplied by an estimated influence function. The influence function used in integral transforms is approximated by a set of linear shape functions and this influence function is in turn represented by corresponding coefficients. An adaptation law employing kernel functions, sliding surfaces, and shape functions is thus developed in this study to update the coefficients associated with influence functions.
Tracking Control of Manipulator
In general, the equation of motion for a n-axis manipulator can be expressed as
where q, q , and q are, respectively, the nϫ1 joint position, velocity, and acceleration vectors, u represents the nϫ1 torque vector generated by actuators, M (q) is the symmetric positive definite generalized inertia matrix, C(q,q ) is the force ͑torque͒ vector resulting from Coriolis and centripetal accelerations, G(q) is the generalized gravitational force vector, and d(q,q ) denotes the disturbance. Define a 2n-dimensional state vector x as
Thus Eq. ͑1͒ can be written as 
To estimate the desired torque w d (t), it can be approximated by a linear combination of appropriately selected period shape functions ⌽ i . Hence,
where C i R n represent unknown coefficient vectors for each shape function ⌽ i at an instant, and N denotes the total number of shape functions. The estimated feedforward term is generated by determining the coefficient vectors Ĉ i ͓7͔, i.e.,
The coefficient vectors are updated on-line by conducting the following estimation law ͓7͔:
where K L is a constant positive definite matrix. Another approximation of the ideal feedforward compensation term can be represented by
where the function K(•,•):Rϫ͓0,T͔ is a known Hilbert-Schmit kernel that satisfies
whereas the influence function I(•):͓0,T͔→R n is unknown. If a kernel function is chosen to satisfy Eq. ͑10͒, then the feedforward term w d (t) can be estimated by influence function I(•). The following function adaptation law for estimating the unknown functions w d (t) and I(•) was presented by Messner et al. ͓6͔:
The estimated ŵ d (t) is hence indirectly updated by the adaptation of Î(t,), which is the estimate of the influence function I().
In the integral transform estimation, the feedforward term ŵ d (t) is estimated through updating the influence function Î(t,)
according to the learning law Eq. ͑12͒. However, if the influence function, which belongs to the space of continuous T-period functions, satisfies
it can be expressed by a set of shape functions. The unknown influence function is proposed as
and the coefficient adaptation law becomes
where ⌽ i (•) denotes a shape function and Ĉ i (•) its associated coefficient. The advantage of the above learning rule is that only the associated coefficients for shape functions are updated in estimating the influence function, which can be in turn obtained by a linear combination of shape functions. It is unnecessary to save all influence function values at every sampling instant, thus computer memory space can be saved. Since the value of influence function Î(t,) is updated on the basis of previous value Î(t, Ϫ⌬), the property of ''interpolating'' is achieved.
Stability Analysis.
The stability of the present control method for the robotic model represented by Eq. ͑1͒ depends on the following conditions. Condition 1: There exists an influence function ␣(t,), such that 
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Condition 2: Using a proper definition of matrix C(q,q ), both M (q) and C(q,q ) in Eq. ͑1͒ satisfy
Hence, (Ṁ Ϫ2C) is a skew-symmetric matrix. In particular, the element of C(q,q ) can be defined as
Condition 3: In robot control systems, the disturbance d(q,q ) due to friction, sensor noise, etc. is assumed to be bounded. Generally speaking, unmodeled dynamics is bounded as follows:
where L 0 , L 1 , and L 2 are positive constants.
Remark: If the structure conditions presented above are satisfied, a sliding mode based repetitive learning controller for achieving the trajectory tracking can be realized.
In the current study, the norm of vector x is defined as
and the norm of matrix A is defined as
The singular value of matrix A is defined as ␣(A) ϭ(eigenvalue(A T A)) 1/2 and ␣ min (A) denotes the smallest singular value. For positive definite matrix AϭA T , the matrix property ͓12͔
will be employed in this work to formulate the learning control method.
In the following, a brief overview of the proposed sliding mode based repetitive learning controller is given. The design problem for the proposed sliding mode based repetitive learning controller is described as follows: For any given desired trajectory q d R n , q d R n , and q d R n , with some or all of the manipulator coefficient vectors unknown, derive a controller for the actuator torque ͑force͒, and an adaptation law for the unknown coefficient vectors, such that the manipulator joint position q(t) precisely tracks q d (t).
To ensure the convergence of the trajectory tracking, define a reference velocity vector q r as
where both ⌳ and ⌫ denote positive definite matrices whose eigenvalues are strictly in the right-half plane. Therefore, the sliding surface s defined in Eq. ͑2͒ can be expressed by
Consider the plant defined in Eq. ͑1͒, a repetitive learning controller using sliding mode feedback control is proposed, i.e.,
where ŵ d (t) can be estimated by the linear combination of shape functions Eq. ͑7͒ or by the integral of kernel function and influence function Eq. ͑11͒. The adaptation laws can be found in Eqs. ͑8͒ and ͑12͒. Treating sϭ0, where s is defined in Eq. ͑19͒, as a sliding surface, by combining Eqs. ͑1͒ and ͑18͒ and using the property that sϭq Ϫq r , which follows from Eqs. ͑2͒ and ͑18͒, the sliding mode equation reads 
where K L ϭ S I with S Ͼ0. Taking the time derivative of Eq. ͑22͒ gives
Substituting Eq. ͑20͒ into Eq. ͑23͒ and employing Condition 2 give
Now choosing ⌳ and ⌫ such that
From Condition 3, one has
where M (⌳) denotes the maximum eigenvalues of ⌳. It follows that
where m (•) denotes the minimum eigenvalue of a matrix. A further manipulation of Eq. ͑27͒ leads to 
It is always feasible to adequately choose K, ⌳, ⌫, and S such that R is positive definite. Therefore, one can prescribe values of positive constants d , , and ␤ to satisfy
where R is a positive semidefinite matrix. With Eq. ͑29͒, it follows from Eq. ͑28͒ that
i.e.
where 
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This completes the proof of the following theorem: Theorem: For a robot model Eq. ͑1͒ subject to sliding mode based repetitive learning control, which is accounted for by Eq. ͑19͒, the sliding surface S and the tracking error e are uniformly bounded if both gain matrices K and Q in the reaching law are adequately chosen. Furthermore, having learned a number of cycles, the ultimate tracking error e is bounded by
and
According to Eq. ͑34͒, can be made arbitrarily small by enlarging gains in gain matrix K, which makes the control effort to grow. In practice, however, the minimum size of the error bound is limited since too large control effort may not be available.
Chattering Elimination.
Since the control law given above is discontinuous across the sliding surface sϭ0, it gives rise to chattering in a trajectory tracking process. Chattering is undesirable in practice because it introduces high control effort, and furthermore, may excite unmodeled high frequency plant dynamics, which would result in instabilities. This problem can be overcome by smoothing out the discontinuous control input in the neighborhood of the sliding surface ͓13͔. Therefore, this study uses s/(͉s͉ϩ␦) in place of sgn(s) for control law Eq. ͑20͒, i.e.,
where
and ␦ i is a positive constant.
Implementation
As shown in Fig. 1 , this study constructs a three-axis RϪ ϪZ direct-drive robot manipulator, where the first link is driven by a NSK Megatorque motor ͓14͔, the second by a NSK Megathrust motor, and the third by an electrothrust motor together with ball screw.
Fig. 1 Schematic diagram of direct-drive robot
3.1 Discrete Control Law. In order to implement sliding mode control and the proposed method respectively using a DSP controller, discrete equivalents of both control laws are formulated in the following:
(a) Sliding Mode Control. The sliding mode control method adopts a new reaching law Eq. ͑3͒ to achieve the sliding surface. The control input of each axis actuator can be discretized using a zero-order hold. The discrete time form resulting from Eq. ͑5͒ is written as
where ⌳ϭdiag (30, 30, 30) ⌫ϭdiag(30, 30, 30), Qϭdiag(1, 1, 1), and Kϭdiag(100, 350, 380) . Further, since friction is treated as disturbance d(q,q ) depicted in Eq. ͑5͒, friction compensation has been incorporated in Eqs. ͑37͒-͑39͒.
(b) The Present Method. Except for its employing shape functions to estimate influence functions, the structure of this learning control method is the same as learning control using integral transforms. The learning control law consists of Eqs. ͑11͒, ͑13͒, and ͑14͒. There are some typical shape functions ͓15͔ such as Fourier series shape functions, polynomial shape functions, and piecewise linear shape functions, which can be used to approximate the periodic continuous function I (t,) . This experiment employs a set of piecewise linear functions, as depicted in Fig. 2 . Accordingly, in each interval of ͓iT/N,(iϩ1)T/N͔, only two linear shape functions, ⌽ i and ⌽ iϩ1 , are required; i.e., there are only two corresponding coefficients, c i and c iϩ1 , to be updated at any instant. For computational efficiency of a kernel function, a piecewise linear function shown in Fig. 3 is used as a kernel function for integral transforms. The piecewise linear functions is defined as follows:
Denote the span s of this piecewise linear function as the length of a subinterval where the function value is not zero. The piecewise linear function can be written as: If t͓0,s/2͔, as shown in Fig. 3͑a͒ ,
If t͓s/2,TϪs/2͔, as shown in Fig. 3͑b͒ ,
If t͓TϪs/2,T͔, as shown in Fig. 3͑c͒ ,
The speed and acceleration profiles of the end-effector are prescribed as shown in Figs. 4͑a͒ and 4͑b͒ , respectively. Figure 5 depicts a spatial circular trajectory to be tracked. In addition, a planar square trajectory on the XϪZ plane, will also be carried out in experiments. Figure 6 depicts the control block diagram. To implement the present method, Eqs. ͑11͒, ͑13͒, and ͑14͒ are rewritten to become the discretized form: Transactions of the ASME
where K L ϭdiag(150,850,950), aϭ5, and integral transforms are computed by a trapezoid method. Moreover, the sliding surface is formulated as
where ⌳ϭdiag (30, 30, 30) , and ⌫ϭdiag (30, 30, 30) . It follows from Eq. ͑46͒ that the control law Eq. ͑20͒ becomes, in discretized form,
where Qϭdiag (1, 1, 1), and Kϭdiag(100, 350, 380) . In this discrete control algorithm, k represents an index for the feedback portion of the controller, k and l indexes for the repetitive learning portion, and a an integer that relates these indexes. For any given k in a period of the path, kϭak ϭal. In other words, the adaptation parameters ĉ i are updated at a rate a times slower than the inner feedback loop. Each increment in k represents a time step of ⌬t second, and each increment in k represents a time step of a⌬t second. In both sliding mode control and the present method, the gains of the reaching law and sliding surface are the same. The radius R of the desired spatial circle is denoted as 0.1 m and period Tϭ10 s. The maximum speed max is 0.068 m/s. The side length of the planar square is 0.1 m while the maximum speed max is 0.05 m/s. A total number of 100 linear shape functions, i.e. Nϭ100, are prescribed to approximate influence functions. The kernel function is a piecewise linear function of slope mϭ2; the span s of this piecewise linear function is hence 1.0 sec.
Experimental Results.
To control a three-axis R--Z direct-drive robot as shown in Fig. 1 , which contains three servomotors, this study employs an MX31 DSP integrated motion controller endowed with a TI TMS320C31 digital signal processor, as depicted in Fig. 7 . Along the R axis is a direct-drive NSK Megathrust motor that enables the slider to undergo the force mode translational motion. For the axis, a direct-drive NSK Megatorque motor performs the torque mode rotational motion. In addition, motion along the Z axis is achieved by a 3 phase DC servo-motor operating in torque mode, where the motor rotation is altered into translation by a screw mechanism installed on the motor shaft.
(1) Spatial Circular Trajectory Tracking. In contrast to Fig.  8͑a͒ , tracking errors in Fig. 8͑b͒ progressively reduce to a smaller range through learning. Hence, this sliding mode based repetitive learning controller outperforms the sliding mode controller. The large tracking error generated at the beginning of the first period is arised from friction at robot joints and the prescribed acceleration command. It is difficult to quickly acquire knowledge of the friction torque and the adequate motor torque corresponding to acceleration commands at the outset of every learning period, since the learning gains can not be infinitely large during the learning process. Variation of a sliding surface is shown in Fig. 9 and confirms that the proposed control algorithm achieves its objective through learning. Using the present method, Figs. 10 and 11 depict the first time and the fifth time learning results of a spatial circular trajectory, respectively. There is no significant improvement after five iterations.
(2) Planar Square Trajectory Tracking. Comparing with Fig. 12͑a͒ for the sliding mode control result, the tracking error shown in Fig. 12͑b͒ reduces to lie between Ϯ1.5 mm. Using the present method, Figs. 13 and 14, respectively, depict the first time and the fifth time learning results for the desired trajectory. The tracking accuracy is significantly improved through learning; however, the improvement after five iterations is not significant. The overshoot error at each of four corners are mainly caused by decelerating approaching followed by accelerating departure, in addition to direction alteration of the slider. The authors have also carried out experiments using a conventional controller-the PD control method. It is found that the departure and arrival points always do not coincide due to cumulative error during trajectory tracking. Moreover, concerning tracking accuracy, both PD control and the first time learning in the present method perform in a comparable manner.
Conclusion
This study has presented a new learning control algorithm with robust properties to improve the performance in robot tracking task. According to experimental results, the proposed control method exhibits advantages described as follows:
1 Its error convergence is faster than the sliding mode control method.
2 The time needed for the sliding surface reaching the sliding surface is shorter in each of those trajectory tracking experiments. 3 The accumulated errors generated at the initial time can be effectively reduced by introducing an integral term to the sliding surface.
4 The choice of shape functions depends on the trajectory to be tracked. If the polynomial order of influence functions corresponding to a desired trajectory is high, higher order shape functions, instead of current linear shape functions, should be adopted to improve the estimate for feedforward term.
5 Considering the coefficients adaptation law, i.e., Eq. ͑14͒, the proposed learning control requires fewer computer memory space since only associated coefficients for shape functions are updated at every instant.
6 The more the total number N of shape functions is used, the more accurate the feedforward term estimate can accomplish. However, for the sake of computational efficiency, N cannot be too large.
7 The proposed method using shape functions to approximate the influence function for feedforward term can be extended to higher degree-of-freedom robots in a straightforward manner, since the control algorithm for each axis undergoes its own learning process using the same shape function set.
8 By using the modified control law Eq. ͑36͒ the chattering caused by the discontinuous control law Eq. ͑20͒ can be improved to an acceptable extent.
9 The proposed method is robust since it can do without the dynamic model while successfully tracking the desired trajectory.
