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THE SOLECKI SUBMEASURES AND DENSITIES ON GROUPS
TARAS BANAKH
Abstract. By definition, the right Solecki density σR (resp. the Solecki submeasure σ) on a group G is
the invariant monotone (subadditive) function assigning to each subset A ⊂ G the real number σR(A) =
infF∈[G]<ω supy∈G
|F∩Ay|
|F |
(resp. σ(A) = infF∈[G]<ω supx,y∈G
|F∩xAy|
|F |
). In this paper we study the proper-
ties of the Solecki submeasures and Solecki densities on (topological) groups and establish an interplay between
the Solecki submeasure σ and the Haar measure λ on a compact topological group G. In particular, we prove
that that every subset A ⊂ G has max{λ∗(A), λ(A•)} ≤ σ(A) ≤ λ(A¯) where A• is the largest open set in G
such that A• \ A is meager in G. So, λ and σ coincide on the family of all closed subsets of G and hence the
Haar measure λ is completely determined by the Solecki submeasure σ. On the other hand, for any amenable
group G the right Solecki density σR coincides with the upper Banach density d∗ well-known in Combina-
torics of Groups. The right Solecki density yields a convenient tool for studying the difference sets AA−1 and
sumsets AB of subsets A,B in groups. Generalizing results of Jin, Beiglbo¨ck, Bergelson and Fish, for any
subsets A,B ⊂ G of positive right Solecki density σR(A) and σR(B) in an amenable group G we prove that
(1) G = FAA−1 for some set F ⊂ G of cardinality |F | ≤ 1/σR(A), (2) the sets AA−1BB−1 and ABB−1A−1
contain some Bohr open subset U ∋ 1G of G, (3) B
−1AA−1 contains some non-empty Bohr open set U in G,
(4) AA−1 ⊃ U \N for some Bohr open set U ∋ 1G in G and some set N ⊂ G with σ
R(N) = 0, (5) AB ⊃ U ∩T
for some non-empty Bohr open set U in G and some set T ⊂ G with σR(T ) = 1.
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2 TARAS BANAKH
Introduction
In this paper we consider invariant densities and submeasures on groups and define a canonical invariant
submeasure σ (called the Solecki submeasure) on each group G, and four canonical invariant densities σL, σ
L,
σR, σR (called the Solecki densities) on G. Then we shall study the properties of the Solecki submeasure and
densities on (topological) groups, and establish the interplay between the Solecki submeasure σ and the Haar
measure λ on a compact topological group and also the interplay between the right Solecki density and the
upper Banach density on an amenable group. The obtained results allow us to generalize some fundamental
results of Bogoliuboff, Følner [25], Cotlar and Ricabarra [17], Ellis and Keynes [20] concerning the difference
sets AA−1 and Jin [37], Beiglbo¨ck, Bergelson and Fish [12] about sumsets AB to the class of all amenable
groups.
1. Submeasures and densities on sets and groups
A function µ : P(X)→ [0, 1] defined on the algebra of all subsets of a set X is called
• monotone if µ(A) ≤ µ(B) for any subsets A ⊂ B ⊂ X ;
• subadditive if µ(A ∪B) ≤ µ(A) + µ(B) for any subsets A,B ⊂ X ;
• additive if µ(A ∪B) = µ(A) + µ(B) for any disjoint subsets A,B ⊂ X ;
• a density if µ is monotone, µ(∅) = 0 and µ(X) = 1;
• a submeasure if µ is a subadditive density;
• a measure if µ is an additive density.
So, all measures considered in the paper are in fact finitely additive probalility measures.
Each point x ∈ X supports the Dirac measure δx defined by
δx(A) =
{
1, x ∈ A,
0, x /∈ A.
A submeasure µ on a setX is finitely supported if µ(X\F ) = 0 for a suitable finite set F ⊂ X . It is well-known
that each finitely supported probability measure µ onX can be written as a convex combination µ =
∑n
i=1 αiδxi
of Dirac measures. A finitely supported measure µ is called uniformly distributed if µ = 1|F |
∑
x∈F δx for some
non-empty finite subset F ⊂ X .
For a set X we denote by [X ]<ω the family of all non-empty finite subsets of X , by P (X) the set of all
measures on X , by Pω(X) the subset of P (X) consisting of all finitely supported measures on X , and by Pu(X)
the set of all uniformly distributed finitely supported measures on X . The letter P in those notations comes
from the fact that all measures we consider are probability measures, i.e., assign measure 1 to X .
For each function f : X → Y and a density µ on X we can define its image f(µ) as the density on Y
assigning to each subset A ⊂ Y the real number µ(f−1(A)).
For a set X by |X | we denote its cardinality and for two sets A,B by A△B their symmetric difference
(A \B) ∪ (B \A). For a group G by 1G we shall denote its unit.
For two finitely supported measures µ =
∑
i αiδai and ν =
∑
j βjδbj on a group G their convolution µ ∗ ν is
defined as µ ∗ ν =
∑
i,j αiβjδaibj . The convolution of two measures can be also defined if one of the measures
is finitely supported while the other is not. Namely, for a measure µ ∈ P (G) and a finitely supported measure
ν =
∑
i αiδai ∈ Pω(G) on a group G their convolutions µ ∗ ν and ν ∗ µ are the measures on G defined by the
formulas
µ ∗ ν(A) =
∑
i
αiµ(Aa
−1
i ) and ν ∗ µ(A) =
∑
i
αiµ(a
−1
i A) for A ⊂ G.
The operation of convolution is associative in the sense that (µ∗ν)∗η = µ∗(ν∗η) for any measures µ, ν, η ∈ P (G)
among which at least two are finitely supported.
A density µ : P(G)→ [0, 1] on a group G is called
• left (resp. right) invariant if µ(xA) = µ(A) (resp. µ(Ax) = µ(A)) for all A ⊂ G and x ∈ G;
• invariant if µ(xAy) = µ(A) for all A ⊂ G and x, y ∈ G;
• inversion invariant if µ is invariant and µ(A−1) = µ(A) for all A ⊂ G.
A group G is called amenable if it admits a left-invariant measure µ : P(G) → [0, 1]. By [44], a group G is
amenable if and only if it admits an inversely invariant measure. The class of amenable groups contains all
abelian groups and is closed under many operations over groups (see [47]). On the other hand, the free group
with two generators is not amenable. By the Følner criterion [47, 4.10], a group G is amenable if and only if
for every finite set F ⊂ G and every ε > 0 there is a finite set K ⊂ G such that |FK \K| < ε|K|.
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It is well-known that the class of amenable group includes all FC-groups. A group G is called an FC-group
if each point x ∈ G has finite conjugacy class xG = {gxg−1 : g ∈ G}. FC-groups were introduced by Baer [1].
It is clear that each abelian group is an FC-group. By [45], a finitely generated group G is an FC-group if and
only if G is finite-by-abelian, i.e., G contains a finite normal subgroup H with abelian quotient G/H .
2. The Solecki submeasure on a group
Each group G carries a canonical inversion invariant submeasure σ : P(G) → [0, 1] called the Solecki
submeasure. It assigns to each subset A ⊂ G the real number
σ(A) = inf
µ∈Pω(G)
sup
x,y∈G
µ(xAy).
The Solecki submeasure was (implicitly) introduced by Solecki in [55].
Proposition 2.1. For every group G the Solecki submeasure σ on a group G is an inversion invariant sub-
measure on G.
Proof. The definition of the Solecki submeasure implies that σ is inversion invariant, monotone, and takes the
values σ(∅) = 0 and σ(G) = 1. It remains to prove that σ is subadditive, i.e., σ(A∪B) ≤ σ(A) + σ(B) for any
subsets A,B ⊂ G.
This inequality will follow as soon as we check that σ(A ∪ B) ≤ σ(A) + σ(B) + 2ε for any ε > 0. By the
definition of σ(A) and σ(B), there are finitely supported measures µA =
∑
i αiδai and µB =
∑
j βjδbj on G
such that supx,y∈G µA(xAy) < σ(A)+ ε and supx,y∈G µB(xBy) < σ(B)+ ε. Consider the convolution measure
µ = µA ∗ µB =
∑
i,j αiβjδaibj and observe that for every x, y ∈ G the set xAy has measure
µ(xAy) =
∑
i,j
αiβjδaibj (xAy) =
∑
j
βj
∑
i
αiδai(xAyb
−1
j ) =
∑
j
βjµA(xAyb
−1
j ) <
∑
j
βj(σ(A) + ε) = σ(A) + ε.
By analogy we can prove that µ(xBy) < σ(B) + ε. Then
σ(A ∪B) ≤ sup
x,y∈G
µ
(
x(A ∪B)y
)
≤ sup
x,y∈G
(
µ(xAy) + µ(xBy)
)
< σ(A) + σ(B) + 2ε.

In Theorem 1.2 of [55] Solecki proved that the Solecki submeasure can be equivalently defined using finite
sets (instead of finitely supported probability measures).
Theorem 2.2 (Solecki). Every subset A of a group G has Solecki submeasure
σ(A) = inf
µ∈Pu(G)
sup
x,y∈G
µ(xAy) = inf
F∈[G]<ω
sup
x,y∈G
|F ∩ xAy|
|F |
.
Let us observe that the Solecki submeasure σ can be also equivalently defined using convolutions of measures.
Proposition 2.3. Every subset A of a group G has Solecki submeasure
σ(A) = inf
µ∈Pω(G)
sup
x,y∈G
δx ∗ µ ∗ δy(A) = inf
µ1∈Pω(G)
sup
µ2∈Pω(G)
sup
µ3∈Pω(G)
µ2 ∗ µ1 ∗ µ3(A).
The Solecki submeasure is preserved by homomorphisms. The following proposition can be easily derived
from the definition of the Solecki submeasure.
Proposition 2.4. For any surjective homomorphism h : G → H between groups and any set A ⊂ H we get
σ(h−1(A)) = σ(A).
3. Left and right Solecki densities on a group
In this section we introduce and study four left and right modifications of the Solecki submeasure, called
the Solecki densities.
For a subset A of a group G the Solecki densities are defined by the formulas:
σL(A) = inf
F∈[G]<ω
sup
x∈G
|F ∩ xA|
|F |
, σR(A) = inf
F∈[G]<ω
sup
y∈G
|F ∩Ay|
|F |
,
σL(A) = inf
µ∈Pω(G)
sup
x∈G
µ(xA), σR(A) = inf
µ∈Pω(G)
sup
y∈G
µ(Ay).
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It is clear that σL ≤ σL ≤ σ and σR ≤ σR ≤ σ. Like the Solecki submeasure σ, the densities σL, σL, σR, σR
are invariant. In general, they are not inversely invariant, but
σR(A−1) = σL(A) and σR(A
−1) = σL(A)
for every subset A ⊂ G. If a subset A ⊂ G is inner invariant (i.e., xAx−1 = A for all x ∈ G), then all its
Solecki densities coincide:
σL(A) = σ
L(A) = σ(A) = σR(A) = σR(A).
Because of the equalities σL(A) = σR(A
−1) and σL(A) = σR(A−1), the study of the left densities σL and
σL can be reduced to their right counterparts σR and σ
R. So in the sequel we shall restrict ourselves to the
right Solecki densities σR and σ
R.
The following theorem was proved by Solecki in Theorems 1.1, 1.3, 5.1 [55].
Theorem 3.1 (Solecki). Let G be a group.
(1) If G is amenable, then σL = σ
L and σR = σ
R.
(2) If G is an FC-group, then σL = σ
L = σ = σR = σR.
(3) If G is not an FC-group, then G contains a subset A ⊂ G such that σL(A) < σR(A) = σ(A) = 1;
(4) If G contains a non-abelian free subgroup, then for every ε > 0 the group G contains a subset A ⊂ G
such that σR(A) < ε and σ
R(A) > 1− ε;
(5) If G is countable and contains a non-abelian free subgroup, then for every ε > 0 the group G contains
a subset A ⊂ G such that σR(A) = 0 and σR(A) > 1− ε.
Unlike the Solecki submeasure σ its modifications σL, σ
L, σR, σ
R are not subadditive in general.
Example 3.2. The free group F2 with two generators can be written as the union F2 = A∪B of two sets with
σR(A) = σR(B) = 0.
Proof. Let a, b be the generators of the free group G = F2. Elements of the group G can be written as
irreducible words in the alphabet {a, b, a−1, b−1}. The empty word e is the unit of the group G. Let A be the
set of all irreducible words that start with a or a−1. We claim that σR(A) = 0. To show this, for every n ∈ N
consider the finite subset F = {b, b2, . . . , bn} and observe that |Fy∩A| ≤ 1 for every y ∈ G, which implies that
σR(A) ≤ supy∈G |Fy ∩ A|/|F | ≤ 1/n and hence σ
R(A) = 0. By analogy we can show that the set B = G \ A
of irreducible words which are empty or start with b or b−1 has right Solecki density σR(B) = 0. 
Nonetheless, the function σR has a property which is weaker than the subadditivity.
Proposition 3.3. Let G be a group. Then
(1) σR(A ∪B) ≤ σR(A) + σ(B) for any subsets A,B ⊂ G;
(2) σR(AF ) ≤ |F | · σR(A) and σR(AF ) ≤ |F | · σR(A) for any subset A ⊂ G and finite subset F ⊂ G.
Proof. The first statement can be proved by analogy with Proposition 2.1.
To prove the second statement, fix any subset A ⊂ G and a finite subset F ⊂ G. Given arbitrary ε > 0,
by the definition of σR(A), find a uniformly distributed finitely supported measure µ ∈ Pu(G) such that
supz∈G µ(Az) < σR(A) + ε. Then
σR(AF ) ≤ sup
z∈G
µ(AFz) ≤
∑
y∈F
µ(Ayz) <
∑
y∈F
(σR(A) + ε) = |F | · (σ
R(A) + ε).
Since ε > 0 was arbitrary, this implies the required inequality σR(AF ) ≤ |F | · σR(A).
By analogy we can prove the inequality σR(AF ) ≤ |F | · σR(A). 
The density σR has a nice characterization in terms of Kelley’s intersection number. Following Kelley [40]
we define the intersection number I(B) of a family B of subsets of a set X as
I(B) = inf
B1,...,Bn∈B
sup
x∈X
1
n
n∑
i=1
χBi(x).
Here by χB : X → {0, 1} denotes the characteristic function of a set B ⊂ X .
We recall that by P (X) we denote the family of all measures on a set X and by Pω(X) the set of all finitely
supported measures on X . The following minimax theorem was inspired by a result of Zakrzewski [60].
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Theorem 3.4. For every subset A of a group G we get
inf
µ1∈Pω(G)
sup
µ2∈Pω(G)
µ1 ∗ µ2(A) = σR(A) = I({xA}x∈G) = sup
µ∈P (G)
inf
x∈G
µ(xA) = sup
µ2∈P (G)
inf
µ1∈Pω(G)
µ1 ∗ µ2(A).
Proof. It follows from the definition of σR that
σR(A) = inf
µ∈Pω(G)
sup
y∈G
µ ∗ δy(A) = inf
µ1∈Pω(G)
sup
µ2∈Pω(G)
µ1 ∗ µ2(A).
To see that σR(A) ≤ I({xA}x∈G), it suffices to check that σR(A) ≤ I({xA}x∈G)+ε for every ε > 0. By the defi-
nition of the intersection number, there is a sequence of points x1, . . . , xn ∈ G such that
1
n supy∈G
∑n
i=1 χxiA(y) <
I({xA}x∈G) + ε. Consider the finitely supported measure µ =
1
n
∑n
i=1 δx−1
i
and observe that for every y ∈ G
µ(Ay) =
1
n
n∑
i=1
δx−1
i
(Ay) =
1
n
n∑
i=1
χAy(x
−1
i ) =
1
n
n∑
i=1
χxiA(y
−1) < I({xA}x∈G) + ε
and hence σR(A) ≤ supy∈G µ(Ay) ≤ I({xA}x∈G) + ε.
Next, we prove that σR(A) = I({xA}x∈G). In the opposite case, σR(A) < I({xA}x∈G) − ε for some
ε > 0. By the definition of σR(A), there exists a finitely supported probability measure µ on G such that
supy∈G µ(Ay) < I({xA}x∈G) − ε. The measure µ can be written as a convex combination of Dirac measures∑k
i=1 αiδyi . Replacing each αi by a near rational number, we can additionally assume that each αi is a positive
rational number. Moreover, we can assume that the numbers α1, . . . , αk have a common denominator n. In this
case the measure µ =
∑k
i=1 αiδyi can be written as µ =
∑n
i=1
1
nδxi for some points x1, . . . , xn ∈ {y1, . . . , yk}.
Then
I({xA}x∈G) ≤
1
n
sup
y∈G
n∑
i=1
χx−1
i
A(y) =
1
n
sup
y∈G
n∑
i=1
χAy−1(xi) =
=
1
n
sup
y∈G
n∑
i=1
δxi(Ay
−1) = sup
y∈G
µ(Ay−1) < I({xA}x∈G)− ε
is a desired contradiction proving the equality σR(A) = I({xA}x∈G).
The equality I({xA}x∈G) = supµ∈P (G) infx∈G µ(Ay) follows from Proposition 1 and Theorem 2 of [40]. So,
inf
µ∈Pω(G)
sup
y∈G
µ(Ay) = σR(A) = I({xA}x∈G) = sup
µ∈P (G)
inf
x∈G
µ(xA).

For a group G by Pl(G) we denote the subset of P (G) consisting of all left-invariant probability measures
on G. Observe that a group G is amenable if and only if Pl(G) 6= ∅.
Theorem 3.5. If a group G is amenable, then
σR(A) = σ
R(A) = sup
µ∈Pl(G)
µ(A)
for every subset A ⊂ G.
Proof. By Theorem 3.1, σR(A) = σR(A). Theorem 3.4 implies that
sup
µ∈Pl(G)
µ(A) = sup
µ∈Pl(G)
inf
x∈G
µ(xA) ≤ sup
µ∈P (G)
inf
x∈G
µ(xA) ≤ σR(A).
To show that σR(A) ≤ supµ∈Pl(G) µ(A), take any ε > 0 and using Theorem 3.4, find a measure ν ∈ P (G) such
that σR(A) − ε < infx∈G ν(xA). Now we shall modify the measure ν to a right-invariant measure ν˜.
Let l∞(G) be the Banach lattice of all bounded real-valued functions on the group G. Each real number
c ∈ R will be identified with the constant function G → {c} ⊂ R. The set l∞(G) is endowed with the right
action l∞ ×G→ l∞ of the group G. This action assigns to each pair (f, z) ∈ l∞ ×G the function fz : G→ R
defined by fz(x) = f(xz) for x ∈ G. By [47], the amenability of the group G implies the existence of a
G-invariant linear functional a∗ : l∞(G)→ R with ‖a∗‖ = 1 = a∗(1). This functional is monotone in the sense
that a∗(f) ≤ a∗(g) for any bounded functions f ≤ g on G.
For each subset B ⊂ G consider the function νB ∈ l∞ defined by νB(x) = ν(xB) for x ∈ G and put
ν˜(B) = a∗(νB). It is standard to check that ν˜ : P(G)→ [0, 1], ν˜ : B 7→ ν˜(B), is a well-defined measure on G.
To see that the measure ν˜ is left-invariant, observe that for every B ⊂ G and y, x ∈ G we get
νxB(y) = ν(yxB) = νBx(y),
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which means that νxB = νBx. The G-invariance of the functional a
∗ guarantees that a∗(νBx) = a
∗(νB)
and hence ν˜(xB) = a∗(νxB) = a
∗(νBx) = a
∗(νB) = ν˜(B), which means that the measure ν˜ is left-invariant.
It follows from infx∈G ν(xA) > σR(A) − ε that νA ≥ σR(A) − ε and ν˜(A) = a∗(νA) ≥ σR(A) − ε by the
monotonicity of the functional a∗. So, σR(A) − ε ≤ ν˜(A) ≤ supµ∈Pl(G) µ(A). Since ε > 0 was arbitrary, this
implies σR(A) ≤ supµ∈Pl(G) µ(A). So, σ
R(A) = σR(A) = supµ∈Pl(G) µ(A). 
Theorems 3.4 and 3.5 imply the following result due to Solecki [55, §7].
Corollary 3.6 (Solecki). If G is an amenable group, then the function is σR = σR is subadditive.
Proof. The equality σR = σR follows from Theorem 3.1(1). To see that σR is subadditive, take any subsets
A,B ⊂ G and apply Theorem 3.5 to get:
σR(A ∪B) = sup
µ∈Pl(G)
µ(A ∪B) ≤ sup
µ∈Pl(G)
(µ(A) + µ(B)) ≤ sup
µ∈Pl(G)
µ(A) + sup
µ∈Pl(G)
µ(B) = σR(A) + σR(B).

We define a group G to be Solecki amenable if the function σR is subadditive. By Corollary 3.6, each
amenable group is Solecki amenable. It is not known if each Solecki amenable group is amenable (see [55, §7]).
Nonetheless the following characterization of amenability holds.
Theorem 3.7. For a group G the following conditions are equivalent:
(1) G is amenable;
(2) the group Z×G is Solecki amenable;
(3) for each n ∈ N there is a finite group F of cardinality |F | ≥ n such that the group F × G is Solecki
amenable;
(4) for each n ∈ N there is a finite group F of cardinality |F | ≥ n such that for any partition F×G = A∪B
of the group F ×G we get σR(A) + σR(B) ≥ 1.
Proof. The implication (1) ⇒ (2) follows from Corollary 3.6 and the well-known fact that the product of
two amenable groups is amenable. To see that (2) ⇒ (3) it suffices to observe that a quotient group of a
Solecki amenable group is Solecki amenable. The implication (3)⇒ (4) is trivial. So, it remains to prove that
(4)⇒ (1).
Assume that the group G is not amenable. Consider the Banach space l1(G) of all real-valued functions f
on G with
∑
x∈G |f(x)| < ∞. The Banach space l1(G) is endowed with the norm ‖f‖1 =
∑
x∈G |f(x)|. The
dual Banach space l1(G)
∗ to l1(G) can be identified with the Banach space l∞(G) of all bounded functions on
G endowed with the norm ‖f‖∞ = supx∈G |f(x)|.
Consider the closed convex set P = {f ∈ l1(G) : f ≥ 0, ‖f‖1 = 1} in l1(G). Each function f ∈ P can
be identified with the probability measure
∑
x∈G f(x)δx. Since G is not amenable, Emerson’s characterization
of amenability [21, 1.7] yields two measures µ, η ∈ P such that the convex sets µ ∗ P = {µ ∗ ν : ν ∈ P} and
η ∗ P = {η ∗ ν : ν ∈ P} have disjoint closures in the Banach space l1(G). By the Hahn-Banach Theorem, the
convex sets µ ∗ P and η ∗ P can be separated by a linear functional f ∈ l1(G)
∗ = l∞(G) in the sense that
sup
ν∈P
µ ∗ ν(f) = c < C = inf
ν∈P
η ∗ ν(f)
for some real numbers c < C. Multiplying f by a suitable positive constant, we can assume that ‖f‖∞ ≤
1
2 .
Let n ∈ N be any number such that n ≥ 5C−c and let F be a finite group of cardinality m = |F | ≥ n. Choose
two finitely supported measures µ˜, η˜ ∈ Pω(G) such that ‖µ− µ˜‖1 <
1
m and ‖η− η˜‖ <
1
m . Also choose a function
g : G→ [0, 1] ∩ 1mZ such that ‖g − (
1
2 + f)‖ <
1
m . Observe that
sup
ν∈P
µ˜ ∗ ν(g) ≤ c+
2
m
< C −
2
m
≤ inf
ν∈P
η˜ ∗ ν(g).
Take any subset A ⊂ F × G such that for each y ∈ G the set {x ∈ F : (x, y) ∈ A} has cardinality m · g(y).
Put B = (F × G) \ A. We claim that σR(A) + σR(B) < 1. Let λ =
1
m
∑
x∈F δx be the Haar measure on the
finite group F . Identifying F and G with the subgroups F × {1G} and {1F} ×G of F ×G, we can consider
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the finitely supported measures λ ∗ µ˜ and λ ∗ η˜ on the group F ×G. Write µ˜ =
∑
i αiδyi and observe that
σR(A) ≤ sup
(x,y)∈F×G
λ ∗ µ˜(Axy) = sup
(x,y)∈F×G
∑
i
αi
∑
z∈F
1
m
δzyi(Axy) =
= sup
y∈G
sup
z∈F
∑
i
αi
|{z ∈ F : zyi ∈ Axy}|
m
= sup
y∈G
sup
x∈F
∑
i
αi
|{z ∈ F : zx−1yiy−1 ∈ A}|
m
=
= sup
y∈G
sup
z∈F
∑
i
αig(yiy
−1) = sup
y∈G
∑
i
αiδyi ∗ δy−1(g) = sup
y∈G
µ˜ ∗ δy−1(g) ≤ sup
ν∈P
µ˜ ∗ ν(g) ≤ c+
2
m
.
By analogy we can prove that for the set B = (F ×G) \A we get
σR(B) ≤ sup
(x,y)∈F×G
λ ∗ η˜(Bxy) = sup
(x,y)∈F×G
(1− λ ∗ η˜(Axy)) = 1− inf
(x,y)∈F×G
λ ∗ η˜ ≤ 1− (C −
2
m
).
Then
σR(A) + σR(B) ≤ c+
2
m
+ 1− C +
2
m
< 1− (C − c) +
4
m
< 1−
5
m
+
4
m
< 1 = σR(F ×G).
witnessing that the condition (4) does not hold. 
4. The subadditivization of the Solecki densities
Since the Solecki densities on a group G are not subadditive in general, it is reasonable to consider their
subadditivizations. By the subadditivization of a density µ : P(X) → [0, 1] we understand the submeasure
µˆ : P(X)→ [0, 1] defined by the formula
µˆ(A) = sup
B∈P(X)
µ(A ∪B)− µ(B).
The following proposition can be easily derived from the defintion of µˆ.
Proposition 4.1. If µ : P(G)→ [0, 1] is a density on a group G, then
(1) its subadditivisation µˆ is a submeasure on G;
(2) µ ≤ µˆ;
(3) µ = µˆ if and only if µ is subadditive;
(4) the submeasure µˆ is (right-, left-) invariant provided so is the density µ.
Given a group G by σˆR and σˆR we shall denote the subadditivizations of the right-Solecki densities σ
R and
σR on G, respectively. It follows that σˆ
R, σˆR are invariant submeasures on G and σˆR is bounded from above
by the Solecki submeasure σ according to Proposition 3.3(1). In fact the upper bound σˆR ≤ σ can be improved
to σˆ ≤ ςR, where ςR : P(G)→ [0, 1] is a density defined on each group G by the formula:
ςR(A) = sup
µ1∈P (G)
sup
µ2∈Pω(G)
inf
µ3∈Pω(G)
µ2 ∗ µ3 ∗ µ1(A).
Using the fact that finitely supported measures on G can be approximated by measures of the form 1n
∑n
i=1 δxi
for some points x1, . . . , xn ∈ G, we can show that the density ςR can be equivalently defined as
ςR(A) = sup
µ∈P (G)
sup
y1,...,yn∈G
inf
x∈G
1
n
n∑
i=1
µ(xyiA).
Theorem 4.2. For each group G we get
σR ≤ σˆR ≤ ςR ≤ ςˆR ≤ σ.
Proof. The inequalities σR ≤ σˆR and ςR ≤ ςˆR are trivial.
The inequality σˆR ≤ ςR will be proved as soon as for every ε > 0 we find a measure µ1 ∈ P (G) and a finitely
supported measure µ2 ∈ Pω(G) such that infµ3∈Pω(G) µ2 ∗ µ3 ∗ µ1(A) ≥ σˆR(A) − 3ε. By the definition of the
submeasure σˆR, there is a subset B ⊂ G such that σR(A ∪ B)− σR(B) > σˆR(A) − ε. Replacing the set B by
B \A we can additionally assume that A ∩B = ∅.
Theorem 3.4 implies that σR(A∪B) = supµ∈P (G) infx∈G µ(x(A∪B)) and hence there is a measure µ1 ∈ P (G)
such that infx∈G µ1(x(A ∪B)) > σR(A ∪B)− ε.
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By Theorem 3.4, σR(B) = I({xB}x∈G). Consequently, we can find n ∈ N and a sequence (xi)i∈n ∈ Gn such
that
∥∥ 1
n
∑
i∈n χxiB
∥∥ < σR(B) + ε. Consider the measure µ2 = ∑i∈n αiδx−1
i
where αi =
1
n for all i ∈ n and
observe that for every y ∈ G we get∥∥∥∑
i∈n
αiχyxiB
∥∥∥ = sup
z∈G
∑
i∈n
αiχyxiB(z) = sup
z∈G
∑
i∈n
αiχxiB(y
−1z) ≤
∥∥∥∑
i∈n
αiχxiB
∥∥∥ < σR(B) + ε.
Integrating the function
∑
i∈n αiχyxiB by the measure µ1, we obtain the inequality∑
i∈n
αiµ1(yxiB) ≤
∥∥∥∑
i∈n
αiχyxiB
∥∥∥ < σR(B) + ε
holding for every y ∈ G.
Now observe that for every finitely supported measure µ2 =
∑
j βjδyj ∈ Pω(G) we get
µ2 ∗ µ3 ∗ µ1(A) =
∑
i,j
αiβj · δx−1
i
∗ δyj ∗ µ1(A) =
∑
i,j
αiβjµ1(y
−1
j xiA) =
=
∑
i,j
αiβjµ1(y
−1
j xi(A ∪B))−
∑
i,j
αiβjµ1(y
−1
j xiB) >
>
∑
i,j
αiβj(σR(A ∪B)− ε)−
∑
j
βj
∑
i
αiµ1(y
−1
j xiB) >
> σR(A ∪B)− ε−
∑
j
βj(σR(B) + ε) = σR(A ∪B)− σR(B)− 2ε > σˆR(A) − 3ε,
which implies the desired inequality
σˆR(A) − 3ε ≤ inf
µ3∈Pω(G)
µ2 ∗ µ3 ∗ µ1(A) ≤ ςR(A).
The final inequality ςˆR ≤ σ will follow as soon as we prove that ςR(A ∪ B) ≤ ςR(A) + σ(B) + 3ε for every
sets A,B ⊂ G and ε > 0. By the definition of ςR(A ∪B), there are measures µ1 ∈ P (G) and µ2 ∈ Pω(G) such
that infµ3∈Pω(G) µ2 ∗ µ3 ∗ µ1(A ∪B) > ςR(A ∪B)− ε. By the definition of the Solecki submeasure σ(B) there
is a finitely supported measure µ ∈ Pω(G) such that supx,y∈G µ(xBy) < σ(B) + ε.
Next, choose a measure ν ∈ Pω such that (µ2∗µ)∗ν∗µ1(A) < infη∈Pω(G)(µ2∗µ)∗η∗µ1(A)+ε. Put µ3 = µ∗ν
and observe that supx,y∈G µ(xBy) < σ(B) + ε implies supx,y∈B µ ∗ ν(xBy) ≤ supx,y∈G µ(xBy) < σ(B) + ε.
Write the finitely supported measures µ2 and µ3 as convex combinations µ2 =
∑
i∈n αiδai and µ3 =∑
j∈m βjδbj of Dirac measures. For every i ≤ n, consider the function fi =
∑
j∈m βjχb−1
j
a−1
i
B and observe that
it has norm
‖fi‖ = sup
x∈G
∑
j∈m
βjχb−1
j
a−1
i
B(x) = sup
x∈G
∑
j∈m
βjδx(b
−1
j a
−1
i B) = sup
x∈G
∑
j∈m
βjδbjx(a
−1
i B) =
= sup
x∈G
∑
j∈m
βjδbj (a
−1
i Bx
−1) = sup
x∈G
µ3(a
−1
i Bx
−1) < σ(B) + ε.
Integrating the function fi by the measure µ1, we get the inequality∑
j∈m
βjµ1(b
−1
i a
−1
i B) =
∫
G
fidµ1 ≤ ‖fi‖ < σ(B) + ε,
which implies
ςR(A ∪B) < ε+ inf
η∈Pω(G)
µ2 ∗ η ∗ µ1(A ∪B) ≤ ε+ µ2 ∗ µ3 ∗ µ1(A ∪B) ≤
≤ ε+ µ2 ∗ µ3 ∗ µ1(A) + µ2 ∗ µ3 ∗ µ1(B) = ε+ µ2 ∗ µ ∗ ν ∗ µ1(A) +
∑
i,j
αiβj · δai ∗ δbj ∗ µ1(B) <
< ε+ ε+ inf
η∈Pω(G)
(µ2 ∗ µ) ∗ η ∗ µ1(A) +
∑
i
αi
∑
j
βjµ1(b
−1
j a
−1
i B) ≤
≤ 2ε+ ςR(A) +
∑
i
αi(σ(B) + ε) = ςR(A) + σ(B) + 3ε.

Theorem 4.2 has the following combinatorial corollary.
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Theorem 4.3. For any subset A ⊂ G with ςR(A) > 0 there is a finite subset F ⊂ G such that G = FAA−1F .
Proof. By the definition of the density ςR, there are measures µ1 ∈ P (G) and µ2 ∈ Pω(G) such that
infµ3∈Pω(G) µ2 ∗ µ3 ∗ µ1(A) >
1
2 ςR(A) > 0. Write the finitely supported measure µ2 as a convex combina-
tion µ2 =
∑
i∈n αiδai of Dirac measures and put S = {ai}i∈n.
By the Zorn’s Lemma there is a maximal subset M ⊂ G such that for every a ∈ S the indexed family
(xa−1A)x∈M is disjoint. By the maximality ofM , for every x ∈ G there is a−1 ∈ S such that xa−1A∩Ma−1A 6=
∅, which implies that x ∈ Ma−1AA−1a ⊂ MS−1AA−1S and hence G = MS−1AA−1S. It remains to prove
that the set M is finite. For this observe that for every finite subset F ⊂ M and every a ∈ S the indexed
family (xa−1A)x∈F is disjoint and hence
∑
x∈F µ1(xa
−1A) ≤ 1. Then∑
x∈F
µ2 ∗ δx−1 ∗ µ1(A) =
∑
x∈F
∑
i∈n
αiδai ∗ δx−1 ∗ µ1(A) =
∑
i∈n
αi
∑
x∈F
µ1(xa
−1
i A) ≤
∑
i∈n
αi · 1 = 1
and hence
|F | · inf
x∈F
µ2 ∗ δx−1 ∗ µ1(A) ≤
∑
x∈F
µ2 ∗ δx−1 ∗ µ1(A) ≤ 1.
This implies the inequalities
1
|F |
≥ inf
x∈F
µ2 ∗ δx−1 ∗ µ1(A) ≥ inf
µ3∈Pω(G)
µ2 ∗ µ3 ∗ µ1(A) >
1
2
ςR(A)
and |F | ≤ 2/ςR(A). So, M is a finite set of cardinality |M | ≤ 2/ςR(A) and G =MS−1AA−1S. 
Problem 4.4. Is ςR = σR for any amenable group G?
5. The right Solecki density versus the upper Banach density on amenable groups
In this section we shall prove that for an amenable group G the right Solecki density σR = σ
R = σˆR = σˆ
R
coincides with the upper Banach density d∗, widely exploited in Ramsey Theory of groups and semigroups,
see [32] and references therein. For the group Z of integers the upper Banach density was introduced by Polya
[49] in 1929. Later, with help of Følner sequences this notion was generalized to countable amenable groups;
see [12] and [32].
A sequence (Fn)n∈ω of finite subsets of a group G is called a Følner sequence if for every g ∈ G the sequence
(|Fn△gFn|/|Fn|)n∈ω tends to zero. Here by A△B we denote the symmetric difference (A \B)∪ (B \A) of two
sets A,B ⊂ G. By the Følner criterion [47, 4.10], a group G admits a Følner sequence (Fn)n∈ω if and only if
G is countable and amenable.
Let G be a countable amenable group. The upper density of a subset A ⊂ G with respect to a Følner
sequence (Fn)n∈ω is defined as
d¯(Fn)(A) = lim sup
n→∞
|A ∩ Fn|
|Fn|
and the number
d∗(A) = sup{d¯(Fn)(A) : (Fn)n∈ω is a Følner sequence}
is called the upper Banach density of A.
In [32] and [18] the upper Banach density was defined for subsets of any amenable group. According to [18],
the upper Banach density d∗(A) of a subset A of an amenable group G is defined as
d∗(A) = sup
{
α ∈ [0, 1] : ∀F ∈ [G]<ω ∀ε > 0 ∃K ∈ [G]<ω such that max
x∈F
|xK△K|
|K|
< ε and
|K ∩ A|
|K|
≥ α
}
.
It turns out that the right Solecki density σR on an amenable group G coincides with the upper Banach
density d∗.
Theorem 5.1. For any amenable group G we get d∗ = σR = σ
R = σˆR = σˆ
R.
Proof. By Theorem 3.1(1), σR = σ
R. By Corollary 3.6, the right Solecki density σR = σ
R is subadditive and
hence coincides with its subadditivization. So, σR = σ
R = σˆR = σˆR.
To see that d∗(A) ≤ σR(A), assume conversely that σR(A) < d∗(A) and find a finite subset F ⊂ G such
that
σR(A) ≤ sup
y∈G
|Fy ∩ A|
|F |
< d∗(A) − ε
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for some ε > 0. Replacing F by Fz−1 for some z ∈ F we can additionally assume that F contains the unit 1G
of the group G. Choose a positive δ so small that
d∗(A)− δ(|F |+ 1)
1 + δ
> d∗(A)− ε.
By the definition of d∗(A), for the finite set F and the positive number δ there is a finite subset K ⊂ G
such that maxx∈F
|xK△K|
|K| <
δ
|F | and |K ∩ A|/|K| ≥ d
∗(A) − δ. Then |FK \ K| ≤
∑
x∈F |xK \ K| < δ,
|FK| ≤ |FK \K|+ |K| < |K|(1 + δ) and hence
|FK ∩ A| ≥ |K ∩A| ≥ |K|(d∗(A)− δ) ≥ |FK|
d∗(A)− δ
1 + δ
.
Consider the map π : F ×K → FK, π : (x, y) 7→ xy, and observe that |π−1(z)| ≤ |F | for all z ∈ FK. Let
S = {z ∈ FK : |π−1(z)| < |F |} and E = {z ∈ FK : |π−1(z)| = |F |}. It follows that
|F | ·
|FK|
1 + δ
≤ |F | · |K| = |F ×K| = |π−1(S)∪π−1(FK \S)| ≤ (|F |−1) · |S|+ |F | · (|FK|− |S|) = |F | · |FK|− |S|
which implies |S| ≤ |F | · |FK| ·
(
1− 11+δ
)
= |F | · |FK| δ1+δ and
|E| = |FK| − |S| ≥ |FK|
(
1−
δ|F |
1 + δ
)
.
Observe that
|E ∩ A| = |FK ∩A| − |S ∩ A| ≥ |FK|
d∗(A)− δ
1 + δ
− |FK|
δ|F |
1 + δ
≥ |K|
d∗(A)− δ(|F |+ 1)
1 + δ
.
The choice of δ guarantees that
|π−1(E ∩ A)| = |E ∩ A| · |F | ≥ |F | · |K|
d∗(A)− δ(|F |+ 1)
1 + δ
> |F | · |K|(d∗(A)− ε).
On the other hand,
π−1(E ∩ A) ⊂ {(x, y) ∈ F ×K : xy ∈ E ∩ A} ⊂ {(x, y) ∈ F ×K : xy ∈ A}
and hence
|π−1(E ∩ A)| ≤ |{(x, y) ∈ F ×K : xy ∈ A}| =
∑
y∈K
|{x ∈ F : xy ∈ A}| =
∑
y∈K
|Fy ∩A| < |K| · |F |(d∗(A)− ε),
which is a desired contradiction proving that d∗(A) ≤ σR(A).
We claim that d∗(A) = σR(A). In the opposite case d∗(A) < σR(A) and by the definition of d∗(A), there
is a finite set F ⊂ G and a positive number ε such that for any finite set K ⊂ G with maxx∈F
|xK△K|
|K| < ε
we get |K∩A||K| < σ
R(A). By the Følner criterion of the amenability, there is a finite set E ⊂ G such that
maxx∈F
|xE△E|
|E| < ε. By the definition of the right Solecki density σ
R(A), there is a point y ∈ G such that
|Ey∩A|
|E| ≥ σ
R(A). Then we get a contradiction letting K = Ey. 
6. Solecki densities and combinatorial sizes of subsets in groups
In this section we shall evaluate the Solecki densities or submeasures of subsets which are small or large in
a suitable combinatorial sense. Combinatorial sizes of subsets in groups were studied in many papers (see, the
survey [50] and references therein).
Following [50] we define a subset A of a group G to be
• thick if for every finite subset F ⊂ G there is a point y ∈ G such that Fy ⊂ A;
• large if FA = G for some finite subset F ⊂ G;
• small if for any large set B ⊂ G the complement B \A is large.
It follows that small sets form an invariant ideal on each group. By Theorem 12.4 [53], a subset A of a group
G is small if and only if for any finite subset F ⊂ G the set FA is not thick. This characterization of small
sets and Proposition 3.3(2) imply:
Proposition 6.1. Let G be a group.
(1) Each large set A ⊂ G has σL(A) = σR(A−1) > 0;
(2) A subset A ⊂ G is thick iff σR(A) = 1 iff σR(A) = 1;
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(3) A subset A ⊂ G is small iff σR(FA) < 1 for each finite subset F ⊂ G.
The following proposition combined with Proposition 6.1(2) implies that each infinite group G contains |G|
many subsets of right Solecki density 1.
Proposition 6.2. Each infinite group G contains |G| many pairwise disjoint thick sets.
Proof. We identify the cardinal |G| with the smallest ordinal of cardinality |G|. Let [G]<ω be the family of
all finite subsets of G. The set [G]<ω × G has cardinality |G| and hence can be enumerated as [G]<ω × G =
{(Fα, yα) : α ∈ |G|}. For each ordinal α ∈ |G| by transfinite induction choose a point
xα ∈ G \
⋃
β<α
F−1α (xβFβ ∪ Fβxβ)F
−1
α .
Such choice of the points xα guarantees that the family {xαFα ∪ Fαxα}α∈|G| is disjoint. Then the indexed
family {Xy}y∈G consisting of the sets Xy =
⋃
{xαFα ∪ Fαxα : yα = y} is also disjoint. We claim that for
each y ∈ G the set Xy and X
−1
y are thick. Given any finite subset F ⊂ G, find an ordinal α < |G| such that
(Fα, yα) = (F, y). Then xαF ∪Fxα = xαFα ∪Fαxα ⊂ Xy, which implies that Xy and X−1y both are thick and
hence have right Solecki density 1 according to Proposition 6.1(2). 
Now we shall calculate the Solecki densities of subgroups of groups.
Proposition 6.3. For a subgroup H of a group G the following conditions are equivalent:
(1) H has infinite index G : H in G;
(2) H is not large in G;
(3) H is small in G;
(4) σR(H) = 0;
(5) σR(H) = 0;
(6) σˆR(H) = 0;
(7) ςR(H) = 0.
Proof. It suffices to check that
(1) ⇔ (2) ⇔ (3) ⇒ (7) ⇒ (6) ⇒ (5) ⇒ (2) ⇒ (4) ⇒ (5). The equivalence (1) ⇔ (2) follows from the
definition of a large set and (2)⇔ (3) has been proved in Lemma 4.2 of [41].
To prove that (3) ⇒ (7), assume that ςR(H) > 0 and applying Theorem 4.3, conclude that G = FHF for
some finite subset F ⊂ G. Since small subsets form a non-trivial invariant ideal of subsets of G, the equality
G = FHF implies that the group H is not small.
The implications (7) ⇒ (6) ⇒ (5) follow from the inequalities σR ≤ σˆR ≤ ςR proved in Theorem 4.2. The
implication (5)⇒ (2) follows from Proposition 6.1(1).
To prove that (2) ⇒ (4), assume that σR(H) > 0. Applying Proposition 12.2 proved in Section 12, we
conclude that the set H = HH−1 is large. The final implication (4)⇒ (5) is trivial. 
Proposition 6.4. Each subgroup H of a group G has σR(H) = σR(H) = σˆR(H) = ςR(H) =
1
G:H . If the group
H has finite index in G, then σ(H) = 1G:H .
Proof. If one of the numbers σR(H), σR(H), σˆR(H) or ςR(H) is equal to zero, then the subgroup H has infinite
index in G and
σR(H) = σR(H) = σˆR(H) = ςR(H) =
1
G : H
= 0
according to Proposition 6.3.
So, we assume that the numbers σR(H), σR(H), σˆR(H), ςR(H) are positive. In this case, the subgroup
H has finite index in G according to Proposition 6.3 and then the normal subgroup N =
⋂
x∈G xHx
−1 has
finite index in G too. Consider the quotient group G/N and the quotient homomorphism q : G → G/N .
It follows that H = q−1(q(H)). It can be easily deduced from the definitions of the Solecki submeasure σ
and the Solecki densities σR and σ
R on the finite group G/N that any subset A ⊂ G/N has submeasure
σ(A) = σR(A) = σ
R(A) = |A||G/N | . Now Proposition 2.4 and its counterpart for the right Solecki density σR
imply that
σR(H) = σR(q(H)) =
|q(H)|
|G/N |
= σ(q(H)) = σ(H).
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Taking into account the inequalities σR(H) ≤ σR(H) ≤ σ(H) and σR(H) ≤ σˆR(H) ≤ ςR(H) ≤ σ(H), we get
the desired equalities
σR(H) = σR(H) = σˆR(H) = ςR(H) = σ(H) =
|q(H)|
|G/N |
=
1
G : H
.

It is possible to generalize Proposition 6.4 from subgroups to subgroup cosets. A subset A of a group G
will be called a subgroup coset if A = xHy for some subgroup H ⊂ G and some points x, y ∈ G. In this
case AA−1 = xHx−1 is a subgroup of G, conjugated to H . By the index G : A of the subgroup coset A we
understand the index G : AA−1 = |G/AA−1| of the subgroup AA−1.
The invariance of the densities σR, σ
R, σˆR and ςR and Proposition 6.4 imply the following corollary.
Corollary 6.5. Each subgroup coset A in a group G has σR(A) = σR(A) = σˆR(A) = ςR(A) =
1
|G:A| . If the
index of A in G is finite, then σ(A) = 1G:A .
It is interesting that even for a normal subgroup H of an amenable group G the equality σ(A) = 1G:A need
not hold. As a counterexample consider the group SX of all bijective transformations of an infinite set X and
the normal subgroup FSX of SX consisting of all bijective transformations f : X → X with finite support
supp(f) = {x ∈ X : f(x) 6= x}.
Example 6.6. For any infinite sets E ⊂ X the subgroup FSE = {f ∈ FSX : supp(f) ⊂ E} has Solecki
submeasure σ(FSE) = 1 in the group FSX . If the complement X \ E is infinite, then the subgroup FSE has
infinite index in FSX and hence σ(FSE) = 1 6= 0 =
1
FSX :FSE
.
Proof. Given a finite subset A ⊂ FSX consider its (finite) support supp(A) =
⋃
a∈A supp(a) and find a finitely
supported permutation f ∈ FSX such that f(supp(A)) ⊂ E. It follows that supp(fAf−1) ⊂ E and hence
fAf−1 ⊂ FSE , witnessing that the set FSE has Solecki submeasure σ(FSE) = 1 (according to Proposition 7.1).
If the complement X \ E is infinite, then the subgroup FSE has infinite index in the group FSX . 
7. Solecki null, Solecki positive and Solecki one sets in groups
A subset A of a group G is called
• Solecki null if σ(A) = 0;
• Solecki positive if σ(A) > 0;
• Solecki one if σ(A) = 1.
The subadditivity of the Solecki submeasure σ implies that Solecki null sets form an invariant ideal of subsets
of a group G.
Solecki one sets admit a simple combinatorial characterization, which follows immediately from the definition
of the Solecki submeasure.
Proposition 7.1. A subset A of a group G is Solecki one if and only if for each finite subset F ⊂ G there are
points x, y ∈ G such that xFy ⊂ A.
The notions of Solecki null, one, and positive sets have right modifications.
A subset A of a group G is called
• right-Solecki null if σR(A) = 0;
• right-Solecki positive if σR(A) > 0;
• right-Solecki one if σR(A) = 1.
Since σR ≤ σ, each right-Solecki one set in Solecki one and each Solecki null set is right-Solecki null. However
the converse implications are not true as Example 6.6 shows.
Theorems 3.4 and 3.5 imply the following Zakrzewski’s characterization [60] of right-Solecki null sets in
amenable groups.
Theorem 7.2 (Zakrzewski). A subset A of an amenable group G is right-Solecki null if and only if µ(A) = 0
for each left-invariant measure on G.
Now we detect groups in which the classes of Solecki null and right Solecki null sets coincide. For a group
G denote by GFC = {x ∈ G : |xG| < ∞} the normal subgroup of G consisting of elements x ∈ G with finite
conjugacy class xG = {gxg−1 : g ∈ G}. Observe that a group G is an FC-group if and only if G = GFC . The
following characterization was proved by Solecki in [55, Theorem 1.3].
THE SOLECKI SUBMEASURES AND DENSITIES ON GROUPS 13
Theorem 7.3 (Solecki). For a group G the following statements are equivalent:
(1) The subgroup GFC has finite index in G;
(2) A subset A ⊂ G is Solecki null if and only if A is right-Solecki null;
(3) no Solecki one set A ⊂ G is right-Solecki null.
The Solecki submeasure can be helpful in generalizing some results of Ramsey Theory like the Gallai’s
Theorem [28, p.40]. This theorem says that for any finite coloring of the group G = Zn and any finite set
F ⊂ G there are b ∈ G and n ∈ N such that the homothetic copy b+ nF of F is monochrome.
The notion of a homothetic copy can be defined in each semigroup as follows. We say that a subset B of
a semigroup S is a homothetic image of a set A ⊂ S if B = f(A) for some function f : S → S of the form
f(x) = a0xa1x · · ·xan for some n ∈ N and some elements a0, . . . , an ∈ G. If n = 1, then f(x) = a0xa1 and we
shall say that B = a0Aa1 is a translation image of A.
Theorem 7.4. If a subset A of a group G is:
(1) Solecki one, then A contains a translation image of each finite subset F ⊂ G.
(2) Solecki positive, then A contains a homothetic image of each finite subset F ⊂ G.
Proof. 1. The first statement is a trivial corollary of Proposition 7.1.
2. Assume that ε = σ(A) > 0 and let F be any finite subset of the group G. By the Density Version of
the Hales-Jewett Theorem due to Furstenberg and Katznelson [26], for the numbers ε and k = |F | there is a
number N such that every subset S ⊂ FN of cardinality |S| ≥ ε|FN | contains the image ξ(F ) of F under an
injective function ξ = (ξi)
N
i=1 : F → F
N whose components ξi : F → F are identity functions or constants.
On the “cube” FN consider the uniformly distributed measure µ = 1|FN |
∑
x∈FN δx. The multiplication
function π : FN → G, π : (x1, . . . , xN ) 7→ x1 · · ·xN , maps the measure µ to a finitely supported probability
measure ν = π(µ) on the group G. By Theorem 2.2, ε = σ(A) ≤ supu,v∈G ν(uAv) = maxu,v∈G ν(uAv). So,
there are points u, v ∈ G such that ν(uAv) ≥ ε. Then for the map πu,v : FN → G, πu,v(~x) = u−1 · π(~x) · v−1,
the preimage S = π−1u,v(A) has measure µ(S) = ν(uAv) ≥ ε and hence |S| = µ(S) · |F
N | ≥ ε|FN |. By the
choice of N , the set S contains an image ξ(F ) of F under some injective function ξ = (ξ)Ni=1 : F → F
N
whose components ξi : F → F are identity functions or constants. It follows that f = πu,v ◦ ξ : F → G is
a function of the form f(x) = a0xa1 · · ·xan for some n ≤ N and some elements a0, . . . , an ∈ G. Moreover,
f(F ) = πu,v ◦ ξ(F ) ⊂ πu,v(S) ⊂ A. 
Theorem 7.4 implies the following density version of the Van der Waerden Theorem proved by Szemere´di
[57].
Corollary 7.5 (Szemere´di). Each Solecki positive subset of integers contains arbitrarily long arithmetic pro-
gressions.
One of brightest recent results of Ramsey Theory is the Green-Tao Theorem [29] which says that the set of
prime numbers P contains arbitrarily long arithmetic progressions. It should be mentioned that this theorem
cannot be derived from Corollary 7.5 as the set of primes is Solecki null, as shown in the following example.
Example 7.6. The set of prime numbers P is Solecki null in the additive group of integers Z.
Proof. Let P = {pk}
∞
k=1 be the increasing enumeration of prime numbers. For every k ∈ N let nk = p1 · · · pk be
the product of first k prime numbers. Let us recall [30, §5.5] that the Euler function φ : N→ N assigns to each
n ∈ N the number of positive integers k ≤ n which are relatively prime with n. It is well-known that φ(p) = p−1
for each prime number p and by the multiplicativity of the Euler function, φ(nk) = φ(p1 · · · pk) =
∏k
i=1(pi− 1)
for every k ∈ N. By Merten’s Theorem [30, §22.8],
lim
k→∞
φ(nk)
nk
= lim
k→∞
k∏
i=1
(
1−
1
pi
)
= 0.
Observe that for every k ∈ N the set Ak =
⋃k
i=1 piZ coincides with the set of numbers which are not
relatively prime with nk = p1 · · · pk. Consequently, for the finite set Fk = {n ∈ Z : 0 < n ≤ nk} we
get |Fk \ Ak| = φ(nk). Observe that for every x ∈ nkZ the equality x + Ak = Ak = −x + Ak implies
|(x+Fk) \Ak| = |Fk \ (−x+Ak)| = φ(nk). Since the set Pk = P \ {p1, . . . , pk} is contained in Z \Ak, we have
an upper bound |(x+Fk)∩Pk| ≤ |(x+Fk) \Ak| = φ(nk) for every x ∈ nkZ. Given any integer number y, find
an integer number a ∈ Z such that ank < y ≤ (a+1)nk and observe that y+Fk ⊂ (ank+Fk)∪((a+1)nk+Fk).
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Consequently, |(y+Fk)∩Pk| ≤ |(ank+Fk)∩Pk|+ |((a+1)nk+Fk)∩Pk)| ≤ 2φ(nk) and finally |(y+Fk)∩P | ≤
|{p1, . . . , pk}|+ |(y + Fk) ∩ Pk| ≤ k + 2φ(nk).
Applying Merten’s Theorem [30, §22.8], we get the upper bound
σ(P ) ≤ inf
k∈N
sup
y∈Z
|(y + Fk) ∩ P |
|Fk|
≤ lim
k∈N
( k
nk
+ 2
φ(nk)
nk
)
≤ 0 + 2 lim
k→∞
k∏
i=1
(
1−
1
pi
)
= 0
which implies the desired equality σ(P ) = 0. 
8. The Solecki submeasure of subsets of small cardinality in groups
In this section we shall evaluate the Solecki submeasure of sets of small cardinality in infinite groups. We
start with two trivial propositions.
Proposition 8.1. Each finite subset A of an infinite group G is Solecki null.
Proof. Given any ε > 0 take a finite subset F ⊂ G of cardinality |F | > |A|/ε and observe that supx,y∈G
|F∩xAy|
|F | ≤
|A|
|F | < ε. So, σ(A) = 0. 
Proposition 8.2. Any subset A ⊂ G of cardinality |A| < |G| in an infinite group G is right-Solecki null in G.
Proof. If the group G is countable, then the conclusion follows from Proposition 8.1 and Theorem 4.2. If G is
uncountable, then subgroup H generated by A has cardinality |H | ≤ max{|A|,ℵ0} < |G| and hence has infinite
index in G. By Proposition 6.3, the subgroup H (and its subset A) is right-Solecki null. 
Remark 8.3. Example 6.6 implies that for each infinite cardinal κ there is a locally finite (and hence amenable)
group G of cardinality |G| = κ containing a countable subgroup H ⊂ G which is Solecki one and right-Solecki
null. This shows that Proposition 8.1 cannot be generalized to uncountable group.
However, Theorem 3.1 and Proposition 8.2 imply:
Corollary 8.4. Any subset A of cardinality |A| < |G| in an infinite FC-group G is Solecki null.
A similar result holds also for compact Hausdorff topological groups. All compact topological groups con-
sidered in this section are Hausdorff. By cov(M) (resp. cov(E)) we denote the smallest cardinality of a cover
of an infinite compact metrizable group by meager subsets (resp. closed Haar null sets). It is known that
ω1 ≤ cov(M) ≤ cov(E) ≤ c and the position of the cardinals cov(M) and cov(E) in the interval [ω1, c] depends
on additional set-theoretic axioms (see [10], [11]). By [16, 7.13], the equality cov(M) = c is equivalent to
Martin’s Axiom for countable posets.
Theorem 8.5. If a group G admits a homomorphism h : G → H onto an infinite compact topological group
H, then each subset A ⊂ G of cardinality |A| < cov(E) is Solecki null.
Proof. We divide the proof of this theorem into a series of lemmas. In the proofs of these lemmas we shall
use a well-known fact [46] that each compact topological group G carries a Haar measure λ (i.e., the unique
invariant probability regular σ-additive measure λ defined on the σ-algebra of Borel subsets of G). A subset
A ⊂ G will be called Haar null if λ(A) = 0.
Lemma 8.6. For any finite subset T of a compact topological group G and any n ∈ N the set
GnT =
{
(x1, . . . , xn) ∈ G
n : ∃x, y ∈ G xTy ⊂ {x1, . . . , xn}
}
is closed in Gn.
Proof. The set GnT is closed being the continuous image of the closed subset{
(x1, . . . , xn, x, y) ∈ G
n ×G2 : xTy ⊂ {x1, . . . , xn}
}
of the compact Hausdorff space Gn ×G2. 
Lemma 8.7. For any 2-element subset T of an infinite connected compact Lie group G and every n ≥ 2 the
closed set GnT is Haar null in the compact topological group G
n.
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Proof. Replacing the set T by a suitable shift, we can assume that T contains the unit 1G of the group G. In
this case T = {1G, t} for some element t ∈ G \ {1G}. Observe that a subset {x1, . . . , xn} contains a shift xTy
for some x, y ∈ G if and only if there are two distinct indices 1 ≤ i, j ≤ n such that xi = xy and xj = xty. In
this case xjx
−1
i = xtyy
−1x−1 = xtx−1 ∈ tG. The conjugacy class tG, being a closed submanifold of G is Haar
null. Then the set GnT also is Haar null, being the finite union G
n
T =
⋃
i6=j
{
(x1, . . . , xn) ∈ Gn : xjx
−1
i ∈ t
G} of
Haar null sets. 
Remark 8.8. The connectedness of the Lie group G in Lemma 8.7 is essential as shown by the example of the
orthogonal group G = O(2). It is easy to check that for any 2-element set T = {1G, t} ⊂ O(2) containing the
unit 1G and a reflection t ∈ O(2) \ SO(2) (i.e., an orientation reversing isometry of R2) the set G2T has Haar
measure λ(G2T ) =
1
2 .
A topological group G is called profinite if it embeds into a Tychonoff product of finite groups.
Lemma 8.9. For any 3-element set T in an infinite profinite compact topological group G and any n ≥ 3 the
closed set GnT is Haar null in G
n.
Proof. It suffices to show that the set GnT has Haar measure λ(G
n
T ) < ε for any ε > 0. Since the group G
is infinite and profinite, there is a continuous surjective homomorphism h : G → H onto a finite group H of
cardinality |H | > n(n − 1)(n − 2)/ε such that the restriction h|T is injective. Then the subset T ′ = h(T )
of the group H has cardinality |T ′| = 3. The homomorphism h induces a homomorphism hn : Gn → Hn,
hn : (x1, . . . , xn) 7→ (h(x1), . . . , h(xn)).
Observe that hn(GnT ) ⊂ H
n
T ′ , which implies that the Haar measure of G
n
T does not exceed the Haar measure
of HnT ′ . Taking into account that
HnT ′ =
{
(x1, . . . , xn) ∈ H
n : ∃x, y ∈ H xT ′y ⊂ {x1, . . . , xn}
}
=
=
⋃
x,y∈H
⋃
1≤i<i<k≤n
{(x1, . . . , xn) ∈ H
n : xT ′y = {xi, xj , xk}
}
and ∣∣{(x1, . . . , xn) ∈ Hn : xT ′y = {xi, xj , xk}}∣∣ = 6 · |H |n−3
for all x, y ∈ H and 1 ≤ i < j < k ≤ n, we conclude that
HnT ′ ≤ |H |
2 ·
(
n
3
)
· 6 · |H |n−3 = n(n− 1)(n− 2) · |H |n−1 < ε · |H |n.
Consequently the sets HnT ′ and G
n
T have Haar measure < ε in the groups H
n and Gn, respectively. 
Lemma 8.10. If a group G admits a homomorphism h : G → H onto an infinite compact topological group
H, then for each subset A ⊂ G of cardinality |A| < cov(E) and every n ≥ 3 there is an n-element set F ⊂ G
such that |F ∩ xAy| ≤ 2 for all x, y ∈ G. Consequently, σ(A) = 0.
Proof. Fix n ≥ 3 and a subset A ⊂ G of cardinality |A| < cov(E). Depending on the properties of the compact
group H we shall separately consider two cases.
1. The infinite compact group H is profinite. In this case H admits a homomorphism onto a infinite
metrizable profinite compact topological group. So, we lose no generality assuming that the group H is
metrizable. Given any subset A ⊂ G of cardinality |A| < cov(E), consider its image B = h(A) ⊂ H . Then the
family [B]3 of all 3-element subsets of B has cardinality |[B]3| < cov(E). By Lemma 8.9, for every T ∈ [B]3
the set HnT is closed and Haar null in the compact group H
n. Since the diagonal of the square H × H is a
subgroup of infinite index in H ×H , it has Haar measure zero in H ×H . This fact can be used to show that
the set
∆Hn =
{
(x1, . . . , xn) ∈ H
n : |{x1, . . . , xn}| < n
}
is closed and Haar null in the compact topological group Hn. Since |[B]3| < cov(E), the union ∆Hn ∪⋃
T∈[B]3 H
n
T does not cover the compact metrizable group H
n. So, we can find a vector (x1, . . . , xn) ∈ Hn
which does not belong to this union. Since (x1, . . . , xn) /∈ ∆Hn, the set F ′ = {x1, . . . , xn} has cardinality
|F ′| = n. We claim that |F ′ ∩ xBy| ≤ 2 for any points x, y ∈ H . Assuming the converse, we can find a
3-element subset T ⊂ B such that xTy ⊂ F ′ for some x, y ∈ H . But this contradicts the choice of the vector
(x1, . . . , xn) /∈ HnT .
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Choose any finite set F ⊂ G such that the restriction h|F : F → F ′ is a bijective map. Then for any points
x, y ∈ G we get |F ∩ xAy| ≤ |F ∩ xh−1(B)y| = |F ′ ∩ h(x)Bh(y)| ≤ 2. It follows that σ(A) ≤ 2|F | =
2
n for all
n ≥ 3 and hence σ(A) = 0.
2. The compact group H is not profinite. In this case by [33, 9.1], H admits a continuous homomorphism
onto an infinite Lie group and we lose no generality assuming that H is an infinite Lie group. It follows that
the connected component L of the unit 1H is an open normal subgroup of finite index in H and hence L
is an infinite connected Lie group. Let S ⊂ H be a finite subset such that SL = H = LS. Since the set
B = L∩ (S ·h(A) ·S) has cardinality |B| ≤ |S| · |A| · |S| < cov(E), the family [B]2 of all 2-element subsets of B
also has cardinality |[B]2| < cov(E). By Lemma 8.7, for every T ∈ [B]2 the set LnT is closed and Haar null in
the connected Lie group Ln. Since the set ∆Ln = {(x1, . . . , xn) ∈ L
n : |{x1, . . . , xn}| < n} is closed and Haar
null in Ln and |[B]2| < cov(E), the union ∆Ln ∪
⋃
T∈[B]2 L
n
T does not cover the compact metrizable group L
n.
So, we can find a vector (x1, . . . , xn) ∈ Ln which does not belong to this union. Since (x1, . . . , xn) /∈ ∆Ln,
the set F ′ = {x1, . . . , xn} has cardinality |F ′| = n. We claim that |F ′ ∩ xh(A)y| ≤ 1 for any points x, y ∈ H .
Assuming the converse, we could find a 2-element set T ⊂ h(A) such that xTy ⊂ F ′ ⊂ L for some points
x, y ∈ H . It follows from H = SL = LS that x = ua and y = bv for some elements a, b ∈ S and u, v ∈ L.
On the other hand, uaT bv = xTy ⊂ L implies aT b ⊂ u−1Lv−1 = L and aT b ⊂ L ∩ Sh(A)S = B. Since
(x1, . . . , xn) /∈ LnaTb we get xTy = uaT bv 6⊂ {x1, . . . , xn} = F
′, which is a desired contradiction showing that
|F ′ ∩ xh(A)y| ≤ 1 for all x, y ∈ H .
Choose any finite set F ⊂ G such that the restriction h|F : F → F ′ is a bijective map. Then for any points
x, y ∈ G we get |F ∩ xAy| ≤ |F ∩ xh−1(h(A))y| = |F ′ ∩ h(x)h(A)h(y)| ≤ 1. It follows that σ(A) ≤ 1|F | =
1
n for
all n ≥ 3 and hence σ(A) = 0. 
Lemma 8.10 completes the proof of Theorem 8.5. 
Comparing Corollary 8.4 and Theorem 8.5 it is natural to ask:
Question 8.11. Is σ(A) = 0 for any subset A of cardinality |A| < |G| in an infinite (metrizable) compact
topological group G?
Example 6.6 and Theorem 8.5 yield a measure-theoretic proof of the following known fact (for an alternative
proof see [4] and [3]).
Corollary 8.12. The group FSX of finitely supported bijective transformations of an infinite set X admits no
homomorphism onto an infinite compact topological group.
9. The Solecki submeasure on non-meager topological groups
In this section we study the properties of the Solecki submeasure on non-meager topological groups. The
topological homogeneity of a topological group G implies that G is non-meager if and only if G is Baire in the
sense that the intersection
⋂
n∈ω Un of a countable family of open dense subsets of G is dense in G.
Proposition 9.1. Each dense Gδ-subset A of a non-meager topological group G is right-Solecki one.
Proof. Given a finite set F ⊂ G observe that for each x ∈ F the shift x−1A is a dense Gδ-set in G. Since the
topological group G is Baire, the intersection
⋂
x∈F x
−1A is not empty and hence contains some point y ∈ G.
For this point y we get Fy ⊂ A, which means that A is right-Solecki one according to Proposition 6.1. 
Let us recall that a subset A of a topological space X has the Baire Property if for some open set U ⊂ X
the symmetric difference A△U = (A \ U) ∪ (U \ A) is meager in X . It is known [39, 8.22] that the family of
sets with the Baire Property is a σ-algebra containing all Borel subsets of X . A topological group G is called
totally bounded if each non-empty open subset is large in G.
Proposition 9.2. Each right-Solecki null set with Baire Property in a totally bounded topological group G is
meager. In particular, each Borel Solecki null set in G is meager.
Proof. Given a Solecki null set A with the Baire Property in G, we need to show that A is meager in G. Assume
conversely that A is not meager. In this case the topological group G is not meager and hence is Baire. Since
A has the Baire Property in G, there is an open set U ⊂ G such that the symmetric difference A△U is meager
in G and hence can be enlarged to a meager Fσ-setM ⊂ G. Since A is not meager, the open set U is not empty
and hence is a Baire space. Then the complement U \M is a dense Gδ-set in U . The total boundedness of the
group G implies that UF = G for some finite subset F ⊂ G. By Proposition 9.1, the dense Gδ-set (U \M)F
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in G is right-Solecki one. Now Proposition 3.3(2) implies that the set U \M is right-Solecki positive, which is
a desired contradiction. 
Proposition 9.2 cannot be reversed as shown by the following theorem proved by Solecki in [56]. This
theorem can be considered as a topological counterpart of Proposition 6.2.
Theorem 9.3 (Solecki). Let G be a non-locally compact Polish group whose topology is generated by an
invariant metric. Then there exists a closed subset F ⊂ G and a continuous map f : F → {0, 1}ω such that
for each y ∈ {0, 1}ω the preimage f−1(y) is thick and hence right-Solecki one in G.
10. The Solecki submeasure versus the Haar submeasure on groups
In this section we shall prove that the Solecki submeasure does not exceed the Haar submeasure. The Haar
submeasure can be defined on each group with help of its Bohr compactification. The Bohr compactification
of a group G is a pair (bG, η) consisting of a compact Hausdorff topological group bG and a homomorphism
η : G→ bG such that for each homomorphism f : G→ K to a compact topological group K there is a unique
continuous homomorphism f¯ : bG → K such that f = f¯ ◦ η. The uniqueness of f¯ implies that the subgroup
η(G) is dense in the compact topological group bG.
It is well-known that each group G has a Bohr compactification, which is unique up to an isomorphism, see
[14, §3.1]. There are groups with trivial Bohr compactification. For example, so is the permutation group SX
of an infinite set X (this can be derived from [27], [19] or [4]).
A subset U ⊂ G of a group G is called Bohr open if U = η−1(V ) for some open subset V ⊂ bG. Bohr open
subsets of a group G form a topology called the Bohr topology on G. This is the largest totally bounded group
topology on G. This topology needs not be Hausdorff. For example, the Bohr topology on the permutation
group SX of an infinite set X is anti-discrete.
The Bohr compactification bG, being a compact Hausdorff topological group, carries the Haar measure λ.
We recall that the Haar measure on a compact topological group K is the unique invariant regular probability
σ-additive measure λ : B(K)→ [0, 1] defined on the σ-algebra B(K) of all Borel subsets of K. The regularity
of λ means that
λ∗(B) = λ(B) = λ
∗(B)
for each Borel subset B of K. Here
λ∗(B) = sup{λ(F ) : F ⊂ B is closed in K} and λ
∗(B) = inf{λ(U) : U ⊃ B is open in K}
are the lower and upper Haar measures of a set B ⊂ K.
For each group G the Haar measure λ on its Bohr compactification bG induces the Haar submeasure
λ¯ : P(G)→ [0, 1], λ¯ : A 7→ λ(η(A)),
on G, assigning to each subset A ⊂ G the Haar measure λ(η(A)) of the closure of its image η(A) in bG.
The Solecki and Haar submeasures relate as follows.
Theorem 10.1. Each subset A of a group G has Solecki submeasure σ(A) ≤ λ¯(A).
Proof. Let (bG, η) be a Bohr compactification of G and B be the closure of the set η(A) in bG.
To prove the theorem, it suffices to check that σ(A) ≤ λ(B)+ε for every ε > 0. By the regularity of the Haar
measure λ and the normality of the compact Hausdorff space bG, the closed set B has a closed neighborhood
O¯(B) in bG such that λ(O¯(B)) < λ(B)+ ε. Let 1bG denote the unit of the group bG. Since 1bG ·B · 1bG = B ⊂
O¯(B), the compactness of B and the continuity of the group operation yield an open neighborhood V ⊂ bG of
1bG such that V BV ⊂ O¯(B). Then V BV ⊂ O¯(B) and hence λ(xV BV y) = λ(V BV ) ≤ λ(O¯(B)) < λ(B) + ε
for any points x, y ∈ bG. The density of η(G) in bG implies that bG =
⋃
x∈η(G) xV =
⋃
x∈η(G) V x. By the
compactness of bG there is a finite set F ⊂ η(G) such that G = FV = V F .
Let Pσ(G) be the space of all probability regular Borel σ-additive measures on G endowed with the topology
generated by the subbase consisting of the sets {µ ∈ Pσ(G) : µ(U) > a} where U is an open subset in G and
a ∈ R. It follows that for each closed set C ⊂ G the set
{µ ∈ Pσ(G) : µ(C) < a} = {µ ∈ Pσ(G) : µ(G \ C) > 1− a}
is open in Pσ(G). Consequently, the set
Oλ =
⋂
x,y∈F
{µ ∈ Pσ(G) : µ(xV BV y) < λ(B) + ε}
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is an open neighborhood of the Haar measure λ in the space Pσ(G).
Since η(G) is a dense subset in bG, the subspace Pω(η(G)) of finitely supported probability measures on η(G)
is dense in the space Pσ(bG) (see e.g. [58] or [24, 1.9]). Consequently, the open set Oλ contains some probability
measure µ ∈ Pω(η(G)) and we can find a finitely supported probability measure ν on G such that η(ν) = µ.
The latter equality means that µ(C) = ν(η−1(C)) for all C ⊂ bG and hence ν(D) ≤ ν
(
η−1(η(D))
)
= µ(η(D))
for each set D ⊂ G. We claim that supx,y∈G ν(xAy) ≤ σ(A) + ε. Indeed, since bG = FV = V F , for any points
x, y ∈ G we can find points x′, y′ ∈ F such that η(x) ∈ x′V and η(y) = V y′. Then
ν(xAy) ≤ µ(η(x)η(A)η(y)) ≤ µ(η(x)Bη(y)) ≤ µ(x′V BV y′) ≤ µ(x′V BV y′) < λ(B) + ε = λ¯(A) + ε
as µ ∈ Oλ. So, σ(A) ≤ supx,y∈G ν(xAy) ≤ λ¯(A) + ε. Since the number ε > 0 was arbitrary, we conclude that
σ(A) ≤ λ¯(A). 
11. The Solecki submeasure versus Haar measure on compact topological groups
In this section we shall study the relation between the Solecki submeasure σ and the Haar measure λ on a
compact Hausdorff topological group G. Some results remain true also for the right Solecki submeasure σˆR,
which does not exceed the Solecki submeasure σ according to Theorem 4.2.
For a subset A of G by A¯ and A◦ we shall denote the closure and the interior of A in G, respectively. The
difference ∂A = A¯\A◦ is the boundary of A in G. Besides the interior A◦ we can assign to A another canonical
open set A• called the comeager interior of A. By definition, A• is the largest open set in G such that A• \A
is meager in G. It is easy to see that A◦ ⊂ A• ⊂ A¯. Observe that a set A ⊂ X has the Baire Property if and
only if the symmetric difference A△A• is meager.
It turns out that the Haar measure λ on a compact topological group G nicely agrees with the Solecki
submeasure σ (at least on the family of all closed subsets). We recall that λ∗(A) = sup{λ(F ) : F = F¯ ⊂ A}
for A ⊂ G.
Theorem 11.1. Each subset A of a compact topological group G has
max{λ∗(A), λ(A
•)) ≤ σ(A) ≤ λ(A¯).
Proof. We divide the proof of this theorem into five lemmas. In these lemmas we assume that G is a compact
topological group and λ is the Haar measure on G.
Lemma 11.2. λ(A◦) ≤ σˆR(A) ≤ σ(A) ≤ λ(A¯) for each subset A ⊂ G.
Proof. The group G, being compact, can be identified with its Bohr compactification bG. By Theorems 4.2
and 10.1, σˆR(A) ≤ σ(A) ≤ σ(A¯) ≤ λ(A¯). The subadditivity of the right-Solecki submeasure σˆR guarantees
that 1 = σˆR(G) ≤ σˆR(A◦) + σˆR(G \ A◦). Since the set G \ A◦ is closed in G, Theorem 10.1 guarantees that
σˆR(G \A◦) ≤ σ(G \A◦) ≤ λ(G \A◦) and hence
σˆR(A) ≥ σˆR(A
◦) ≥ 1− σˆR(G \A
◦) ≥ 1− λ(G \A◦) = λ(A◦).

Lemma 11.3. σˆR(A) = σ(A) = λ(A) for any subset A ⊂ G whose boundary ∂A = A¯ \ A◦ has Haar measure
λ(∂A) = 0.
Proof. The additivity of the Haar measure λ guarantees that
λ(A¯) = λ(A◦) + λ(∂A) = λ(A◦) + 0 ≤ λ(A) ≤ λ(A¯)
and hence λ(A◦) = λ(A) = λ(A¯). Now the equality λ(A) = σ(A) follows from Lemma 11.2. 
For the Solecki submeasure σ we can prove more:
Lemma 11.4. σ(A) = λ(A) for each closed subset A ⊂ G.
Proof. By Lemma 11.2, σ(A) ≤ λ(A). So, it remains to show that σ(A) ≥ λ(A). Assuming conversely that
σ(A) < λ(A) we conclude that the number ε = 12 (λ(A) − σ(A)) is positive. Then σ(A) < λ(A) − ε and by
the definition of the Solecki submeasure, there is a finitely supported probability measure µ on G such that
supx,y∈G µ(xAy) < λ(A)− ε. For each pair (x, y) ∈ G×G, by the regularity of the measure µ, there is an open
neighborhood Ox,y(A) ⊂ G of A such that µ(xOx,y(A)y) < λ(A)− ε. Using the compactness of A, we can find
an open neighborhood Ux,y ⊂ G of 1G such that Ux,yAUx,y ⊂ Ox,y(A). The continuity of the group operation
at 1G yields an open neighborhood Vx,y ⊂ G of 1G such that Vx,y ·Vx,y ⊂ Ux,y. By the compactness of the space
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G×G the open cover {xVx,y×Vx,yy : (x, y) ∈ G×G} of G×G has a finite subcover {xVx,y×Vx,yy : (x, y) ∈ F}
where F is a finite subset of G × G. Consider the open neighborhood V =
⋂
(x,y)∈F Vx,y of 1G and the open
neighborhood VAV of the closed set A. By the Urysohn Lemma [23, 1.5.10], there is a continuous function
f : G → [0, 1] such that f(A) ⊂ {0} and f(G \ VAV ) ⊂ {1}. By the σ-additivity of the Haar measure λ,
there is a number t ∈ (0, 1) whose preimage f−1(t) has Haar measure λ(f−1(t)) = 0. In this case the open
neighborhoodW = f−1
(
[0, t)
)
⊂ VAV of A has boundary ∂W ⊂ f−1(t) of Haar measure zero. By Lemma 11.3,
σ(W ) = λ(W ).
We claim that µ(aWb) < λ(A) − ε for any points a, b ∈ G. Since {xVx,y × Vx,yy : (x, y) ∈ F} is a cover of
G×G, there is a pair (x, y) ∈ F such that a ∈ xVx,y and b ∈ Vx,yy. Then
aWb ⊂ aV AV b ⊂ xVx,yVAV Vx,yy ⊂ xVx,yVx,yAVx,yVx,yy ⊂ xUx,yAUx,yy ⊂ xOx,y(A)y
and hence
µ(aWb) ≤ µ(xOx,y(A)y) < λ(A) − ε.
By Lemma 11.3,
σ(W ) ≤ sup
a,b∈G
µ(aWb) ≤ λ(A) − ε < λ(W ) = σ(W ),
which is a desired contradiction. So, σ(A) = λ(A). 
Lemma 11.5. λ∗(A) ≤ σ(A) for each subset A ⊂ G.
Proof. By Lemma 11.4 and the monotonicity of the Solecki submeasure, we get
λ∗(A) = sup{λ(F ) : F = F¯ ⊂ A} = sup{σ(F ) : F = F¯ ⊂ A} ≤ σ(A).

Lemma 11.6. λ(A•) ≤ σ(A) for each subset A ⊂ G.
Proof. Assume conversely that σ(A) < λ(A•) and put ε = 12 (λ(A
•) − σ(A)). Since σ(A) < λ(A•) − ε, by
Theorem 2.2, there is a finite subset F ⊂ G such that supx,y∈G |xFy ∩A|/|F | < (λ(A
•)− ε). By the regularity
of the Haar measure λ, some compact set K ⊂ A• has Haar measure λ(K) > λ(A•) − ε. By Lemma 11.4,
λ(K) = σ(K) ≤ maxx,y∈G |xFy ∩K|/|F |. So, there are points u, v ∈ G such that |uFv ∩ A
•| ≥ |uFv ∩K| ≥
λ(K) · |F |. Let T = {t ∈ F : utv ∈ A•} and observe that |T | = |uFv ∩ A•| ≥ λ(K) · |F |. For every t ∈ T
consider the homeomorphism st : G→ G, st : x 7→ xtv, and observe that s
−1
t (A
•) is an open neighborhood of
the point u. Since the set A• \A is meager in G its preimage s−1t (A
• \A) is a meager set in G. Since the space
G is compact and hence Baire, in the open neighborhood Vu =
⋂
t∈T s
−1
t (A
•) of the point u we can find a point
x ∈ Vu which does not belong to the meager set
⋃
t∈T s
−1
t (A
• \ A). For this point x we get st(x) ∈ A for all
t ∈ T , which implies that xTv ⊂ A and then |xFv∩A| ≥ |xTv∩A| = |xTv| = |T | ≥ λ(K)·|F | > (λ(A•)−ε)·|F |,
which contradicts the choice of F . 
Lemmas 11.2, 11.5 and 11.6 finish the proof of Theorem 11.1. 
Remark 11.7. For a compact topological group G the family
A0 = {A ⊂ G : σ(∂A) = 0} = {A ⊂ G : λ(∂A) = 0}
is an algebra of subsets of G. This algebra determines the Haar measure in the sense that a regular Borel
σ-additive measure µ on G coincides with the Haar measure λ if µ|A0 = λ|A0. By Lemma 11.3, λ|A0 = σ|A0 =
σˆR|A0. This means that the Solecki submeasure σ uniquely determines the Haar measure λ on each compact
topological group G. The same is true for the subadditivization σˆR of the right-Solecki density σR.
Problem 11.8. Let A be a closed subset of a compact topological group G. Is σˆR(A) = λ(A)?
Looking at the lower bound max{λ∗(A), λ(A•)} ≤ σ(A) proved in Theorem 11.1, one can suggest that it
can be improved to λ∗(A ∪ A•) ≤ σ(A). However this is not true.
Example 11.9. The compact abelian group T = {z ∈ C : |z| = 1} contains a Borel subset A such that
1
4
= λ(A) = λ(A•) = σ(A) < λ(A ∪ A•) = λ(A¯) =
1
2
.
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Proof. Consider the open subset U = {eiϕ : 0 < ϕ < π/2} ⊂ T of Haar measure λ(U) = 1/4 and the countable
dense subset Q = {eiϕ : ϕ ∈ π · Q} where Q is the set of rational numbers. By the regularity of the Haar
measure λ on T, the set U \Q contains a σ-compact (meager) subset K of Haar measure λ(K) = λ(U \Q) = 14 .
Now consider the set A = (U \ K) ∪ (−K) where −K = {−z : z ∈ K}. The finite set F = {1,−1, i,−i}
witnesses that σ(A) ≤ supx,y∈T |xFy ∩A|/|F | =
1
4 . It follows that, A
• = U and thus
1
4
= λ(A) = λ(A•) ≤ σ(A) ≤
1
4
.
On the other hand,
λ(A ∪ A•) = λ(U ∪ (−K)) =
1
4
+
1
4
=
1
2
= λ(U¯ ∪ (−U¯)) = λ(A¯).

Theorem 11.1 implies:
Corollary 11.10. In an infinite compact Hausdorff topological group G each closed Haar null set is Solecki
null and each Borel Solecki null set is meager and Haar null.
Finally we show that both inequalities max{λ∗(A), λ(A•)} ≤ σ(A) ≤ λ(A¯) in Theorem 11.1 can be strict.
Proposition 11.11. Each infinite compact Hausdorff topological group G contains
(1) a dense Fσ-set with 0 = λ(A) = λ(A
•) = σ(A) < λ(A¯) = 1;
(2) a dense Gδ-set B ⊂ G with 0 = λ(B) < λ(B•) = σ(B) = λ(B¯) = 1;
(3) a dense subset C ⊂ G with 0 = λ∗(C) = λ(C•) < σ(C) = λ(C¯) = 1.
(4) If G is topologically isomorphic to the product G =
∏
n∈ωGn of infinite compact topological groups,
then G contains a dense meager Fσ-set D ⊂ G which is Haar null and Solecki one.
Proof. By [33, 9.1], the group G admits a continuous homomorphism h : G → G˜ onto an infinite metrizable
compact topological group G˜. By [33, 1.10] the homomorphism h is an open map. By λ, λ˜ we denote the Haar
measures and by σ, σ˜ the Solecki submeasures on the groups G, G˜, respectively. The uniqueness of the Haar
measure on the topological group G˜ implies that λ(h−1(B)) = λ˜(B) for any Borel subset B ⊂ G˜.
1. The topological group G˜, being compact and metrizable, contains a countable dense subset A˜, which
is Haar null (by the σ-additivity of the Haar measure λ˜). By Theorem 8.5, A˜ is Solecki null in G˜. Since
the homomorphism h is continuous and open, the preimage A = f−1(A˜) is a dense meager Fσ-set in G.
Taking into account that A is meager in G, we get A• = ∅. By Proposition 2.4 the set A = h−1(A˜) has
the Solecki submeasure σ(A) = σ˜(A˜) = 0. The uniqueness of the Haar measure on the group G˜ implies that
λ(A) = λ˜(A˜) = 0. Now we see that 0 = λ(A) = λ(A•) = σ(A) < λ(A¯) = 1.
2. By the regularity of the Haar measure λ, the dense Fσ-set A can be enlarged to a dense Gδ-set B such
that λ(B) = λ(A) = 0. It follows that B• = G and hence λ(B•) = λ(B¯) = 1. By Proposition 9.1, σ(B) = 1.
3. By the Baire Theorem, the infinite compact Hausdorff group G is uncountable and by Proposition 6.2,
G contains an uncountable disjoint family C of Solecki one sets. By the σ-additivity of the Haar measure λ on
G, the subfamily C1 = {C ∈ C : λ∗(C) > 0} is at most countable. Since for any disjoint sets A,B ⊂ G their
comeager interiors A• and B• are disjoint, the family C2 = {C ∈ C : λ(C•) > 0} is at most countable. So, we
can choose a set C ∈ C \ (C1 ∪ C2) and observe that
0 = λ∗(C) = λ(C
•) < σ(C) = λ(C¯) = 1.
4. Assume that G =
∏
n∈ω Gn for suitable infinite compact topological groups Gn. For every n ∈ ω consider
the coordinate projection prn : G→ Gn and its kernel Ker(prn), which is a compact subgroup of Haar measure
zero in G. Then D =
⋃
n∈ω Ker(prn) is a dense Haar null Fσ-subset in G. Since D is meager, its comeager
interior D• is empty. Consequently, 0 = λ(D) = λ(D•) and λ(D¯) = λ(G) = 1. We claim that the set D is
Solecki one.
Given a finite set F = {x1, . . . , xn} ⊂ G, choose an element g ∈ G such that pri(g) = pri(xi) for all i ≤ n.
Then for every i ≤ n we get g−1xi ∈ Ker(pri) ⊂ D, which implies g
−1F ⊂ D. So, the set D is Solecki one
according to Proposition 7.1. 
Question 11.12. Does any infinite compact Hausdorff topological group G contain an Fσ-set D which is Haar
null and Solecki one?
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12. The difference sets of right-Solecki positive sets in groups
The right-Solecki density σR and the right-Solecki submeasure σˆR are convenient instruments for general-
ization of many notions and results which were previously known in the context of Polish or amenable groups.
A motivating example is the classical Steinhaus-Weil Theorem saying that for every measurable subset A of
positive Haar measure in a compact topological group G, the set AA−1 is a neighborhood of the unit 1G in
G. We shall try to find a counterpart of this theorem replacing the Haar measure of A by the (right) Solecki
density σR(A) of A.
We start with calculating the covering number of the difference set AA−1.
For a non-empty subset A of a group G its covering number is defined as the cardinal
cov(A) = min{|F | : F ⊂ G and G = FA}.
The covering number cov(AA−1) of the difference set AA−1 is bounded from above by the packing index
pack(A) = sup
{
|E| : E ⊂ G, ∀x, y ∈ E (x 6= y ⇒ xA ∩ yA = ∅)
}
of the set A. Packing indices of subsets in groups were studied in [5], [6], [7], [42], [50].
Proposition 12.1. For any non-empty subset A of a group G we get cov(AA−1) ≤ pack(A).
Proof. By Zorn’s Lemma, there is a maximal set E ⊂ G such that for any distinct points x, y ∈ E the sets xA
and yA are disjoint. By the maximality of E, for each g ∈ G there is an element e ∈ E such that gA ∩ eA 6= ∅
and thus g ∈ eAA−1. Then G = EAA−1 and hence cov(AA−1) ≤ |E| ≤ pack(A). 
Proposition 12.2. For any right-Solecki positive subset A of a group G we get
cov(AA−1) ≤ pack(A) ≤
1
σR(A)
.
Proof. By Proposition 12.1, cov(AA−1) ≤ pack(A). It remains to prove that pack(A) > 1σR(A) . Assume
conversely that pack(A) > 1σR(A) and find a finite set E ⊂ G of cardinality |E| >
1
σR(A) such that for any
distinct points x, y ∈ E the sets xA and yA are disjoint. Since 1|E| < σ
R(A) ≤ supz∈G |E
−1z ∩ A|/|E−1|,
there is a point z ∈ G such that |E−1z ∩ A| ≥ 2. Then we can choose two distinct points x, y ∈ E such that
x−1z, y−1z ∈ A and hence z ∈ xA ∩ yA, which contradicts the choice of the set E. 
Theorem 3.1 and Propositions 12.1 and 12.2 imply:
Corollary 12.3. For any Solecki positive set A in an FC-group G the difference set AA−1 has covering number
cov(AA−1) ≤ pack(A) ≤ 1/σ(A).
Remark 12.4. Corollary 12.3 cannot be generalized to amenable groups. A suitable counterexample can be
constructed as follows. Take an infinite set X and an infinite subset Y ⊂ X with infinite complement X \ Y .
Consider the group FSX of finitely supported bijections of X and the subgroups FSY = {f ∈ FSX : supp(f) ⊂
Y }. Observe that the group FSX is locally finite and hence amenable, the subgroup FSY has infinite packing
index and infinite covering number but is Solecki one according to Example 6.6.
Problem 12.5. Let G be a non-trivial (amenable) group.
(1) Is there a subset A ⊂ G with 0 < σ(A) < 1?
(2) Is there a large subset A ⊂ G with σ(A) < 1?
(3) Is there a finite partition G = A1∪· · ·∪An of G such that σ(Ai) < 1 for all i ≤ n? What is the answer
for n = 2?
Corollary 12.3 implies that all these questions have affirmative answers for FC-groups G.
Another question concerns a possible characterization of amenability.
Problem 12.6 (Protasov). Is a group G amenable if for each partition G = A1 ∪ · · · ∪ An there is a cell Ai
of the partition satisfying one of the conditions: (a) σR(Ai) ≥
1
n , (b) pack(Ai) ≤ n, (c) cov(AiA
−1
i ) ≤ n,
(d) σR(Ai) > 0, (e) pack(Ai) < ω?
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13. The I-difference sets of right-Solecki positive sets in groups
In this section we generalize the upper bound cov(AA−1) ≤ 1/σR(A) proved in Proposition 12.2 and give
an upper bound on the covering number of the I-difference set
∆I(A) = {x ∈ G : A ∩ xA /∈ I},
where I a family of subsets of a group G and A is a subset of G. Usually we shall assume that I is a
left-invariant ideal of subsets of G.
A non-empty family I of subsets of a set X is an ideal if it is closed under unions and taking subsets. An
ideal I of subsets of a group G will be called left-invariant if for each set A ∈ I all its left shifts xA, x ∈ G,
belong to I.
Observe that the difference set AA−1 of a set A ⊂ G coincides with the I-difference set ∆I(A) for the
smallest ideal I = {∅}.
For a subset A of a group G and a left-invariant family I of subsets of G the covering number cov(∆I(A))
of the I-difference set is bounded from above by the I-packing index
I-pack(A) = sup
{
|E| : E ⊂ G, ∀x, y ∈ E (x 6= y ⇒ xA ∩ yA ∈ I)
}
of the set A. It is clear that pack(A) = I0-packL(A) for the smallest ideal I0 = {∅}.
Proposition 13.1. For any left-invariant family I of subsets of a group G and any subset A /∈ I of G we get
I-pack(A) ≥ cov(∆I(A)).
Proof. By Zorn’s Lemma, there is a maximal set E ⊂ G such that xA∩yA ∈ I for any distinct points x, y ∈ E.
By the maximality of E, for each g ∈ G there is an element e ∈ E such that eA ∩ gA /∈ I. Since I is left-
invariant, this implies A ∩ e−1gA /∈ I and hence e−1g ∈ ∆I(A) according to the definition of ∆I(A). Then
g ∈ e ·∆I(A) ⊂ E ·∆I(A), which implies G = E ·∆I(A) and cov(∆I(A)) ≤ |E| ≤ I-pack(A). 
Now we prove the “idealized” versions of Proposition 12.2.
Proposition 13.2. Let G be a group and I = {B ⊂ G : σˆR(B) = 0}. Any subset A ⊂ G with σR(A) > 0 has
cov(∆I(A)) ≤ I-pack(A) ≤ 1/σR(A).
Proof. Proposition 13.1 implies that cov(∆I(A)) ≤ I-pack(A).
Assuming that I-pack(A) > 1/σR(A), we can find a finite set F ⊂ G of cardinality |F | > 1/σR(A) such
that xA ∩ yA ∈ I for all distinct points x, y ∈ F . Then the set E =
⋃
{xA ∩ yA : x, y ∈ E, x 6= y} belongs to
the ideal I and so does the set F−1E. Now consider the set A′ = A \ F−1E and observe that
σR(A) − σR(A
′) ≤ σR(A
′ ∪ F−1E)− σR(A
′) ≤ σˆR(F
−1E) = 0.
So, σR(A
′) = σR(A) and pack(A
′) ≤ 1/σR(A′) ≤ 1/σR(A′) = 1/σR(A) according to Proposition 12.2. On the
other hand, for any distinct points x, y ∈ F the sets xA′ and yA′ are disjoint. Assuming conversely that xA′∩yA′
contains some points z, we would conclude that z ∈ xA′ ∩ yA′ ⊂ xA ∩ yA ⊂ E. Then z = xx−1z ∈ xF−1E
which is not possible as z ∈ xA′ = x(A \ F−1E). This contradiction shows that the indexed family (xA′)x∈F
is disjoint and hence pack(A′) ≥ |F | > 1/σR(A) ≥ pack(A′), which is a desired contradiction. 
By analogy we can prove:
Proposition 13.3. Let G be a group and I = {B ⊂ G : σˆR(B) = 0}. Any subset A ⊂ G with σR(A) > 0 has
cov(∆I(A)) ≤ I-pack(A) ≤ 1/σR(A).
Next, we prove a quantitative version of Theorem 4.3.
Theorem 13.4. Let G be a group and I = {B ⊂ G : ςˆR(B) = 0}. For any subset A ⊂ G with σˆR(A) > 0
there is a finite subset E ⊂ G such that the set ∆I(A)E =
⋃
x∈E x
−1 ·∆I(A) · x has covering number
cov(∆I(A)
E) ≤
1
ςR(A)
≤
1
σˆR(A)
.
Proof. Assume conversely that cov(∆I(A)
E) > 1/ςR(A) for any non-empty finite subset E ⊂ G. Then we
can choose a positive ε such that
1
ςR(A)− ε
< min
{
cov(∆I(A)
E) : E ∈ [G]<ω
}
.
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By the definition of the density ςR, there are measures µ1 ∈ P (G) and µ2 ∈ Pω(G) such that
inf
x∈G
µ2 ∗ δx ∗ µ1(A) > ςR(A)− ε.
Write the finitely supported measure µ2 as a convex combination µ2 =
∑
i∈n αiδai of Dirac measures and put
E = {ai}i∈n.
Using Zorn’s Lemma, choose a maximal subset M ⊂ G such that for every a ∈ E and any distinct points
x, y ∈ M we get xa−1A ∩ ya−1A ∈ I. Then for every g ∈ G, by the maximality of M , there is a point x ∈M
such that ga−1A∩xa−1A /∈ I for some a ∈ E, which implies that g ∈ xa−1∆I(A)a ⊂M ·∆I(A)E and hence
1/(ςR(A) − ε) < cov(∆I(A)E) ≤ |M |.
Choose any finite subset F ⊂M of cardinality |F | ≥ cov(∆I(A)E) and consider the set
S =
⋃
{xa−1A ∩ ya−1A : a ∈ E and x, y are distinct points of F},
which belongs to the ideal I = {B ⊂ G : ςˆR(B) = 0} by the choice of M . Then the set B = EF−1S belongs
to the ideal I too.
Repeating the argument from the proof of Proposition 13.2, we can show that for every a ∈ E the indexed
family (xa−1(A \B))x∈F is disjoint, which implies that
∑
x∈F µ1(xa
−1(A \B)) ≤ 1 and hence∑
x∈F
µ2 ∗ δx−1 ∗ µ1(A \B) =
∑
x∈F
∑
i∈n
αiδai ∗ δx−1 ∗ µ1(A \B) =
∑
i∈n
αi
∑
x∈F
µ1(xa
−1
i (A \B)) ≤
∑
i∈n
αi · 1 = 1.
It follows from B ∈ I that ςˆR(B) = 0 and hence ςR(A) ≤ ςR(A \B) + ςˆR(B) = ςR(A \B).
Consequently,
|F | · (ςR(A)− ε) = |F | · (ςR(A \B)− ε) < |F | · inf
x∈G
µ2 ∗ δx ∗ µ1(A \B) ≤
∑
x∈F
µ2 ∗ δx−1 ∗ µ1(A \B) ≤ 1
and we obtain a desired contradiction: |F | ≤ 1/(ςR(A)− ε) < cov(∆I(A)E) ≤ |F |. 
Remark 13.5. Since ςˆR ≤ σ (according to Theorem 4.2), the ideal I = {B ⊂ G : ςˆR(B) = 0} appearing in
Theorem 13.4 is contains the ideal of Solecki null sets.
Now we apply Theorem 13.2 to give a partial answer to the following problem of I.V.Protasov from the
Kourovka Problem Notebook [43, Problem 13.44] and its “idealized” version from [52].
Problem 13.6 (Protasov). Is it true that for every finite cover G = A1 ∪ · · · ∪ An of an (infinite) group G
there is an index i ≤ n such that cov(AiA
−1
i ) ≤ n (and cov(∆I(Ai)) ≤ n for the ideal I of finite subsets of G)?
The answer to this problem is positive for covers of groups by subgroup cosets as follows from Lemma 1 of
[45] or can be alternatively derived from Corollary 6.5.
We prove that the answer to Problem 13.6 is affirmative if the group G is Solecki amenable or the partition
consists of inner invariant sets. Let us recall that a subset A of a group G is called inner invariant if xAx−1 = A
for all x ∈ G. The following theorem is a joint result of T.Banakh, I.Protasov and S.Slobodianiuk (cf. [8]).
Theorem 13.7 (Banakh, Protasov, Slobodiadiuk). Let G = A1∪· · ·∪An be a finite partition of a group and let
I = {A ⊂ G : σˆR(A) = 0}. If the group G is Solecki amenable or the cells Ai of the partition are inner invariant,
then for some index i ≤ n the I-difference set ∆I(Ai) has covering number cov(AiA
−1
i ) ≤ cov(∆I(Ai)) ≤ n.
Proof. We claim that σR(Ai) ≥ 1/n for some i ≤ n. If the group G is Solecki amenable, then this follows
from the subadditivity of the right Solecki density σR. If each cell Ai of the partition is inner invariant, then
σR(Ai) = σ(Ai) for all i ≤ n and the existence of an index i ≤ n with σR(Ai) = σ(Ai) ≥ 1/n follows from the
subadditivity of the Solecki submeasure σ. By Proposition 13.2, cov(AiA
−1
i ) ≤ cov(∆I(Ai)) ≤ 1/σ
R(Ai) ≤
1/σR(Ai) ≤ n. 
Theorem 13.7 can be also deduced from the following corollary of Theorem 13.4.
Corollary 13.8. Let G be a group and I = {B ⊂ G : ςˆR(B) = 0}. For any finite partition G = A1 ∪ · · · ∪An
of a group there is a cell Ai of the partition and a finite subset E ⊂ G such that the set ∆I(A)E =
⋃
x∈E x
−1 ·
∆I(Ai) · x has covering number cov(∆I(A)
E) ≤ n.
In Theorem 12.7 of [53] it was proved that for every partition G = A1 ∪ · · · ∪ An there is cell Ai of the
partition such that cov(AiA
−1
i ) ≤ 2
2n−1−1. An “idealized” version of this result was proved in [22]. In [9] these
results were improved to the following form giving a partial answer to Protasov’s Problem 13.6.
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Theorem 13.9 (Banakh, Ravsky, Slobodianiuk). For any finite partition G = A1 ∪ · · · ∪An of a group G and
any left-invariant ideal I on G there is an index i ≤ n such that
cov(∆I(Ai)) ≤ max
1≤k≤n
n−k∑
i=0
ki.
Let I be an ideal on a group G. A subset A ⊂ G is called I-thin if for any distinct elements x, y ∈ G the
intersection xA ∩ yA belongs to the ideal I.
Proposition 13.10. Let G be a group and I be a left-invariant ideal on G such that I ⊂ {A ⊂ G : ς(A) = 0}.
Each I-thin subset A of an infinite group G has density ςR(A) = 0 and hence is right-Solecki null.
Proof. To prove that ςR(A) = 0, it suffices to show that ςR(A) < ε for every ε > 0. Given any measures
µ1 ∈ P (G) and µ2 ∈ Pω(G) we need to find a measure µ3 ∈ Pω(G) such that µ2 ∗µ3 ∗µ1(A) < ε. This is trivial
if A = ∅. So we assume that A 6= ∅, in which case the group G is infinite. So, we can choose a finite subset
F ⊂ G of cardinality |F | > 2/ε and consider the uniformly distributed measure µu =
1
|F |
∑
x∈F δx. Write the
finitely supported measure µ2 as a convex combination
∑
i∈n αiδai of Dirac measures. Let S = {ai}i∈n. Since
the set A is I-thin the set
U =
⋃
{x−1a−1i A ∩ y
−1a−1i A : i ∈ n, x, y ∈ F, x 6= y}
belong to the ideal I and so does the set SFU . Then ςR(SFU) = 0 and by definition of the density ςR, we can
find a finitely supported probability measure µ =
∑
j∈m βjδbj ∈ Pω(G) such that (µ2 ∗µu)∗µ∗µ1(SFU) < ε/2.
We claim that for the measure µ3 = µu ∗ µ we get the desired inequality µ2 ∗ µ3 ∗ µ1(A) < ε. For this consider
the set A′ = A \ SFU and observe that for every i ∈ n the indexed family (x−1a−1i A
′)x∈F is disjoint. Indeed,
assuming conversely that for some distinct points x, y ∈ F the intersection x−1a−1i A
′ ∩ y−1a−1i A
′ contains
some point g, we would conclude that g ∈ U and aixg ∈ aixU ∩ A′ ⊂ SFU ∩ A′ = ∅. Therefore, the family
(x−1a−1i A
′)x∈F is disjoint and thus the family (b
−1
j x
−1a−1i A
′)x∈F is disjoint for every j ∈ m. This implies that∑
x∈F
µ1(b
−1
j x
−1a−1i A
′) ≤ 1
and then
µ2 ∗ µ3 ∗ µ1(A) ≤ µ2 ∗ µ3 ∗ µ1(A
′) + µ2 ∗ µ3 ∗ µ1(SFU) = µ2 ∗ µu ∗ µ ∗ µ1(A
′) + µ2 ∗ µu ∗ µ ∗ µ1(SFU) <
<
∑
i∈n
∑
j∈m
∑
x∈F
αi
1
|F |
βj · δai ∗ δx ∗ δbj ∗ µ1(A
′) +
ε
2
=
=
∑
i∈n
∑
j∈m
αiβj
1
|F |
∑
x∈F
µ1(b
−1
j x
−1a−1i A
′) +
ε
2
≤
≤
∑
i∈n
∑
j∈m
αiβj
1
|F |
+
ε
2
<
1
|F |
+
ε
2
=
ε
2
+
ε
2
= ε.

14. The difference sets of Solecki positive sets in Polish groups
Let us recall [39] that a subset A of a topological space X is called analytic if A is a continuous image of a
Polish space. Proposition 12.2 and Theorem 4.3 have a nice topological corollary, which can be considered as
a variation of the classical theorem of Steinhaus and Weil [31, 20.17].
Corollary 14.1. If a subset A of a Polish group G is right-Solecki positive (or has density ςR(A) > 0), then
the set AA−1 is not meager in G. If the set A is analytic, then AA−1AA−1 is a neighborhood of the unit 1G
in G.
Proof. By Proposition 12.2 or Theorem 4.3, there is a finite subset F ⊂ G such that G = FAA−1F . By
the Baire Theorem, the set AA−1 is not meager in G. If the set A is analytic, then so is the set AA−1.
By [39, 29.5], the set B = AA−1 has the Baire Property in G and by the Picard-Pettis Theorem [39, 9.9],
BB−1 = AA−1AA−1 is a neighborhood of the unit in G. 
It is natural to ask if right-Solecki positive sets in Corollary 14.1 can be replaced by Solecki positive sets.
The following example shows that this cannot be done.
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Example 14.2. There exists a Polish group which contains a closed nowhere dense Solecki one subgroup.
Proof. Let X be a countable infinite set and Y $ X be a proper infinite subset of X . Endow the countable
group FSY with the discrete topology. By Example 6.6, the subgroup FSY = {f ∈ FSX : supp(f) ⊂ Y } is
Solecki one in FSX . This fact can be used to prove that the countable power FS
ω
Y of FSY is Solecki one in
FSωX . Since FSY 6= FSX , the subgroup FS
ω
Y is closed and nowhere dense in FSX . 
However we do not know the answer to the following problem.
Problem 14.3. Let A be an analytic Solecki positive set in a compact Polish group G. Is AA−1AA−1 a
neighborhood of the unit in G?
The answer to this problem is affirmative under the condition that A is closed in G.
Proposition 14.4. For any Solecki positive closed subset A in a compact topological group G the set AA−1 is
a neighborhood of the unit in G.
Proof. By Lemma 11.4, the set A has Haar measure λ(A) = σ(A) > 0. Then AA−1 is a neighborhood of the
unit in G according to a classical result of Steinhaus and Weil (see [31, 20.17] or [34, §3]). 
It is clear that a meager subgroup A of a Polish group G has infinite index in G, which implies that ςR(A) = 0
according to Proposition 6.3.
Problem 14.5. Let H be a meager (analytic) subgroup of a compact topological group G. Is H Solecki null in
G?
15. The ε-difference sets of right-Solecki positive sets in amenable groups
In this section, given a subset A of an amenable group G and ε > 0 we study the largeness properties of the
ε-difference set
∆ε(A) = {x ∈ G : σ
R(A ∩ xA) ≥ ε}.
Our aim is to generalize to arbitrary amenable groups a theorem of Veech [59], generalized later to countable
amenable groups by Beiglbo¨ck, Bergelson and Fish [12]. They proved that for any subset A of positive Banach
density d∗(A) in a countable amenable group G there is ε > 0 and a subset N ⊂ G of upper Banach density
d∗(N) = 0 such that the set N ∪∆ε(A) is a neighborhood of the unit in the Bohr topology of G.
Let us recall that the Bohr topology on a group G is the smallest topology on G such that the canonical
homomorphism η : G→ bG into the Bohr compactification bG of G is continuous. Since continuous homomor-
phisms into orthogonal groups O(n), n ∈ N, separate points of compact Hausdorff topological groups, the Bohr
topology on G can be equivalently defined as the smallest topology in which all homomorphisms from G to
the compact Hausdorff group K =
∏∞
n=1O(n) are continuous. Subsets U ⊂ G belonging to the Bohr topology
will be called Bohr open.
Theorem 15.1. If a subset A of an amenable group G is right-Solecki positive, then for some positive ε the
ε-difference set ∆ε(A) contains the intersection U ∩ T for some Bohr open neighborhood U ⊂ G of the unit 1G
and some subset T ⊂ G with σR(G \ T ) = 0.
Proof. For countable amenable groups this theorem follows from Corollary 5.3 [12] and the equality d∗ = σR
proved in Theorem 5.1. The general case will be derived by a suitable compactness argument. So, we assume
that G is an uncountable amenable group and A is a right-Solecki positive subset in G.
Let H be the family of all countable subgroups of the group G partially ordered by the inclusion relation.
A subset F ⊂ H will be called
• closed if for each increasing sequence of countable subgroups {Hn}n∈ω ⊂ F the union
⋃
n∈ωHn belongs
to F ;
• dominating if each countable subgroup H ∈ H is contained in some subgroup H ′ ∈ F ;
• stationary if F ∩ C 6= ∅ for every closed dominating subset C ⊂ H.
It is well-known (see [36, 4.3]) that the intersection
⋂
n∈ω Cn of any countable family of closed dominating sets
Cn ⊂ H, n ∈ ω, is closed and dominating in H.
For a subgroup H ⊂ G let
σRH(A) = inf
F∈[H]<ω
max
y∈H
|F ∩Ay|
|F |
be the right Solecki density of the set A ∩H in the group H .
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For every ε > 0 let ∆ε(A;H) = {x ∈ H : σRH(A ∩ xA) ≥ ε} be the counterpart of the ε-difference set ∆ε(A)
in the subgroup H .
Claim 15.2. The subfamily
A = {H ∈ H : σRH(A) ≥ σ
R(A)}
is closed and dominating in H.
Proof. To show that A is closed in H, we need to prove that the union H =
⋃
n∈ωHn of any increasing
sequence of subgroups {Hn}n∈ω ⊂ A belongs to A, which means that σRH(A) ≥ σ
R(A). Assuming conversely
that σRH(A) < σ
R(A), we can find a finite subset F ⊂ H such that supy∈H |Fy ∩ A|/|F | < σ
R(A). Find n ∈ ω
with F ⊂ Hn ∈ A and obtain a desired contradiction:
sup
y∈H
|Fy ∩ A|
|F |
< σR(A) ≤ σRHn(A) ≤ sup
y∈Hn
|Fy ∩ A|
|F |
≤ sup
y∈H
|Fy ∩ A|
|F |
.
To show that A is dominating in H, fix any countable subgroup H0 ⊂ G. Taking into account that
σR(A) = inf
F∈[F ]<ω
sup
y∈G
|Fy ∩ A|
|F |
= inf
F∈[F ]<ω
max
y∈G
|Fy ∩ A|
|F |
,
for every finite set F ⊂ G choose a point yF ∈ G such that |FyF ∩A|/|F | ≥ σR(A). For every n ∈ ω let Hn+1
be the countable subgroup of G generated by the countable set Hn ∪ {yF : F ∈ [Hn]
<ω}. To see that the
subgroup H =
⋃
n∈ωHn belongs to the family A, observe that
σRH(A) = inf
F∈[H]<ω
sup
y∈H
|Fy ∩A|
|F |
≥ inf
n∈ω
inf
F∈[Hn]<ω
sup
y∈Hn+1
|Fy ∩ A|
|F |
≥ inf
n∈ω
inf
F∈[Hn]<ω
|FyF ∩ A|
|F |
≥ σR(A).

Let K =
∏∞
n=1O(n) be the Tychonoff product of orthogonal groups and {Un}n∈ω be a countable base of
open neighborhoods at the unit 1K of the group K such that Un+1 ⊂ Un for all n ∈ ω. For a subgroup H ∈ H
by Hom(H,K) we denote the set of all homomorphisms from H to K. Since homomorphisms into orthogonal
groups separate points of compact Hausdorff topological groups, the Bohr topology on H coincides with the
smallest topology in which all homomorphisms h ∈ Hom(H,K) are continuous.
Claim 15.3. For some number n ∈ N the set
An = {H ∈ A : ∃h ∈ Hom(H,K) σ
R
H(h
−1(Un) \∆1/n(A;H)) = 0}
is stationary in H.
Proof. Assuming that for every n ∈ N the set An is not stationary in H, we can find a closed dominating subset
Cn ⊂ H which is disjoint with An. It is standard to show that the intersection C∞ = A ∩
⋂∞
n=1 Cn is closed
and dominating in H and hence contains some element H ∈ C∞. It follows from H ∈ C∞ ⊂ A that σRH(A) ≥
σR(A) > 0. By Theorem 5.1, the set AH = A ∩H has positive upper Banach density d∗(AH) = σRH(AH) in
H . Then by (the proof of) Corollary 5.3 of [12], there exists ε > 0 and a neighborhood U ⊂ H of the unit
1H in the Bohr topology of H such that d
∗(U \∆ε(A;H)) = 0. By Theorem 5.1, σRH(U \∆ε(A;H)) = 0. For
the Bohr neighborhood U we can find a number n > 1/ε and a homomorphism h ∈ Hom(H,K) such that
h−1(Un) ⊂ U . Then H ∈ An and hence H ∈ An ∩ C∞ ⊂ Hn ∩ Cn = ∅, which is a desired contradiction. 
Claim 15.3 allows us to fix a number n ∈ ω such that the family An is stationary in H. By the definition
of An, for every subgroup H ∈ An there exists a homomorphism hH ∈ Hom(H,K) such that the set DH =
h−1H (Un) \ ∆1/n(A;H) has right Solecki density σ
R
H(DH) = 0. Then for each m ∈ N we can find a finite
subset FH,m ⊂ H such that supy∈H |FH,my ∩DH |/|FH,m| < 1/m. Let S0 = An and for every m ∈ N let
fm : S0 → [G]<ω be the function assigning to each subgroup H ∈ S0 the finite subset fm(H) = FH,m ⊂ H .
By Jech’s generalization [35], [36, 4.4] of Fodor’s Lemma, the stationary set S0 contains a stationary subset
S1 ⊂ S0 such that the restriction f1|S1 is a constant function. Proceeding by induction, we can construct
a decreasing sequence (Sm)m∈ω of stationary sets in H such that for every m ∈ N the restriction fm|Sm is
constant.
For every subgroup H ∈ S0 extend the homomorphism hH : H → K to any function h¯H : G → K. The
function h¯H is an element of the compact Hausdorff space K
H . For every m ∈ ω and a finite subset F ⊂ G
consider the closure K¯H,m of the set KF,m = {h¯S : F ⊂ S ∈ Sm} in the compact Hausdorff space KG. The
stationarity of Sm guarantees that the set KF,m is not empty. Observe that for any pairs (F,m), (E, k) ∈
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[G]<ω × ω the intersection KF,m ∩KE,k contains the set KF∪E,max{m,k}. This implies that the family {K¯F,m :
(F,m) ∈ [G]<ω × ω} is centered and hence the intersection
⋂
{K¯F,m : (F,m) ∈ [G]<ω × ω} contains some
function h ∈ KG.
It is standard to check that the function h : G → K is a group homomorphism. To finish the proof of
the theorem, it remains to prove that σR(h−1(Un) \ ∆1/n(A)) = 0. Assume conversely that the set D =
h−1(Un) \∆1/n(A) has right Solecki density σ
R(D) > 0. Find m ≥ n such that 1m < σ
R(D). By the choice
of the stationary set Sm, the function fm|Sm is constant and hence fm(Sm) = {F} for some finite set F ⊂ G.
For the set F choose a point y ∈ G such that |Fy∩D|/|F | ≥ σR(D). For every point x ∈ Fy \∆1/n(A) we get
σR(A∩xA) < 1n and hence there exists a non-empty finite set Fx ⊂ G such that supz∈G |Fxz∩(A∩xA)|/|Fx | <
1
n . Consider the finite set E = Fy ∪ {Fx : x ∈ Fy \∆1/n(A)}. It follows that
Oh = {f ∈ K
G : f(Fy ∩ h−1(Un)) ⊂ Un}
is an open neighborhood of the function h in KX . Since h ∈ K¯E,m, there is a subgroup H ∈ Sm such that
E ⊂ H and h¯H ∈ Oh. By the choice of the set FH,m = fm(H) = F , |Fy ∩DH |/|F | <
1
m .
We claim that Fy∩D ⊂ Fy∩DH , whereDH = h
−1
H (Un)\∆1/n(A;H). Take any point x ∈ Fy∩D and observe
that x ∈ Fy ∩D = Fy ∩h−1(Un) \∆1/n(A) ⊂ Fy∩ h
−1(Un) ⊂ Fy ∩h
−1
H (Un) as hH ∈ Oh. Since x /∈ ∆1/n(A),
the set Fx ⊂ E is contained in the subgroup H which implies that σRH(A ∩ xA) ≤ supz∈H
|Fxz∩(A∩xA)|
|Fx|
< 1n
and hence x ∈ Fy ∩ h−1H (Un) \∆1/n(A;H) = Fy ∩DH . Finally, we obtain the desired contradiction as:
σR(D) ≤
|Fy ∩D|
|F |
≤
|Fy ∩DH |
|F |
<
1
m
< σR(D).

Theorem 15.1 is related to the following classical problem from Combinatorial Number Theory and Harmonic
Analysis (see [48, Question 2] and references therein):
Problem 15.4. Let A be a large set in the group of integers Z. Is AA−1 a Bohr open neighborhood of zero in
Z?
Remark 15.5. In [51] Protasov proved that each countable totally bounded topological group G contains a
dense thin subset N . By Proposition 13.10 this set N is right-Solecki null in G. So, for a Bohr open subset U
of a group G and a subset T ⊂ G with σR(G \ T ) = 0 the intersection U ∩ T (from Theorem 15.1) can have
empty interior in the Bohr topology on G.
The following two corollaries of Theorem 15.1 generalize the results of Bogoliuboff, Følner [25], Cotlar,
Ricabarra [17], Ellis, Keynes [20].
Corollary 15.6. For any right-Solecki positive sets A,B in an amenable group G the set B−1AA−1 has
non-empty interior in the Bohr topology on G.
Proof. By Theorem 15.1, there are a Bohr open neighborhood U ⊂ G of the unit and a right-Solecki null
set N ⊂ G such that U \ N ⊂ AA−1. Since the multiplication and the inversion are continuous in the Bohr
topology on G, there is a Bohr open neighborhood V ⊂ G# of the unit such that V V −1 ⊂ U . By the total
boundedness of the Bohr topology, there is a finite subset F ⊂ G such that G = V F . Since B =
⋃
x∈F V x∩B,
the subadditivity of the right Solecki density σR (which follows from Corollary 3.6) yields a point x ∈ F such
that Bx = V x ∩ B is right-Solecki positive. We claim that x−1V ⊂ B−1x (U \ N). Given any point v ∈ V ,
consider the set Bxx
−1v ⊂ V xx−1v ⊂ V V ⊂ U . Being right-Solecki positive, the set Bxx−1v is not contained
in the right-Solecki null set N and hence meets the complement U \N . Then x−1v ∈ B−1x (U \N) ⊂ B
−1AA−1
and hence the set B−1AA−1 contains the non-empty Bohr open set x−1V . 
Corollary 15.7. For any right-Solecki positive sets A,B in an amenable group G the set AA−1BB−1 is a
neighborhood of the unit 1G in the Bohr topology of G.
Proof. By Theorem 15.1, there are a right-Solecki null set NA, NB ⊂ G and a Bohr open neighborhood U ⊂ G
of the unit such that U \ NA ⊂ AA−1 and U \ NB ⊂ BB−1. Using the continuity of the multiplication and
inversion with respect to the Bohr topology on G, find a Bohr open neighborhood V ⊂ G of the unit 1G
such that V V −1 ⊂ U . We claim that V ⊂ AA−1BB−1. The subadditivity of the right Solecki density on
amenable groups and the total boundedness of the topological group G implies also that the neighborhood V is
right-Solecki positive. The subadditivity of the right Solecki density σR implies that σR(V \NB) = σR(V ) > 0.
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Then for every v ∈ V the set v(V \NB) ⊂ U , being right-Solecki positive, meets the set U \NA, which implies
v ∈ (U \NA)(V \NB)−1 ⊂ AA−1BB−1. 
Problem 15.8. Is Theorem 15.1 true for non-amenable groups?
The following weaker version of Problem 15.8 also seems to be open:
Problem 15.9. Let A be an inner invariant Solecki positive subset of a group G. Is σ(U \AA−1) = 0 for some
Bohr open neighborhood U of the unit 1G? Is AA
−1AA−1 a neighborhood of the unit in the Bohr topology on
G?
The following proposition can be considered as a partial answer to this problem.
Proposition 15.10. If a subset A of a group G has right-Solecki density σR(A) ≥ 1n for some n ∈ N, then
the set U = (AA−1)4
n−1
is a subgroup of finite index ≤ n in G and hence U is a Bohr open neighborhood of
the unit 1G.
Proof. By Proposition 12.1, cov(AA−1) ≤ 1/σR(A) ≤ n. By Lemma 12.3 of [53], H = (AA−1)4
n−1
is a
subgroup of finite index ≤ n in G. By [54, 1.6.9], the subgroup H contains a normal subgroup of finite index
in G and hence is a Bohr neighborhood of the unit. 
For the (non-amenable) group G = SX of all permutations of an infinite set, we can apply results of Bergman
[15] and obtain another partial answer to Problem 15.9.
Proposition 15.11. If A is an inner invariant Solecki positive set in the group G = SX of all permutations
of an infinite set X, then (AA−1)18 = G.
Proof. Following [15], we say that a subset U ⊂ SX has a full moiety if there is an infinite set Y ⊂ X with
infinite complement X \ Y (called a full moiety for U) such that for each permutation f ∈ SY extends to a
permutation f¯ ∈ U . In this case the set U−1U also has the full moiety Y .
Since A is inner invariant, σR(A) = σ(A) > 0 and hence σˆR(A) = σ(A). By Proposition 12.2, cov(AA
−1) <
1/σR(A) <∞ and hence there is a finite subset F ⊂ G such that G = FAA−1. By Lemma 4 of [15], for some
g ∈ F the set xAA−1 has a full moiety and then so does the set U = (xAA−1)−1(xAA−1) = (AA−1)2. By
Lemma 3 of [15], there is an element g ∈ G of order 2 such that G = ((Ug)7U2g) ∪ ((gU)7gU2). Since the set
U = (AA−1)2 is inner invariant and the element g has order 2, we finally conclude that G = (U9g8)∪ (g8U9) =
U9 = (AA−1)18. 
It is interesting to compare Proposition 15.11 with:
Proposition 15.12. If A is a right-Solecki positive set in the group G = AX of all even finitely supported
permutations of an infinite set X, then AA−1A = G.
Proof. By Corollary 15.6, the set A−1AA−1 has non-empty interior in the Bohr topology on G. Since the
Bohr compactification of the group G = AX is trivial, the unique non-empty Bohr open subset of G is G.
Consequently, G = A−1AA−1 and G = G−1 = AA−1A. 
Comparing Propositions 15.11 and 15.12, it is natural to ask:
Problem 15.13. Is G = AA−1A for each (inner invariant) right-Solecki positive set A in the group G = SX
of permutations of an infinite set?
16. The sumsets of right-Solecki positive sets in amenable groups
In [37] Jin proved that for any subsets A,B ⊂ Z of positive upper Banach density there is a finite set F ⊂ Z
such that the sumset F +A+B = {f +a+b : f ∈ F, a ∈ A, b ∈ B} is thick (equivalently, is right-Solecki one).
The initial proof of Jin’s theorem used arguments of non-standard analysis. In [38] Jin found a “standard”
proof of this theorem and in [12] Jin’s theorem was generalized to all countable amenable groups. In [18] Di
Nasso and Lupini using arguments of non-standard analysis generalized Jin’s theorem to all amenable groups.
Theorem 16.1 (Jin-Beiglbo¨ck-Bergelson-Fish-Di Nasso-Lupini). For any subsets A,B of positive upper Ba-
nach density d∗(A) = σR(A), d∗(B) = σR(B) in an amenable group G there is a finite set F ⊂ G such that
the sumset FAB is thick and hence has right-Solecki density σR(FAB) = 1.
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In this section we shall present an elementary proof of this results. Our proof of Theorem 16.1 (like that from
[12]) is based on the following ergodicity property of the right Solecki density σR in arbitrary (not necessarily
amenable) groups.
Theorem 16.2. For any subset A of a group G we get
sup
F∈[G]<ω
σR(FA) ∈ {0, 1}.
Proof. To see that supF∈[G]<ω σR(FA) ∈ {0, 1}, it suffices to show that for any right-Solecki positive subset
A ⊂ G and every ε > 0 there is a finite set F ⊂ G such that σR(FA) > 1 − ε. Find a positive number δ such
σR(A)−δ
σR(A)+δ
> 1−ε. By Theorem 3.4, σR(A) = I({xA}x∈G). Then the definition of the intersection number yields
points x1, . . . , xn ∈ G such that
sup
y∈G
1
n
n∑
i=1
χxiA(y) < I({xA}x∈G + δ = σR(A) + δ
and hence
(1)
1
n
n∑
i=1
χxiA ≤ (σR(A) + δ) · χFA
where F = {x1, . . . , xn}. Taking into account the equality σR(A) = supµ∈P (G) infx∈G µ(xA) established in
Theorem 3.4, find a measure µ on G such that infx∈G µ(xA) > σR(A) − δ. Integrating the inequality (1) by
the measure µ we get
(σR(A) + δ) · µ(FA) ≥
1
n
n∑
i=1
µ(xiA) > σR(A)− δ,
which implies the desired lower bound
µ(FA) >
σR(A) − δ
σR(A) + δ
> 1− ε.

We shall also need the following version of Lemma 3.1 [12].
Lemma 16.3. Let A,B be two subsets of an amenable group G. If σR(A) + σR(B) > 1, then σR(AB) = 1.
Proof. Choose a positive real number ε > 0 such that σR(A) + σR(B) > 1 + ε. The equality αR(AB) = 1 will
follow as soon as we check that for every finite subset F ⊂ G there is a point z ∈ G such that Fz ⊂ AB. We
lose no generality assuming that F contains the unit of the group G.
The amenability of G yields a finite subset E ⊂ G such that |F−1E \ E| < ε|E|. Since σR(A) ≤
maxy∈G
|Ey∩A|
|E| , there is a point y ∈ G such that
|Ey∩A|
|E| ≥ σ
R(A). Let K = Ey and observe that |F−1K \K| <
ε|K| and |K ∩ A| ≥ σR(A)|K|. Then for every x ∈ F we obtain that
σR(A) · |K| ≤ |K ∩ A| ≤ |(xK ∪ (K \ xK)) ∩ A| ≤ |xK ∩A|+ |K \ xK| =
= |K ∩ x−1A|+ |x−1K \K| ≤ |K ∩ x−1A|+ |F−1K \K| < |K ∩ x−1A|+ ε|K|,
and hence |K ∩ x−1A| > (σR(A)− ε) · |K|.
Since σR(B) ≤ maxz∈G
|K−1∩Bz−1|
|K−1| , there is a point z ∈ G such that
|K−1∩Bz−1|
|K| ≥ σ
R(B). Observe that
for every point x ∈ F
|K ∩ x−1A|+ |K ∩ zB−1| = |K ∩ x−1A|+ |K−1 ∩Bz−1| > (σR(A)− ε) · |K|+ σR(B) · |K| > |K|,
which implies that the setK∩x−1A andK∩zB−1 have a common point and hence xz ∈ AB and Fz ⊂ AB. 
Now we are able to present
Proof of Theorem 16.1: Let A,B be two sets of positive upper Banach density d∗(A), d∗(B) in an amenable
group G. By Theorem 5.1 these sets have positive right Solecki densities σR(A) = σ
R(A) = d∗(A) > 0
and σR(B) = σ
R(B) = d∗(B) > 0. By Ergodic Theorem 16.2, there is a finite subset F ⊂ G such that
σR(FA) > 1 − σR(B). By Theorem 3.1, σR(FA) = σR(FA) > 1 − σR(B) and hence σR(FA) + σR(B) > 1.
Then σR(FAB) = 1 by Lemma 16.3 and hence FAB is thick by Proposition 6.1(2). 
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In fact, using methods of non-standard analysis, Di Nasso and Lupini [18] proved the following quantitative
version of Theorem 16.1.
Theorem 16.4 (Di Nasso, Lupini). For any right-Solecki positive sets A,B in an amenable group G there is
a finite set F ⊂ G of cardinality |F | ≤ 1/(σR(A) · σR(B)) such that the set FAB is thick.
We know no standard proof of this result and also do not know if this theorem is valid for non-amenable
groups. In [12] Beiglbo¨ck, Bergelson and Fisher obtained a striking generalization of Jin’s theorem proving
that for any subsets A,B of positive upper Banach density in a countable amenable group there is a non-empty
Bohr open set U ⊂ G which is finitely embeddable in AB.
We shall say that a subset A of a group G is finitely embeddable in a subset B ⊂ G if for every finite set
F ⊂ A there is a point x ∈ G such that Fx ⊂ B. Observe that a subset A ⊂ G is thick if and only if G is
finitely embeddable in A. The following simple proposition can be easily derived from the definition.
Proposition 16.5. If a subset A of a group G is finitely embeddable in a subset B ⊂ G, then σR(A) ≤ σB(B)
and AA−1 ⊂ BB−1.
A subset A of a group G is called piecewise Bohr if A contains the intersection U ∩ T of a non-empty Bohr
open subset U ⊂ G and a thick set T ⊂ G.
Proposition 16.6. A subset A of a group G is piecewise Bohr in G if and only if some non-empty Bohr open
set U ⊂ G is finitely embeddable in A.
Proof. To prove the “only if” part, assume that A is piecewise Bohr in G. Find a non-empty Bohr open set
V ⊂ G and a thick set T ⊂ G such that V ∩ T ⊂ A. Fix a point x ∈ V and choose a Bohr open neighborhood
W of the unit 1G such that WxW ⊂ V . Find a finite subset Z ⊂ G such that G = ZW . Since T is thick, there
is a function t : [G]<ω → G such that F · t(F ) ⊂ T for all F ∈ [G]<ω. In the following claim, [G]<ω considered
as a partially ordered set endowed with the inclusion relation.
Claim 16.7. For some point z ∈ Z the family Fz = {F ∈ [G]<ω : t(F ) ∈ zW} is dominating in [G]<ω.
Proof. Assuming the opposite, for every z ∈ Z find a finite subset Fz ∈ [G]<ω which is contained in no set
F ∈ Fz. Now consider the finite set F =
⋃
z∈Z Fz . Since t(F ) ∈ G = ZW , there is a point z ∈ Z such that
t(F ) ∈ zW and hence Fz ⊂ F ∈ Fz, which contradicts the choice of the set Fz . 
Using Claim 16.7, we can fix a point z ∈ Z such that the family Fz is dominating in [G]<ω . We claim that
the Bohr open set U =Wxz−1 is finitely embeddable in A. Given any finite subset E ⊂ U , find a set F ∈ Fz
containing E. Then E · t(F ) ⊂ F · t(F ) ⊂ T . On the other hand, E · t(F ) ⊂ (Wxz−1)zW = WxW ⊂ V . So,
E · t(F ) ⊂ T ∩ V ⊂ A, which means that U is finitely embeddable in A. To completes the proof of the “only
if” part of the proposition.
To prove the “if” part, assume that some non-empty Bohr open set U ⊂ G is finitely embeddable in A.
Replacing U by a suitable right shift of U , we can assume that U is a Bohr neighborhood of the unit 1H . Since
U is finitely embeddable in A, for every finite set F ⊂ G there is a point yF ∈ G such that (F ∩ U)yF ⊂ A.
Since the multiplication and the inversion are continuous with respect to the Bohr topology on G, there is an
open neighborhood W ⊂ G such that WW−1 ⊂ U . By the total boundedness of the Bohr topology, there
exists a finite subset Z ⊂ G such that G = WZ. Repeating the argument from the proof of Claim 16.7, we
can fix a point z ∈ Z such that the family Fz = {F ∈ [G]<ω : yF ∈ Wz} is dominating in [G]<ω. Then for
every F ∈ Fz we get yF ∈ Wz and hence
zy−1F ∈W
−1.
Since Fz is dominating in [G]<ω, the set T =
⋃
F∈Fz
FyF is thick in G. We claim that for the non-empty
Bohr open set V =Wz ⊂ G the intersection T ∩ V lies in the set A. Given any point x ∈ T ∩ V , find a finite
set F ∈ Fz such that x ∈ FyF . Then
x ∈ FyF ∩ V = FyF ∩Wz = (F ∩Wzy
−1
F )yF ⊂ (F ∩WW
−1)yF ⊂ (F ∩ U)yF ⊂ A.
So, T ∩ V ⊂ A, which means that the set A is piecewise Bohr in G. 
The following theorem generalizes to arbitrary amenable group the result of Beiglbo¨ck, Bergelson and Fisher
[12] mentioned above.
Theorem 16.8. For any right-Solecki positive set A,B in an amenable group G the sumset AB is piecewise
Bohr. Consequently, some Bohr open neighborhood U ⊂ G of the unit 1G is finitely embeddable in the sumset
AB.
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Proof. For countable amenable groups the first part of this theorem was proved in Theorem 3 [12] while the
second part follows from the first part and Proposition 16.6. So, assume that G is an uncountable group
and A,B ⊂ G be two sets of positive upper Banach density. By Theorem 5.1, σR(A) = d∗(A) > 0 and
σR(B) = d∗(B) > 0.
In the subsequent proof we shall use some notations and results from the proof of Theorem 15.1.
In particular, by K =
∏∞
n=1O(n) we denote the Tychonoff product of orthogonal groups, by (Un)n∈ω a
neighborhood base at 1K consisting of open neighborhoods subset in K such that Un+1 ⊂ Un for all n ∈ ω.
By H we denote the family of all countable subgroups partially ordered by the inclusion relation.
By analogy with Claim 15.2 we can prove that the sets
A = {H ∈ H : σRH(A) ≥ σ
R(A)} and B = {H ∈ H : σRH(B) ≥ σ
R(B)}
are closed and dominating in H. For every subgroup H ∈ A ∩ B the sets AH = A ∩H and BH = B ∩H have
positive right Solecki density in H . Consequently, by the “countable” version of Theorem 16.8, some Bohr
open neighborhood UH ⊂ H of 1H is finitely embeddable in the sumset AH ·BH . Since the Bohr topology on
H is generated by preimages of open sets under homomorphisms from H to the compact Hausdorff group K,
we can find a number n(H) ∈ ω for which there is a homomorphism hH : H → K such that UH ⊃ h
−1
H (Un(H)).
It is standard to check that for some n ∈ ω the set
C = {H ∈ A ∩ B : n(H) = n}
is stationary in H.
Then for every subgroup H ∈ C we can choose a homomorphism hH : H → K such that h
−1
H (Un) ⊂ UH . Let
h¯H : G→ K be any extension of the function hH . By the compactness of the space K
G, the net (h¯H)H∈C has
an accumulation point h ∈ KG. This is a function h : G→ K such that for each neighborhood Oh ⊂ KG and
each countable subgroup H0 ∈ H there is a subgroup H ∈ C such that H0 ⊂ H and h¯H ∈ Oh. It is standard
to check that h : G→ K is a group homomorphism.
To finish the proof it remains to check that the Bohr open neighborhood U = h−1(Un) ⊂ G of the unit 1G is
finitely embeddable in the sumset AB. Fix any finite subset F ⊂ h−1(Un) and consider the open neighborhood
Oh = {f ∈ KG : f(F ) ⊂ Un} of the function h in the compact Hausdorff space KG. Since h is an accumulation
point of the net (h¯H)H∈C , there is a countable subgroup H ∈ C such that F ⊂ H and h¯H ∈ Oh. Then
F ⊂ h−1H (Un) ⊂ UH and by the finite embeddability of the Bohr open set UH in AHBH there is a point
y ∈ H such that Fy ⊂ AHBH ⊂ AB, which means that U is finitely embeddable in the sumset AB. By
Proposition 16.6, the set AB is piecewise Bohr. 
Theorem 16.8 and Proposition 16.5 imply:
Corollary 16.9. For any right-Solecki positive sets A,B in an amenable group G the set ABB−1A−1 is a
neighborhood of the unit 1G in the Bohr topology of G.
Problem 16.10. Is Theorem 16.8 true for any (not necessarily countable) amenable group G?
A weaker form of this problem also seems to be open:
Problem 16.11. Let A,B be inner invariant Solecki positive sets in a group G. Is the set AB piecewise Bohr?
Is ABB−1A−1 a neighborhood of the unit in the Bohr topology on G?
17. Characterizing amenable groups with trivial Bohr compactification
In this section we shall apply Theorems 15.1 and 16.8 to characterize amenable groups with trivial Bohr
compactification. Observe that a group G has trivial Bohr compactification if and only if any homomorphism
h : G → K to a compact Hausdorff (or metrizable) topological group K is constant. A simple example of an
amenable group with trivial Bohr compactification is the group AX of all even finitely supported permutations
of any infinite set X .
Theorem 17.1. Let G be a group.
(1) If G is amenable and has trivial Bohr compactification, then for any right-Solecki positive sets A,B ⊂ G
we get
ABB−1A−1 = B−1AA−1 = AA−1A = G, σR(G \AA−1) = 0, σR(AB) = 1.
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(2) If the Bohr compactification of G is not trivial, then G contains an inner invariant Bohr open neigh-
borhood V = V −1 of the unit such that
σR(V ) > 0, σ(V V
−1V V −1) ≤
1
2
, σR(G \ V V
−1) ≥
1
2
.
Proof. 1. The first statement follows immediately from Theorem 15.1, Corollary 15.6, Theorem 16.8 and
Corollary 16.9.
2. Assume that the group G has non-trivial Bohr compactification bG. The compact Hausdorff group bG,
being non-trivial, contains an open neighborhood U ⊂ bG of the unit of Haar measure λ(U) ≤ 12 . By the
continuity of the group operations on bG, we can choose an inner invariant closed neighborhood W ⊂ bG of
the unit such that W =W−1 and WW−1WW−1 ⊂ U . We claim that the preimage V = η−1(W ) of W under
the canonical homomorphism η : G → bG has the required properties. It is clear that V is an inner invariant
Bohr open neighborhood of the unit. The subadditivity of the Solecki submeasure σ implies that σ(V ) > 0.
Since V is inner invariant, σR(V ) = σ(V ) > 0. By Theorem 10.1,
σ(V V −1) ≤ σ(V V −1V V −1) ≤ λ¯(V V −1V V −1) ≤ λ(WW−1WW−1) ≤ λ(U) ≤
1
2
.
To see that σR(G\V V −1) ≥
1
2 , observe that by the inner invariance of the set G\V V
−1 we get σR(G\V V −1) =
σ(G \ V V −1) and by the subadditivity of the Solecki submeasure σ, σ(G \ V V −1) ≥ 1− σ(V V −1) ≥ 12 . 
Theorem 17.1 and the subadditivity of the right Solecki density σR on amenable groups imply the following
Ramsey characterization of amenable groups with trivial Borh compactification.
Corollary 17.2. An amenable group G has trivial Bohr compactification if and only if for each finite partition
G = A1 ∪ · · · ∪An there is an index i ≤ n such that AiA
−1
i Ai = G.
Another characterization of amenable groups with trivial Bohr compactification was obtained by Bergelson
and Furstenberg in [13]. A subset B of a group G is called an IP-set if there is a sequence (xi)i∈ω of elements
of G such that for any finite number sequence i1 < i2 < · · · < in the product xi1 · xi2 · · ·xin belongs to B.
Theorem 17.3 (Bergelson, Furstenberg). An amenable group G has trivial Bohr compactification if and only
if each right-Solecki positive subset A of G contains an IP-set.
It is interesting to compare Corollary 17.2 with the characterization of odd groups proved in Theorem 3.2
of [2]. A group G is called odd if each element x ∈ G has odd finite order.
Theorem 17.4 (Banakh-Gavrylkiv-Nykyforchyn). A group G is odd if and only if for any partition G = A∪B
into two sets either AA−1 = G or BB−1 = G.
18. Concluding Remarks and an Open Problem
The Solecki densities σL, σR and the Solecki submeasures are initial representatives of the hierarchy of
extremal densities defined on each group G as follows.
First we remark that the densities σR, σR and σ can be equivalently defined by the formulas:
σR(A) = inf
µ1∈Pω(G)
sup
µ2∈Pω(G)
µ1 ∗ µ2(A),
σL(A) = inf
µ1∈Pω(G)
sup
µ2∈Pω(G)
µ2 ∗ µ1(A),
σ(A) = inf
µ1∈Pω(G)
sup
µ2∈Pω(G)
sup
µ3∈Pω(G)
µ2 ∗ µ1 ∗ µ3(A),
which can be shortly written as σR = inf sup12, σL = inf sup21, σ = inf sup sup213 or even shorter as σR = is12,
σL = is21, σ = iss213. The density
ςR(A) = sup
µ1∈P (G)
sup
µ2∈Pω(G)
inf
µ3∈Pω(G)
µ2 ∗ µ3 ∗ µ1(A) = sup
µ1∈Pω(G)
sup
µ2∈P (G)
inf
µ3∈Pω(G)
µ1 ∗ µ3 ∗ µ2(A),
considered in Section 4 can be shortly written as ςR = Ssi231 = sSi132. By analogy we can define densities Si12
and Si21 letting
Si12(A) = sup
µ1∈P (G)
inf
µ2∈Pω(G)
µ1 ∗ µ2(A) and Si21(A) = sup
µ1∈P (G)
inf
µ2∈Pω(G)
µ2 ∗ µ1(A) for A ⊂ G.
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Theorems 3.4 and 4.2 imply that
is12 = Si21 ≤ Ssi231 ≤ iss213 and is21 = Si12 ≤ Ssi132 ≤ iss312.
These observations suggest the following definition. Given a positive integer number n ∈ N, a function
e : {1, . . . , n} → {inf, sup, Inf, Sup} with
∣∣{i ∈ {1, . . . , n} : e(i) ∈ {Inf, Sup}}∣∣ ≤ 1 and a permutation
s : {1, . . . , n} → {1, . . . , n} define a density es : P(G)→ [0, 1] by the formula
es(A) = e(1)
µ1∈P1(G)
· · · e(n)
µn∈Pn(G)
µs(1) ∗ · · · ∗ µs(n)(A) for A ⊂ G
where
Pi(G) =
{
Pω(G) if e(i) ∈ {inf, sup}
P (G) if e(i) ∈ {Inf, Sup}
for 1 ≤ i ≤ n.
The density es will be called the extremal density generated by the function e and the substitution s. To shorten
the notations, we shall write i, s, I, S instead of inf, sup, Inf, Sup, respectively, and identify the functions e and
s with the sequences (e(1), . . . , e(n)) and (s(1), . . . , s(m)) or even words e(1) · · · e(n) and s(1) · · · s(m). In these
notations, we get σR = is12, σL = is21, σ = iss213 = iss231, and ςR = Ssi231. Therefore, this paper was devoted
to study and applications of the extremal densities is12, is21, and iss213. The (subadditive) extremal density
sis213 was used in the paper [8] as an instrument for solving an invariant version of Protasov’s Problem 13.6.
It can be shown that σR = is12 ≤ σˆR ≤ sis213 ≤ iss213 = σ.
Observe that the simplest extremal densities i1 and s1 can be calculated by the formulas
i1(A) =
{
0 if A 6= G
1 if A = G
and s1(A) =
{
0 if A = ∅
1 if A 6= ∅
implying that i1 and s1 are the smallest and largest densities on G, respectively. Therefore, the Solecki
densities σR = is12 and σL = is21 are the simplest nontrivial extremal densities in this hierarchy. This suggests
the following problem, or rather, a program of research.
Problem 18.1. Study the properties of the extremal densities es on groups. Detect extremal densities which
are subadditive. Study the interplay between various extremal densities on a group. Find further applications
of extremal densities in combinatorics of groups and G-spaces.
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