It is generally agreed that constructions of the form "if P, Q" are capable of conveying a number of different relations between antecedent and consequent, with pragmatics playing a central role in determining these relations. Controversy concerns what the conventional contribution of the if-clause is, how it constrains the pragmatic processes, and what those processes are. In this essay, I begin to argue that the conventional contribution of if-clauses to semantics is exhausted by the fact that these clauses introduce a proposition without presenting it as true so that the consequent can be understood in relation to it. Given our cognitive interests in such non-truth-presentational introductions, conditionals will make salient the wide but nevertheless disciplined variety of contents that we naturally attribute to them; no further substantial constraints of the sorts proposed by standard theories of conditionals are needed to explain the phenomena. If this is correct, it provides prima facie evidence for a radically contextualist account of conditionals according to which conditionals have no truth-evaluable or intuitively complete content absent some contextually provided, sufficiently salient relation between antecedent and consequent.
6 here, my main concern is to present the central pieces of my own positive explanation. Even if the comparative part of the argument should fail, however, I think that the explanations provided here will prove fruitful for those trying to understand conditionals and their role in reasoning and discourse. Since the pragmatic explanations build on a minimal, uncontroversial assumption about the conventional contribution of the ifclause, they are also likely to be available to theories that make more substantive assumptions.
The organization of the essay is straightforward. In the next section, I make some preliminary remarks about factors that might affect the salience of relations between antecedent and consequent, and present non-truth-presentational introduction. In later sections, I look at different sorts of relations that conditionals are likely to make salient given this minimal conventional contribution, and explain how conditionals expressing these 6 Björnsson (2007, 2008, ms1, ms2) example, just about any declarative conditional can be understood as expressing either an epistemic or a causal consequence relation, given the right context. Consider (5) set in a context where it is believed that the addressee's hunger is a sure sign that there is a certain kind of food in the kitchen, or (11) set in a context where a magical book follows one's gaze around; or consider (9) set in a context where the rules of etiquette are such that a certain conversational topic calls for certain menu choices. Whatever the correct account is of the conventional contribution of the if-clause, there is no doubt that contextual factors affect the interpretation.
It is equally uncontroversial, and well illustrated by (1) through (14) , that the contents of the if-clause and the main clause play an important role in determining what relation between the two we take the conditional to convey. Apparently, we attribute a relation of causal consequence when the two contents are of a sort that are likely to stand in that causal relation;
we attribute a relation of relevance when it seems likely that the content of the main clause would be relevant to a need or goal indicated by the if-clause, and so forth. This illustrates that an important role is played by general expectations about what sort of relations hold 8 Björnsson and Gregoromichelaki (forthcoming) such as "if it rained, we stayed indoors playing cards" or "if a dog barks, it feels threatened", meaning roughly "whenever it rained, we stayed indoors playing cards" and "whenever a dog barks, it feels threatened". In such conditionals, the if-clause introduces a "gappy" proposition that is true or false only relative to a certain time or a certain individual. (If one wants to think of propositions as bearers of non-relative truth, non-truth-presentational introduction needs to be reformulated in terms of their gappy not-quite-propositional relatives.) However, the discussion here will be almost exclusively concerned with particularized conditionals. 10 Grice (1975) , Smith and Smith (1988) , Noh (1998) Allott and Uchida (2009) . Jackson (1987) defends the idea that material implication exhausts the truth-conditional conventional meaning of indicative conditionals, but thinks that there is a further constraint on acceptability. 11 Stalnaker (1981) , Nolan (2003) DRAFT. FINAL VERSION PUBLISHED IN K. P. TURNER (ED.), MAKING SEMANTICS PRAGMATIC HTTP://DX.DOI.ORG/10.1108/S1472-7870(2011)0000024007 that P. 12 Finally, according to expressivist theories, the conventional meaning is given by the epistemic condition that the credence assigned to "if P, Q" is the probability of Q conditional upon P.
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What I will argue, in effect, is that none of these further characterizations of the conventional contribution of if-clauses are needed to explain constraints on the contents of conditionals. The reason is that introducing a proposition without presenting it as true activates a restricted range of cognitive or conversational purposes that provide an immediate cognitive context for the interpretation of the relation between antecedent and consequent.
Only relations that are relevant to those purposes will seem to be part of the content of the conditional. Furthermore, only some relations relevant to these purposes are straightforwardly activated without added qualifications. In particular, relations that are straightforwardly activated by declarative conditionals either support modus ponens or imply that the consequent is categorically presented as true, thus implying the material implication (with some interesting exceptions).
The cognitive context into which we most often introduce propositions without presenting them as true is that of contingency planning. In sections 4 through 8, we will look at a number of relations that are especially salient in that context, in particular relations of consequence, independence and practical relevance. The vast majority of conditionals express one of these relations, and in particular the relation of consequence.
Consequence
Contingency planning largely consists of thinking about what might be the case or might be done, and what follows from that. To understand contingency planning, then, we need to understand our thinking about one thing following from another, or thoughts involving the consequence relation. One might suspect that the consequence relation is in turn best understood in terms of conditionals: to think that Q follows from P is to think that if P is the case, Q is the case. However, given that conditionals often do not express a consequence relation between antecedent and consequent, we still need an analysis of the thoughts involved in the relevant conditionals, i.e. those that concern a consequence relation. In what 12 Edgington (1995: 287-291) , Barker (1995) , Bennett (2003: 124-126) , Barnett (2006) 13 Edgington (1995) , Bennett (2003: chs. 4-11) DRAFT. FINAL VERSION PUBLISHED IN K. P. TURNER (ED.), MAKING SEMANTICS PRAGMATIC HTTP://DX.DOI.ORG/10.1108/S1472-7870(2011)0000024007 follows I will suggest a way to understand such thoughts that fits with a plausible view of human cognition and is detailed enough to make intelligible the relation between such thoughts and conditionals.
To ease the exposition, I will use "A" and "B" as dummy predicates, and use "A*" and "B*" as names for propositions to the effect that some particular individual or ordered n-tuple is A, or that it is B, respectively.
To understand consequence relations and thoughts concerning such relations, start with the notion of a regularity fact -a fact to the effect that, within a certain domain, everything that is A is B -and the notion of the supporting conditions of such a fact -the conditions that define its domain. A regularity fact is especially interesting when (i) B is true about some but not all elements in its domain, and (ii) we can learn that it obtains and reliably identify elements of its domain as falling within that domain prior to establishing for each instance whether it is A or B. Call such regularity facts "lawlike".
Lawlike regularities might involve causes and effects (measles and fever), or two effects of the same cause (barometer falls and precipitation), or events in separate but regular processes (the departures of the Red Line and the arrival within five minutes of Bus 5), but also facts standing in mathematical or logical relationships (the dividend's being a prime and the quotient's not being an integer; a conjunct's being false and the conjunction's being false).
Some lawlike regularities are non-probabilistic laws without domain restrictionsmathematical and logical regularities, most clearly. Others hold for macroscopic objects within restricted spatiotemporal domains, say, or have supporting conditions with an irreducible ceteris paribus character that exclude "freak occurrences", or range over domains that are in some sense fundamentally indeterminate. 14 Moreover, many lawful regularities are regularities of statistical events to the effect that whenever something is the case, the probability for (relative frequency of) something else is such and such.
Keeping track of and relying on various kinds of lawlike regularity facts and their domains is a fundamental cognitive task for any creature capable of adjusting its behavior to the circumstances and of learning new ways of doing so. This task relies on two capacities. It 14 For this reason, one might think that physics is fundamentally indeterministic but still think that the fact that the ball fell to the floor followed from the fact that it was dropped: there is a universal correlation between these two kinds of events when things are arranged thus and so and no freak event occurs. Should the ball remain midair or fly sideways and land on the sofa, that is a freak event, meaning that the case is outside of the domain of the regularity. requires, first, a reliable mechanism that produces inferences from A* to B* and from ¬B* to ¬A*, and, second, a reliable capacity to identify elements of the relevant domain. We can call this recognitional and inferential ability a concept of the regularity fact in question, and we can say that the elements of its domain fall under or satisfy this concept.
Possessors of a regularity concept need not have correct or even explicit representations of the relevant A and B or the supporting conditions of the regularity. We often begin forming a regularity concept after encountering a few instances, only later learning exactly what conditions it relies on and the nature of the related properties. In many ways, learning about a regularity is like learning about a natural kind. Our primary way of learning about regularities is presumably through exposition to a wealth of its instances and induction-like processes.
But a number of other ways are available: we can encounter a single instance of the regularity and recognize it as a case of a more general kind of regularity, thereby forming a concept of the specific lawlike regularity (learning that command + w closes the active window by seeing it happen once and taking it to depend on the normal designed functioning of the operating system, whatever that might be); we can similarly use knowledge of general regularities to deduce local regularities; we can quite simply be told that a certain kind of event is universally or most often accompanied by another kind of event, thus inheriting the concept from someone else who has actually encountered the regularity or done the deduction; or we can form such a concept in response to hearing a conditional ("if you press command + w, the active window is closed"). The last case is a bit like seeing a particular instance of a regularity as an instance of a more general kind of regularity, and a bit like being told explicitly that there is a certain kind of regularity that ranges over the present case.
Suppose that this story is roughly correct. Then it seems plausible that when we pretheoretically think that a certain case is such that A implies B, or that B follows from or is a consequence of A, we are taking that case to fall under the concept of some lawlike regularity.
Moreover, it would be no wonder that consequence relations are highly relevant to the central cognitive interests we have in non-truth-presentational introductions of propositions, and so no wonder that this is what we intuitively take most conditionals to convey.
Taking a certain regularity concept to apply in a particular case disposes us to employ the concept's capacities in relation to that case. Most obviously it disposes us to infer B* from A* and ¬A* from ¬B*, but it also disposes us to learn from the case at hand about the domain of the regularity, extending these dispositions to cases that strike us as relevantly alike. In order for these dispositions to reliably lead to true conclusions and further correct applications of Talk about what needs to be the case for applications of a regularity concept to "reliably" lead to true conclusions and further correct applications of the concept can perhaps best be spelled out in historical, etiological terms: our continued employment of regularity concepts is explained by the fact that they tend to successfully guide actions in ways that rely on the successful tracking of regularities and location of cases within their domains (see e.g. Millikan 1984 Millikan , 2000 Millikan , 2005 . 16 Probabilistic cases raise a host of difficult problems that I cannot deal with here. Edgington (1995 Edgington ( , 2008 Once we begin thinking about such cases, it seems possible that many consequence conditionals only present part of their supporting conditions as true. Suppose that I tell a friend who needs to go to the airport that he will be there with plenty of time to spare if he leaves three hours before departure, but that a major earthquake blocks both railway and roads leading to the airport for several days. At the very least, it is not completely clear that my utterance implied that there would be no earthquake (or that my friend wouldn't be hit by a car when crossing the street to fetch a taxi, or that he wouldn't die of a heart attack just after leaving). Obviously, this point generalizes to other consequence conditionals with supporting conditions that might be undermined by freak events that both speakers and hearers can justifiably ignore.
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If this is correct, one sort of qualified consequence relation might be communicated without explicit qualifications of the conditionals, and that might seem to contradict our previous explanation of why makes probable and excludes typically require such qualifications. But this sort is different: in constructing representations of scenarios for contingency planning we regularly do disregard freak occurrences unless their possibility has 17 The conditional promise aspect of (20) is inessential to the phenomenon:
(i) I know these gals: they are tough but not irresponsible. They'll play an even tougher game if it is raining or sleeting, but they'll stop immediately if there is lightning.
18 For further discussion of counterexamples to modus ponens from a contextualist point of view, see Lycan (2001, 57-69 been explicitly raised. They are not part of our representations of possibilities, but rather of a general understanding that such representations are simplifications.
Independence
We now have a pragmatic explanation of why, given non-truth-presentational introduction, conditionals will be taken to express consequence relations that support modus ponens (at least under normal circumstances), but not similar but weaker relations. However, there is another class of relations that are highly relevant to contingency planning but resist this explanation. These are independence relations, expressed in conditionals like (4) above and in (21) and (22) below:
(21) If you ignore him, he'll still adore your.
(22) Even if we downsize, we still have to pay the computer licenses.
Intuitively, such conditionals convey that the consequent holds independently of the antecedent. In most cases, such interpretations depend on semantic markers like "even" or "still". Contrast (21) and (22) with (23) and (24), which seem to force consequence readings:
(23) If you ignore him, he'll adore your.
(24) If we downsize, we have to pay the computer licenses.
However, the requirement of semantic markers cannot be explained with reference to a need for corresponding explicit markers in our representations of hypothetical scenarios, as in the case of probabilistic, possibilistic or exclusionary relations: the hypothetical scenarios reflecting independence conditionals will contain the conjunction of antecedent and consequent, unqualified, just as for consequence conditionals. If our explanation of why consequence conditionals need no marker is correct, there must be some other explanation of the requirement in the case of independence conditionals.
A first suggestion invokes the ubiquity of independence relations: any arbitrary fact is causally and epistemically independent from just about every other fact. Perhaps, then, independence interpretations are not naturally available for (23) and (24) independence relation does stand out, and cases suggest that is not enough. The independence relation expressed by (21) is out of the ordinary, but still not available for the interpretation of (23).
Something more is apparently needed to explain the requirement of markers, and I suspect that the complete explanation involves the fact that explicitly or consciously thinking that B holds independently of A is a much more complex state of mind than thinking that B is a consequence of A. For that reason, it needs more specific prompting to be activated by an utterance and for the independence relation to be made salient.
Because of the ubiquity of independence relations, we most likely operate with a general presumption of independence. If we think that B* and do not take some A* to affect the probability of B*, we reason and act as if B* holds independently of A*, even if we have no explicit representation of this particular independence, or perhaps not even an explicit representation of A*. This morning, for example, I thought that I would be working on this essay, and I presumably acted as if this was independent of whether my left and right hands would touch during breakfast. But I had no explicit or conscious thought that working on the essay was independent of hand touching.
Given that independence is a default assumption, conscious or explicit thoughts to the effect that B* is independent of A* would consist in the conscious or explicit representation of a negative outcome of an explicit test for dependence, or the negation of claims of dependence. Contrast this with the thought that A* implies B*, which, I have suggested, consists in the simple activation of a basic inferential mechanism. Because of this contrast between our explicit thoughts about independence relations on the one hand, and about consequence relations on the other, we can expect the activation of the former to need much more specific prompting. It thus makes sense that conditionals are not easily understood as conveying independence relations in the absence of markers like "even" or "still". the hypothetical scenarios built from such relations must be more complex than those built from consequence relations.
Notice that the claim here is that the comparative inaccessibility of independence relations as contents of conditionals is not merely due to their ubiquity. I am not saying that there cannot be unmarked independence conditionals; there are: "Don't worry, they're a tough bunch. They'll play Saturday if it is raining, for sure." However, those that seem most natural typically One would of course want to know just how such markers point us towards an independence relation. This is not the place to fully analyze these markers-there is considerable literature on the topic-but it is intuitively clear how they do their job. 21 "Even"
seems to indicate that its target was less likely to figure in the relevant context than some relevant alternative(s): "Even Granny had some of the wine" indicates that Granny was less likely than some relevant others to have some of the wine; "Granny even had some wine"
indicates that having some wine was less likely than some relevant alternative activities of hers. When "even" modifies conditionals, it seems to indicate that the consequent is less likely given the if-clause than given some relevant alternative condition: "The light is on even if you flip the switch down". 22 Similarly, "still" indicates constancy in one dimension across change in another (time, space, events, conditions), conversationally implying that such constancy might not have been the case: "Farther east, the forest is still dense"; "Granny is still singing"; "It was better than the last one, but still not good enough". In conditionals indicating independence, the implied constancy is across relevant possible conditions, one among which is indicated by the antecedent: "If you take the scenic road, you will still be there on time". Other locutions indicating constancy can serve the same function, at least in → if-clause allows us to start processing the consequent, possibly priming a non-conditional reading, before relating it to the antecedent, thus favoring an interpretation on which the consequent is presented as true. Another is a difference in phenomenology and processing between the two kinds of relations. Based on my own phenomenology, consequence relations seem to be most naturally experienced and processed starting with the ground and proceeding to the consequencehence talk about what "follows" from what-whereas the experience of independence relations naturally begin with the independent condition before proceeding to that from which it is independent. This should make relations more accessible from conditionals that present clauses in the same order: consequence conditionals with prepended if-clauses, and independence relations with appended ones.) 21 For analyses of "even" with attempts to explain the character of "even if" conditionals, see Lycan (2001: chs. 5-6) and Bennett (2003: ch. 17 ). 22 We often use "even if" in contexts where it is taken for granted that the antecedent holds. For example:
(i) Even if we know that there are some people who are happier, … we also know that they rarely become so by being educated as outlaws (Williams 2006, p. 48) .
(ii) Even if liberty or freedom of this kind is something to write home about, it is so only when one feels obliged to write and has nothing momentous to report (Mele 2009, 84) .
It is noteworthy that "If P, still Q" conditionals do less well in communicating the truth-presenting nature of the if-clause in such contexts. The explanation, I suggest, is that our primary interpretive task with "even if" conditionals is to find the relevant comparison between the targets for "even" and some relevant class of comparison objects, providing a context where the introduction of a proposition not presented as true indicates that the relevant comparison is between possibilities. This removes the pressure to identify some other purpose for the non-truth-presentational introduction, including the purposes of contingency planning, expression of uncertainty and perspective taking.
DRAFT. FINAL VERSION PUBLISHED IN K. P. TURNER (ED.), MAKING SEMANTICS PRAGMATIC HTTP://DX.DOI.ORG/10.1108/S1472-7870(2011)0000024007 the right context: "stay", "continue", "go on", "remain": "If I flip the switch down, the light stays on", "The game will continue if it starts to rain", "Life will go on if she leaves you, you know", "If the battle is won, the war remains". (25) If you don't invite him to the party, he won't blame you.
(26) The substance won't ignite if you touch it.
(27) If you ask him, he won't bite your head off.
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Given the right context, these conditionals could be understood as consequence conditionals, but the contents of the two clauses strongly invite an independence reading. Even without recourse to "even", "still" or relatives, such readings seems comparatively accessible when consequents are put in negative terms. The question is why.
One possible explanation of why negative consequents make independence relations more easily accessible is that, unlike their positive counterparts, they contain the explicit 23 Relatedly, independence relations can be expressed using pairs of conditionals, as in "You are damned if you do, and damned if you don't." In such cases, though, neither consequence nor independence relations are expressed by the individual conditionals. Rather, they express a relation that seems to be neutral with regard to consequence and independence: a relation of "accompaniment", we might say. 24 The expression "semifactual" comes from Goodman (1947: 114-115) . Se also Lycan (2001: 20-21, 31-36) .
The following might be an example where the alternative conditions are non-exhaustive: "Even if we beg with a pretty 'please', he still won't help. We need to pay him."
Like consequence conditionals, independence conditionals need not express that all supporting conditions of the consequence relation hold. Here is the example from which (20) was derived: "I'll be polite even if you insult me, but I won't be polite if you insult my wife" (Lycan 2001: 63) .
25 Lycan (2001: 21) ; for an early treatment, see Davis (1983) , who calls conditionals without a-temporal "then" at the beginning of the main clause "weak". and the positive counterpart of the negative consequent. If it is more plausible that a consequence relation would hold between the latter, the relation between antecedent and consequent will in turn be seen as an independence relation that rules out that consequence relation. However, if it is more plausible that a consequent relation would hold between antecedent and consequent, that is still how the conditional is read:
(28) If you ignore him, he won't adore your.
(29) If we downsize, we will not have to pay computer licenses.
Embedding and its limits
Examples like (15) The possibility of understanding a paradigmatic conditional with only a vague or disjunctive content in mind solves a well-known puzzle concerning conditionals embedded in various contexts, such as in antecedents of other conditionals. On the one hand, many such constructions involving consequence or independence conditionals seem perfectly intelligible:
(31) If Jack will be happy if you hold his hand, he will be ecstatic if you give him a kiss.
(32) If they will play even if it snows, they are tougher than I thought.
On the other hand, some are very hard to grasp, even though the embedded conditional is not.
Take the standard illustration, from Allan Gibbard (1981: 235) :
(33) If Kripke was there if Strawson was, then Anscombe was there.
The antecedent here contains (30), and both it and the consequent seem to make sense independently. (33) as a whole does not, however. This contrast has been taken to suggest that there is no general way of decoding embedded conditionals, and thus to provide prima facie evidence that conditionals lack truth-conditions. 27 But occasional failures to embed is just what we should expect given relational contextualism, that is, given that truth-evaluable contents are assigned pragmatically. The reason that (33) seems unintelligible is simply that our vague and disjunctive understanding of (30) makes the antecedent of (33) correspondingly indeterminate. Because of this, it is very hard to see how it might relate to the consequent, for it is hard to see how the consequent could follow from such an indeterminate affair.
(33) appears to be almost completely unintelligible for the very same reason that (15) does: it does not make immediately salient any relevant enough relation. Given this account, the seeming unintelligibility of certain embedding constructions only provides another 26 That doesn't mean, though, that we understand conditionals as having more specific contents by first grasping these nonspecific relations and then pragmatically enrich them. In most contexts, more specific relations will tend to be more salient, and thus more likely to attract our interpretation mechanisms. 27 Edgington (1995: 280-284 illustration of the fact that some conditionals lack definite enough contents to be truthevaluable.
Epistemic context dependence
According to the guiding hypothesis of the last sections, the interpretation of conditionals is constrained by the assumption that the relation between antecedent and consequent is relevant to the purpose of non-truth-presentational introduction of the if-clause. Given this constraint, I
have argued, we should expect most conditionals to be consequence conditionals, and to support modus ponens. This provides the beginning of an explanation of the central logical properties of conditionals. In this section, I will argue that the same assumption lets us understand the way in which indicative conditionals are sensitive to epistemic perspectives. Gibbard (1981: 231-232) 29 Edgington (1995: 293-296 The first part of the explanation is that, generally speaking, subjective factors are likely to affect the content we intuitively ascribe to conditionals. For example, different concepts of regularities ranging over antecedent and consequent will be differently accessible depending on whether we think that they apply in the case at hand, since such concepts will be especially relevant to both contingency planning and for inferences about the actual case, other things being equal. If we had believed that barometers magically influence the weather, (36) below would naturally have been understood as expressing a direct causal consequence relation.
(36) If the barometer falls, it will rain.
This provides a plausible explanation of why Ann accepts (34) and Beth (35). Both know that the treasure is in one of two places-Ann that it is in either C1 or C2 and Beth that it is in either C1 or C3-and both know that when something is in exactly one of two places and isn't in the first, it is in the second.
The same explanation does not, however, tell us what content Ann assigns to (35) (or Beth to (34)) before rejecting it. Intuitively, they do not have any definite consequence relation in 30 For example, if Ann had merely been judging whether the corresponding material implication holds, she would not have had grounds for rejecting (35), rather than assigning it, say, a .5 probability. 31 Adams (1975) , Edgington (1995) , Bennett (2003) 32 Stalnaker (1981) , Nolan (2003) , Weatherson (2009 Her reason for rejecting this is two-fold. First, she knows that the treasure isn't in C3. This fact rules out that Ann could infer the consequent from the antecedent if she should learn that the treasure isn't in C1, thus blocking the most obvious use of the conditional. 35 Second, Ann knows of nothing that would allow her to infer that the treasure is in C1 from the fact that it isn't in C3. Thus, no consequence relation between the two conditions could be relevant in the normal way to her contingency planning: productive use of both modus ponens and modus tollens is ruled out. (Obviously, the same holds, mutatis mutandis, for Beth and (34).)
We have seen, then, how epistemic circumstances affect the content assigned to a conditional in those circumstances, and so affect whether an "if P, Q" construction will seem acceptable or not. In the case where no definite consequence relation could be assigned, the epistemic circumstances could still make it clear enough what sort of consequence relation would be relevant, or that none would, thus providing sufficient ground for rejecting the conditional.
In other cases, the relevance of consequence relations is undermined in more subtle ways.
Suppose that Clara is reasonably confident that the treasure is in C1, and so reasonably confident that it is in either C1 or C2. For Ann, confidence in that disjunction inclined her to accept (34), but Clara is unmoved. The reason is not that she knows that the antecedent is false, thus ruling out inferences from antecedent to consequent and making modus tollens redundant, analogously to how Ann's knowledge that the treasure was not in C3 ruled out the employment of any consequence relation expressed by (35). For although Clara is reasonably 34 The pragmatic "definition" should be understood as fixing the reference of the regularity concept rather than as providing essential properties of the regularity. confident that the antecedent of (34) is false, she is not certain. Rather, she lacks inclination to accept (34) because her ground for accepting the disjunction is itself equally strong ground to think that the antecedent is false. Insofar as she relies on this ground, it rules out rationally inferring the consequent from the antecedent; conversely, if she considers the possibility that the antecedent is true, she is simultaneously suspending belief in the grounds for accepting the disjunction. For the same reason, her ground rules out productively or non-redundantly inferring the negation of the antecedent from the negation of the consequent: it supports that conclusion directly, without recourse to modus tollens. Because of this, the consequence relation supported by the disjunction that grounded Ann's acceptance of (34) would be groundless relative to the purpose of contingency planning in Clara's epistemic circumstances, and thus not a candidate for the content of (34).
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If I have been correct about the explanation of how Ann's, Beth's and Clara's epistemic circumstances determine what conditionals they accept, it leaves the question of why they would still assign a consequence content to the conditionals and judge that they cannot accept it, rather than think that there is no determinate enough content to accept or reject. The simple answer, it seems, is that the consequence reading is the most accessible, and is accessible Similarly where other types of relations than consequence are made somewhat salient:
(37) If you need something to drink later on, the treasure is not in C2.
(38) If we are only talking about taste, the treasure is in C3.
36 Instead of straightforwardly rejecting (34), people in Clara's position might well be inclined to rephrase the conditional in probabilistic or possibilistic terms: "If the treasure is not in C1, it might be in C2". The reason, I propose, is that probabilistic or negative judgments about conditionals are easily understood as pertaining to the consequent. Since there is no relevant consequence relation supporting "if the treasure is not in C1, it is not in C2", Clara would be unwilling to reject (34) without qualification.
Notice that Clara's refusal to accept (34) is based on the fact that her reasons for accepting the disjunction are reasons to reject the antecedent, not on her prediction that she would reject the disjunction if she came to believe the consequent.
Conditionals like "If he embezzled, we will never know" can be perfectly acceptable and knowable even though we would predictably reject them if we learned that the antecedent was true or the consequent false. The reason is that our grounds for accepting them might do nothing to suggest that the antecedent is false. Neither (37) and (38) have a clear sense, because the content of their antecedents make salient relations of relevance and perspective, respectively, for which their consequents fail to provide sensible relata. In the case of Ann's interpretation of (35) and Clara's of (34), neither of these problems arise: antecedents invite no non-consequential relation and both Ann and Clara find themselves in salient epistemic circumstances in relation to the treasure and its whereabouts.
Importantly, the explanation of epistemic context dependence offered here does not imply that every difference in epistemic context implies a difference in the intuitive content of the conditional. 37 People who know that the treasure is in either C1 or C2 but not in which of the two can all have the same consequence relation in mind as Ann when tokening (34), independently of various and great differences in epistemic circumstances. Moreover, since we know that Ann's thought is based on this mix of knowledge and ignorance, we can understand the particular consequence relation she has in mind without sharing her particular epistemic context. It is true that epistemic contexts do play a role in fixing the relevant sort of consequence relation, and they seem to play an ineliminable role when conditionals are rejected without being given a definite content, as when Ann rejects (35). However, understanding just what content Ann rejects when rejecting (35) still does not involve grasping Ann's epistemic perspective in its entirety. It is enough to grasp the few aspects of it that I have spelled out here: that she knows that the treasure is not in C3 and lacks reasons to think that it must be in either C1 or C3.
Epistemic context dependence also explains one notable sort of apparent counterexample to modus ponens, due to Vann McGee (1985) , and a peculiarity of embedded conditionals.
Here One relation that is absolutely central to contingency planning is that involved in conditional intentions, naturally expressed by conditionals with first-person action consequents like:
(41) If it snows tonight, we'll go to the mountains tomorrow.
Analogous relations are expressed as conditional commands, as in (42) below, or in the third person form by decision-making authorities, as exemplified by (43) The reason for this, again, is that such relations cannot be fitted into our cognitive map of reality without added probabilistic or modal qualifications, and so will be less easily activated than a consequent-implying relevance relation.
41
Thus far, we have covered the most prominent relations of relevance for contingency planning involving thoughts about merely possible conditions: relations involved in contingency plans or conditional intentions; relations of consequences of contingencies, or 40 Example (48) is from Noh (1998, 294) .
41 Relevance conditionals are often described as speech act or discourse conditionals, with antecedents specifying the circumstances under which the consequent is discourse relevant. In Björnsson (ms1), I argue that this is wrong: relevance conditionals primarily convey contents relating facts to possible concerns, contents that often embed in unasserted contexts and as objects of propositional attitudes.
DRAFT. FINAL VERSION PUBLISHED IN K. P. TURNER (ED.), MAKING SEMANTICS PRAGMATIC HTTP://DX.DOI.ORG/10.1108/S1472-7870 (2011)0000024007 independence of contingencies; and relations of relevance to various consequences or dependence relations relative to possible goals. The guiding assumption has been that conditionals are assigned contents that they make immediately salient and that such salience is primarily determined by the content's relevance to purposes for which it makes sense to introduce a proposition without presenting it as true. Applying the assumption to the most prominent purpose of non-truth-presentational introduction, that of contingency planning, I
have argued that we could expect if-conditionals to express just the relations that they most commonly express: relations of consequence, independence, relevance and conditional commitment. I have also explained why, given that assumption, we should not expect ifconditionals to express any of a number of neighboring relations. Furthermore, I have argued that the contents that we can expect to be expressed are contents that satisfy material implication: they either present the consequent as true or support modus ponens (at least under "normal" circumstances). I have also argued that we should expect some conditionals to resist intelligible embedding, and expect stand-off cases that illustrate epistemic context dependence. This goes a long way towards making sense of the restrictions that we see on the contents that are expressed by indicative conditionals.
To further indicate how this pragmatic approach can account for the variety of contents that are nevertheless possible, I will briefly mention three other kinds of purpose for which non-truth-presentational introduction makes sense-the expression of speaker uncertainty about speech act prerequisites, hypothetical reasoning from someone else's premises, and perspective taking.
Speaker uncertainty about speech act prerequisites
The most obvious reason to introduce a proposition without presenting it as true is probably that it is epistemically open and thus an interesting topic for contingency planning. At other times, however, uncertainty might concern prerequisites for the success or appropriateness of the speech act one wants to perform. Both speakers and hearers are highly sensitive to whether such prerequisites are satisfied. When the antecedent of a conditional expresses what could be a prerequisite for a speech act performed by the main clause, the conditional will therefore naturally be taken to express exactly this: uncertainty about whether this prerequisite for the speech act is satisfied. Such interpretations are triggered by (13) and (14), reproduced below as (50) and (51), as well as by (52) (51) If I may toot my own horn, our group made the transition months ago.
(52) If I don't see you again before then, I hope you have a happy birthday.
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It is clear enough how the if-clauses of (50), (51) and (52) would express speaker uncertainty about prerequisites for, respectively, the intelligibility, social appropriateness and appropriate timing of speech acts made by uttering the main clause. To give a general characterization of the content of prerequisite conditionals, let R signify categories of speech act perfection, such as intelligibility and social appropriateness. Given this, prerequisite conditionals of the form "If P, Q" seem to express contents of the form: The speaker is unsure whether P, which is an R-prerequisite for: Q.
What we should note is that prerequisite conditionals do not, typically, express conditional speech acts. Whether or not the antecedent is true, the speaker of (50), (51) and (52) would have made her assertion, or expressed her birthday wishes. While prerequisite conditionals express relations to speech acts, they are thus importantly unlike conditionals with main clauses whose illocutionary force is conditional upon the antecedent. the latter because of our sensitivity to such prerequisites in communication. Given that these prominent contexts involve uncertainty about the truth of the antecedent, it is no wonder that in many contexts where P is taken for granted, "if P" will seem infelicitous:
42 Example (52) is from Siegel (2006, 180) . 43 It might be worth noting that some conditionals seem to express both a conditional speech act and uncertainty about prerequisites for appropriateness of the speech act (conditionally) expressed by the main clause:
(i) If you don't mind me asking, why didn't you respond to the allegations?
It might also be worth noting that prerequisite conditionals are unlike relevance conditionals, which do not concern speech acts at all. In many ways, then, the common practice of treating these three kinds of conditionals on a par as "speech act conditionals", "biscuit conditionals" or "relevance conditionals" glosses over fundamental semantic differences. By adding "if he is", the speaker seems to introduce an element of significant uncertainty that jars with the prior assertion. Similarly, the following would sound odd to people with a modicum of knowledge about recent history:
(54) If Bill Clinton was President in the 90s, he didn't do enough to repeal "Don't ask, don't tell!"
On the other hand, "if P" can often be used without seemingly implying doubt concerning the antecedent: The contrast between the oddness of (53) and (54) and the naturalness of (55), (56) and (57) calls for an explanation. The first part of that explanation must be an account of a cognitive context where non-truth-presentational introduction makes sense even though the antecedent is already taken for granted; the second part must be an account of why that context is unavailable when we interpret (53) and (54).
44 Example (56) is from Haegeman (2003: 321) . 45 These are what Iatridou (1991: 58-59, e.g.) Generally speaking, non-truth-presentational introduction makes sense when a proposition is meant to be the starting point or premise for further reasoning, but where there is no interest in presenting it as true. In contexts of contingency planning, the reason not to present a proposition as true is that its truth is not taken for granted. But there might be other reasons.
One reason would be that one takes the antecedent to be false and hopes to show that it is by adducing evidence against it; another is to engage in reasoning on behalf of someone else with an eye to increasing consistency:
(58) A: My friend Joe, whom you haven't met, is very smart.
B: Oh yeah? If he's so smart why isn't he rich?
(59) A: This book that I'm reading is really stupid.
B: I haven't read it, but if it's so stupid you shouldn't bother with it.
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(60) Mother: Oh, you're cold. Your lips look blue with cold.
Son: If I'm cold, please let me use your shawl.
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The reason at play in (55), (56) and (57), however, seems to be a lack of independent authority concerning the truth of the antecedent: the speaker is merely repeating a proposition introduced by someone else or in a different context, taking it on their authority. This is confirmed by the fact that their antecedents are naturally explicated with reference to the authority in question, as in:
(61) If, as you say, he has treated you like a slave, why don't you leave him?
It is quite clear why these purposes for introducing a premise for further reasoning are unlikely to be operative in (53) and (54). In (53), the antecedent is not taken on some prior authority; the speaker is the authority in question. In (54), the speaker is likely to be as much of an authority on the antecedent as his audience. 48 In neither case do we get any reason to 46 Iatridou (1991: 59) 47 Noh (1998: 278) 48 There are apparent counterexamples, where speakers seem to be current authorities on the truth of the antecedent:
(i) Don't you worry about Tom; he is here now. If he is here, he feels good.
However, the antecedent of the conditional in (i) is not specifically concerned with the situation described in the nonconditional first conjunct, as revealed by the fact that the following seems less natural:
(ii) Tom is here now. If he is here now, he feels good.
One explanation for why (i) is natural and (ii) less so is that the conditional in the former is understood as expressing a habitual or ceteris paribus generalization: think that the speaker is engaged in a reductio of the antecedent or is arguing from the point of view of someone else.
Since antecedents can be introduced in contexts without uncertainty as premises for much the same sorts of reasoning that matter in contingency planning, we can expect these conditionals to convey relations of consequence, independence and relevance, and to be used for conditional speech acts. By contrast, we should not expect them to express speech act requirements.
Perspective taking
I will mention one final kind of cognitive context where non-truth-presentational introduction makes sense: contexts where understanding the consequent requires taking some (typically non-actual) perspective. 49 If the antecedent can be seen as indicating such a perspective, this relation to the consequent is likely to be highly salient. The relation would matter greatly for interpretation, and interpretation is highly sensitive to various kinds of perspective. We have already seen conditionals that invoke perspectives, in (9), (10), (11) and (12), reproduced her as (62), (63), (64) and (65):
(62) If we are only talking about taste, you should order the fried mozzarella sticks.
Whenever Tom is here (and there are no contravening circumstances), he feels good.
Such generalizations have the truth-conditions of REG, i.e. (x)((Ax∧Cx)⊃Bx) ∧ Cs, minus the second conjunct. However, when expressed in contexts where their applicability to the present case is presupposed, such expressions pragmatically imply that Cs holds, thus in effect mimicking the content of a regular particular consequence conditional. When "now" is added to the antecedent in (ii), the generalized interpretation is blocked. Conditionals are easily interpreted as generalizations for much the same reason as they are interpreted as expressing consequence relations: our regularity concepts form a core part of our cognition. In the case of generalized conditionals, the antecedent introduces a gappy proposition-one that is only true or false relative to a situation-without presenting it as true.
Another sort of counterexample involves conjunctions:
(iv) Tom is here now, and if he is here now, he feels good. This is a little bit odd, but not nearly as odd as (ii) or (53 Reference to what the agent wants-escape, to go to Harlem-suggests that "should" relates the action to the standard of best increasing the agent's chances of doing just that (without 50 The meaning of "X should Y" is famously context dependent, meaning roughly that X's Y-ing would satisfy some relevant standards, standards that are determined by the context of utterance. See Kratzer (1977 unduly undermining his other interests), in which case the truth of the consequent might be independent of the antecedent: whether the crook wants to escape or not, the best way to escape might be to kill the guard silently with a knife. Alternatively, reference to what the agent wants might suggest that "should" relates the action to a standard of best satisfying the agent's preferences and interests, period. In that case, the consequent is likely to be understood as following from the antecedent: it serves your interests best to take the A train if you want to go to Harlem, otherwise not.
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Conditionals whose antecedents determine the content of the consequents are likely to provide prima facie counterexamples to modus ponens, since modus ponens involves the detachment of the consequent from the antecedent, which might then be given a different content. Take the conditional in (67), which might seem true enough in the context of watching an action movie:
(69) If the crook wants to escape, he should kill the guard silently, with a knife.
The crook wants to escape.
Hence, the crook should kill the guard silently, with a knife.
One might well find the first two premises plausible but want to reject the conclusion; the crook should not kill anyone, but instead take the opportunity to give up his miserable life in crime. 52 For recent discussion of interactions between "if" and "ought", see Kolodny and MacFarlane (2010) and Finlay (2010) .
The apparent counterexamples to modus ponens are not limited to conditionals with conditionals or modals in the consequent, but also occur with some other perspective taking conditionals, such as (63) given epistemic requirements, 53 by suggesting stronger truth-conditions, 54 or by abandoning the idea of providing a truth-conditional analysis, opting instead for a characterization of the speech act performed when uttering a conditional, 55 or for a characterization of the state of mind expressed by conditionals.
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What we have seen here is how if-clauses' conventional function of introducing a proposition without presenting it as true might be sufficient to explain what is right about the requirement that conditionals satisfy material implication (while allowing for the sort of exceptions briefly discussed in section 4). We have seen why, among various kinds of neighboring relations, the consequence relation would be most easily accessible as we interpret conditionals, and we have seen why relevance conditionals present their consequents as true. But we can generalize these arguments and provide reason to think that the explanations extend to all if-conditionals: If, on the one hand, the conditional expresses some relation of dependence between antecedent and consequent, it will be a consequence conditional, supporting modus ponens (barring exception cases). To make salient probabilistically, modally weakened or exclusionary relations, we need explicit probabilistic, modal or negative markers, as the corresponding cognitive representations of the content are more complex. If, on the other hand, the conditional does not express a dependence relation, it will present the consequent as true. Again, presenting the consequent as merely probable or possible or as simply false requires explicit markers, as the corresponding cognitive representations are more complex.
Concluding remarks
I have hypothesized that the interpretation of conditionals is constrained by the assumption that the relation between antecedent and consequent is relevant to the purpose of non-truthpresentational introduction of the if-clause. This constraint, I have argued, can explain prominent features of the semantics of indicative conditionals. If correct, this gives us reason to think that non-truth-presentational introduction exhausts the semantic contribution of ifclauses, and that a form of relational contextualism is correct: conditionals have no truth-53 Jackson (1987) 54 Stalnaker (1981) , Nolan (2003) 55 Barnett (2006) , Edgington (1995) 56 Adams (1975) , Edgington (1995) , Bennett (2003) DRAFT Obviously, much work remains to be done, on many fronts. The account offered here needs to be extended to counterfactual conditionals. It needs to be integrated in a comprehensive theory about the syntax of conditionals and its interaction with semantics.
More needs to be said about how conditionals interact with other expressions, in particular modal and probabilistic expressions. Things need to be said about how regularity concepts figure in reasoning and interact with probabilistic thinking. Popular criticism directed at contextualist theories of conditionals must be answered. And it needs to be shown that other theories of conditionals run into problems that are better handled by relational contextualism.
Some of this work has been done or is under way. 57 But the arguments in this essay should be enough to show that relational contextualism is worth further examination. It offers a unified explanation of a wide variety of contents expressed by conditionals, without assimilating contents that are intuitively quite disparate and without divorcing the analysis of conditionals from the content that we intuitively take them to express. Moreover, it builds this explanation on non-truth-presentational introduction, an assumption about the conventional contribution of if-clauses that holds true on any plausible theory of conditionals. Even if it should fall short of explaining everything there is to explain about conditionals, it provides a minimal base on which further assumptions can be added-if needed.
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