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Abstract
DNA Image Cytometry is a method for the early diagnosis and prognosis of cancer.
It exploits, as a biomarker for cancer, the DNA content of morphologically suspicious
nuclei measured from digital images. Therefore, the identification of these suspicious
nuclei in a microscopic inspection is a crucial step of the method.
Until now, this task had to be performed by a pathological expert who required, on
the average, 40 minutes per slide—prohibitive for a wide-spread routine application.
This thesis presents image processing algorithms for accomplishing this task auto-
matically, the core component being classifiers which are capable of distinguishing
morphologically abnormal nuclei from normal nuclei, other types of nuclei, and ar-
tifacts. These algorithms were integrated into a software package, and a workflow
which loads the tedious work onto the machine leaving only critical tasks to the
responsible expert. This provides an overall solution, which was evaluated in three
clinically relevant applications: the identification of cancer cells in nuclei from serous
effusions and from brush biopsies of the oral cavity, and grading the malignancy of
prostate cancer biopsies.
The developed solution reduces the workload for the expert to 5 minutes per slide.
As compared the previous visual selection of nuclei, in addition both the diagnostic
accuracy and prognostic validity are increased.
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1 Introduction
Most cancers can be cured if treated early [1]. Since cancer is the uncontrolled
growth of cells, it can be diagnosed by the microscopic study of cells, called cy-
tology. Cells can be acquired non- or minimal-invasively, for example by brushing
mucosal membranes such as the oral cavity or the uterine cervix. This allows for the
use of cytology in screening for cancer. Cancer is found earlier [2], which increases
the probability of survival of patients. Additionally, the compliance for the non- or
minimal-invasive extraction of cells is higher than obtaining tissue for histological
examinations, which requires a biopsy or operation [3]. For a cytological examina-
tion, the extracted cells are deposited on glass slides and stained to make cells and
their nuclei visible by microscopic inspection. Conventional cytology is based on the
visual assessment of the morphology of cells and their nuclei by a cytopathologist.
The accuracy of this diagnosis, however, essentially depends on the experience of
the pathologist. Another pathologist might judge the same cells differently, thus
the interobserver reproducibility of cytological diagnoses often is only moderate [4].
Considering that an expert might see up to two million cells per day, cytology is also
prone to errors due to fatigue. For about 4% of the cases the cytological diagnosis
remains unclear, since conventional cytology often cannot definitely decide between
benign and malignant cells [5].
The most common and consistent property of solid tumors is an abnormal nuclear
DNA content [6,7]. DNA Image Cytometry is a cytological examination technique,
which exploits the DNA content of morphologically abnormal (dyscariotic) nuclei
as biomarker for cancer. The DNA content of individual nuclei is measured from
digital microscopic images of nuclei, employing a special staining technique and
dedicated image processing algorithms. Up to now, an expert systematically scans
a slide, visually identifies morphologically abnormal nuclei and selects them for
measurement. Finally, the DNA distribution of the selected nuclei is computed, and
the expert derives a diagnosis or prognosis based on the deviation of this distribution
from that of healthy cells [8, 9].
Often DNA Image Cytometry is used in addition to conventional cytological methods
for the following purposes:
• Identification of cancer cells, e.g. in nuclei from brush biopsies of the oral
cavity.
• Assessment of cytological or histological specimens suspicious of cancer, in
case a definite diagnosis cannot be assigned by these conventional methods
(adjuvant DNA Image Cytometry).
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• Grading the malignancy of tumors from tissue or cell specimens, e.g. from
prostate cancer biopsies.
The diagnostic accuracy and prognostic validity of DNA Image Cytometry are in
most cases superior to conventional cytology alone [10–13]. This is for two reasons:
First, it is based on the measurement of a specific and valid biomarker. Second, the
DNA distribution is solely based on the DNA content of abnormal nuclei [8, 9]. In
small tumors, there might be as little as several hundred abnormal among tens of
thousands of normal nuclei. Only by focusing exclusively on the abnormal nuclei,
they become detectable in the DNA distribution, which increases the diagnostic
sensitivity.
A major disadvantage of DNA Image Cytometry, however, is the time needed for
manually scanning a slide and visually identifying sufficient abnormal nuclei for
computing their DNA distribution. On the average, a pathological expert requires
40 minutes per slide. With most of the schools for cytotechnicians in Germany
being closed, soon there will be not enough skilled personnel available for this task.
Finally, the reimbursement by the German healthcare system does not cover the
expenses of DNA Image Cytometry for material and personnel. Thus despite of its
advantages, up to now the use of DNA Image Cytometry had been limited to a few
specialized institutions.
One approach to reduce the human workload is to automate time-consuming tasks:
A microscope with motorized stage and a digital camera systematically scans a
slide and acquire digital images of nuclei. Subsequently, a nucleus classifier identi-
fies clinically relevant nuclei in these images. For the sake of automation however,
most of the approaches presented in literature derive a diagnosis based on statistics
of nucleus features or the frequency of occurrence of nuclei with particular prop-
erties [14–22]. None is able to distinguish morphologically abnormal nuclei from
normal nuclei and all other objects of the slide [23]. Therefore, these approaches
cannot make use of the essential enhancement of sensitivity due to the restriction
on abnormal nuclei. As a consequence, they suffer diagnostic accuracy and are not
in line with international guidelines of DNA Image Cytometry [8, 9, 17,20].
1.1 Contributions
It is the aim of this thesis to support the pathologists by automating time-consuming
and tedious steps of manual DNA Image Cytometry and henceforth pave the way
to a broad application of DNA Image Cytometry in clinical routine. To this end,
this thesis provides the following contributions:
• Image processing algorithms which accomplish time-consuming steps of DNA
Image Cytometry: The main contributions are classifiers for nuclei originating
from body cavity effusions, prostate biopsies and cervical/oral brush biopsies.
The classifiers are able to distinguish abnormal from all other nucleus classes
2
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and artifacts. Since the classification is mainly based on features quantify-
ing the morphology, these classifiers perform a morphometric preselection of
abnormal nuclei, and the DNA distribution for diagnosis can exclusively be
derived from these nuclei. Another contribution is a segmentation pipeline
for the precise, unsupervised segmentation of nuclei stained for DNA Image
Cytometry.
• The translation of the developed algorithms into clinical routine: This is
achieved by the integration into a software package which can be used by
clinical end users, and by the implementation into a clinical workflow which
loads the tedious work onto the machine, leaving only the critical tasks to the
responsible expert.
• The evaluation of the developed algorithms and workflow as an integrated
solution in three applications: the identification of cancer cells in nuclei from
serous effusions and from brush biopsies of the oral cavity, and grading the
malignancy of prostate cancer biopsies. The evaluation was performed on
specimens from 203 patients.
• A proof-of-concept that DNA Image Cytometry can also be performed on
Whole Slide Imagers: These system scan glass slides considerably faster than
conventional microscopes with motorized stage and are equipped with a slide
loader for the automated batch processing of slides. Thus they have the po-
tential to increase the throughput of DNA Image Cytometry systems further.
• Image processing algorithms for the detection of felt tip marked ROIs from
an overview scan of the glass slide: These algorithms are required for the
automated batch processing of slides.
By means of these contributions, the following results were obtained:
• The presented solution reduces the workload for the expert from 40 down to
5 minutes.
• At the same time, the solution increases the diagnostic accuracy and prognostic
validity as compared to manual DNA Image Cytometry.
1.2 Organization
This thesis is organized as follows:
Chapter 2 presents the relevant medical background information for this thesis.
The first part is about conventional histological and cytological methods for can-
cer diagnostics and prognostics. Subsequently, the preparation of glass slides and
the principles of DNA Image Cytometry are explained. The latter method is then
compared to the conventional methods by quality criteria such as diagnostic ac-
curacy, reproducibility, and costs. The main hindrance for a broad application of
DNA Image Cytometry is the time needed to perform it manually. State-of-the-art
approaches to reduce this workload are presented and analyzed in more detail.
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In Chapter 3, image processing algorithms which were developed for accomplishing
time-consuming steps are presented. First, a brief overview of the image acquisition
processes is given. Subsequently, the segmentation pipeline for the precise, unsu-
pervised segmentation of nuclei is explained. The development, optimization and
evaluation of classifiers for the identification of abnormal nuclei are presented next.
The chapter ends with an algorithm for the automated identification of ROIs from
overview scans of glass slides.
Chapter 4 addresses topics related to the translation of the algorithms into clin-
ical routine. For that purpose, most of them were integrated into a commercially
available software package. Its user interface is briefly presented. Next, guidelines
for integrating the algorithms into the clinical workflow are described. Finally, the
developed algorithms and the workflow are compared to manual DNA Image Cy-
tometry in three clinically relevant applications, the identification of cancer cells in
nuclei from serous effusions and from brush biopsies of the oral cavity, and grading
the malignancy of prostate cancer biopsies.
The potential to apply Whole Slide Imagers to DNA Image Cytometry is studied
in Chapter 5. First, methods for the optical characterization of these systems are
presented. Next, the precision of the DNA measurement algorithms on Whole Slide
Imaging scans is evaluated.
In Chapter 6, the main conclusions from this work are drawn and remaining limi-
tations are listed. Finally, perspectives for further research are given.
Note: Parts of this work are based on the author’s publications. These publications
are listed in the motivation part of the corresponding algorithm, while this work also
presents significant enhancements. Also, results from bachelor and master’s theses,
supervised by Prof. Dr.-Ing. Jens-Rainer Ohm or Prof. Dr.-Ing. Dorit Merhof, and
the author, are derived. In that case the corresponding works are cited.
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This chapter presents the medical and technical background of this thesis. Its first
part presents criteria for assessing the quality of methods for the diagnosis and
prognosis of cancer. Current state-of-the-art methods are analyzed with respect to
these quality criteria. Subsequently, DNA Image Cytometry, a method which can
be applied for both diagnosis and prognosis of cancer, is presented. In some aspects
it is superior to conventional methods or adds significant diagnostic or prognostic
information. However, due to the long interaction time of medical experts and the
lack of skilled personnel, its use is limited to a few specialized institutions. In order
to make the advantages available to a broader range of patients, time-consuming
steps of DNA Image Cytometry can be automated. The chapter ends with current
state-of-the-art methods for this purpose and an analysis of their limitations.
2.1 Diagnosis and prognosis - key factors for fighting
cancer
2.1.1 Diagnosis
Most cancers can be cured if diagnosed and treated early [1]. Figure 2.1 depicts the
probability of survival of patients with oral cancer, depending on the stage at which
the cancer was found. For the earliest stage T1, about 90% of the patients are still
alive 10 years after surgical treatment. The probability of survival decreases if the
cancer is found in later stages. It is below 40% for a cancer found at the latest stage
T4. This applies for almost all types of cancer, similar results have for instance been
shown for cervical cancer [24], lung cancer [25] or pancreatic cancer [26]. Hence, the
early diagnosis of cancer is a key factor for successfully fighting this disease.
A diagnostic examination for cancer clarifies the question "Does the patient have
cancer or not?". Choosing an adequate diagnostic method depends on the type and
size of the cancer, the clinical questions and consequences. For instance, a screen-
ing method must be cheap and should not yield too many false-positive diagnoses.
On the contrary, if a patient shows up in the clinic with symptoms, the overall di-
agnostic performance must be high, but the method may be more expensive than
for screening. After these kinds of requirements have been clarified, the following
criteria can be considered for assessing the quality of a diagnostic method:
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Figure 2.1: Overall survival, depending on the stage in which oral cancer was diag-
nosed. Data from [1].
• Diagnostic accuracy: A diagnostic method should yield a correct result. If
a cancer is overlooked (false-negative), it may be detected too late for curative
therapy. Diagnosing cancer in a healthy person (false-positive) will unneces-
sarily create major psychological discomfort and physical harm.
• Early diagnosis: The point in time of cancer diagnostics heavily influences
the probability of survival. Therefore, methods for diagnosing cancer should
detect it at an early stage.
• Reproducibility: A diagnostic method should yield the same result when
performed by different examiners and institutions to be reliable.
• Invasiveness and side effects: Harming the patient clearly is a disadvantage
of a diagnostic method.
• Costs: A method must be affordable, otherwise it cannot be applied for a
broad range of patients.
2.1.2 Prognosis
A second key factor for adequately fighting cancer is a reliable prognosis. The task of
a prognostic index is to make a prediction about the future development of a cancer
at the current point in time. This information guides type and invasiveness of the
treatment. For instance, for an early low-grade ovarian cancer with a good prognosis
it is sufficient to remove the affected ovary by an operation which usually preserves
fertility. For ovarian cancers with a bad prognosis removing both ovaries and the
uterus, and additionally treating the patient with chemotherapy, is necessary [27].
For a prognostic index it is important to predict the patient relevant endpoints, such
6
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as overall survival, disease free survival, occurrence of metastases, or relapses, as
precisely as possible. If the prognosis is too low, the cancer is not treated effectively
enough. If the prognosis is too high, this will lead to overtreatment, with unnecessary
harm and side effects for the patient and avoidable costs for the health care system.
2.1.3 Active surveillance of prostate cancer
A special case among all types of cancer is prostate cancer. It often grows so slowly
that most patients die with, not of the cancer [28]. Most of the patients are already
around 70 years old when their cancer is diagnosed [28].
The current practice of the German health care system is that every man older than
45 years has the chance for an annual checkup for prostate cancer. Besides a rectal
examination, the patient is offered a blood test for the prostate specific antigen
(PSA). If the PSA value is above a certain threshold, a biopsy is advised. Patients
with cancer then mostly undergo a radical prostatectomy (removal of the prostate)
or a radiation therapy [29].
The latter practice has, however, two drawbacks: it often leads to overdiagnosis—
cancers which would not have harmed the patient and which would never have
been found during his lifetime are identified [30]. Overdiagnosis increases overtreat-
ment—patients undergo unnecessary treatments. The associated side-effects of rad-
ical prostatectomy, for instance, are severe: Between 59.9% - 72% of the patients
report impotence, 8.4% - 10% incontinence, and 41.9% have moderate to big prob-
lems in their sexuality [31, 32]. Welch et al. provide evidence that overdiagnosis is
actually happening [30]. Bangma et al. argue that the consequences of overdiagnosis
are so severe that a nationwide screening for prostate cancer is not recommended [33].
In 2012, the U.S Preventive Services Task Force recommended against PSA-based
screening for prostate cancer, as its harm does not outweigh the benefits [34].
Instead, the concept of active surveillance manages non-aggressive cancers conser-
vatively. If a clinically insignificant prostate cancer has been diagnosed, an invasive
treatment is postponed until the cancer shows progression. To this end, the pro-
gression of the cancer is assessed in regular intervals. If no treatment is required at
lifetime, this spares the patient a radiation or operation and their associated com-
plications and discomfort. A study at the University of Göteborg, Sweden, recently
estimated that about 60% of all prostate cancers are suited for active surveillance,
as they are very low or low risk cancers [35]. Thus active surveillance could over-
come the drawback of overtreatment associated with PSA-based screening, while
the advantage, the earlier detection of aggressive cancer, is retained.
Essential for the concept of active surveillance is a valid prognostic test which pre-
cisely predicts if the cancer will be life-threatening or not. Otherwise, anxiety among
patients and their physicians for postponing active therapy is too large. Yet, the
current predictors need improvement [28,33].
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2.1.4 Histology - the gold standard
The current gold standard for the diagnosis and prognosis of most cancers is his-
tology, the analysis of tissue sections. Even if modalities like tomographic imaging,
molecular imaging, or endoscopic examinations arouse the suspicion for cancer, the
definite diagnosis usually needs to be confirmed by histology. For a histological ex-
amination, tissue is extracted with a punch biopsy, a forceps biopsy, scalpel biopsy,
or operation. Tissue sections can be stained with Hematoxilin and Eosin (H&E),
which stains nuclei blue and cytoplasm purple. The pathologist then analyzes the
structure of the tissue, growth patterns, and morphology of cells with a brightfield
microscope.
Histology is used for diagnosing literally all cancers which derive from tissues. An-
other application is the prognostication of individual cancers. For prostate cancers,
the Gleason score is used for this task: the pathologist assesses the deviation of
cancer tissue from normal tissue and assigns grades for the different growth pat-
terns. These grades range from 1 (closest to normal tissue) to 5 (strongest deviation
from normal tissue) [36]. The Gleason score in punch biopsies is then generated
as the sum of growth pattern grades from the predominant and the worst growth
pattern [37]. The Gleason score is related to the prognosis of a prostate cancer pa-
tient [38]. Patients with a Gleason score lower than 7 and appropriate PSA statistics
come into consideration for active surveillance [39].
2.1.5 Cytology - a non-invasive alternative
Cytology is the study of cells. Since cancer is the uncontrolled growth of cells, it
is possible to diagnose cancer on the cellular level. Cytology has the advantage
over histology that the cells for the examination can be extracted non- or minimal-
invasively by a wide range of methods:
• Brush biopsies from mucosal membranes: A small brush is turned on
a suspicious mucosal lesion. This gently extracts superficial cells from tissue.
Brush biopsies are for instance possible for the uterine cervix or the oral mucosa
(see Figure 2.2(a)).
• Body fluids: Body fluids contain cells from epithelium of the organ where
they originate from. If these cells include cancer cells, they derive from the
respective epithelial outlines. Often body fluids are directly accessible, for
example urine or sputum.
• Needle aspiration of body cavity effusions: Metastatic cancer cells might
block lymph vessels which are necessary for the outflow of fluid from body
cavities. Due to the block, the fluid is collected in the cavity, which is called
a serous effusion. Effusions caused by a metastasis contain cancer cells, which
can be gained by aspirating the effusion with a thin needle. Therefore the
identification of cancer cells in these aspirates assists to detect cancer. Often
effusions are the first clinical symptoms of tumors or their metastases [10].
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(a) Brush biopsy of the oral cavity. (b) Deposition of cells on a glass
slide.
(c) Difference between core- and
fine-needle.
(d) Cervical cells stained acc. to Pa-
panicolaou.
Figure 2.2: Extraction, preparation and microscopical analysis of cells: Cells can be
gained for instance by a brush biopsy (a) or a fine-needle biopsy (c).
After deposition on a glass slide (b), the cells are stained and analyzed
by brightfield microscopy (d).
• Fine-needle biopsies from lesions: A fine-needle can be used to extract
cells from tissue. To this end, a thin needle is inserted into the tissue region,
if required guided by ultrasound imaging. The cells are then sucked out us-
ing vacuum. Compared to the core-needle biopsy used for histology, which
has a diameter of 1mm - 2mm, a fine-needle only has a diameter of 0.7mm
(see Figure 2.2(c)). And whereas a core-needle cuts out tissue, the fine-needle
only removes cells and leaves connective tissue at its place. Consequently a
fine-needle aspiration is less invasive and the wound heals more quickly. Ap-
plications of fine-needle aspiration are tumors of the prostate, thyroid, salivary
glands, lymph nodes, pancreas, and thyroid.
• Enzymatic cell separation from tissues: It is possible to obtain individual
cells from tissue of existing biopsies using enzymatic cell separation. Thus
histological material which is already available can additionally be used for
cytological analysis.
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After extraction, cells are deposited on a glass slide and fixed (see Figure 2.2(b)).
In order to make the cells and nuclei visible for a microscopic inspection, they are
stained.
The most common application of diagnostic cytology is screening of women for cer-
vical cancer using the PAP-test. Cells are extracted by brush biopsy and stained
according to Papanicolaou (see Figure 2.2(d)). The diagnosis is based on the judg-
ment of the cell and nucleus morphology by a cytotechnician and a pathologist.
2.1.6 Quality of histological and cytological methods
Histopathological and for some cancers also cytopathological diagnoses currently are
the gold standard of cancer diagnostics. Nevertheless, they reveal some shortcom-
ings:
• Diagnostic accuracy: Histology is the gold standard in cancer diagnosis.
Yet, neither its sensitivity nor its specificity reach 100% [40]. For cytology,
the sensitivity of the oral brush cytology is 91.35% and specificity 95.1% [12].
About 4% of the diagnoses are suspicious [5]. This means that the method
often cannot definitely decide between benign and malignant cells. Mean sen-
sitivity for the cervical Pap-test is only 58% [41]. Screening for cancer cells in
serous effusions yields a sensitivity of only 50%, with a specificity of 97% [10].
• Early diagnosis: In conventional histology and cytology, the diagnosis is
based on the assessment of tissue growth patterns and cell morphology respec-
tively. A change in cell- and tissue morphology, however, is only an epiphe-
nomenon of cancer. And as just mentioned for about 4% of the oral smears no
definite diagnosis can be assigned, which also reflects the difficulties in detect-
ing subtle cancerous changes based on morphology. Thus it might be possible
to diagnose cancer earlier using other biomarkers.
• Prognostic validity: As an example, the Gleason score fails in predicting
the progression of locally confined prostate cancers with scores 6 to 7a with
sufficient validity [42–45]. But especially these cancers come into consideration
for active surveillance.
• Reproducibility: As the diagnostic or prognostic result is based on a hu-
man assessment of tissue patterns or cell morphology, histology and cytology
reveal an interobserver variability. The reproducibility of the Gleason score
is as low as 68.3%. Compared to an expert in Gleason scoring, 22 out of 29
pathologists under-graded cancers [46], which might have fatal consequences
in active surveillance. The reproducibility of the Pap test for screening for
cervical cancer is only moderate (κ = 0.46, [4]).
• Invasiveness: Histology requires invasive procedures to obtain tissue, which
may cause pain, bleeding, or infection.
These shortcomings should be overcome by methodological innovations.
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Figure 2.3: Computation of DNA values in DNA Image Cytometry.
2.2 DNA Image Cytometry
Abnormal amount of nuclear DNA is the most common property of human can-
cers [6, 7]. In DNA Image Cytometry, the DNA content of nuclei is measured from
digital images of these nuclei. The diagnosis or prognosis of cancer is then based
on the DNA distribution of hundreds to thousands of abnormal nuclei (DNA ploidy
analysis). In the following, the principles for measuring DNA and performing a
diagnosis or prognosis based on the DNA distribution are explained. Finally, the
advantages and disadvantages of DNA Image Cytometry are discussed with respect
to the quality criteria described the previous section.
2.2.1 Measuring the DNA content of nuclei
The measurement of the DNA content of cells is enabled by staining them according
to Feulgen. For this staining protocol, the uptake of stain in a nucleus is proportion-
ally to its DNA content (stoechiometric staining). During the Feulgen reaction, a
dye is needed to actually make the nucleus visible. Either the thionin or pararosanlin
dye can be used for this purpose. For this work the pararosanilin dye was applied,
which stains nuclei purple (Figure 2.3).
The DNA content is then measured from the overall attenuation of light passing
through the stained nucleus. Digital images of nuclei are acquired by a brightfield
microscope and a digital camera. The Lambert-Beer law describes the attenuation
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of light passing through semi-transparent matter:
I1 = I0 · e−c·d·λ , (2.1)
where I0 is the incoming light, I1 the transmitted light, c and d are the concen-
tration and thickness of the matter, and λ is a wavelength dependent constant.
Consequently, the higher the DNA content, the higher is the concentration of stain,
and the darker nuclei of the same size appear in digital images (see the two lower
nuclei in Figure 2.3). The incoming light intensity I0 is the pixel value of a digital
image at an empty position, and the transmitted light intensity I1 the pixel values
inside an object attenuating light. Due to the 2D imaging, the thickness d cannot
be considered, instead the optical density (OD) is defined as
OD := − ln
(
I1
I0
)
= c · d · λ. (2.2)
The OD is linearly related to the concentration of the stain. After the delineation
of a nucleus has been found by a segmentation algorithm, all pixel values inside the
nucleus are summed up and yield the integrated optical density (IOD), a quantity
reflecting the overall attenuation of the nucleus. In order to relate the integrated
optical density to DNA content, the system needs to be calibrated for normal DNA
content by the IOD of nuclei with normal DNA content (reference nuclei). Nuclei
from the immune system (granulocytes, lymphocytes), connective tissue (fibrob-
lasts), or normal epithelial cells can be used as reference nuclei1. The DNA content
is then computed from the IODs by the rule of proportions (see Figure 2.3). In
practice, however, error correction procedures need to be applied for ensuring cor-
rect results. Effects like glare, diffraction, background artifacts, or shading effects
change the true value of I1. These effects need to be compensated using dedicated
image processing algorithms [48–50], which are explained in appendix A.1.
A typical workflow of a conventional DNA Image Cytometry is depicted in Fig-
ure 2.4. At first, the pathological expert selects the regions of interest (ROI) which
should be scanned. Either, the whole slide is scanned, or a pre-examination has
identified regions with abnormal cells. In this case, the ROIs have been marked by
felt tip marker directly on a slide. These regions are then scanned in a structured
manner. The pathologist examines the nuclei under the microscope and on a live
video on screen. For each field of view (FOV), the expert ensures that the cells are
in focus so that they are digitized correctly. The expert selects normal nuclei for
the calibration of the DNA measurement algorithms and abnormal nuclei for mea-
suring the DNA content by clicking on the nuclei in the live video. These nuclei are
automatically segmented, and the expert assigns the corresponding nucleus class.
The system computes the DNA content of the nuclei as described in the previous
1Since these nuclei are contained in the specimen, they are also denoted as internal reference
nuclei—opposed to external reference nuclei such as diploid rat liver hepatocytes, which are
artificially added during the preparation of the slide [47]. In this work, only internal reference
nuclei are used.
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Figure 2.4: Workflow of DNA Image Cytometry: (1) The regions of interest for
scanning are obtained from felt tip markings on the slide and scanned in
a structured manner. (2) For each field of view available, the patholo-
gist ensures that the present nuclei are focused. Reference and analysis
cells are identified and added to the measurement by clicking on their
nuclei (red=analysis, blue=reference, example from cervical smear). (3)
Finally the pathologist analyzes the DNA distribution.
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Figure 2.5: (a) Cell cycle (b) DNA distribution of a stemline with healthy nuclei.
(a) (b)
Figure 2.6: Schematic DNA-distributions (a) derived from both normal and abnor-
mal epithelial nuclei. The 100 abnormal nuclei are not detectable among
the 10,000 normal nuclei. (b) derived from the abnormal nuclei only.
Only by focusing exclusively on these nuclei, a significant peak with
abnormal DNA content (2.4 c) becomes visible.
paragraph. After all regions of interest have been scanned and at least 30 reference
nuclei and about 300 abnormal nuclei have been collected [8, 9, 47, 51], the expert
analyzes the DNA distribution of the abnormal nuclei for diagnosis or prognosis [8].
2.2.2 Diagnosis and prognosis
The diagnosis and prognosis of DNA Image Cytometry is based on the occurrence
of stemlines with abnormal DNA content (DNA-aneuploid stemline). A stemline
is a proliferating cell population including all genetically identical siblings which
originate from this population. If such a population is found, this implies that a
population of cancerous cells which is able to proliferate exists. In the following,
it is explained why the diagnosis or prognosis cannot rely on the DNA content
of individual nuclei but the DNA-distribution of several hundred nuclei, why this
distribution must be derived exclusively from abnormal nuclei, and how the final
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(a) DNA-euploid (diploid) case—no ex-
ceeding event or abnormal stemline.
(b) DNA-aneuploid (peritriploid) case—
one exceeding event and an abnormal
stemline close to 3c.
Figure 2.7: DNA histograms for diagnosis in DNA Image Cytometry. Stemlines
are connected by vertical and horizontal black lines, furthermore their
position is given. Exceeding events are marked by arrows.
diagnosis or prognosis is performed.
The diagnosis or prognosis in DNA Image Cytometry is based on the DNA distribu-
tion for distinguish proliferating populations with normal DNA content from those
with an abnormal DNA. Figure 2.5 depicts the cell cycle of and DNA distribution of
a healthy stemline. If a cell from a stemline with normal DNA content proliferates,
it doubles its DNA content, as each of the siblings needs the full amount of DNA.
This process of doubling the DNA is called S-phase of the cell cycle. After the DNA
has been doubled, the cell grows further (G2-phase) and starts to split (mitosis, also
called M-phase). The M-phase is longer than the S-phase, therefore in a healthy
DNA distribution a peak at normal DNA content can be observed (the resting part
of the population, G0/1-phase), a few cells in S-phase, and then again a peak at
twice the DNA content from cells in the G2/M-phase (see Figure 2.5(b)). For an
individual nucleus, however, its current phase in the cell cycle is not known. The
DNA content of a nucleus may differ from normal DNA content due to a malignant
transformation, or because the cell is in the S-phase of the cell cycle. This informa-
tion, however, is revealed by considering the DNA distribution of several hundreds of
nuclei, where a few cells with abnormal DNA content are explained by the S-phase,
but a significant peak in this region by a stemline with abnormal DNA content.
This distribution must be derived exclusively from abnormal nuclei to achieve a high
sensitivity for diagnosing cancer. In this work, the term abnormal nucleus refers to
dysplastic, i.e. morphologically suspicious but not yet definitely malignant, nuclei
and cancer cell nuclei. In small tumors, there might be as little as several hundred
abnormal among tens of thousands of normal nuclei. If the distribution of all nuclei
is considered, the S-phase of the normal nuclei might dominate over the G0/1 phase
of abnormal nuclei (Figure 2.6(a)). Only by focusing exclusively on the abnormal
nuclei, they become detectable in the DNA distribution (Figure 2.6(b)).
The final diagnosis and prognosis is thus performed based on the analysis of the
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(a) Peri-diploid cancer (stemline at 2c) (b) Peri-tetraploid cancer (stemline at 4c
or exceeding events ≥ 4.4c)
(c) X-ploid cancer (one abnormal stem-
line)
(d) Multiploid cancer (several abnormal
stemlines)
Figure 2.8: DNA histograms for prognostication of prostate cancer by DNA Im-
age Cytometry, from good (a) to bad (d). Stemlines are connected by
vertical and horizontal black lines, furthermore their position is given.
Exceeding events are marked by arrows.
DNA distribution. Healthy cases are those with a DNA distribution comparable to
the one in Figure 2.5(b) (DNA-euploid stemlines). Furthermore, it is possible that
healthy cells also double their DNA content, and if such a cell proliferates, it might
gain quadruple DNA content. This is still considered non-malignant. However, as
mentioned above a significant peak in the S-phase region, in combination with a
peak at twice the DNA content, indicates a proliferating stemline with abnormal
DNA content (DNA-aneuploid stemline). Likewise, nuclei exceeding certain DNA
thresholds (exceeding events) can only be explained by a proliferating cell population
with abnormal DNA content. Figure 2.7 gives an overview over the main histogram
classes which are assigned in diagnosis of cancer (DNA-euploid and DNA-aneuploid)
and Figure 2.8 the histogram classes in prognosis (peri-diploid, peri-tetraploid, x-
ploid, multiploid) for cancers such as prostate or breast cancer. Note that it is
common practice in DNA Image Cytometry that the histograms are represented in
the c-scale, where 2 c corresponds to the full set of chromosomes and thus normal
DNA content [9].
Applications of DNA Image Cytometry are:
• Identification of cancer cells: Cancer is diagnosed if at least one stemline
16
2.2 DNA Image Cytometry
with abnormal DNA content has been identified (DNA stemline aneuploidy),
or if at least one exceeding event has been found (DNA single cell aneuploidy).
• Assessment of suspicious lesions: In case a definite diagnosis cannot be
assigned by cytological or histological examination, DNA Image Cytometry
can be used for further assessment. To this end, the pathologist marks the
regions on the glass slide which contain morphologically suspicious cells with a
felt tip marker. The slide is restained from the original stain to Feulgen stain,
and the DNA distribution of nuclei in these regions is measured.
• Grading the malignancy of tumors: The existence of more stemlines with
abnormal DNA content or the occurrence of exceeding events may correlate
with a higher grade of malignancy and thus worse prognosis.
2.2.3 Discussion
DNA Image Cytometry has been verified in numerous studies with the following
performance:
• Diagnostic accuracy: For oral cancer, a sensitivity of 95.5% and a speci-
ficity of 100% have been reported, compared to the 91.3% and 95.1% for con-
ventional cytology. And if both methods are combined, the sensitivity even
reaches 98.1% and the specificity 100% [12]. For assessing suspicious lesion
of the cervix, DNA Image Cytometry increases the positive predictive value of
the Pap test from 35.2% to 65.9% [13]. On pleural effusions, the sensitivity of
50.0% and specificity of 97.0% of conventional cytology are outperformed by
75.0% sensitivity and perfect specificity when additionally using DNA Image
Cytometry [10,11].
• Early diagnosis: Seven cases of oral cancer have been reported in which
cancer was diagnosed up to two years earlier using DNA Image Cytometry
compared to bioptic histology [2].
• Prognostic value: DNA Image Cytometry predicts the probability of sur-
vival for prostate cancer with Gleason score 7 more precisely than the Gleason
score itself [42]. DNA ploidy adds significant prognostic information for low-
grade low-stage prostate cancers [52–54], which are the cancers suited for active
surveillance.
• Reproducibility: DNA Image Cytometry reaches almost perfect reproducibil-
ity, with a concordance of 94.1 percent and κ=0.87 in cervical brush biop-
sies [55]. The concordance is around 20% higher than for conventional cyto-
logical methods like the PAP test [55].
• Invasiveness and side effects: DNA Image Cytometry performed in cyto-
logical specimen is non- or minimal-invasive (see chapter 2.1.5).
• Costs: While the costs for preparation and equipment are rather low (about
EUR 2 per specimen, about twenty-five thousand euros for a DNA Image
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Cytometry system), a DNA Image Cytometry measurement is labor intensive.
As mentioned above, at least 30 reference nuclei for calibrating the system
and at least 300 abnormal nuclei have to be identified among thousands to ten
thousands of objects [13,55,56]. This usually takes more than 40 minutes per
slide. Therefore, the costs do not cover the reimbursements of the German
health care system (EBM 19330, 27.83 euros per case).
The high diagnostic and prognostic performance of DNA Image Cytometry is ex-
plained by five properties:
1. Different to conventional histological and cytological methods, the diagnosis
and prognosis for DNA Image Cytometry is not based on judging the mor-
phology of tissue, cells, or nuclei, but on measuring a chemical quantity.
2. By focusing the measurement exclusively abnormal nuclei, they become de-
tectable in the DNA distribution even if there are only several hundred ab-
normal among tens of thousands of normal nuclei. Therefore, the method
becomes more sensitive without decreased specificity [56].
3. Concerning the diagnostic accuracy, a highly relevant biomarker is measured
for diagnosis—an abnormal DNA content is the most common property of
cancer cells [6,7,57]. It is even proposed that abnormal DNA content is actually
the cause of cancer [58]. This implies that the crucial event that transforms a
cell into a malignant cancer cell is detected for the diagnosis of cancer.
4. Concerning the prognostic validity, according to Duesberg, a higher amount
and variability of chromosomal sets correlates with a worse prognosis [59]. A
change in chromosomal sets is linked with a change in the DNA content, thus
the DNA measured by DNA Image Cytometry is a surrogate marker for the
malignant potential of cancer. Highly malignant tumors, in turn, have a worse
prognosis.
5. DNA Image Cytometry is highly standardized by the European Society of
Analytical Cellular Pathology (ESACP) in four international consensus re-
ports [8, 9, 47,51]. Standardization is an effective mean to reduce errors [60].
These items ensure early diagnosis, high reproducibility, high diagnostic accuracy,
prognostic validity, and trustworthiness of the results. But despite these advantages,
DNA Image Cytometry is hardly used in current practice. The main reasons why
the advantages have not yet reached the patient is the long time needed for one
measurement, and that the reimbursement do not cover the expenses. So far, diag-
nostic and prognostic DNA Image Cytometry has been limited to a few specialized
institutions.
2.3 State of the art
Most time in a DNA Image Cytometry examination is needed for the systematic
scanning of the slide for the identification of relevant nuclei. Additionally it is vital
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for DNA Image Cytometry that high resolution digital images of the relevant objects
are acquired, as the DNA content is computed from these. DNA Image Cytometry
is less labor intensive for the pathological expert if parts of the measurement are
carried out by machines:
• Digitization of the slide: can be realized by a motorized microscope with
digital camera and autofocus system.
• Identification of diagnostically relevant nuclei: Can be realized by a
filtering approach or a pattern recognition system. For filtering, a filter is
designed which yields a high response for objects of interest, and those are
then considered for diagnosis and DNA measurements. A pattern recognition
system aims to learn the patterns an expert uses to classify nuclei. All objects
in a field of view are segmented and the pattern recognition system then assigns
one of the occurring classes.
The following approaches for increasing the productivity of DNA Image Cytometry
have been proposed in literature:
2.3.1 Leiden Image Cytometer
The Leiden Image Cytometer, also known as LEYTAS, was developed by Ploem
et al. from the University of Leiden. it has been used for screening for cervical
cancer [16], identification of urothelial cancer cells in urine diagnosis of bladder
cancer from urine [17] and the prognositfication of ovarian cancers and soft tissue
malignancies [61,62].
The Leiden Image Cytometer utilizes a motorized Leitz Orthoplan microscope with a
40× objective (NA 1.3) and a TV camera (Bosch Fernseh GmbH) for the digitization
of nuclei [15]. Abnormal nuclei are detected by filtering the absorption image with a
circular filter, which detects large and dark objects. Using two different parameter
combinations, two classes of objects are detected: high level objects and low level
objects. High level objects are even larger and have a higher absorption than low
level objects. An artifact rejection routine excludes dirt, overlapping nuclei and
other undesired artifacts from the high and low level nuclei [14]. The system offers
the possibility to verify the detected objects by rapid visual inspection by a human
expert. The final diagnosis for a slide is based on the number of high and low level
objects detected: A slide is considered positive if at least one high level object is
present, when the absolute amount of low level objects is higher than 30 or if the
relative amount of low level nuclei is above 0.1% [63]. In later versions of the system,
the DNA content is computed by calibrating the system with lymphocytes, again
detected by filtering. Then, the diagnosis can also be based on the DNA distribution
or existence of 4.5c exceeding events [17, 62].
For the screening of cervical cancer, the diagnostic accuracy of the fully automated
system is 0.3% false-negatives and 12% false-positives [16]. For bladder cancer,
2% false-negatives and 33% false-positives are diagnosed [17].
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However, for evaluating the performance of the filtering algorithm for detecting
the high and low level objects, only the number of detected objects is given. The
number of relevant objects which should have been detected remains unclear. It has
to be assumed that many objects are overlooked, as the number of objects which
are detected by the system is relatively low: Only 273 nuclei among 940000 objects
from 18 slides have been detected. This corresponds to 0.03% [14] and is much lower
than the 12.5% of abnormals which have been identified by a pathological expert
among thirty-five thousand objects from cervical brush biopsies (see Section 3.3.5).
Additionally, using the statistics of high and low level nuclei as biomarker tends to
produce many false-positive results: In the fully automated scenario, 33% of the
urine samples are falsely classified as positive. Even after manual correction, this
number remains as high as 12%. The extended system, where also the DNA content
can be computed, seems to lack precision in DNA measurements. In [64], it is stated
that it is difficult to discriminate diploid and near diploid DNA stemlines.
2.3.2 Cyto-Savant
In a joint cooperation Oncometrics Imaging Corporation and the Cancer Imaging
Department of the British Columbia Cancer Agency developed the Cyto-Savant
system. This system was initially developed for two applications: Firstly, as an
automated pre-screener for cervical cancer, which would reject 50% of all nega-
tive slides without need for manual processing. Secondly, dysplastic lesions of the
cervix, where no definite diagnosis can be achieved using conventional methods [20],
should be assessed. Later, the Cyto-Savant system has been extended with a nucleus
classifier for sputum and used for the detection of lung cancer [22].
Both the microscope and the camera are specially designed for the intended ap-
plication in image cytometry (a solid state microscope [18] using a PlanApo 20X
objective from Nikon and a MicroImagager 1400 camera from Xillix Technologies
Corp. with a CCD sensor, 1038x1350 resolution [65]). The Cyto-Savant uses a
pattern recognition system approach. Its gold standard consists of a compilation
of about one million objects from 1100 cervical slides. These objects have been
classified by technologists. A set of 150 features is used [20, 21]. For classifying
nuclei, a decision tree is used, which applies either thresholds or linear discriminant
functions at the nodes for decision making [19]. The Cyto-Savant scans about two
to five percent of the area of the slide and then performs a diagnosis. It based on
the number of objects in certain cell classes and statistics of the features of these
objects.
In a prospective study, these statistics were adapted on a training set of about
1100 slides, so that 50% of the negative smears in screening for cervical cancer are
rejected. Applied on the test set, 26% mild, 11% of moderate and 4% of severe
dysplasias were wrongly rejected as well. For the detection of stage 0 and stage 1
lung cancer, a sensitivity of 45% and a specificity of 90% is achieved [22].
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The performance of the nucleus classifier was, however, either not evaluated [20]
or is only about 75% [66]. Only decision trees were used for classifying nuclei,
and a statistician is needed to manually set up and tune the classifier [21]. The
most severe limitation of the Cyto-Savant system is classification of normal and
abnormal nuclei: Instead of morphology, their classification is based on the DNA
content only: Nuclei are classified abnormal if they have a DNA content higher than
2.6c [67] or 3c [21]. Another aspect is that the final diagnosis is based on nucleus
numbers and feature statistics of objects from a small fraction of the slide (2% -
5% [20]). Different from the usual approach, the identification of DNA stemlines
with abnormal DNA content, these statistics are hard to comprehend by the user. In
summary, neither the classification of abnormal nuclei nor the way the diagnosis is
made are in conformity with international guidelines for DNA Image Cytometry [9].
2.3.3 Schneider et al.
Schneider et al. continued research mainly for pattern recognition systems for
Feulgen-stained nuclei from serous effusions and the oral mucosa [23,68–70].
Nuclei were digitized using a 3 chip CCD camera and a 63x oil immersion objective.
In a first experiment, they set up a pattern recognition system for discriminat-
ing several cells from serous effusions (mesothelial cells, lymphocytes and granulo-
cytes) [68]. Their gold standard contained 3100 objects. From a set of 112 features
described in literature, they selected a subset by feature selection strategies. A kNN
or Fuzzy kNN classifier was used for classification, which reached an overall correct
classification rate of up to 97.5%. More importantly, in an extension of their re-
search they showed that the discrimination of normal and abnormal nuclei of the
oral mucosa is possible with a correct classification rate of up to 95%. This was
achieved by enlarging the feature set to 203 features, again selecting a subset using
feature selection, and by using kNN, Fuzzy kNN and Support Vector machines as
classifiers [23, 69,70].
The fact that normal and abnormal nuclei are discriminated based on morphology
would overcome a severe limitation of the Cyto-Savant system. But these results
only describe the differentiation of abnormal and normal nuclei. However, objects
from other nucleus classes such as artifacts or nuclei from the immune system are
also present on the slide and can make up more than 75% of all objects on oral
slides [71]. The pattern recognition system will assign these objects to one of the
two classes present in the gold standard. Thus all artifacts and nuclei from the
immune system will be misclassified and considerably impurify the nucleus classes.
Therefore, this approach is limited to the evaluation on a training and a test set
containing only normal and abnormal nuclei, but experiments in clinically relevant
applications have not been published.
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(a) normal (b) abnormal
(c) abnormal (d) abnormal (e) abnormal
(f) artifact (g) artifact (h) artifact
Figure 2.9: Nuclei and artifacts from a brush biopsy of the uterine cervix. First row:
A normal epithelial nucleus compared to an abnormal nucleus. Second
row: Abnormal nuclei which demonstrate the variation in appearance of
abnormal nuclei. Third row: Artifacts which demonstrate their variation
in appearance and the similarity to abnormal nuclei.
2.3.4 Conclusions
To conclude, state-of-the-art approaches for automating DNA Image Cytometry
lack the ability to identify morphologically abnormal nuclei among all other objects
on the slide [14–22]. Therefore, these approaches cannot make use of the essential
enhancement of sensitivity due to the restriction on abnormal nuclei (see section 2.2).
As a consequence, they suffer diagnostic accuracy [17, 20] and are not in line with
international guidelines of DNA Image Cytometry [8, 9].
The challenge for distinguishing abnormal from normal nuclei is that in case the
malignant transformation to cancer is in its beginning, the visual difference between
normal and abnormal nuclei is slight, but needs to be detected (see Figure 2.9(a)
and 2.9(b)). In case the malignant transformation has progressed further, cancer
cell nuclei have a huge variation in their appearance (see Figure 2.9(c) to 2.9(e)),
since cancer evolution is a chaotic process [72]. Classifying such highly variable data
is naturally a difficult task [73, page 12].
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Schneider et al. demonstrated that it is in principle possible to discriminate abnor-
mal from normal nuclei in brush biopsies from the oral cavity [23,69,70]. However,
their approach is only restricted to these two classes of nuclei. Further types of
objects are present on the slide and need to handled appropriately by the classifier.
Therefore a system suitable for routine must be able to distinguish abnormal nuclei
from all other nucleus classes present on the slide, and exclude artifacts such as
overlapping nuclei and defocused objects. Such a system has not yet been devel-
oped. Since the difficulty in pattern recognition usually increases with the number
of classes [74], despite the advances achieved by Schneider et al. this remains a
challenging problem. Besides discriminating normal and abnormal nuclei, especially
discriminating artifacts and abnormal nuclei is a task yet to be solved. Similar to
abnormal nuclei, artifacts have a huge variation in their visual appearance. Further-
more, artifacts and abnormal nuclei share similar visual properties such as a ragged
contour or a variation in intensity values (see Figure 2.9(f) to 2.9(h)).
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The time-consuming steps of manual DNA Image Cytometry are the systematic
scanning of regions of interest (ROIs) and the identification of relevant nuclei. This
chapter presents algorithms for accomplishing these steps automatically.
The first three sections are devoted to the automated acquisition and processing
of individual fields of view (FOVs): First, an overview of the image acquisition for
manual and automated DNA Image Cytometry is given. Next, an algorithm for the
precise, unsupervised segmentation of nuclei within these FOVs is presented. The
subsequent chapter presents the core component of this work, classifiers for automat-
ically identifying relevant nuclei among the automatically acquired and segmented
objects. Finally, in addition to the processing of the individual FOVs, the last sec-
tion is about an algorithm for the automated identification of ROIs in overview
scans of slides. This identification unburdens the operator from manually selecting
the ROIs prior to scanning. Figure 3.1 is a flow chart illustrating the essential steps
for the automated identification of nuclei.
3.1 Image acquisition
In this section, the image acquisition for manual and automated DNA Image Cy-
tometry is described. Since the DNA content of nuclei is measured on digital images
of the nuclei (see chapter 2.2.1), high quality digital images of nuclei in focus have
to be acquired to guarantee accurate measurement results. For manual DNA Image
Cytometry measurements, the following setup was used throughout this work: the
microscope utilized is a Motic BA410 with a 40× objective (NA=0.65). The system
is equipped with a MotiCam Pro 285A camera (2/3" Sony ICX 285 CCD Color
Sensor, 1360 × 1024 pixel, 8 bit). The camera is mounted by means of a 0.87×
C-mount adapter. For this optical configuration, one pixel in the image corresponds
to 0.18×0.18 µm2 on the slide. Thus one image displays 245 µm × 184 µm of the
slide, and for manually scanning an area of 1 cm × 1 cm about 2.200 FOVs need
to be analyzed. The microscope has a beam splitter, which distributes the light
to the eyepiece (20%) and to the camera (80%). The live image acquired by the
camera is displayed on a computer screen. The expert can select relevant nuclei by
mouse-clicking, an image of the selected nucleus is then stored digitally. For the
automated acquisition of nuclei, a Motic BA600 microscope is used. It has the same
optical components and the same camera as the manual system, but in addition a
motorized scanning stage and objective revolver. For the automated workflow, first
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Figure 3.1: Flow chart illustrating the automated acquisition and classification of
nuclei.
an overview scan is obtained at low microscope magnification. The user then selects
the ROIs for scanning, for instance areas with high cell density, or ROIs identified
in a previous examination. Next, the autofocus procedure of the Motic MMS plat-
form is used for scanning these ROIs [71, 75]. First a set of uniformly distributed
focus points is determined, and for each FOV to be scanned an initial z-position
is interpolated from the z-positions of the neighboring focus points. A z-stack of
images is acquired around this position, and the scene of best focus is chosen based
on a focus score. As focused images contain more sharp transitions than defocused
ones, the filter response of the Roberts edge detector is used for this purpose. After
the scene of best focus has been found, all objects in the scene are segmented (see
chapter 3.2), and the digital images are stored. Digitizing an area of 1 cm×1 cm at
40× magnification takes about 31 minutes, but does not require manual interaction.
Before the actual acquisition of digital images, the system is calibrated. The fol-
lowing calibration protocol for was used for every measurement of this work, be it
manual or automated:
1. The system is set up for Köhler illumination. This method for specimen
illumination, named after its inventor August Köhler, produces a homogeneous
illumination of the specimen and reduces glare [76].
2. The exposure time of the camera is adjusted. First, the user controls the
light intensity of the light source of the microscope so that a visual inspection
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through the eyepiece is convenient. Subsequently, the exposure time of the
camera is adapted so that the regions without any cells yield an average sensor
response of 90% of the maximum sensor response in the green channel.
3. A shading correction is applied on every FOV acquired. This procedure
eliminates further irregularities in the illumination, for example shading ef-
fects caused by uneven illumination, small misalignments of microscope com-
ponents, impurities on optical surfaces or thermal noise of the sensor [77]. The
original image Iin is corrected via
Iout = g
Iin − b
w − b , (3.1)
where w is the white reference image acquired at an empty position, b is the
black reference image which has been acquired without any light impinging
on the sensor, and gmax a correction factor to scale the image to the original
range.
The benefit of this calibration is two-fold. First, it reduces errors by the microscopic
image formation. Second, nuclei are acquired under the same imaging conditions.
This standardization is beneficial for the segmentation and classification algorithms,
which then only have to deal with nuclei which are evenly illuminated and have
similar pixel intensities.
3.2 Segmentation of nuclei
After the automated acquisition of a FOV, the next step is to find the contour of
clinically relevant nuclei in these FOVs as precisely as possible. Figure 3.2 shows an
example of an automatically collected FOV of an oral smear.
Both the algorithms for measuring DNA as well as the classification of nuclei depend
on this segmentation: in case a part of a nucleus is not included within the segmented
boundary, it does not contribute to the DNA value of the nucleus. In the worst case,
this can lead to a false-negative diagnosis. If a nucleus is segmented imprecisely,
this influences the morphological features extracted for the nucleus classifier, thus
causing misclassifications. Finally, should a relevant nucleus not be segmented at
all, it will not be available for the subsequent analysis steps.
The software for manual DNA Image Cytometry employs a thresholding algorithm
in HSV colorspace to separate nuclei from background, with a median filtering as
preprocessing and morphological operations as postprocessing [78]. It has been val-
idated and used in clinical practice for several years. However, applying it for the
automated scenario has two drawbacks. First, too many irrelevant objects are seg-
mented. In case the user selects an object in manual DNA Image Cytometry, only
the object containing the position of the mouse click is extracted. If this segmen-
tation is applied to a whole FOV, objects such as dirt particles or glass splinters
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Figure 3.2: Parts of an FOV of an oral smear.
are also segmented—objects the user never would select. Second, missegmentations
such as imprecise contours or the joint segmentation of touching nuclei occur. In the
manual scenario, the user can call more complex refinement or splitting methods.
However, user interaction should be as much as possible in the automated scenario,
and these algorithms are too complex to apply them on every object.
As the segmentation of nuclei or cells is usually one of the first tasks in any auto-
mated detection system in digital pathology, a rich literature on this topic is avail-
able. General overviews can be found in [79–81]. Nuclei are for instance segmented
by (adaptive) thresholding [78, 82–84], Bayesian classification of pixel values [85],
graph cut approaches [86, 87] or Mean-Shift-Segmentation [88]. Besides these gen-
eral approaches, many algorithms to correct missegmentations have been published.
For imprecise initial segmentations, contour refinement algorithms can be applied.
These algorithms are for instance based on Active Contours [84,89,90], level sets [85],
morphological operations [91], dynamic programming [78, 92], or a maximum like-
lihood approach [93]. In [94], the low frequency Fourier descriptors of the contour
are optimized for finding a contour which is optimal with respect to a cost function.
Another type of missegmentation is the segmentation of several individual touching
nuclei as one object (undersegmentation). In that case, the segmentation masks
of the individual nuclei should be found by a splitting algorithm. Many splitting
algorithms use the watershed algorithm [95, 96], applied on the distance transform
or gradient images [97–103]. Another approach uses the Top-hat filter to highlight
background pixels which are surrounded by darker pixels [78], as it is the case for
the space between two touching nuclei. A completely other group of algorithms
are those solely based on the geometry of the object. Concavity points or domi-
nant concave regions are detected and iteratively split along the most probable split
lines [104–108].
28
3.2 Segmentation of nuclei
(a) (b) (c) (d)
(e) (f)
Figure 3.3: Examples of irrelevant objects (first row) and missegmentations (second
row) of the algorithm from manual DNA Image Cytometry. (a) dirt, (b)
glass splinter, (c) nucleus with dirt, (d) nucleus fragment, (e) imprecise
contour, (f) touching nuclei.
As mentioned above, the segmentation algorithm of the manual DNA-Image Cy-
tometry finds too many irrelevant objects (see Figure 3.3). Missegmentations are
corrected by manually calling more complex algorithms, which is not applicable for
the automated scenario. Many of the state-of-the-art contour refinement or splitting
algorithms are applied to all objects, but no or only little effort is spend to identify
the objects with need for improving the segmentation. The contribution of this work
is an integrated framework for automated segmentation of all nuclei in automatically
acquired FOVs. This segmentation is more specific by not only separating objects
from background, but by learning the stain color occurring for nuclei. Nuclei with
dirt and nucleus fragments however, cannot be distinguished based on color values of
pixels - they are rejected based on features which can be rapidly computed. Finally,
several features for detecting the need for refinement/splitting as well as the actual
algorithms for these tasks are optimized and compared with each other. Parts of
this work have been published in [94,109].
3.2.1 Material
Nuclei or whole FOVs were acquired using the microscope and camera configuration
for manual DNA measurements (8 bit RGB images, see Section 3.1). All nuclei were
stained with the purple pararosanilin stain.
Several data sets are used for training, optimizing and evaluating the segmentation
algorithm; an overview can be found in Table 3.1. A training set for learning the
color of nuclei was extracted from databases of annotated nuclei segmented with
the algorithm of manual DNA Image Cytometry. These nuclei are used for training
nucleus classifiers (see section 3.3). The advantage of this approach is that all objects
in this set which are not classified as artifact, but into one of the nucleus classes,
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Table 3.1: The data sets used for training, optimizing and evaluating the algorithms.
Set #nuclei Type
Color training set 19739 Thumbnails
Nuclei with dirt 5370 Thumbnails
Nucleus fragments 16996 Thumbnails
Contour refinement 536 Thumbnails and manual segmentation
Splitting 2013 Thumbnails
FOV training set 1072 From 80 FOVs with manual segmentation
FOV test set 812 From 80 FOVs with manual segmentation
have correct segmentation verified by a cytopathologist. Thus a large database is
readily available. From this color training set, further subsets were extracted to train
algorithms for detecting nuclei with dirt or nucleus fragments, for the refinement
of contours and for splitting touching nuclei. As a second training set, a manual
gold standard segmentation was delineated for all nuclei within whole FOVs. In
total 80 FOVs were annotated. Finally, again 80 FOVs with manual gold standard
segmentation are used as test set. The images for the FOV sets originate from
prostate, cervix, oral and effusion specimen, uniformly distributed among the four
modalities. Under no circumstances two sets contain data from the same patient.
3.2.2 Methods
The developed segmentation pipelines contains algorithms for the initial segmen-
tation, the rejection of irrelevant objects, the conditional refinement of nuclei, and
the splitting of undersegmented touching nuclei (see Figure 3.4). To motivate the
order of these steps, the rejection of irrelevant objects is performed directly after
the initial segmentation to reduce the number of objects which need to be processed
subsequently by the more complex algorithms. The refinement is performed before
the splitting, as the refinement possibly could merge formerly unconnected objects
which then need to be split again. Moreover, the decision for splitting nuclei is
based on the morphology, and therefore the contour should already be as precise as
possible.
Before describing the details of each step of the pipeline, two general remarks are
made: In case an algorithm requires a gray image instead of a color image, the
green channel is used if not stated otherwise. This is because the pararosanilin stain
has the highest absorption in this channel, thus background and nucleus can be
discriminated best in this channel. Algorithms for the detection of a certain object
type are optimized by a Receiving Operator Characteristics (ROC) analysis: the
threshold for a detection task based on a single feature is set such that all objects
of interest are detected (100% sensitivity) and the specificity is highest.
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Figure 3.4: Flow chart illustrating the segmentation pipeline developed in this work.
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3.2.2.1 Initial segmentation
To make the initial segmentation more specific for nuclei than the segmentation from
manual DNA Image Cytometry, it is based on the color values of nuclei learned from
the color training set. All initial segmentation methods are pixel based approaches,
that is for each pixel in the image it is decided based on its color values whether
it is labeled as nucleus. Previous experiments demonstrated that it is beneficial to
consider the HSV colorspace rather than the RGB colorspace [110], thus the work
presented here is limited to this colorspace. Three approaches were compared:
• Two-sided thresholding: In addition to the thresholds for separating back-
ground from objects as in the manual algorithm, further thresholds are in-
troduced for separating nuclei from irrelevant objects. These thresholds were
found by determining the intervals which contain 99% of all pixels belonging
to nuclei in the color training set by a ROC analysis. The analysis yielded the
following intervals: all pixels with a hue component in [0.69, 0.87], a saturation
component in [0.05, 1], and a value component in [0.59, 0.90] are segmented as
nucleus.
• Maximum likelihood classification: In the color training set, 37.61% of
all pixels belong to nuclei, whereas 62.39% belong to background or irrelevant
objects. For each possible HSV-combination, it is counted how often it occurs
in the color training set and how often it occurs inside or outside the nucleus.
If the percentage being inside a nucleus is above 37.61%, it is more likely that
this combination belongs to a nucleus. Thus pixels with this HSV-combination
are labeled as nucleus.
• Classification: The maximum likelihood approach yields a good initial seg-
mentation for known pixel values, however it classifies all unknown pixels as
background. This might be too restrictive, considering that there is a small
inter-slide variability for staining intensity and color. To allow for a better
generalization, classifiers are trained using the hue, saturation and value com-
ponent as features, and the classes ’belonging to a nucleus’ and ’not belonging
to a nucleus’. In [110], a k Nearest Neighbor (kNN), Adaboost, and a Support
Vector Machine (SVM) classifier and their parameters were analyzed. As a
kNN with k=41 turned out to yield the best performance, this classifier is used
in this work.
For speed-up, the output of these methods is stored in lookup tables. That is, for
every possible combination of RGB-values of the image, it is stored whether this
combination is labeled as nucleus (including the conversion to HSV colorspace).
To perform an initial segmentation, for every pixel of the image the corresponding
lookup table entry is transferred to the segmentation mask. As a preprocessing
step, a median filter is applied. The width of this filter has been optimized on
the FOV training set (0.54 µm to 2.7 µm, steps of 0.36 µm). For postprocessing, an
opening and a closing operation are performed, using a circular structure element of
radius 0.36 µm as proposed in [110]. Holes within objects are filled using a flood-fill
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(a) (b)
Figure 3.5: (a) Top: Nucleus with dirt, bottom: Blue channel, the position with
minimal filter response of the DarkParticle feature is marked with a
cross, (b) area and mean intensity of nuclei and fragments. The black
line is the decision boundary of the kNN classifier used to separate the
two classes.
operation. Finally, objects with an area smaller than 4 µm2 and all objects touching
the boundary of the FOV are removed.
3.2.2.2 Rejection of irrelevant objects
Whereas the initial segmentation effectively prevents the segmentation of dirt or
glass splinters, nuclei containing dirt (Figure 3.3(c)), or nucleus fragments (Fig-
ure 3.3(d)) are still segmented. As these objects cannot be distinguished solely
based on their color values, they are rejected based on a set of features.
The DNA content of nuclei containing dirt cannot be measured precisely, thus there
is no reason to include them in the further analysis. In the subtractive image forma-
tion of light microscopy, the blue light is almost not absorbed by the pararosanilin
stain of nuclei, whereas dirt strongly absorbs light in all color channels. Therefore
dirt particles are dark in the blue channel, but nuclei are hardly visible (see Fig-
ure 3.5(a)). The presence of a dirt particle within an object is quantified by the
feature DarkParticle: The object is filtered with a circular filter and the minimal
filter response is computed. The feature thus yields low feature values for objects
containing dirt. It has two parameters, the size of the filter element and whether the
feature should be normalized with the mean intensity of the nucleus. Objects are
then rejected if the feature DarkParticle is below a certain threshold. The threshold
for this decision as well as the best parameters are found on the training set by the
ROC analysis described at the beginning of the methods-section. Here the threshold
is set such that all nuclei without dirt are kept and as many objects with dirt are
rejected.
During the preparation of the slide, mechanical stress is induced on the nuclei which
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might disintegrate them into several small fragments. As these fragments originate
from nuclei, they have the same color. But they contain only a small fraction of
the nucleus. But as they contain only a small fraction of the nucleus and its DNA,
they are both smaller in size and brighter in the stoechiometric staining. Therefore,
they can be distinguished based on their area and their mean intensity in the green
channel. Figure 3.5(b) shows a scatter plot of these two features for fragments
and intact nuclei. The two classes are well separated and can be distinguished
straightforwardly by a kNN classifier (k=40, euclidean distance).
3.2.2.3 Detection and refinement of imprecise contours
Occasionally, nuclei are segmented imprecisely (Figure 3.6(a)). This occurs most
frequently for very dim nuclei, which have close color values to background. As there
is no need to apply a contour refinement algorithm to correctly segmented nuclei,
it is first checked if refining the segmentation is necessary (conditional refinement):
the refinement is only performed if a certain feature value is below a threshold.
As refinement methods, an Active Contour approach and a level set approach are
examined.
Two features were developed for detecting the need for refinement. For correctly seg-
mented nuclei, the contour of the segmentation mask coincides with the transition
between background and nucleus, which usually is an area with a higher gradient
compared to the rest. Therefore the gradient magnitude along the contour is ex-
ploited as a first feature, the feature GradientOnContour. The final feature value is
computed as the p %-quantile of these magnitude values in the green channel. As
a second feature, the morphology of the nucleus and the possible presence of dye
in the neighborhood of the initial segmentation are considered: Nuclei are usually
elliptical and thus convex. Imprecisely segmented nuclei, however, have a ragged
and non-convex contour. The same is, in fact, also true for artifacts, but a visual
analysis of nuclei from the training set with an incorrect initial segmentation re-
vealed that usually some dim dye is visible within the convex hull (see Figure 3.6(a)
for an example). The feature ConvexHullIntensityRatio quantifies this observation
by first computing the convex hull C for the initial segmentation mask M . Then,
the feature value is computed as the ratio of the mean green channel intensity in
the regions C \M and S. For very dim nuclei with imprecise segmentation, the
segmentation might not reach the boundary of the nucleus (see Figure 3.6(b)). As
the presence of dye outside the initial segmentation and its convex hull is also an
indicator for an imprecise contour, it turned out to be beneficial to dilate the convex
hull slightly before computing the mean intensity.
Each of this features has one parameter which needs to be optimized. For the feature
GradientOnContour, this is the quantile p of the gradient magnitude values along
the contour (0 to 1, in steps of 0.1), and for the feature ConvexHullIntensityRatio
the extend of the dilation of the convex hull (0, 0.18, 0.36, 0.54 and 0.72 µm).
These parameters are optimized on the training set for the contour refinement. The
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(a) (b) (c) (d)
Figure 3.6: Refinement of nuclei: (a) Nucleus needing refinement (b) Computation
of the ConvexHullIntensityRatio feature, which is the fraction of the
mean intensities within C \M and M (c) Cost function for snakes. The
gradient of the dirt particle, marked by the green arrow in (a) and (c),
is removed, (d) results of refinement (red=GVF snakes, blue=level set)
threshold is set such that all objects which need refinement are detected, and the
rate of objects for which the refinement is performed without an actual need is
minimized.
For the refinement itself, one approach studied is the gradient-vector-flow (GVF)
snake proposed by Xu and Prince [111]. Generally, snakes start from an initial
contour and then iteratively adapt the contour to minimize a tradeoff between ex-
ternal energies (“How good does the contour fit to the image data?”) and internal
energies encoding prior knowledge about the morphology of the contour (Kass et
al. [112]). The original snakes however, have a limited capture range; they fail in
finding the correct segmentation if the initial segmentation is far away from the
optimal solution [111]. The extension to the GVF snake overcomes this drawback
by employing a vector field as external energy instead of using image data. In this
vector field, the vectors point to desired points in the image, for example the edges of
a nucleus. By using a regularization method, reasonable estimates for these vectors
are also computed in regions further away from edges. This increases the capture
range effectively. For the problem at hand, the basis for the external energy is a
cost function with high values at the edges of a nucleus. First, the green channel is
median filtered to remove noise (filter size 0.54 µm). Then, the gradient magnitude
is computed. Other nuclei in the image and dirt particles might distract the snake,
as they also have edges with a strong gradient. To remove the influence of other
nuclei, only gradients pointing towards the centroid of the initial segmentation are
considered. As demonstrated for the feature DarkParticle, dirt can be identified in
the blue channel. To remove the influence of dirt particles, the gradient magnitude
is also set to zero for all pixel where the blue channel is below 205 (see Figure 3.6(c)).
Finally, the gradient-vector-flow field is computed from this cost function. As inter-
nal energies the first and second derivatives are used (weighted with scalars α and
β). Additionally, as an imprecise segmentation usually is located in the interior of
the object, a balloon force δ is added. This balloon force pushes the contour in the
direction of the outward contour normal and thus into the direction of the correct
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Table 3.2: Parameters of the contour refinement methods.
Method Parameter Range
GVF snake α 0:0.4:0.8
β 0:0.5:2
δ 0:0.1:0.4
Number of iterations {50, 100, 200, 400}
Level set median filter size 0.54:0.36:2.7
µ 0:20:100
Number of iterations {30,50,100}
segmentation.
Another refinement approach used is the level set approach by Chan and Vese [113].
The aim of this approach is to partition the image into regions with homogeneous
intensity by minimizing an energy functional depending on the contour C, its length,
and the deviation of the image data from the mean intensity inside and outside of C
(see [113, p. 268]). This functional is reformulated as a level set approach, that
is, the contour is implicitly represented by a function φ(x, y), where φ(x, y) = 0
is the contour, φ(x, y) > 0 are the regions inside, and φ(x, y) < 0 are the regions
outside C. This reformulated functional can then be optimized by a discretization
and linearization of the corresponding Euler-Lagrange equations and regularization
methods. As input image, the green channel is used, and as the method works best
for homogenous regions it is preprocessed by median filtering. A weight µ is used
to balance the influence between the length of the contour and image information.
A pre- and a postprocessing step are identical for both the GVF snake and the level
set approach. As preprocessing, it is beneficial to use the convex hull of the initial
segmentation as initial contour, as it is usually closer to the desired segmentation
than the initial segmentation. As postprocessing, tests of the refinement methods on
the training set revealed that the segmentation is improved in most of the cases, but
that there are a few cases where the segmentation becomes much worse. Therefore
the refined contour is only kept if the criterion for the detection of the refinement
is higher for the refined contour than for the initial segmentation. Both refinement
methods have parameters which need to be optimized. This optimization is per-
formed on the training set for refinement by an exhaustive search of the parameters.
As an optimization criterion, the maximum distance between the gold standard seg-
mentation and the refined segmentation (Hausdorff distance) is used. Table 3.2 lists
the parameters which are optimized and their ranges. Figure 3.6(d) exemplarily
shows the refinement of an imprecisely segmented nucleus.
3.2.2.4 Detection and splitting of touching nuclei
Similar to the refinement of contours, the algorithms for the splitting touching nuclei
are only applied conditionally. In each case three methods for the detection and the
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(a) (b) (c)
Figure 3.7: Splitting of nuclei: green: convex hull, (a) Best fit ellipse, in blue (b)
Computation of the depth of a concavity, blue: line segments for the
distance computation, plus the depth measured (c) Alignment of a con-
cavity, the concavity is well aligned as the vectors vi and vj , starting
from the midpoint of the convex hull segmented to the deepest point of
the concavity, point towards each other.
splitting were analyzed.
If two elliptical nuclei which are close to each other are segmented as one object,
the resulting contour is often similar to the shape of the digit 8. Thus the object
has a non-elliptical shape and concave regions which are usually oppositely aligned.
Three features, EllipticDeviation, ConcavityDepth, and ConcavityAlignment are
used to quantify these visual observations. The two concavity features are based
on the concavity analysis framework of Kumar et al. [105],which is summarized in
Appendix A.2.
• Elliptic deviation: For this feature, the best fit ellipse E for the contour is
computed using Fourier Descriptors (see Figure 3.7(a)). Denoting the initial
segmentation of an object as S, the elliptic deviation is then defined as
EllipticDeviation = Area(E)Area(E ∪ S). (3.2)
The elliptic deviation is 1 for elliptical objects and smaller otherwise. This
feature does not have any parameters.
• Concavity depth: In this work the depth of the concavity is measured as
the maximum distance between the boundary of the object and the chord of
the corresponding convex hull segment ( [114], and see Figure 3.7(b)). Several
strategies for computing a final feature value are considered. Either the con-
cavity depth of the deepest concave region, the second deepest concave region,
the mean depth of all concavities, or its sum is returned. The computation
strategy is the parameter of this feature.
• Concavity alignment: Two concavities are considered as well aligned if the
concavity vectors vi and vj point towards each (Concavity-Concavity Align-
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ment, see Figure 3.7(c) for an illustration, and appendix A.2 for an exact
definition). If more than two concavities are present, the alignment is com-
puted for all pairs of concavities, and the lowest alignment value is returned
as the feature value.
The only parameter of these features which needs optimization is the computation
strategy of the concavity depth feature; the best strategy is found on the training
set for touching nuclei to detect all touching nuclei but including as little correctly
segmented objects as possible. Likewise, the thresholds for the detection were set
such that all objects which need to be split are identified.
State-of-the-art methods for splitting touching nuclei can be categorized into three
groups: Watershed approaches, Top-hat filtering and approaches based on the ge-
ometry of the object. One algorithm from each of these groups was chosen and
adapted for the problem at hand.
As first approach, a watershed algorithm is employed. The watershed algorithm
interprets a gray image as a topographic relief. This relief is filled with water, and
the ridges where individual water basins meet are taken as segmentation boundaries.
In this work, the watershed algorithm was applied to the distance transform of the
touching nuclei. In this distance transform, for every pixel the distance to the closest
background pixel is computed. As proposed in [115], the chessboard distance is used
as distance metric, since it reduces over-segmentation, a common problem of the
watershed algorithm.
The second approach studied is based on the Top-hat filter. For the Top-hat filter, a
morphological opening is applied to the green channel and then subtracted from the
green channel. The opening operation closes the gap between dark objects which
are close to each other. Thus the subtraction from the original image highlights
the path between these objects (see Figure 3.8(b)). Candidates for bright paths
between nuclei are extracted by thresholding the Top-hat image, with the aim to
remove these bright regions from the original mask and thus split the touching
nuclei. These candidates are those regions with a gray value above 40 in the Top-
hat image, a threshold determined empirically on the training set. First experiments
revealed that these candidates also occur in the interior of the object. Therefore,
only candidate regions which lead to a splitting of the touching nuclei are removed
from the original segmentation mask. The result of this approach is depicted in
Figure 3.8(c).
Third, the approach of Kumar et al. [105] is used from the group of geometric
approaches. Briefly, a split line candidate is a line segment connecting two concave
regions. If these two regions are properly aligned, a measure of split is computed
from the depth of the two concave regions as well as their distance to each other
(for a detailed algorithmic description the reader is referred to A.2). The split line
with the highest measure of split is the best split line. Touching objects are then
iteratively split along the best split lines, until no split line can be found. This
approach was extended, because when splitting touching nuclei across a straight
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(a) (b) (c)
Figure 3.8: Splitting of undersegmented touching nuclei: (a) before the splitting (b)
Result of the Top-hat filter, blue: initial segmentation, green: candidate
regions for splitting, white arrow: Only this candidate leads to a splitting
when removed from the initial segmentation mask.
line the segmentation of the emerging objects usually does not coincide with the
edges of the nuclei. To perform a split coinciding along these edges, the bright
path between two nuclei is extracted by an iterative thresholding procedure on the
green channel. Starting from the average background value, all pixels brighter than
this value are extracted and subtracted from the initial segmentation mask. This is
repeated until it leads to a splitting of the initial segmentation mask. However, this
split is only kept if the midpoint of the split line is within the bright region and if
the threshold is above the average green channel value of the touching nuclei.
3.2.2.5 Evaluation and optimization
The developed algorithms are optimized and evaluated on the manually annotated
FOVs. For evaluating the detection performance of the algorithm, the sensitivity is
used; an object of the gold standard is counted as detected if it shares at least one
pixel with a machine segmentation. The relevance of the detected objects is assessed
by the positive predictive value (PPV), the number of detected nuclei divided by
the number of all detected objects. The precision of the segmentation is quantified
by the Hausdorff distance, the maximum distance between the gold standard and
the algorithm’s segmentation. For a precise segmentation this distance should be as
low as possible. For evaluating the ability of the splitting algorithms, the number of
undersegmented touching nuclei is counted; these are the objects which share pixels
with at least two gold standard objects.
The segmentation algorithms are optimized on the manually annotated FOVs from
the training set. Choices to be made are the method for the initial segmentation,
the size of the median filter for the preprocessing, the contour refinement algorithm,
and the splitting algorithm. As a first criterion, the sensitivity must be as high as
possible. In case of a tie, the Hausdorff distance is used for decision. For the splitting
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Table 3.3: Optimization of the segmentation algorithms on the training and test set.
Training set
Sensitivity (%) PPV (%) HD (µm) #touching
Baseline 99.72 44.88 1.066 27
Initial segmentation 99.91 48.03 1.138 18
+ Median filtering 99.91 47.64 0.960 23
+ Rejection 99.91 60.07 0.960 23
+ Refinement 99.91 60.06 0.811 23
+ Split touching nuclei 99.91 57.86 0.648 2
Test set
Final algorithm 99.63 53.65 0.447 2
of touching, the number of remaining touching nuclei is the primary criterion for
choosing a method, and again the Hausdorff distance is the secondary criterion.
3.2.3 Results
In the following, the optimization of individual parts of the segmentation pipeline
as well as their influence on the segmentation performance on the training set are
presented. Finally, the results of the best algorithm applied on the test set are given.
As a baseline for the segmentation performance, the segmentation algorithm from
manual DNA-ICM is used, which detects nuclei with a sensitivity of 99.72% and
a PPV of 44.88% (see Table 3.3). Already the initial segmentation of the newly
developed segmentation pipeline finds more relevant objects and segments less irrel-
evant objects. If the image is median filtered before segmentation, also the contour
precision is better. Hereby, no matter which initial segmentation is used, the most
precise contours are reached for a median filter of size 1.26 µm. As a side effect of the
median filtering, more individual nuclei are jointly segmented (without median filter
18 touching nuclei, with median filter 23 touching nuclei). From the three initial
segmentation methods, two-sided thresholding, maximum likelihood approach, and
the classification of color values with a kNN classifier, the classifier approach is best.
The PPV of the segmentation is increased further by the rejection algorithms for
nuclei with dirt and nucleus fragments. The initial segmentation finds 2236 objects
in the 80 FOVs, from which 465 objects (20.80%), are rejected without removing
any relevant object. For detecting the need for refinement, the feature GradientOn-
Contour yielded a higher specificity than the feature ConvexHullIntensity (84.55%
compared to 70.33%, reached for p = 0.4). All objects with GradientOnContour
below 14.86 are refined, which is the case for 471 objects in the training set. Con-
sidering the contour refinement algorithm itself, the GVF snakes yield a slightly
more precise contour than the level set method (a Hausdorff distance of 0.811 µm
40
3.2 Segmentation of nuclei
Figure 3.9: Segmentation results for the FOV from Figure 3.2.
compared to 0.831 µm on the training set for contour refinement, using α = 0.4,
β = 1, δ = 0.1 and 200 iterations). Detecting the need for splitting an object should
be done with the feature ConcavityDepth, and only the second deepest concavity
should be considered. A splitting algorithm is called if this concavity is deeper than
1.2 µm, which is the case for 236 objects (touching nuclei as well as artifacts). From
the splitting algorithms, the Top-hat filter performed best: it splits 21 of the 23
undersegmented touching nuclei in the training set, whereas the watershed splits
only 16 and the morphology based approach only 8.
To summarize, the final configuration for the segmentation algorithm is:
• Preprocessing: median filtering with filter size 1.26 µm
• Initial segmentation: based on kNN classifier, trained on the color values
• Detection refinement: GradientOnContour
• Refinement: GVF snakes
• Detection splitting: depth of second deepest concavity
• Splitting: Top-hat filter
Compared to the baseline classification, on the training set the proposed segmen-
tation pipeline yields a sensitivity of 99.91% instead of 99.72%, a PPV of 57.86%
instead of 44.88%, a Hausdorff-Distance 0.648 µm instead of 1.066 µm, and only two
instead of 27 touching nuclei remain. Figure 3.9 exemplarily shows the contours
found by this segmentation algorithm.
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(a) (b)
Figure 3.10: (a) Three touching nuclei, segmented as one object. The segmentation
mask is given in black, the convex hull is green and the blue arrows
are the vectors used for computing the alignment of concavities. The
assumption that the concavities are aligned oppositely does not hold
anymore, (b) Joint segmentation of an intact and a disintegrated nu-
cleus.
Applied on the unseen 80 FOVs of the test set, nuclei are detected with a sensitivity
of 99.63%, a PPV of 53.65%, and a Hausdorff Distance of 0.447 µm.
3.2.4 Discussion and conclusions
The results on the training set clearly motivate the application of the individual
parts of the segmentation pipeline: Each step increases either the PPV or the con-
tour precision (see Table 3.3). Different from many state-of-the-art algorithms, in
this pipeline complex contour refinement and splitting algorithms are only applied
conditionally. Applied on the test set, the detection performance and the PPV are
very similar compared to the training set, and the Hausdorff distance to the man-
ual gold standard segmentation is even better. In the following, the influences of
individual parts of the segmentation are discussed and explanations why certain
algorithms or features perform better are given.
The median filter as a preprocessing step decreases the Hausdorff distance, and a
visual analysis revealed that the contours are much smoother and coincide better
with the gold standard segmentation. It leads, however, to an increased number of
undersegmented touching nuclei, as the median filter replaces the background pixels
between two nuclei which are close to each other with dye color. But this draw-
back is clearly compensated by the benefit of a more precise segmentation, and the
touching nuclei can later be split again by the splitting algorithm. For the initial
segmentation, the lookup table trained from the kNN classifier is best. Compared to
the two-sided thresholding approach, it allows a more flexible partition of the HSV
colorspace into nucleus colors and non-nucleus colors. Compared to the maximum
likelihood approach, it generalizes better for data which is not part of the color
training set. The contour refinement method improves the contour precision from
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0.960 µm down to 0.811 µm. Both GVF snakes and level set methods perform well,
with a slight advantage for the GVF snakes. Interestingly, if the GVF snakes are
applied to all objects, this not only increases the computational burden, also the
Hausdorff distance is slightly larger (0.816 µm). For detecting objects which need
to be split, the depth of the second deepest concavity is most specific. For the
feature EllipticDeviation, this is because its feature value is not only diminished by
deep concavities, but also if the contour is ragged everywhere, thus leading to more
false-positives. For the feature ConcavityAlignment, a visual analysis of touching
nuclei revealed that the concavities are not always aligned, especially if more than
two nuclei are jointly segmented (see Figure 3.10(a)). Therefore this feature is also
inferior to the ConcavityDepth feature. The best splitting algorithm is the Top-
hat filter. The watershed algorithm, does not split as many touching nuclei, and
besides leads to an over-segmentation of artifacts. The main reason why the mor-
phological approach does not split as many objects is the same drawback as for the
ConcavityAlignment feature: Especially if the initial segmentation contains several
objects, the concavities are not aligned, and only one candidate point per concav-
ity is available (see Figure 3.10(a)). Thus the algorithm does not find the desired
split lines. The splitting algorithm slightly decreases the PPV, as a split artifact,
which was formerly counted as one false-positive object, is counted as two or even
more false-positive objects after the splitting. However, again the benefit of a more
precise contour compensates for this drawback. On the average, the segmentation
algorithm from manual DNA-ICM segments 16.41 irrelevant objects per FOV on
the training set, whereas the proposed segmentation pipeline only has 9.75 false-
positives per FOV. The remaining objects are mainly artifacts or defocused objects,
which need to be identified by the subsequent classifiers. However, considering that
up to 4000 FOVs have to be processed when scanning a slide, more than 20.000
irrelevant objects can already be rejected at this stage. Altogether, the conditional
contour refinement and splitting decrease the Hausdorff distance, which is very sen-
sitive for missegmentations, from 1.066 µm of the manual DNA-ICM segmentation
down to 0.648 µm on the training set. This performance is confirmed on the test
set.
To conclude, a segmentation pipeline for the precise, unsupervised segmentation
of nuclei has been presented. It decreases the number of irrelevant objects during
an initial segmentation step by learning color values which are specific for nuclei.
Further irrelevant objects of this segmentation are rejected based on feature values.
Furthermore, it improves the contour precision by conditionally applying a contour
refinement and a splitting algorithm.
As a future research task, Markov-Random-fields will be tested as initial segmenta-
tion. For Markov-Random-fields not only the pixel intensities but also the relation-
ship to the neighboring pixels is examined; this can improve the initial segmentation.
An alternative for Markov-Random-fields is to adapt the initial segmentation to the
stain intensity at the first FOVs which are analyzed. Especially dim nuclei need
refinement, therefore the adaption can reduce the number of objects needing refine-
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Figure 3.11: Flow chart of the classifier cascade, which first decides whether an
object is focused and subsequently classifies the focused objects into one
of the nucleus classes or as artifact. The nucleus classes vary depending
on the type of specimen, in this example the classes in oral brush
biopsies are shown.
ment. Currently, only a single feature and a threshold are used to identify the need
for refinement or splitting. The combination of several features and more complex
classifiers can be used for this purpose. However, in that case, the computational
burden should not exceed the effort for unnecessary applications of the algorithm
itself. The main reason for an imprecise segmentation of the proposed segmentation
pipeline is the joint segmentation of nuclei and larger regions of disintegrated nuclei
(see Figure 3.10(b)). A discriminative criterion for these artifacts and nuclei is the
textural information and the stain intensity—similar to the refinement and splitting
algorithms for both the detection of this missegmentation as well as its correction
need to be developed.
3.3 Classification of nuclei
The automated image acquisition and segmentation yields up to 100,000 objects
(nuclei and artifacts) per slide. Next, classifiers are employed to assign to each object
either one of the nucleus classes (four to five different classes), or the class “artifact”
or the class “defocused”. They are a core component for increasing the productivity
of diagnostic and prognostic DNA Image Cytometry, as they automatically identify
the relevant nuclei within a large amount of objects.
This section presents classifiers for distinguishing nuclei originating from effusions,
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prostate cancer biopsies and cervix/oral1, with a special focus on classifying morpho-
logically abnormal nuclei. Since the nucleus classes and the preparation technique
are different for the three modalities, individual solutions are needed for each one.
The classification itself is realized as a two-stage classifier cascade (see Figure 3.11).
First, it is decided whether an object is focused. Only the focused objects are then
handed over to the second stage, the nucleus classifier. The reason for this is that
focused and defocused objects mainly differ by texture, whereupon nuclei from dif-
ferent classes mainly differ by morphology. The organization as a classifier cascade
allows the individual selection of appropriate features for each task. For both stages
of the cascade, the development includes the systematic optimization of classifier
models, the choice of state-of-the-art features or the development of novel features,
and the use of feature selection techniques to find the most relevant combination.
The organization of this section is as follows: First, an overview of general concepts
used in this work is given. The second part is about classifiers for focused and
defocused objects. Third, the nucleus classifiers are presented. Since the concepts
for focused/defocused objects are very similar for each type of specimen, they are
presented together. The nucleus classifiers, however, are presented separately.
3.3.1 General concepts
The classifiers were trained to classify nuclei in accordance with a cytopathological
expert using a supervised learning approach. Starting point for supervised learning
is a gold standard database, a set of nuclei for which an expert has labeled their
corresponding nucleus class. A set of features which quantify characteristic prop-
erties of nuclei from different is computed for each object from the gold standard.
Based on the gold standard and the features, a classifier algorithm “learns” how the
expert classifies objects and applies this knowledge to classify new nuclei. In the
following, the general concepts applied throughout this work for collecting gold stan-
dard databases, selecting and developing features, and evaluating the performance
are presented. This chapter presents the general concepts applied for the develop-
ment of all classifiers—the types of nuclei and nucleus statistics for the individual
classifiers are presented in the corresponding sections.
Gold standard: Prior to collecting gold standard data, the system was set up
according to the standardized image acquisition of section 3.1. To ensure that the
objects in the gold standard cover all classes and their real frequency of occurrence,
all objects from a diagnostically representative part of a slide were acquired by
segmenting all objects in the FOVs. The inter-patient variability is accounted for by
1As brush biopsies of the oral cavity and the uterine cervix are both taken from mucosa which
represents squamous epithelium, and the preparation of specimens is identical, the cell types
derived from cervical and oral smears are partly the same and the cells have a very similar ap-
pearance. Therefore, classifiers trained on cervical mucosa data can be used for the classification
of oral nuclei.
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collecting objects from four and nine different patients for the defocus and nucleus
classifiers respectively. A cytopathologist with more than 35 years of experience
labeled the objects’ classes in the gold standards for the nucleus classifiers. The
classes of objects in the gold standard for the defocus classifier were assigned by
the author. Additionally, each gold standard was reviewed by checking the initial
classifications of all objects and correcting for misclassifications.
Features The features used for classification should quantify characteristic prop-
erties of objects by values which are similar for objects in the same class, but dif-
ferent from objects in other classes [73]. Therefore, choosing or developing features
comprises analyzing and understanding the visual properties of different types of
nuclei, and the creative process of identifying ways to quantify these differences.
The features used in this work are either taken from the rich literature of nucleus
features [21, 80, 116], or novel features were developed. In case the novel features
have parameters which need to be optimized, an exhaustive parameter search is
performed on a small training set (objects from one slide of the gold standard). The
parameter which separates the classes of this set best, quantified by a separability
criterion, is chosen for this specific feature. As a separability criterion, the rate of
objects which have a neighbor from the same class is used (1NN-classification); for
features with a high discriminative power this value is high.
Feature normalization: The values from different features might span different
ranges. For classifier algorithms such as kNN or SVM, this can be problematic as,
depending on the range, some features dominate over others and reduce their in-
fluence on the classification result [117]. Therefore it is beneficial to normalize the
features to similar ranges. The normalization strategies from [118] were studied for
the classification of nuclei from prostate biopsies [117]. These strategies are: linear
scaling to [0, 1], rank normalization, linear scaling to unit variance, and transforma-
tion into a uniform random variable via the cumulative distribution function. As
the experiments in [117] showed that the normalization by variance is best suited
for the problem at hand, this normalization method is used throughout this work.
To account for outliers, all values below the 2.5% and above the 97.5% quantile are
not considered for computing the mapping.
Feature selection The task of feature selection is to automatically find the com-
bination of features which discriminates the individual classes best. Therewith, it
has to be considered that the combination of several weak features might be better
than a single strong feature [119, 1165]. As the number of possible combinations
raises exponentially with the number of features, testing all features (“brute force”)
quickly becomes infeasible. In that case, sequential forward feature selection (SFFS)
was used for feature selection. Starting from an empty feature set, this method it-
eratively adds features by selecting the combination with the previously selected
features which has the highest classification rate [120].
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Table 3.4: Classifiers used in this work, including the parameters tested.
Classifier Parameter Range
kNN Number k of neighbors 1:1:30
Distance metrics Cityblock, Euclidean, Cosine
Correlation, Mahalanobis
Neural Network Number of Layers 10:10:200
Decision Tree Min. branch node observations 10:10:300
Prune criterion Deviance, Towing, Gini
Split criterion error rate, impurity
SVM Kernel function Radial basis function
C 2−5, . . . 215
γ 2−5, . . . 215
Random Forest Number of classifiers 5:5:300
Number of features at nodes 4,8,12,16, all
Adaboost Number of classifiers 100:50:2500
Classifier algorithms: For each classification task, six classifier algorithms and
their parameters were systematically evaluated: Neural networks, Decision trees,
k Nearest Neighbors classifiers (kNN), and Support Vector Machines (SVM) [121],
AdaBoost, and Random Forest. The latter two are so called ensemble classifiers,
for which several weak classifiers are combined to a stronger one. The classifier
algorithms and their parameters are listed in Table 3.4, detailed descriptions of
these classifier algorithms can be found in [117].
Evaluation: The classifiers were evaluated using a leaving-one-out strategy on a
slide basis. That is, a classifier is trained with data from all but one slide of the gold
standard, and the remaining slide is classified. The outcome is compared against
the annotations of the expert. This process is repeated until each slide is classified
once. Opposed to an approach where the gold standard data is split into training set
and test set, the leaving-one-out- strategy gives a better estimate for the classifiers
performance (see [122, p. 312]). And opposed to randomly splitting the gold
standard (cross-validation), by leaving out the data from a whole slide it is ensured
that no data from the same patient is in the training and test set at the same time,
which would lead to a bias. An overall correct classification rate is then computed
as an estimate of the classifiers performance. Since the requirement for this work
is to develop classifiers which are able to identify morphologically abnormal nuclei,
additional statistics reflecting the performance to classify abnormal nuclei are given.
3.3.2 Classification of defocused nuclei
The first step of the classifier cascade is to sort out defocused objects. In case the
autofocus system fails to correctly focus on nuclei, they are acquired out of focus.
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Figure 3.12: Optimally focused scene of an oral smear, as determined by the auto-
focus procedure. Still, some objects are out of focus.
Since the depth of field of the microscope objectives at high magnification is narrow,
defocused objects will even be present in the FOV with the highest focus score during
the autofocus procedure (see Fig. 3.12). Sorting out defocused objects is necessary
for two reasons: First, the DNA content of nuclei can only be measured precisely
if the nuclei are acquired in focus. The reason for this is that the light intensities
in the nucleus image, which are used for DNA computation, are altered when the
nucleus is out of focus. Second, the correct nucleus class can only be determined
if a nucleus is in focus; for defocused objects important morphological and textural
information is missing.
The nucleus classifiers cannot be used to sort out defocused objects, because they
mainly concentrate on the morphology of a nucleus which hardly changes for slightly
defocused nuclei (see Fig. 3.13). Therefore, this classifier misclassifies defocused ob-
jects into non-artifact classes. Numerous autofocus algorithms for brightfield mi-
croscopy have been presented in literature. These algorithms select the optimally
focused FOV from a set of images with different focusing distances to the slide
(z-stack); comprehensive overviews can be found in [123, 124]. However, these ap-
proaches have in common that select the FOV with the highest focus score out of
a set of images. But in this case, only one image of the nucleus is available—and
from this image it has to be decided whether the nucleus is defocused or not.
Therefore, individual classifiers for automatically sorting out defocused nuclei were
developed. Based on a visual analysis of the changes between focused and defocused
images of the same nucleus, a set of novel features was developed. Gold standards
were collected by acquiring focused and defocused versions of several nuclei. These
gold standards were used for optimizing the feature parameters and selecting the
most relevant ones. Further training sets were used for adapting the sensitivity for
the detection of defocused nuclei as well as choosing the best classifier algorithm.
Finally, the optimized classifiers were evaluated on a test set. Parts of this work
have been published in [125].
48
3.3 Classification of nuclei
(a) Focused nu-
cleus
(b) 3D intensity plot
of 3.13(a)
(c) Defocused
nucleus
(d) 3D intensity plot
of 3.13(c)
Figure 3.13: Focused and defocused images of the same nucleus (3.13(a) and 3.13(c))
and 3D intensity plots of their gray images. The black line is the
contour found by the segmentation algorithm.
3.3.2.1 Equipment and material
A Motic BA410 manual microscope was used for collecting the gold standard sets
with the following procedure: First, an image of a nucleus in focus was acquired.
Subsequently, the microscope objective was moved in z-direction in 10 µm steps,
acquiring five further images of the nucleus. By doing so, a focused image and
defocused at several levels are available.
Training and test sets were automatically collected by using a Motic BA600 motor-
ized microscope for scanning areas of about 0.5 × 0.5 cm2. To enrich the set with
defocused nuclei, one third of the focus points were set out of focus. After acquisi-
tion, the collected nuclei were classified manually into the classes “defocused” and
“focused”.
Gold standard, training set, and test set were collected for nuclei from prostate
biopsies, oral smears, and serous effusions. DNA Image Cytometry specimens might
obey an inter-slide variability, for example with respect to the stain intensity. To
take these differences into account during the development and evaluation of the
system, four slides for each set and type of specimen were used. Table 3.5 shows the
number of nuclei.
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Table 3.5: Number of nuclei in the gold standard, training and test sets.
Gold standard Training set Test set
Effusions 3762 3547 3200
Oral 2249 2871 2878
Prostate 2110 3614 3564
3.3.2.2 Methods
An object which is out of focus is a low pass filtered version of the original ob-
ject [126]. Figure 3.13 displays a focused nucleus and its defocused counterpart, as
well as a 3D intensity plots of the gray image of the these nuclei. By visually ana-
lyzing this kind of images, the following characterizations for distinguishing focused
and defocused objects were made:
(1) Defocused objects have higher intensity values at the boundary of the object.
(2) The variation of intensity pixels in the interior of the object is lower for defo-
cused objects.
(3) Defocused objects have less variation in the derivatives of pixel intensities.
(4) The transition from background to nucleus perpendicular to the nucleus con-
tour is less steep for defocused objects.
(5) Defocused nuclei are brighter than their focused counterparts.
Based on this analysis, features for quantifying these observations have been devel-
oped.
Feature development All features are based on a gray image of the nucleus.
Briefly, observation (1) is quantified by computing the relationship of boundary
intensity values to intensity values in the interior of the object (feature Rbiii). As
for observation (2), the original segmentation mask is shrunk down to a percent-
age p by morphological erosion, and the coefficient of variation within this mask
is used to quantify the variation (feature VarInterior). The mean absolute filter
response of a Laplacian filter is used for measuring the variation in the derivatives
within the pixel intensities (feature Laplacian), as a consequence of observation (4).
For quantifying the transition from object to background, the absolute difference of
pixel intensity along the objects contour normal is computed. The final value of the
feature ADNormal is the p % quantile of all of these difference values. Finally, the
feature MeanIntensity is computed for reflecting how bright a nucleus is. A detailed
description of these features and their parameters can be found in the appendix A.3.
Table 3.6 shows how the feature values change if an object is moved out of focus.
Feature optimization and feature selection All features, except for the average
intensity feature, have parameters which are optimized to achieve the highest dis-
criminance between focused and defocused objects. As an optimization criterion,
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Table 3.6: Change of feature values when acquiring a nucleus out of focus.
focused defocused 10 µm defocused 20 µm
ADNormal 38 26 14
Laplacian 0.018 0.013 0.012
MeanIntensity 157.509 159.245 169.893
Rbiii 1.332 1.320 1.243
VarInterior 0.064 0.050 0.052
the classification rate of a 1NN classifier, evaluated with a leaving-one-out strategy
on slide basis, was used (see Section 3.3.1). This criterion was computed for all
parameters on the gold standard data set, and the parameter combination with the
highest 1NN classification rate was chosen as optimum. Subsequently, the best com-
bination of features was found by using a 10NN classifier as baseline classifier and
testing all possible combinations of the five features. Again, the gold standard set
and the leaving one out strategy on slide basis were used for optimization. All these
optimizations were performed separately for prostate, oral and effusion specimens.
Classifier optimization and final evaluation Using the optimal subset of opti-
mized features, the classifiers’ sensitivities were tuned. This was done by including
or excluding the slightly defocused nuclei in class “defocused” of the gold standard.
The gold standard was created by first acquiring a focused image of the nucleus, and
then bringing it more and more out of focus by moving the microscope objective 10,
20, 30, 40 and 50 µm in z-direction. Usually the values of the developed features
show a monotonic trend when going more and more out of focus. Therefore, if the
classifier uses all of these nuclei in the class “defocused”, objects whose feature values
are closer to the 10 µm defocused class than to the focused class will be considered
as defocused. If only the 20 to 50 µm defocused nuclei are used, this will be the
case if the object is closer to the 20 µm defocused nuclei as the focused ones, thus
shifting the decision boundary and being less sensitive. Moreover, the best classifier
model was selected by exhaustive search of classifier models and their parameters.
Both optimizations were performed on the training set. Since classifying a focused
abnormal nucleus as defocused object has more severe consequences than vice versa,
a weighted error rate was computed as optimization criterion. Classifying a focused
object as defocused was punished with a five times higher weight than classifying a
defocused object as focused. Finally, the gold standard and classifier algorithm with
the lowest weighted error rate were chosen for training the final classifier and used
to classify the test set.
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Table 3.7: Results from the parameter optimization of the defocus classifier for effu-
sions. The highest 1NN correct classification rate and the corresponding
parameters are given.
Feature Parameter Best parameter 1NN CCR (%)
ADNormal Normal length nl 0.18 µm 88.81
Quantile p 100%
Laplacian Resize percentage p 110% 90.01
MeanIntensity 76.87
Rbiii Resize percentage p 90% 77.01
Extend outside yes
VarInterior Resize percentage p 30% 81.13
3.3.2.3 Results
Since the optimal feature values are very similar for the different modalities, ta-
ble 3.7 shows the optimal parameters only for effusions. The feature AD Normal
discriminated best if the maximum difference from all absolute pixel differences is
used. For the Laplacian feature, it is beneficial to extend the original segmentation
mask slightly (+10% added to the original size). The relationship between bound-
ary and interior intensity should be computed along a thin ring around the nucleus
contour. The variation of the intensity values should be assessed in the center of
the nucleus (30% of the original size of the segmentation mask).
The features are used with the optimized parameters in the second step, the feature
selection process described in section 3.3.2.2 to find the optimal combination of
features. The parameter optimization of the features already indicates that the
Laplacian and ADNormal feature are most discriminative features. For effusions and
prostate, these two features and the VarInterior feature give the highest classification
rates of 99.13% and 93.13% respectively. For oral, the mean intensity feature was
chosen as well. However, as the gain was only marginal (97.64% with average
intensity, 97.47% without), this feature is not used to achieve consistency of features
between the three modalities. In conclusion, the ADNormal, Laplacian and Rbiii
feature are used for all three types of specimen.
The final step in the optimization of the classifiers is the adaption of the sensitivity
and the choice of the classifier model. For effusions, the objects acquired 20 to
50 µm out of focus are used as class “ defocused” in the gold standard. The optimal
classifier algorithm is a kNN classifier, using k = 26 and the cityblock distance. For
oral, again the objects 20 to 50 µm out of focused are used as defocused objects. This
time, the SVM classifier is best (C = 4, γ = 512). For prostate, the optimization
selects a more sensitive classification scheme, as objects 10 to 50 µm out of focus
are used. Similar to oral, the SVM classifier is best, but different parameters are
used (C = 2−5, γ = 16). Table 3.8 shows the application of these classifiers on the
data from the test set. The nuclei are classified with correct classification rates of
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Table 3.8: Classification performance on the test sets.
Effusions Ground truth
Focused Defocused
Focused 1992 60
C
ls.
Defocused 0 1148
Oral Ground truth
Focused Defocused
Focused 2143 86
C
ls.
Defocused 7 642
Prostate Ground truth
Focused Defocused
Focused 2373 5
C
ls.
Defocused 16 1170
98.13%, 96.77% and 99.30% for effusions, oral and prostate.
3.3.2.4 Discussion and conclusion
Taking all types of specimen together and defining the defocused objects as “posi-
tive” class, the positives are detected with an overall sensitivity of 95.15% and an
overall specificity of 99.64%. Thus most of the defocused objects are removed. Only
23 out of 6531 focused objects are misleadingly rejected, and a detailed analysis of
these misclassifications revealed that none of them would change the diagnosis or
prognosis2. Being representative for all types of specimen, Figure 3.14 shows the
classification result of the oral defocus classifier.
One key factor for reaching this performance of detection is the development and
optimization of novel features. From the five features examined, the features Mean-
Intensity and VarInterior were rejected by the feature selection. Whereas the defo-
cused version of a nucleus is brighter than its focused version, it might be that the
focused version of a brighter nucleus has the same mean intensity as the defocused
version of a darker nucleus. Therefore, the feature MeanIntensity is not suited for
deciding if an object is focused or not. The feature VarIntensity, assesses the vari-
ation of intensities in the center of an object. However, objects like aggregates of
nuclei or granulocytes might not have any stain in their center, so in this case the
feature does not provide discriminative information. The three features chosen by
the feature selection are ADNormal, Laplacian and Rbiii. Although the feature Rbiii
is, like the MeanIntensity feature, based on intensities, it can be used for deciding
if an object is defocused or not because it relates the intensities close to the nucleus
boundary to the interior intensities. All three features are relevant: the ADNormal
feature is the most discriminative one, however when using only this feature the
correct classification rate is 92.56% compared to 99.13% (effusion), 96.00% com-
pared to 97.47% (oral) and 87.73% compared to 93.13% (prostate). To conclude,
2For oral, the 7 rejected focused nuclei were bright normal epithelial cells which are used for
calibration but not diagnosis. For prostate, one focused fibroblast and 15 focused near-diploid
abnormal nuclei were rejected. Only the rejection of non-diploid abnormal nuclei can be critical.
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Figure 3.14: Field of view from Figure 3.12, where the nuclei classified as focused
have a black contour and the contour of defocused nuclei is white.
the sharpness of the transition of intensity values from background to object, the
variation in derivatives and the relationship between boundary and interior intensity
contain sufficient information to decide if an object is focused or not.
The classification rates on oral nuclei was slightly lower than for the other types
of specimen. The detection of defocused objects in oral specimen is more difficult
because around oral cells more cytoplasm is visible in the microscopic images. There-
fore, the difference of intensity values between nucleus and surrounding background,
which influences the feature value for all three features used for classification, is less
sharp. This could be overcome by normalizing the features with respect to the light
intensity in a small reference ring around the segmentation mask of the nucleus.
As a conclusion, the developed classifiers can be used for automatically removing
defocused objects from DNA Image Cytometry measurements prior to the classifi-
cation into nucleus classes. Alternative applications of these classifiers are speeding
up the autofocus routine and quality control of the automated digitization. The
best focus position for neighboring FOVs usually differs only slightly. Therefore, the
same z-position of the objective could be kept instead of acquiring a whole z-stack
for each FOV. Such a stack would only be required if too many objects are classified
as defocused. Additionally, the number of defocused nuclei of a whole scan allows a
quality check for automatically scanned slides. If this number is above a predefined
threshold, the slide needs to be rescanned with modified focus settings.
3.3.3 Classification of nuclei from effusions
This section presents a first classifier for distinguishing the different nucleus classes,
namely for nuclei originating from effusion specimen. Body cavity effusions might
be caused by a metastasizing cancer. Therefore, for every body cavity effusion is is
necessary to investigate if it contains cancer cells (see chapter 2.1.5). The presented
classifier is a step towards the automated screening of fine-needle aspirates of body
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cavity effusion for cancer cells using DNA Image Cytometry. Parts of this work have
been published in [127].
3.3.3.1 Material
A gold standard was collected comprising 54,374 nuclei from nine different patients.
The effusions were gained by a fine-needle aspiration biopsy of body cavity effusions
(see chapter 2.1.5). The cells contained in these effusions were deposited on glass
slides by smearing effusion sediments and air-dried. The slides were first stained
using the May-Grünwald-Giemsa scheme and then restained specific for DNA ac-
cording to Feulgen. For six of the patients, DNA-aneuploidy was found with manual
DNA Image Cytometry. Figure 3.15 shows the six classes of nuclei which are present
on slides from effusions, which briefly are:
• Normal mesothelial nuclei: Cells originating from the cellular lining of
the pleural or peritoneal cavity. They are elliptically shaped with a finely
granular texture and without morphological or textural abnormalities. Normal
mesothelial nuclei are used as reference nuclei for calibrating the algorithms
for DNA measurement.
• Abnormal mesothelial nuclei: Mesothelial nuclei with morphological and
textural abnormalities, suspicious for malignancy. Only these nuclei are used
for calculating a diagnostically meaningful DNA distribution.
• Macrophages, lymphocytes, and granulocytes: Cells from the immune
system. Macrophage nuclei are shaped like a kidney, lymphocyte nuclei are
small and round, and granulocyte nuclei usually consist of three to four seg-
ments.
• Artifacts: Objects for which the DNA content cannot be used for diagnosis
and which do not belong to any nucleus class, for example overlapping nuclei,
disintegrating (lytic) nuclei, and missegmented objects.
3.3.3.2 Methods
In total 18 features from the literature about cell features for classification [21,80,116]
were selected under the advice of a cytopathologist: these features mainly describe
the morphology of the objects (11 features), their light intensity (4 features) or textu-
ral information (3 features). A list of these features can be found in appendix A.4.1,
in the following these features are denoted as state-of-the-art features. As classi-
fier algorithms, a kNN classifier (k=15, euclidean distance) and a Random Forest
classifier (with 100 trees and randomly select 4 features at each node) were tested
initially. The performance of these classifiers is evaluated by the leaving-one-out
strategy on a slide basis (see 3.3.1). The evaluation is based on the overall correct
classification rate, the percentage of detected abnormal nuclei and the percentage
of abnormal nuclei among all objects classified as abnormal (relevance classified as
abnormal).
55
3 Image processing algorithms
(a) abnormal (b) normal (c) artifact
(d) macrophage (e) lymphocyte (f) granulocyte
Figure 3.15: Classes of objects from the effusion gold standard.
3.3.3.3 Results
The kNN classifier achieved a correct classification rate of 86.15% and the Random
Forest classifier a rate of 88.11%. The Random Forest classifier was able to identify
95.24% of all abnormal nuclei, and 94.04% of all objects classified as abnormal are
correct (see Table 3.9). The correct classification rates for individual slides during
the leaving-one-out training varied between 84.41% to 94.61%, with a coefficient
of variation of 3.80%. A detailed list for the performance of each slide as well as
the the performance for identifying abnormal nuclei, divided into DNA-exceeding
events and abnormal stemlines, can be found in Appendix A.5.0.1.
3.3.3.4 Discussion and conclusions
More than 95% of all abnormal nuclei are identified correctly by Random Forest
classifier, employing the state-of-the-art features. Also, the number of objects which
were misclassified as abnormal is low, therefore it can be concluded that this classifier
is able to discriminate abnormal nuclei from all other types of nuclei and artifacts.
A further important implication for the application in practice is that over 90% of
the normal mesothelial nuclei were classified correctly. They are used as reference
cells for converting the integrated optical densities into DNA values, thus enough
nuclei are available for this purpose.
Considering the classification rates of the individual nucleus classes, the class with
the worst classification performance are macrophages. However, since these cells are
neither used as reference nor as analysis cells and have normal DNA content, no
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Table 3.9: Classification table of the Random Forest classifier for effusions.
Ground truth
Artifact Abnormal Macrophage Normal Lymphocyte Granulocyte
Artifact 14437 390 527 626 94 190
Abnormal 470 10635 11 193 0 0
Macrophage 226 26 955 338 4 15
Normal 914 98 758 14708 641 26
Lymphocyte 118 16 13 396 5840 73
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Granulocyte 166 2 48 10 72 1338
Total 16331 11167 2312 16271 6651 1642
Error (%) 11.60 4.76 58.69 9.61 12.19 18.51
Correct classification rate: 88.11%
Abnormals detected: 95.24%
Relevance classified as abnormal: 94.04%
influence on the final diagnosis is expected. Macrophages are cells of the immune
system, therefore an increased amount is found for example in case of an inflamma-
tion. The variation of the classification rates for the individual slides is tied to the
presence of macrophages: the five slides with the lowest classification rates are also
the five slides where the most macrophages are present.
Selecting and optimizing the classifier models clearly has the potential to increase
the classifier performance—the choice of a Random Forest classifier instead of kNN
improved the classification rate by almost 2 percentage points. First experiments
with the Random Forest classifier under clinical conditions were promising: They
revealed that it is possible to confirm the diagnosis of manual DNA Image Cytometry
by means of automatically collected and classified nuclei [127]. Thus a larger set of
slides was evaluated using the Random Forest classifier. For consistency during the
evaluation of this study, which is presented in section 4.3.1, the same classifier had
to be used for all slides. This is why further research on classifier models was not
pursued at that point. It should, however, be performed as future work.
3.3.4 Classification of nuclei from prostate cancer biopsies
A further application of DNA Image Cytometry is the grading of malignancy of
an already diagnosed prostate cancer on enzymatic cell-separation specimens from
Formalin-fixed and Paraffin embedded biopsies. In this section, a classifier for dis-
tinguishing nuclei found in these specimens is developed. The development includes
feature selection, optimization and selection of the classifier, and the development
of novel features. As the results of subsequent development steps build on the previ-
ous results, the results of an individual step are first presented and discussed before
proceeding to the next step. Parts of this work have been published in [128,129].
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(a) Abnormal (b) artifact (c) fibroblast
(d) lymphocyte (e) granulocyte
Figure 3.16: Classes of objects from the prostate biopsy gold standard.
Table 3.10: Results of the feature selection on the gold standard from prostate cancer
biopsies.
Feature set Number of features CCR (%)
Baseline 18 89.83
Forward feature selection 24 89.90
3.3.4.1 Material
Nuclei from nine patients were extracted out of prostate cancer foci from core needle
biopsies. These were disintegrated by enzymatic cell separation, centrifuged, de-
posited on a glass slide and stained according to Feulgen. From these slides, 47.982
objects were collected and annotated. For grading the malignancy of prostate can-
cer, five classes of objects need to be distinguished (see Figure 3.16(e)). Besides
artifacts, granulocytes and lymphocytes, which have already been described for the
effusion classifier, “cigar-shaped” nuclei of fibroblasts which originate from connec-
tive tissue are present on these slides. As the cell material exclusively originates
from cancer foci in core needle biopsies, there are no normal epithelial but only
abnormal epithelial nuclei on these slides.
3.3.4.2 Feature selection
Like for the effusion classifier, the analysis of the prostate classifier was started using
the state-of-the-art features and a kNN classifier with k=15 and euclidean distance,
and the performance of the classifier was evaluated using the leaving-one-out evalu-
ation on a slide basis. As a first approach for improving the classifiers performance,
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Table 3.11: Performance of classifier algorithms on prostate data. For each classifier
model, also the best parameter configuration is given.
Classifier Parameters Best CCR (%)
kNN k = 19, Cityblock distance 90.24
Neural Network 80 layers 90.39
Decision Tree 131 min. branch node observations, 88.15
splitting by error rate, pruning by deviance
SVM C=32, γ = 1 91.34
Random Forest 170 classifiers, randomly select 4 features 91.12
Adaboost 1750 classifiers 84.94
further features from literature were implemented to extend the original set to 75
features (see [130]). A sequential forward selection was performed on this extended
set using the same kNN classifier.
The baseline for the classifier optimization is set by a kNN classifier with a correct
classification rate of 89.83% (k=15, euclidean distance, state-of-the-art features).
Feature selection increases the performance by 0.07% (see table 3.10), but also needs
six more features. Employing other feature selection strategies such as backward
selection or oscillating search strategies did not yield an noticeable improvement
either (see [130]). Since less features are needed for almost the same classification
performance, the further analysis was continued using the state-of-the-art features.
3.3.4.3 Optimization of classifiers
Next, different classifier algorithms were tested employing the state-of-the-art fea-
tures. The tests included kNN, Neural Network, Decision Tree, SVM, Random
Forest and Adaboost classifiers. Their parameters, as listed in table 3.4, were opti-
mized by an exhaustive parameter search. Concerning the performance evaluation
during the optimization, the SVM did not use the whole gold standard, but an in-
ternal five-fold cross validation procedure of the libsvm-package on five of the nine
slides (see [117]). The reason is that training a single SVM is already very time-
consuming, and in total 441 different parameter configurations needed to be tested;
the evaluation on the reduced set cuts down the time needed for the optimization to
one half. The best parameter configuration of this analysis is then evaluated on the
full set of slides. For the other classifiers all parameter combinations were tested on
the whole set, the leaving-one-out tests being applied on a slide basis.
The rate of correctly classified nuclei is raised above 91% by a Random Forest clas-
sifier or an SVM (91.12% and 91.34% respectively). The results from the parameter
optimization of these two classifiers is shown in Figure 3.17, and the result from the
classifier optimization in Table 3.11.
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(a) Random Forest (b) Support Vector Machine
Figure 3.17: Parameter optimization for (a) the Random Forest classifier (b) the
SVM classifier. As the SVM classifier was evaluated using another
optimization strategy to reduce the computational burden, only qual-
itative results are given for this classifier. On the full set, the best
parameter combination (C = 32, γ = 1, white cross) achieves a classi-
fication rate of 91.34% correctly classified nuclei.
3.3.4.4 Requirement analysis for novel features
It was concluded from the the research on feature selection and classifier optimization
that the features available currently do not allow a better discrimination of the five
classes and that more discriminant features are needed [117,130]. Prior to the actual
development of the features, a requirement analysis was performed by analyzing the
nearest neighbors in the feature space of the misclassifications of the best kNN
classifier (k=19, cityblock distance). The rationale behind this approach is that the
nearest neighbors of an object are those which are considered similar with respect to
the current features. If an object is misclassified, and among the nearest neighbors
are more objects from another class with a visually distinguishable property, this
means that the current features do not quantify this property well. A feature needs
to be developed which assumes different values whether or not this property is
visible. Ideally, if this feature is also used for classification, only the objects of the
correct class are considered as similar and the misclassification is corrected. Thus
this analysis yields starting points for developing new features.
In total 4684 misclassified objects were analyzed, and three common patterns of
misclassifications were observed:
1. Lymphocytes vs. abnormal nuclei: For low-grade abnormal nuclei, the
changes in morphology are still subtle, and these still have an elliptical shape
similar to those of lymphocytes. The classifier’s decision is strongly based on
the objects morphology (11 out of 18 features), consequently these classes are
frequently mixed. Opposed to lymphocytes, abnormal nuclei contain nucleoli,
mostly a circular nuclear structure which does not contain DNA and thus
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Figure 3.18: Requirement analysis. For the object to be classified (top), the nearest
neighbors in the feature space are analyzed (for the sake of clarity lim-
ited to 10 neighbors in this example). Abnormal and overlapping nuclei
are still considered as similar, since the current features cannot distin-
guish the ragged contour of abnormal nuclei from those of overlapping
nuclei.
(a) (b) (c)
Figure 3.19: Patterns of misclassifications identified by the requirement analysis.
(a) Lymphocyte and abnormal. Only abnormal nuclei contain nucleoli
(white arrows), (b) Overlapping nuclei and abnormal nuclei. Over-
lapping nuclei usually have two oppositely aligned concavities (black
arrows in this Figure, see also Figure 3.18), (c) Dye artifacts and nu-
cleus.
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is brighter after Feulgen staining (see Figure 3.19). This pattern occurred in
10.8% of the cases. Features which quantify whether or not a nucleus contains
nucleoli are needed.
2. Overlapping vs. abnormal nuclei: A subtype of artifacts are overlapping
nuclei. Frequently, the neighbors of overlapping nuclei frequently were abnor-
mal nuclei, and vice versa (5.5% of the misclassifications). The reason for this
is that both abnormal nuclei and overlapping nuclei have an irregular contour.
For overlapping nuclei, however, the contour is irregular because of (usually
two) deep concave regions, whereas for abnormal nuclei the whole contour is
ragged. Therefore, features quantifying if the irregularities of the contour are
due to concavities or not are required.
3. Dye artifacts vs. abnormal nuclei In 4.8% of the cases nuclei contained
dye artifacts which come from particles introduced during the preparation of
the slide. All state-of-the-art features exploiting the intensity information only
work on a gray image, therefore features depending on color information are
needed.
For other misclassifications, no specific pattern could be observed.
3.3.4.5 Development of novel features
The requirement analysis provides the foundation for the actual development of
features. First, several options for features quantifying the observed differences
were developed and implemented. Second, the parameters of these features were
optimized on a small training set. Third, the optimized features were integrated
into the final classifier.
In the following, the features for the three patterns of misclassifications identified by
the requirement analysis are presented. For a detailed description of the features,
the range of parameters tested, and the optimization results, the reader is referred
to [131]. The first class of features presented aims to quantify the existence of
nucleoli, i.e. bright ellipse-shaped regions within the nucleus (observation 1). Two
preprocessing steps are possible prior to computing the feature. First, in case a
gray image is needed, either the green channel, a weighted combination of RGB
channels, or the optical density image3 are tested. Second, diffraction of light at
the boundary is accounted for. Diffraction brightens up up boundary pixels, since
this can disturb the quantification of bright regions, the segmentation mask M is
downsized by morphological erosion to a smaller maskMerode. For the features itself,
eight options are examined:
• MaxIntensity: The gray image is filtered with a circular average filter, and
the maximum filter response is returned. The only parameter of this feature
is the radius of the filter.
3A bright region in an image has a low optical density. Therefore, the optical density image is
inverted to yield high values for bright regions like the other gray images.
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• GradientSum: At the boundary of a nucleoli, the gradient is increased. This
feature is the sum of the gradient of the gray image of an object, normalized
by its area.
• BWCount: The area of the bright regions of a gray image, found by Otsu’s
thresholding [132].
• BWCircleLikelihood: Again the bright regions from Otsu’s thresholding are
the starting point. This time, the computation is limited to the smaller mask
Merode, and single pixels are removed by morphological image processing. For
all remaining connected components, a circularity measure is computed based
on the mean intensity, their eccentricity and the ratio of the area of the nucleus
to the area versus the convex hull. The final feature value is the maximum
circularity criterion.
• MeanShiftCircleLikelihood: Similar to the BWCircleLikelihood feature,
but this time the homogenous regions found by Mean Shift segmentation [133]
are used.
• HoughCircle: This feature is the maximum response of the Hough trans-
formation for circles [134] on the gray image within the segmentation mask.
To reduce the computational burden, the Hough transformation is limited to
circles with a radius within a small range.
• BWHoughCircle: The maximum response of the Hough transformation, on
the image segmented by Otsu’s thresholding.
• MeanShiftHoughCircle: The maximum response of the Hough transforma-
tion, on the image segmented by the Mean Shift algorithm.
Parameters which need optimization are the computation strategy for the gray im-
age, the radius of the filter of the MaxIntensity feature, the bandwidth parameters
of the Mean Shift algorithm, the range of permitted circles for the Hough transfor-
mation, and the computation strategy of the circularity feature for the BWCircle-
Likelihood and MeanShiftCircleLikelihood feature.
For discriminating overlapping nuclei and abnormal nuclei (observation 2), the fea-
tures are based on the concavity analysis framework of Kumar et al. [105], which is
described in detail in appendix A.2. The following features were tested:
• ConcavityDepth: The depth of an individual concavity is defined as the
distance from the deepest concavity point to the corresponding convex hull
segment. A final feature value is computed as a combination of the depth
values of all concavities. Six combinations are examined: the mean depth,
the added depth, the deepest concavity, the second deepest concavity, and the
sum or the mean of the two deepest concavities.
• NumberOfConcavities: The number of concavities which exceed a mini-
mum depth.
• ConcavityAngle: The angle between the lines connecting the deepest con-
cavity point and the end points of the corresponding convex hull segment is
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defined as the angle of an individual concavity. Similar to the ConcavityDepth
feature, in the case of several concavities, the final feature value is computed as
combination of the individual angles. Options for this are: The largest angle,
the second largest angle, or the mean of all angles.
• CCAlignment: This feature is a first approach to quantify if two concavities
are “oppositely aligned” (Concavity-Concavity Alignment) by considering vec-
tors describing the orientation of a concavity. Either the lowest or the mean
CCAlignment of all pairs of concavities is returned as feature value.
• CLAlignment: Another alignment approach considers angle between the line
connecting two concavities and the orientation vectors (Concavity-Line Align-
ment). Either the lowest or the mean CLAlignment of all pairs is returned.
• MeasureOfSplit: The measure of split for a pair of concavities is computed
from the depth of the concavities and their distance, or artificially set to a low
value if the CCAlignment and CLAlignment are too high. The final feature
value is the largest measure of split found by testing all pairs of concavities.
For these features, the thresholds (NumberOfConcavities, MeasureOfSplit) and the
computation strategies (ConcavityDepth, ConcavityAngle, CCAlignment, CLAlign-
ment) need optimization.
The existence of dye artifacts (observation 3) is quantified by the following features:
• HSVLookUp: This feature value is the percentage of pixels within S which
are labeled as “belonging to nucleus” in the lookup table used for segmentation
(see section 3.2.2.1).
• HSVHueMax: The predominant hue value within S, after an HSV conver-
sion of the image.
• MaxWeightedGray The maximum value within S of a gray image, computed
with different weights from the RGB image.
From this class of features, only the weights for the MaxWeightedGray feature need
optimization.
For the optimization of the features parameters, three subsets from one slide of the
gold standard were extracted. These subsets contain only the relevant classes which
should be discriminated: abnormal nuclei and lymphocytes for the first pattern,
abnormal nuclei and overlapping nuclei for the second, and dye artifacts for the
third pattern. The parameters were optimized by an exhaustive parameter search
and by means of the 1NN criterion as described in section 3.3.1.
Finally, the novel features were integrated into the existing classifier. This was
accomplished by adding the 17 optimized novel features to the set of 18 state-of-
the-art features and then performing a Sequential-Forward-Feature selection on this
set. The selection was performed with two different classifiers, an SVM and a kNN
classifier, both with the parameters from the classifier optimization. The SVM was
chosen because it was the best classifier from the optimization. The kNN was chosen
because for this classifier each feature has an equal weight for the final classifications;
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Table 3.12: Performance of the kNN and SVM classifier, on the gold standard from
prostate cancer biopsies, employing the feature set found by a sequen-
tial forward selection on the novel and state-of-the-art features. The
features are given in the order by which they were selected by the Fea-
ture Selection. The novel features are in bold.
Classifier Features used Best CCR (%)
kNN Perimeter, MeanRadius, MaxWeightedGray,
CircularForm, ConcavityDepth, ClusterShade,
Area, MinRadius, VarianceRadius, MaxInten-
sity, MarkovEntropy, NbrConcavities, Cluster-
Prominence, HSVLookUp, MaxRadius
91.39
SVM Perimeter, MeanRadius, MeanLuminance, Eccen-
tricity, ClusterShade, MinRadius, CLAlignment,
LuminanceVariance, MarkovEntropy, MaxInten-
sity, Circularity, ConcavityDepth, MaxRadius,
Area
91.77
classifiers such as SVM or the Decision-Tree based Random Forests can diminish the
influence of weak features during the optimization or induction of the Decision Trees.
Thus the kNN classifier gives a more direct feedback for the discriminative power
of the selected features than the other classifiers. Additionally, the kNN classifier
allows to check how the patterns of misclassifications changes from the features used
for the requirement analysis to the newly selected features.
For the SVM classifier, the classification rate raises from 91.34% to 91.77% (see
Table 3.12). The best result is reached with 14 instead of 18 features. Among these
features are three novel features. For the kNN classifier, the rate raises from 90.24%
to 91.39%. Among the 15 features selected are 5 novel features. Concerning the pat-
terns of misclassifications, which have again been analyzed using the same procedure
as for the requirement analysis, the pattern of misclassified abnormals/lymphocytes
due to a nucleoli lowered from 10.8% to 5.1%, misclassifications due to overlap-
ping nuclei from 5.5% to 2.2%, and misclassifications due to color from 4.8% down
to 2.1%. Table 3.13 shows the classification table of the SVM on the selected fea-
tures. The correct classification rates for individual slides during the leaving one out
training varied between 88.56% to 96.04%, with a coefficient of variation of 2.40%.
Appendix A.5.0.2 displays the classification performance limited to the prognosti-
cally relevant exceeding events (above 4.4 c) and DNA-aneuploid stemlines as well
as the classification performance of individual slides.
Developing novel features is a labor-intensive process, however it leads to an increase
of the classification rate by 0.43 percentage points for the SVM and 1.15 percentage
points for the kNN classifier. The fact that the feature selection leads to less features
for both the SVM and the kNN classifier furthermore shows that the discriminative
power of the features has been increased. The developed classifier always identified
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Table 3.13: Classification table for the SVM classifier on prostate, using the 14 fea-
tures found by a sequential forward selection on the novel and state-of-
the-art features.
Ground truth
Artifact Abnormal Fibroblast Lymphocyte Granulocyte
Artifact 14992 527 146 102 37
Abnormal 654 22679 232 1181 15
Fibroblast 157 83 1152 9 2
Lymphocyte 105 657 10 5210 29
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Granulocyte 1 1 0 0 1
Total 15909 23947 1540 6502 84
Error (%) 5.76 5.30 25.19 19.87 98.81
Correct classification rate: 91.77%
Abnormals detected: 94.70%
Relevance classified as abnormal: 91.59%
at least thirty reference nuclei for the calibration on each slide. In total 94.70% of
the abnormal nuclei were identified correctly, and 91.59% of all objects classified as
abnormal are correct.
Concerning the performance of the individual novel features, MaxIntensity and Con-
cavityDepth are selected both in the feature selection for the kNN and SVM classi-
fier. The feature MaxIntensity outperforms more complex features for the quantifi-
cation of nuclei, for instance those based on circularity measures of bright regions
or the Hough transform. The reason for this is that nucleoli are relatively small and
span only a few pixels. Determining if such a small object is circular is therefore
difficult. Furthermore, nucleoli might also be ellipse-shaped. The MaxIntensity fea-
ture, however, employs a circular average filter, and small deviations from a circular
shape still lead to a high maximum filter response for objects with nucleoli and lower
maximum filter response for objects without nucleoli. The ConcavityDepth feature,
which already proved to be powerful for the detection of touching nuclei during the
segmentation, is also powerful for the discrimination of overlapping nuclei from ab-
normal nuclei. Compared to the features quantifying the alignment or the feature
MeasureOfSplit, it still can distinguish overlapping nuclei from abnormal ones even
if the concavities are not well aligned. Features for dye artifacts are only chosen by
the kNN classifier.
3.3.4.6 Conclusions
The best classifier developed detects 94.70% of all abnormal nuclei, and 91.59%
of all objects classified as abnormal are correct. Since the cell material exclusively
originates from cancer foci in core needle biopsies, there was no need to distinguish
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(a) abnormal (b) normal (c) artifact
(d) lymphocyte (e) granulocyte
Figure 3.20: Classes of objects from the gold standard collected from cervical
smears.
abnormal epithelial nuclei from normal epithelial nuclei—the main challenges were to
distinguish low-grade abnormal epithelial nuclei from lymphocytes and high-grade
abnormal nuclei from overlapping nuclei, and to identify dye artifacts. To this
end, in total 17 novel features were developed to quantify visual differences between
distinct classes. The development furthermore included identifying the best classifier
algorithms and a feature selection on the novel and state-of-the-art features. The
best classifier was an SVM, employing 3 novel and 11 state-of-the-art features. This
classifier detects abnormal nuclei with the aforementioned performance and has an
overall correct classification rate of 91.77%.
3.3.5 Classification of nuclei from mucosal membranes
The third nucleus classifier presented is for nuclei from mucosal membranes. Ap-
plications for this classifier are the identification of cancer cells in brush biopsies of
the uterine cervix or of suspicious lesions in the oral cavity. The two development
steps of the prostate classifier which yielded the highest increase in classification
rate are also used for this classifier, the optimization of classifier algorithms and the
combination of state-of-the-art and novel features.
3.3.5.1 Material
Nuclei were obtained from the uterine cervix of nine women by a brush biopsy.
The brush was smeared onto a glass slide, fixed in alcohol and subjected to stain-
ing according to Papanicolau. Subsequently, the slides were restained according to
Feulgen. From these slides, a gold standard containing 35,920 objects was created.
The gold standard contains nuclei from five classes: Artifacts, abnormal epithelial
nuclei, normal epithelial nuclei, lymphocytes, and granulocytes (see Figure 3.20).
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Table 3.14: Performance of different classifiers on the cervix gold standard. For each
classifier model, also the best parameter configuration is given.
Classifier Parameters Best CCR (%)
kNN k = 14, Cityblock distance 89.02
Neural Network 100 layers 89.01
Decision Tree 91 min. branch node observations, 86.67
splitting by error rate, pruning by deviance
SVM C=32, γ = 1 91.31
Random Forest 140 classifiers, randomly select 8 features 90.43
Adaboost 115 classifiers 88.87
3.3.5.2 Methods
For the prostate classifier, a systematic optimization of the parameters of classifier
algorithms and a selection of state-of-the-art and novel features yielded the highest
increase of the correct classification rate. Therefore, these two steps are also applied
for optimizing the classifier for nuclei from mucosal membranes. The optimization
of classifier algorithms is performed first, employing the state-of-the art features.
Second, a feature selection is performed on the state-of-the-art and novel features
with the best classifier algorithm identified in the previous step.
3.3.5.3 Results
As it is the case for the prostate classifier the SVM is best, it achieves a correct
classification rate of 91.31%. Table 3.14 displays the correct classification rates for
the classifier algorithms tested. The feature selection increases the classification
rate to 91.71%, using 3 novel and 17 state-of-the-art features (see Table 3.15).
This classifier identified abnormal nuclei with a detection performance of 93.85%,
and 96.28% of all objects classified as abnormal are correct (see Table 3.16). The
correct classification rates for individual slides during the leaving one out training
varied between 89.69% to 95.21%, with a coefficient of variation of 2.00% (see
Appendix A.5.0.3).
3.3.5.4 Conclusions
The classifier for nuclei from mucosal membranes is, like its counterparts for effu-
sions and prostate cancers, able to identify abnormal nuclei from all other types of
objects—to this end, the development process used for the prostate classifier was
also successfully applied to this classifier. More than 92% of all normal nuclei are
detected, sufficient to use these nuclei as reference cells for DNA computations.
To summarize, classifiers which are able to discriminate abnormal nuclei from all
other types of nuclei and artifacts were developed for nuclei from effusions, prostate
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Table 3.15: Performance of the SVM classifier on the cervix gold standard, on the
feature set found by a sequential forward selection on the state-of-the-
art and novel features. The features are given in the order by which
they were selected by the Feature Selection. The novel features are in
bold.
Classifier Features used Best CCR (%)
SVM HSVLookUp, MinRadius, Perimeter, Lumi-
nanceMean, ClusterProminence, Concavity-
Depth, Entropy, ClusterShade, RadiusMax,
Eccentricity, MinFilter, RadiusMean, Inertia,
BendingEnergy, CircularForm, RadiusVariance,
Area, LuminanceVariance, Sphericity, NbrCon-
cavities
91.71
cancers and mucosal membranes. The detection performances for abnormal nuclei
of these types of specimen 95.24%, 94.70% and 93.85% respectively. Key factors
for reaching these performances was a careful choice of state-of-the-art features (all
types of specimen), as well as a systematic optimization of classifier algorithms
and the development of new features (prostate cancers and mucosal membranes).
The performance statistics were computed on gold standard sets of several tens of
thousands annotated nuclei, therefore they are valid estimators of the classifiers
performance to discriminate the individual types of nuclei. The performance of
these classifiers in clinical routine as well as the resulting benefits for practice will
be studied in chapter 4.
3.4 Detection of regions of interest for scanning
The algorithms presented so far have been developed for the automated image ac-
quisition and processing of individual FOVs. In many cases DNA Image Cytometry
is performed only in regions of interest which are relatively small compared to the
whole slide to save time during the scanning. This section presents algorithms for
the automated detection of these ROIs.
If DNA Image Cytometry is used to assess suspicious cases from conventional cy-
tology (see chapter 2.2.2), the pathologist has previously identified suspicious nuclei
and requests to measure their DNA content. The corresponding regions are marked
with a felt tip pen on the slide. Alternatively, some slides already specify a ROI by
an imprint on the slide, for example if a certain preparation technique concentrates
the cells in a predefined area. Figure 3.21 shows two slides with felt tip marked
ROIs and one ROI imprint. The slide is restained for DNA Image Cytometry, and
the measurement is carried out only on nuclei in these regions.
To consider an alternative to the felt tip marker procedure, if the microscope for the
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Table 3.16: Classification table for the SVM classifier on cervical nuclei, employing
the 20 features found by a sequential forward selection on the state-of-
the-art and novel features.
Ground truth
Artifact Abnormal Normal Lymphocyte Granulocyte
Artifact 19929 175 284 194 756
Abnormal 139 4270 23 1 2
Normal 267 77 3989 33 9
Lymphocyte 50 20 29 524 14
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Granulocyte 759 8 1 36 3087
Total 21144 4550 4326 788 3868
Error (%) 5.75 6.15 7.79 33.50 20.19
Correct classification rate: 91.71%
Abnormals detected: 93.85%
Relevance classified as abnormal: 96.28%
initial analysis would be equipped with a motorized stage positioning system, the
relevant cells could be automatically repositioned after the restaining. This could
be done, for instance, using the algorithms of the Multimodal Cell Analysis frame-
work [83, 135, 136]. In practice however, the initial analysis is often performed on a
microscope from a different vendor, and it cannot be assumed that this microscope is
equipped with a positioning system with an open interface. Therefore, marking the
ROIs on the slide allows to encode this information without needing a positioning
system. If a slide with felt tip markings is scanned manually, the pathological expert
takes care that only the ROIs are scanned. If the slide is scanned automatically, one
possibility would be to obtain an overview scan either by an additional camera or by
scanning the slide at low microscope magnification. Then the user would manually
select ROIs in these overview scans, and the slide would only be scanned in the
regions selected. This procedure is time-consuming. Even worse, it requires manual
interaction every time before the slide can be scanned, which for instance hampers
the automated scanning of several slides overnight.
To allow for scanning of slides without user interaction, algorithms for automatically
detecting ROIs from overview scans are presented. These algorithms contain meth-
ods to identify slide types of different manufacturers, to automatically identify felt
tip markings, close incomplete markings and extract the ROIs. So beyond sparing
the user the time-consuming step of manually selecting the ROIs for scanning, these
algorithms enable the automated batch scanning of slides, since no manual inter-
action is required before scanning each slide. Scanning overnight will be possible,
which considerably increases the utilization of the device.
Parts of this work have been published by the author in [137].
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(a) Standard slide (b) A slide from Tharmac with felt
tip markings
(c) A slide from Tharmac without
felt tip markings
Figure 3.21: Slides with felt tip markings.
3.4.1 Material
A MotiCyte BA600 Microscope and a MotiCam 285A RGB camera (1360×1024
pixel) were used for imaging. Overview scans of microscope slides were acquired
by stitching together 280 images acquired at 2× magnification. This process takes
approximately 40 seconds. In the overview scans, one pixel in the image corresponds
to 51×51 µm2 on the slide. In total 174 slides with annotated ROIs were scanned.
The set includes six different slide types and was divided into a training and a test
set, each containing 87 slides. The ROIs are circumscribed by red, blue, green, and
black felt tip pens with a width of approximately 0.6mm. For every scan in the
training set and set set, the slide type and the ROIs which should be detected by
the algorithm were manually annotated.
3.4.2 Methods
In the following, the image processing algorithms for the detection of ROIs are
presented, an overview is shown in Figure 3.22.
3.4.2.1 Detection of the slide type
In clinical routine, a pathological institute uses different slide types and receives
slides from different ordering institutions. The variation of slide types makes it
difficult to develop a general approach for the detection of ROIs: slides might contain
the name of the manufacturer, and parts of the names might be confused with felt
tip markings (for instance the “R” in “Tharmac” in Fig. 3.21(b)). Some slides
already specify a region of interest, felt tip markings should only be detected in
these regions. Therefore, the slide type and a region for detecting felt tip markings
are identified first.
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Input:
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Figure 3.22: Flow chart for the detection of ROIs from overview scans.
Table 3.17: Parameters for post processing.
Low Medium High
Dilation/erosion detected markings (mm): 0.15/0.075 0.25/0.1 0.3/0.2
Remove markings smaller than (mm2): 2 3 5
Remove markings with contour variation larger: 0.2 0.15 0.12
Remove ROIs smaller than (mm2): 0.5 0.75 1
Detection of the slide type is realized by scanning empty reference slides once for
each type. An expert then annotates two kinds of regions:
• The recognition region: A region comprising the features of the slide which
are characteristic for the slide type. This region contains for instance the
manufacturer’s name and markings for depositing cells. However the label
region containing the case number is excluded, since this region is specific for
the individual slide, but not for the slide type.
• The detection region: Region in which felt tip markings should be detected.
These annotated slides constitute a slide reference database. For determining the
type of an analysis slide, the normalized correlation of this slide with each slide
from the reference database is computed, and the slide type which yields the highest
correlation is assigned. The detection region of the reference slide is then transferred
to the slide to be analyzed.
3.4.2.2 Detecting felt tip markings
The detection of felt tip markings consists of three steps: gray-level image conver-
sion, detection of felt tip markings, and post processing.
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Two methods for the conversion of color images into a gray-level image are used. A
first approach is to compute the gray-level image as weighted combination of the
color channels (r = 0.299, g = 0.587, b = 0.114). A second approach is based on the
HSV colorspace and considers that for the current task black markings or markings
of highly saturated colors need to be discriminated from background and pale stain
color. The pale stain is visible in densely populated slides (see Fig. 3.21(b)), which
has a lower saturation as colored felt tip markings. Black markings, which also are
used in practice, also have a low saturation, but differ from stain and background
by a lower light intensity. To achieve a gray-level image with low values for felt tip
markings and high values for background and stain color, the gray-level image M is
computed as
M = (1− s) · v,
where s is the saturation component and v the light intensity of the HSV color space
with range [0, 1]3.
For discriminating felt tip markings from background and stain, two adaptive thresh-
olding methods are applied on the gray-level image. The first method is Otsu’s
thresholding method, which separates two distributions based on the gray level
histogram and by finding a threshold which maximizes inter-class variance and min-
imized intra-class variance [132]. However, for the problem at hand, the percentage
of felt tip markings compared to the whole detection area is relatively low, usually
four to five percent. Therefore, the statistical estimators of Otsu’s method might
have problems estimating the distributions correctly. For the second approach, a Ex-
pectation Maximization (EM) approach, the background values are excluded from
the analysis by only considering gray level values below 0.6. A Gaussian distri-
bution is fit to this model by the EM algorithm and all gray level values in the
1.96σ-surrounding of the mean are segmented as felt tip markings. The correspond-
ing thresholds have been found by a gray level histogram analysis on the training
set. In some slides, no felt tip marking is present in the slide, which is detected as
follows: if the area of the detected felt tip markings is less than 5mm2 or if the gray
level found by Otsu’s algorithm is above 0.75 (gray image) or 0.7 (saturation and
value), this might indicate that no felt tip markings have been put on the slide. In
that case, the whole detection region is used as ROI.
Post processing is applied to smooth the detection results and remove spurious ele-
ments. Smoothing of the detected felt tip markings is performed by a morphological
dilation, followed by erosion. In order to create a small gap between the felt tip
markings and the final ROI, the structure element for dilation is larger than for
erosion. All elements which are smaller than a certain threshold are removed. Also
if the distance from the centerline to the contour varies too much, an element which
is too ragged to be a valid felt tip marking has been segmented and is therefore
removed. Three levels of post processing are applied (low, medium and high level).
Table 3.17 lists the corresponding parameters and thresholds.
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(a) (b) Ellipse fit for incomplete
felt tip markings
Figure 3.23: Closing incomplete felt tip markings: In (b) it is shown how the gap
within the square region of (a) is closed. The end points of the center-
line of the detected felt tip markings are marked by magenta crosses.
From there, the centerline is traced back and points on the trajectory
are extracted (cyan crosses). An ellipse (yellow) is fit to these points
and used for closing the detected felt tip markings.
3.4.2.3 Closing incomplete felt tip markings
Gaps in detected felt tip markings occur if the color of the felt tip marking is too
weak to be detected or if the manual drawing is incomplete (see Figure 3.23(a)).
As later the ROIs are extracted from circumscribed regions, these gaps need to be
closed. Three algorithms have been developed for this purpose:
• Morphological approach: The detection mask is dilated by 1mm and the
morphological skeleton of the dilated mask is computed. If the dilation con-
nects two disjoint objects, they remain connected in the skeleton. By setting
all pixels of the skeleton as true in the detection mask, the gaps are closed
without expanding the detection mask into regions where no connection was
established.
• Linear approach: A line is fit to the end points of the detected felt tip
markings. The line is extended by 1mm, and if another part of the felt tip
marking is found in this region, the pixels of the line are marked as true in the
detection mask
• Ellipse fit: If two endpoints of the centerline of detected felt tip markings are
closer to each other then 2mm, they are connected via an ellipse fit. Starting
from the two end points, the corresponding felt tip markings are traced back
by 5mm, and every 0.5mm the coordinates of the current tracing point are
extracted. An ellipse is fit to these points using the algorithm from [138]. The
pixels of the ellipse between the two end points are marked as true in the
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(a) (b)
Figure 3.24: Closing boundary gaps: The algorithm identified two points P1 and P2
where felt tip markings touch the boundary (cyan crosses). Starting
from point P1, the boundary is traced into direction of P2. As they are
close enough to each other, they are connected (yellow line).
detection mask (see Figure 3.23(b)).
As each of these approaches might be advantageous in a certain situation, the com-
bination of these algorithms is also examined.
3.4.2.4 Closing boundary gaps
In clinical routine it might happen that cells on the very border of the slide need
to be scanned. In these cases, the ROIs are not fully circumscribed by felt tip
markings, but also by the slide boundary (see Figure 3.24(a)). Just as the gaps due
to incomplete felt tip markings, these gaps need to be closed for extracting ROIs.
Felt tip marking segments which touch the boundary are identified by finding pixels
which are marked as true in the detection mask and are, at the same time, boundary
pixels of the detection region. For all possible pairs of such points, it is checked if
they should be connected. To this end, starting from the first point, the boundary
of the detection region is traced for at maximum 2cm, and if the second point is
within this range, they are connected in either of two ways. In the first method, only
segments of the same detected object can be connected. In the second method, any
object can be connected with any other object touching the boundary. The pixels
which connect these two objects are also marked as true in the detection mask (see
Figure 3.24(b)).
3.4.2.5 Extracting ROIs
After detecting the felt tip markings and closing gaps between adjacent felt tip
markings or along the slide boundary, it is expected that the ROIs are fully circum-
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(a) (b)
Figure 3.25: Removing spurious ROIs: The gap between two felt tip markings has
been closed, which causes the detection of a spurious ROI (dark gray).
This case is detected by finding the corner points (magenta crosses),
fitting lines to the ROI boundaries (yellow lines) and computing the
angle between them. If both angles are below 50◦, the ROI is removed.
scribed by detected objects. The ROIs themselves are extracted by applying a flood
fill operation on the detected objects and subtracting the detected objects.
3.4.2.6 Removing spurious ROIs
Another post processing step is applied to remove ROIs which are too small to be
an intentional ROI. Table 3.17 lists the thresholds for removing ROIs based on their
area. Similar to the post processing for detected felt tip markings, three levels of
post processing are examined.
Although small spurious ROIs can straightforwardly be removed based on their
area, a region can be circumscribed by two touching felt tip markings and the
boundary region. In that case, the algorithm for closing boundary gaps causes the
detection of a spurious ROI above the area threshold (see Figure 3.25(a)). These
regions differ from relevant ROIs by a triangular shape, and this fact is used for
removing them. For every ROI which touches the slide boundary, the corner points
are detected by finding the end points of the joint pixels of the slide and ROI
boundary. Subsequently, starting from a corner point the slide boundary is traced
back and a line model is fit to points on the way. The same is repeated, again
starting from a corner point, but this time tracing the boundary of the detected felt
tip markings. The angle between the two line models at a corner point is computed.
If the angles at both corner points are smaller than 50◦, the region is removed.
This angle has been heuristically found on the training set. Figure 3.25(b) displays
examples of line fits and the angles between the fits.
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Table 3.18: Detection performance on training set and test set.
Sensitivity (%) PPV (%)
Training set 99.23 100.00
Test set 98.45 97.65
3.4.2.7 Evaluation and optimization of parameters
The first step, the determination of the slide type, is assessed by the correct classi-
fication rate. For the second step, the detection of ROIs, a region is considered as
detected (true-positive) if it fully covers the manual annotation of this region. A
detected region is considered as false-positive if it does not fully cover any manual
annotation. Two kinds of errors are possible:
• A relevant ROI is not detected: in that case, important diagnostic information
might be missing and the slide needs to be scanned again.
• A spurious ROI is detected: this increases the scanning time unnecessarily.
Sensitivity and positive predictive value (PPV) are used for evaluating the detection
performance. The sensitivity is the percentage of correctly identified ROIs. The
positive predictive value is the percentage of correctly identified regions among all
regions detected and thus reflects the relevance of detected regions.
The optimization of parameters is performed by an exhaustive search on the training
set. As a scalar measure is needed for the optimization, the F-Score, which is the
harmonic mean of sensitivity and positive predictive value, is used for this purpose.
3.4.3 Results
The slide type could be identified correctly on all slides of the training set. For
detecting ROIs the highest performance with an F-Score of 99.65% was reached
using the following parameter combination:
• Gray-level image: combination of saturation and value component
• Detection of felt tip markings: EM-Algorithm
• Post processing level: medium
• Closing incomplete felt tip markings: ellipse fitting and linear approach
• Closing boundary gaps: connect same objects
• Removing spurious ROIs: activated
Sensitivity for this parameter configuration is 99.23% and the positive predictive
value 100%.
For the test set, the slide types were identified with a correct classification rate of
98.85%. Sensitivity and positive predictive value are 98.45% and 97.65% respec-
tively. Table 3.18 summarizes the results.
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Table 3.19: Influence of the extensions developed in this work.
Sensitivity (%) PPV (%)
Otsu’s algorithm 70.63 95.28
EM algorithm 71.33 100.00
+ closing gaps in felt tips 85.60 100.00
+ closing gaps at boundary 99.30 98.61
+ removing triangle ROIs 99.30 100.00
3.4.4 Discussion and conclusion
Algorithms for automatically detecting felt tip markings on microscope slides have
been presented. These algorithms are required to unburden the operator of an auto-
mated DNA Image Cytometry system of manually selecting the ROIs for scanning.
Thus they enable batch processing of slides.
A straightforward approach for detecting felt tip markers would be to use Otsu’s
thresholding method on a gray-level image. However, this approach only achieves a
sensitivity of 70.63% and a positive predictive value of 95.28% on the training set.
Several extensions needed to be developed for achieving an acceptable detection
performance. In order to motivate these extensions and quantify their influence,
Table 3.19 shows how these extensions improve the performance on the training set.
Using a gray-level image composed of a saturation and value component and using
an EM-approach, sensitivity is raised by 0.7 percentage points, and a perfect PPV
is reached. Sensitivity considerably increases if gaps in felt tip markings and at the
slide boundary are closed. However, closing gaps at the boundary also causes the
detection of spurious ROIs (see chapter 3.4.2.6), which reduces the formerly perfect
PPV. The PPV can be raised back to perfect PPV by estimating the angle at the
corner points and removing ROIs which are too acute.
After optimization on a training set, the algorithm achieves a sensitivity of 98.45%
and a PPV of 97.65%. The decrease compared to the training set is low (sensitivity
−0.87%, PPV −2.35%), which means that the the algorithm generalizes well on
unseen data. Two ROIs were missed on the test set. The first region was missed as
a consequence of a misclassification of the slide type, and the second region because
a big gap within a felt tip marking was not closed correctly. In practice, these slides
would need to be rescanned. A few very small spurious regions have been detected,
which lowered the PPV. However, these are very small regions, with an average area
of 3.66mm2, which would only slightly increase scanning time. As these regions are
either empty or contain non-relevant nuclei which are identified by the classifier,
this has no impact on the clinical result. In conclusion, batch processing of slides is
empowered by the presented algorithms. Compared to scanning the whole relevant
area of all slides, only 30.3% need to be scanned when limited to the detected ROIs.
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Plenary talks like “Medical Imaging Computing for translational biomedical re-
search” (BVM 2013) or “CAD - success or failure?” (SPIE 2014) on recent medical
image processing conferences demonstrate that there is an increasing awareness in
the scientific community that more effort must be spend to translate their algo-
rithms into practice. This chapter is devoted to the translational research of the
work described in the previous chapter. An easy to operate user-interface is one
indispensable precondition for a successful transfer of the research results into clin-
ical application. The other is a careful integration of its operation into a routine
workflow. These aspects are presented in the first two sections. Subsequently, the
evaluation of the developed algorithms and workflow as an integrated solution in
three applications is presented: the identification of cancer cells in nuclei from serous
effusions and from brush biopsies of the oral cavity, and grading the malignancy of
prostate cancer biopsies.
4.1 User interface
A software for the clinical end users cannot rely on command line tools or labo-
ratory prototypes, which have been used for research. Instead, a software which
is easy to use, robust, and fast is desired (see “Ron’s rules for tools” [139]). Most
of the algorithms from chapter 3 have been included into a commercially available
software package (MotiCyte) in cooperation with Motic Asia1. The user’s view of
the interface is composed of the following interactive segments called “panels” (see
Figure 4.1):
1. Video panel: This panel displays the live image from the camera on a screen.
After segmentation of nuclei, their delineation is superimposed. The assign-
ment to different nucleus classes after classification by the nucleus classifier is
encoded by color.
2. Gallery: The gallery shows the nuclei which have been collected and classified.
3. Group panel: In the group panel, the user can assign names for nucleus
classes, select the nucleus classes for calibration of the system and the final
diagnosis, or define which nucleus classes are displayed in the gallery. In
1The authors contributions include: implementation of the developed image processing algo-
rithms, conceptual design of user interfaces in cooperation with cytopathologists, testing of the
software, distribution of software packages for the end users and integrating their feedback.
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Figure 4.1: User Interface of the MotiCyte screener software.
addition, basic statistics based on the DNA values of the objects of each class
are given.
4. Histogram: The DNA histogram which is used for the final diagnosis or
prognosis. Also, a scatter plot is displayed showing the relationship between
the DNA value and the area of nuclei.
5. Scan manager: The scan manager can be used to performing an overview
scan of a slide, setting the focus points for the focus model and starting the
automated scanning process (see section 3.1).
6. Microscope control: This panel contains buttons for moving the microscope
stage in x, y and z-direction and for changing the microscope objective.
7. Overview scan: The overview scan of the slide, acquired as described in
section 3.4, is shown in this panel.
The software can be used for both manual and automated DNA Image Cytome-
try. For manual DNA Image Cytometry, a camera mounted to a manually operated
microscope is used, and scan manager, microscope control and overview scan are
deactivated. For automated DNA Image Cytometry, the camera is mounted to a
motorized microscope and all modules are activated. Besides the image processing
algorithms for ROI detection, segmentation, and classification described in previous
chapters, the following algorithms provide further support for the user: The inter-
pretation of the DNA histogram for the final diagnosis or prognosis is facilitated
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by tools highlighting exceeding events, and an automated DNA-stemline detection.
For handling patient information and documenting the diagnostic findings, a patient
database and a measurement report are included. The report can be flexibly adapted
and layouted to meet the specifications of the user site. The software employs the
algorithms for DNA measurement developed by Haroske et al. [49] and Würflinger
at al. [50], which include the correction of diffraction, background, and glare.
4.2 Workflow
The integration of the developed algorithms and software into a clinical workflow
provides the clinical end users with a clear sequence of steps how to use both in
practice. Two workflow aspects are discussed in this section: The first aspect is
about beneficially dividing the work between machine and expert for minimizing
the workload for the expert and maximizing diagnostic accuracy. The second aspect
is about the extraction of clinically relevant nuclei from the automatically collected
objects to reduce the number of objects which need to be handled by the software.
The nucleus classifiers have correct classification rates between 88.11% to 91.77%
compared to a pathological expert (see Section 3.3). Whereas some misclassifications
are irrelevant for the outcome of the measurement, for example the classification of a
reference nuclei as artifact, especially the classification of objects in the DNA range
of exceeding events is critical. Here, the presence of one exceeding event can already
change the diagnosis or prognosis: Classifying an artifact with high DNA content as
abnormal nucleus, in the presence of no other abnormal nuclei in this range, leads to a
false-positive diagnosis or an overgrading. Overlooking all abnormal nuclei with high
DNA content yields a false-negative diagnosis or an undergrading. As demonstrated
in the previous chapter, the classification of these nuclei is not perfect, and due to
the high variability of abnormal nuclei and artifacts possibly it will never be perfect.
To compensate for this, a verification step is integrated into the workflow: after the
automated digitization and classification of nuclei, the user first checks the reference
cells to ensure a correct calibration of the DNA measurement algorithms. Then,
the user is requested to check all objects above the exceeding event threshold which
have been classified as abnormal, artifacts, or defocused. All misclassifications are
reclassified. After this, the diagnosis or prognosis is performed based on the DNA
distribution of the abnormal nuclei. The conventional workflow and new one are
compared in Figure 4.2.
The benefit of this verification step is twofold. First, it accounts for the difficulty to
classify artifacts and abnormal nuclei, which have a very high variability. Second,
the verification step increases the confidence of the pathologist into the system; it
is no “black-box” solution, but the pathologist has seen all nuclei before making a
diagnosis or prognosis. The effort for the verification step is readily justified. As
the nuclei are compactly presented in a gallery, the verification is usually completed
within five minutes.
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Figure 4.2: Comparison of the workflows of manual and automated DNA Image Cy-
tometry. Parts which are performed manually are in light blue, whereas
parts which are performed without user interaction are in dark blue.
Table 4.1: Extraction of clinically relevant data of an oral smear.
Classes Full measurement Reduced set
Normal epithelials (reference) 10515 50
Abnormals 166 166
Lymphocytes 254 0
Granulocytes 3294 0
Artifacts 44220 1794
Defocused objects 2547 66
Total 60996 2076
A microscope slide may contain up to 100,000 objects ore more. To give an example,
table 4.1 shows the object statistics of an automatically collected slide from an oral
smear. However, a huge fraction of these data are irrelevant for the clinical outcome.
If these data is still kept it will unnecessarily increase the processing time and storage
requirements. Therefore, the collected objects are reduced to three classes:
1. Safe reference nuclei: According to ESACP requirements, thirty reference
nuclei are needed for the calibrating of the the system [8]. Especially for oral
smears and effusions, where normal epithelial cells are used for the calibration,
there are often several thousands of reference cells, which would need a check
during the verification step. To reduce the number of objects for this step, 50
reference nuclei (the required 30 plus 20 supplementary nuclei) are extracted
by selecting the ones with the highest classification confidence. By doing so,
it is very probable that these classifications are correct. If there would be
misclassifications, the user would delete them in the verification step, but as
20 supplementary nuclei are available there will be still enough nuclei for the
calibration.
2. Abnormal nuclei: All abnormal nuclei are kept.
3. Artifacts for verification: As the user only has to verify all artifacts and
defocused nuclei above the exceeding event threshold, all artifacts with a lower
DNA content are rejected.
This procedure typically reduces the number of objects by 50% to 70%.
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4.3 Clinical studies
The developed algorithms and workflow were evaluated as an integrated solution
in three applications: the identification of cancer cells in nuclei from serous effu-
sions and from brush biopsies of the oral cavity, and the grading of malignancy of
prostate cancers under active surveillance. The assessment covered the comparison
of the overall clinical outcome with manual DNA Image Cytometry, the detection
performance for the clinically relevant DNA-criteria (exceeding events and aneuploid
stemlines), and the effort for the verification step.
Manual and automated measurements were performed with the MotiCyte software.
The ROIs for scanning were selected still manually, since the algorithm for ROI
detection was not yet available in the software package. Also, the study on effusions
used the segmentation algorithm by [78]. For all other cases, the segmentation
pipeline and the best classifier for the corresponding type of specimen from chapter 3
were used.
4.3.1 Identification of cancer cells in serous effusions
In a first study, the performance of manual and automated DNA Image Cytometry
for effusions were compared to each other, with the following research questions:
1. Which of the method is superior in finding DNA-aneuploidy?
2. By which of the method more exceeding events or DNA-aneuploid stemlines
are discovered?
3. How many objects need to be analyzed and reclassified during the verification
step?
Additionally, it was retrospectively analyzed if a statistic based on the morphometric
selection of abnormal nuclei can be exploited as an additional diagnostic marker.
The aim of this approach is to identify cancer-cell positive cases where the changes
in the amount of DNA are below the detection limit, but morphological changes of
nuclei already indicate a malignant transformation.
4.3.1.1 Material
Body cavity effusions of 122 patients were punctuated by fine needle biopsy. Cells
contained in the extracted liquid were sedimented, smeared onto a glass slide and
air-dried. First, the slides were stained according to the May-Grünwald-Giemsa
scheme and analyzed due to their morphology. Cytological diagnoses concerning the
presence or absence of malignant cells of different types were derived. Subsequently,
the slides were restained stoichiometrically for DNA according to Feulgen. In order
to reduce the processing time, the scanning was limited to areas with high cell
density. These areas were marked with a felt tip pen on the slide prior to scanning.
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Table 4.2: Comparison of manual and automated DNA Image Cytometry for the
detection of DNA-aneuploidy in serous effusions.
Effusions Manual
DNA-euploid DNA-aneuploid
DNA-euploid 73 0
A
ut
o
DNA-aneuploid 4 37
A ground truth was established for clarifying discrepancies between both manual and
automated DNA Image Cytometry and evaluating the performance of automated
measurement for the detection of cancer. The slides were classified into positive for
cancer-cells under the consensus of a morphological diagnosis of two experienced
cytopathologists. In all diagnostically suspicious or doubtful cases, immunocyto-
chemistry using the BerEp-4 antibody against an epithelial-specific antigen was
performed (14 cases). The study population contained 54 cancer-cell positive and
60 negative cases.
4.3.1.2 Experiments
Manual DNA Image Cytometry measurements of these slides were performed at the
Institute of Cytopathology, Heinrich-Heine University Düsseldorf, Germany. For the
automated version, the system was calibrated according to the standardized image
acquisition of section 3.1. After about 20 focus points had been set manually, the
automated scanning of the slide was started. A cytopathologist then performed the
verification step. Subsequently, for both the manually and automatically measured
cases, the number of exceeding events and DNA-aneuploid stemlines were counted.
The thresholds for exceeding events in effusions specimen is set at 9.0 c, and an
DNA-aneuploid stemline is defined as a stemline outside the intervals [1.8c, 2.2c]
and [3.6c, 4.4c]. A case with an exceeding event or a DNA-aneuploid stemline is
classified as “DNA-aneuploid”, otherwise as “DNA-euploid” [8, 9].
4.3.1.3 Results
In 114 out of the total 122 cases, an automated measurement could be successfully
performed. In three cases, there were insufficient nuclei on the slide for the autofocus
algorithm. In one case, the staining of the nuclei was too pale and thus nuclei could
not be segmented correctly. In four other cases, the diagnostically relevant nuclei
were too close to the boundary of the slide. Opposed to the manual microscope, the
stage of the BA600 used for automated DNA Image Cytometry does not allow the
acquisition of nuclei at the boundary of the slide.
Table 4.2 compares the results from manual and automated measurements for the
detection of DNA-aneuploidy. In 110 out of 114 cases the diagnoses coincide. How-
ever in four cases, automated DNA Image Cytometry detected DNA-aneuploidy
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Table 4.3: Detection performance of the clinically relevant DNA-criteria in serous
effusions. In the upper part, the number of 9 c-exceeding events and
aneuploid DNA-stemlines on the whole study are given. In the lower part
are the number of cases where more, as many as, or less of these criteria
were found in the manual measurement.
9 c-exceeding events DNA-aneuploid stemlines
#manual (total) 242 53
#auto (total) 435 45
#cases manual > auto 17 17
#cases manual = auto 86 86
#cases manual < auto 11 11
while the manual did not. A comparison to the ground truth revealed that all these
four cases were positive for cancer cells. The number of 9 c-exceeding events and
DNA-stemlines detected by both methods and the number of cases where one or the
other method found more clinically relevant objects are shown in table 4.3. During
the verification step, on average 164.63 artifacts larger 9.0 c and 3.38 abnormal nuclei
above this threshold had to be analyzed per slide. It was necessary to correct one
artifact in every seventh slide, which had been misclassified as abnormal, and one
abnormal nuclei in two out of three slides which had been misclassified as artifact.
4.3.1.4 Discussion and conclusions
The presented study proved the effectiveness of the nucleus classifier for effusions
for identifying morphologically abnormal nuclei, integrated into an overall solution
and evaluated on 122 cases from clinical routine. The identification of abnormal
nuclei is mainly based on features quantifying morphological properties. This quan-
tification, also called morphometry, is exploited first for identifying morphologically
suspicious nuclei. Subsequently, the DNA distribution can be exclusively derived
from these nuclei, which is a key factor for reaching a high diagnostic sensitivity
(see Section 2.2.2). Both morphology and DNA content of nuclei are measured from
image data, these quantifications are a key component for the reliable outcome of the
presented solution. To conclude, a bimodal cytometric approach has been established
and validated in clinical routine.
This automated bimodal cytometry identified four cancer-cell positive cases which
were missed by manual DNA Image Cytometry. Also, it did not make any false-
positive diagnoses. The higher diagnostic accuracy of this method is for two reasons.
First, automated cytometry detects more abnormal nuclei. On the average, the clas-
sifier identified 791 abnormal nuclei in the DNA-aneuploid cases, whereas only 288
nuclei were selected in the manual examination. Therefore, the DNA distribution
derived from these nuclei is more representative. Second, the cytological expert
might suffer from fatigue and miss relevant objects such as exceeding events.
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Table 4.4: Comparison of automated cytometry and the ground truth of the effusions
study (left), and the same comparison when the abnormal rate is exploited
for classifying cases as suspicious (right).
Ground truth
negative positive
negative 60 13
A
ut
o
positive 0 41
Ground truth
negative positive
negative 42 0
suspicious 18 13A
ut
o
positive 0 41
For automated cytometry, the temporal effort of the expert is reduced to the verifi-
cation of selected nuclei. This task is usually completed within 5 minutes, therefore
the effort is justifiable. Compared to the average number of 30,684 objects per slide
which are collected initially, the number of objects which need to be checked is
much lower (168 objects). And on average, less than one object per case needs to
be reclassified.
4.3.1.5 Morphometry as additional diagnostic marker
DNA-aneuploidy of cancer cells in effusion is not as frequent as for example in
oral cancer [10–12]. Therefore it may happen that the changes in the amount of
DNA remain below the detection threshold of DNA Image Cytometry. This could
be an explanation why the sensitivity of DNA Image Cytometry to detect cancer
cells in effusions is low (75% for effusions compared to 95.5% for oral cancer, see
section 2.2.3). For applying automated cytometry for the screening of body cavity
effusions, a higher sensitivity is desired.
Although a malignant transformation associated with chromosomal aneuploidy might
not yet be detectable by a change of the nuclear DNA content, it is possible that
small changes in texture and morphology are already visible. Since the nucleus
classifier is able to discriminate morphologically abnormal from normal mesothelial
nuclei, such a transformation leads to an increased number of detected abnormal
nuclei. Therefore it was analyzed retrospectively if the rate of abnormal mesothelial
nuclei among all mesothelial nuclei can be exploited to detect these transforma-
tions. The rational of this approach is to classify all cases as suspicious which are
DNA-euploid, but have an abnormal rate above 0.75%. Suspicious cases need to be
analyzed in depth.
Using this threshold on the data from the presented study, all 54 cancer-cell positive
cases were either classified as DNA-aneuploid or suspicious (see table 4.4). If ap-
plied in screening, this means that all cancer-cell positive cases are detected either
by DNA-aneuploidy or morphometry. Indeed, also 18 out of 60 cancer-cell nega-
tive cases need in-depth analysis. But this still implies that for 72% of all cases
a diagnosis is assigned by automated cytometry alone, either because the case is
DNA-aneuploid, or DNA-euploid and unsuspicious—a significant reduction of the
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workload in screening.
As a future work, the presented approach should be validated on a separate test set.
4.3.2 Identification of cancer cells in oral brush biopsies
As a second application, manual and automated DNA Image Cytometry were com-
pared for identifying cancer cells in brush biopsies of the oral cavity. Since the
clinical application for this study is the same as for serous effusions, the same re-
search questions were considered (see 4.3.1).
4.3.2.1 Material
The cell material for this study had been collected by brush biopsies of visually
suspicious lesions (leukoplakias) in the oral cavity of 31 patients. The microscope
slides were prepared using liquid based cytology: The head of the brush was broken
off into a small glass vial containing containing an alcoholic preservative fluid, which
brings cells into suspension. This suspension was centrifuged to remove mucus and
other artifacts, and a thin layer of cells was deposited onto a slide. Subsequently, the
slides were stained according to Papanicolaou, analyzed due to their morphology,
and finally restained according to Feulgen.
4.3.2.2 Experiments
The same protocol for DNA measurements as for the study on effusions was em-
ployed (see section 4.3.1.2). The Institute of Cytopathology, Heinrich-Heine Uni-
versity Düsseldorf, Germany, performed the manual examinations. For automated
cytometry, the nucleus classifier from section 3.3.5 was employed, which was trained
on a gold standard collected from cervical smears.
A slide with 9 c-exceeding events or a DNA-aneuploid stemline is classified as “DNA-
aneuploid”, otherwise as “DNA-euploid”. In case of a discrepancy between manual
and automated measurement, a cytopathologist verified the nuclei of both measure-
ments in the nucleus gallery of the software. If the nuclei which lead to the diagnosis
“DNA-aneuploid” were found to be morphologically intact and well segmented, this
diagnosis was considered as the correct, since cancer cell nuclei had been identified.
4.3.2.3 Results
Manual and automated measurements could be performed for all cases. In 30 out of
31 cases, the diagnosis coincide (see Table 4.5). For one slide, automated cytometry
identified a single atypical nucleus with 9 c-exceeding DNA content, whereas no 9 c-
exceeding event was found by manual DNA Image Cytometry. Since this nucleus
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Table 4.5: Comparison of manual and automated DNA Image Cytometry for the
detection of DNA-aneuploidy in brush biopsies from the oral cavity.
Oral cavity Manual
DNA-euploid DNA-aneuploid
DNA-euploid 14 0
A
ut
o
DNA-aneuploid 1 16
Table 4.6: Detection performance of the relevant DNA-criteria in brush biopsies from
the oral cavity.
9 c-exceeding events DNA-aneuploid stemlines
#manual (total) 88 9
#auto (total) 312 7
#cases manual > auto 3 5
#cases manual = auto 18 23
#cases manual < auto 10 3
was verified by a cytopathologist, automated cytometry identified one more DNA-
aneuploid case than manual DNA Image Cytometry. Furthermore, it identified 312
9 c-exceeding events, compared to 88 events for manual DNA Image Cytometry (see
Table 4.3). During the verification step, on the average 8.47, 504.62, and 3.26 objects
classified as abnormal, artifact and defocused respectively needed to be checked.
It was necessary to correct three artifacts per slide which had been misclassified
as abnormal, and two abnormal nuclei per slides which had been misclassified as
artifact. All defocused objects were classified correctly.
4.3.2.4 Discussion and conclusion
The classifier for nuclei from mucosal membranes is, like the classifier for serous
effusions, capable of identifying abnormal nuclei in routine application. Thus in
the same manner it performs a bimodal cytometric assessment of nuclei. The con-
sequence is a higher detection performance for DNA-aneuploidy, which was also
confirmed in this study: for one case, the only nucleus with a 9 c-exceeding DNA
content was missed by manual DNA Image Cytometry, which would mean a false-
negative diagnosis. This nucleus was, however, identified by automated cytometry.
Additionally, automated cytometry found significantly more 9 c-exceeding events.
The sensitivity of manual DNA Image Cytometry is 95.5% [12]. Since the presented
solution is superior in identifying DNA-aneuploidy, it is likely that it can increase
this sensitivity further. As a future work, the diagnoses from automated cytometry
should be compared to the follow-up of the patients examined.
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4.3.3 Grading the malignancy of prostate cancer biopsies
Currently, DNA Image Cytometry is studied as a prognostic tool for the active
surveillance of prostate cancer as part of the DNA-ProKo study2. The aim of the
DNA-ProKo study is to investigate whether the the 2005 modified Gleason score [37]
or the grading of malignancy by DNA Image Cytometry are better suited to predict
non-progression of a prostate cancer under active surveillance. Prostate cancer has a
worse prognosis if its DNA distribution changes from peri-diploid (only one stemline
around 2c) to peri-tetraploid (one stemline around 4c) or even to x-ploid (at least
one stemline with abnormal DNA content). Considering further information like the
age of the patient, usually an urologist might recommend a therapeutic intervention
therapy if a peri-tetraploid stemline is found.
The potential of both manual and automated DNA Image Cytometry to identify
patients in active surveillance which need therapy will be analyzed when the clinical
follow-up study is available—but already now it is possible to compare manual and
automated DNA Image Cytometry with the following research questions:
• Which of the methods is superior in finding prognostically relevant DNA-
criteria (exceeding events or DNA-aneuploid stemlines)?
• How much effort has to be spend for the verification step? Which verification
steps are crucial for a correct grading and which parts can be omitted?
4.3.3.1 Material
The patients included in the DNA-ProKo study were selected according to the in-
clusion criteria for active surveillance of the German S3 guidelines for diagnosis and
therapy of prostate cancer [29]. A thin slice of tissue was cut off from the core needle
biopsies taken for Gleason scoring and nuclear specimen were prepared through en-
zymatic cell separation specifically from cancer cell foci of remaining tissue within
paraffin blocks. For the DNA-ProKo study, in total 83 slides were prepared and
analyzed with DNA Image Cytometry up to now.
4.3.3.2 Experiments
On these 83 slides, automated DNA Image Cytometry measurements including the
verification step as well as manual DNA Image Cytometry were performed. The
manual measurements were carried out at the Institute of Pathology, Düren, Ger-
many.
For both types of measurements, the grades as described in the background chapter
(see section 2.2.2) were assigned. The grade peri-tetraploid states that cells at 4 c
2This abbreviation is derived from the German study name “DNA-Bildzytometrie zum Ausschluss
eines Progresses bei Mikrokarzinomen der Prostata - Prospektive validierende Kohorten-Studie
mit gutem Referenz-Standard”
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Table 4.7: DNA-Grades of prostate cancers found by manual and automated DNA
Image Cytometry.
Manual
p.-diploid p.-tetraploid (EE) p.-tetraploid (STL)
p.-diploid 18 1 0
p.-tetraploid (EE) 15 21 0
A
ut
o
p.-tetraploid (STL) 1 2 0
exist and start to proliferate. This grade is either assigned if an exceeding event
above 4.4 c or if a whole DNA-stemline (a significantly high number of nuclei at
4 c and cells at the doubling) are found. To allow a more detailed analysis, it is
differentiated during the evaluation whether this grade is assigned due to 4.4 c-
exceeding events or a DNA-stemline.
As this study is a prospective one, the final outcome is not yet available, so no gold
standard can be set up at the current point in time. In case manual and automated
DNA Image Cytometry yielded different grades, a cytopathologist verified the clas-
sification of the reference nuclei for the calibration of the system and of the cancer
cell nuclei which contributed to the higher grade. If these cells were correct, the
higher grade was considered as true.
4.3.3.3 Results
From the 83 slides in this study, 25 could not be evaluated. The reasons for this were:
staining too dim (3 slides), not enough reference cells for a calibration according to
ESACP guidelines (10 slides), not enough analysis cells (9 slides), or not enough
cells for an automated scanning of the slide (3 slides). For the last three cases,
however, a manual measurement could be performed.
Table 4.7 shows the grades for the remaining 58 slides. Only peri-diploid and peri-
tetraploid grades were found. In 16 cases, automated DNA Image Cytometry found
cells which lead to the higher peri-tetraploid instead of the peri-diploid grade. In
all cases these 4.4 c-exceeding events and DNA-stemlines were verified and found
valid by a cytopathologist. This way it was confirmed that the corresponding cells
were present on the slide and that higher grades were correctly assigned. In three
cases, a peri-tetraploid DNA-stemline was discovered by automated DNA Image
Cytometry, whereas no stemline at all was found by manual DNA Image Cytometry
(see Table 4.8).
The verification step requires that abnormal nuclei, artifacts and defocused objects
above the exceeding-event threshold are checked. On the average, per case 9.29
cancer cell nuclei and 598.12 artifacts needed to be checked and 3.52 respectively
0.26 objects from the corresponding classes needed to be reclassified. Also 17.66
defocused objects per case needed to be verified, but no reclassification was necessary.
In 9 cases, all objects above the exceeding-event threshold were artifacts, thus just
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Table 4.8: Detection performance of the clinically relevant events in prostate cancer
biopsies.
4.4 c-exceeding events Peri-tetraploid stemlines
#manual (total) 100 0
#auto (total) 658 3
#cases manual > auto 5 0
#cases manual = auto 21 55
#cases manual < auto 32 3
(a) 4.29 c (b) 4.30 c (c) 4.45 c (d) 5.26 c
Figure 4.3: Nuclei from prostate cancer biopsies, (a)-(b) with a DNA content be-
low the exceeding-event threshold of 4.4 c, (c)-(d) with a DNA content
above this threshold. Both nuclei above and below the exceeding-event
threshold have a similar visual appearance, and this might be one ex-
planation why these exceeding events are overlooked more easily in a
manual examination.
because a verification was performed the correct grades were assigned. Likewise, the
verification of artifacts corrected the grade in one case.
4.3.3.4 Discussion and conclusions
The active surveillance of prostate cancer requires highly reliable prognostic markers
(see section 2.1.3). This study proved that the classifier for nuclei from prostate
cancer biopsies performs a reliable morphometric selection of abnormal nuclei prior
to assessing the grade of malignancy based on their DNA distribution. In all but
one case automated cytometry was superior in identifying prognostically relevant
DNA-criteria for the grading of malignancy of prostate cancer (see Table 4.7): it
was the only method to detect peri-tetraploid DNA-stemlines and discovered 6.5
times more 4.4 c-exceeding events. This led to a higher grade of malignancy for 16
of the 58 cases, and all higher grades were verified by a pathological expert.
The reason for the high discrepancy between manual and automated DNA Image
Cytometry is that the detection task in prostate specimens is more difficult than for
the other modalities: since low-grade cancers are examined and since the exceeding-
event threshold for prostate (4.4 c) is lower than for effusions or oral (9.0 c), the
exceeding-event nuclei are visually very similar to those below the exceeding-event
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Table 4.9: Time estimates for manual and automated DNA Image Cytometry. Steps
requiring user interaction are in bold. CTA=cytotechnician.
Method Performed by Time estimate
Manual DNA Image Cytometry CTA/pathologist 40-60 min
Autom. DNA Image Cytometry
Determining focus points CTA 5 min
Scanning and classification of nuclei Machine 40-90 min
Verification step pathologist 5 min
threshold (see Figure 4.3). Detecting a relevant object among very similar object
is more difficult than in case of a larger visual difference. Thus these exceeding
events are overlooked more easily. On the contrary, during automated DNA Image
Cytometry, all objects are segmented, classified and compactly presented in a gallery.
During the verification step, the expert is aware of analyzing highly relevant nuclei,
and less time is needed compared to scanning a full slide. Therefore the expert
overlooks less objects and makes less errors due to fatigue.
Verifying the cancer cell nuclei changed the diagnosis in 9 cases, since all exceeding-
event objects actually were artifacts. No object classified as defocused needed to be
reclassified, thus it can be concluded that this part of the verification step is not
needed. Verifying the artifacts changed the diagnosis in 1 out of the 58 cases from
a peri-diploid to peri-tetraploid grade, as the only cancer cell nucleus with 4.4 c-
exceeding DNA content was classified as artifact. Under-grading in active surveil-
lance can have fatal consequences, thus this verification is mandatory. However, if
an exceeding event has been identified already among the original classifications,
finding more events will not change the prognosis. Therefore it is the final recom-
mendation to verify all cancer cell nuclei above the exceeding-event threshold, and
only in the case no cells are above this, to also verify the artifacts. Consequently in
this study only 19 instead of 58 cases the artifacts need verification. This reduced
the total number of revised artifacts from 34,691 down to 5,258.
It will be the objective of future work to compare the grades of automated DNA
Image Cytometry alone and in combination with the Gleason score to predict pro-
gression of prostate cancer. This comparison can be performed when the clinical
follow-up is available, which is anticipated for 2015.
4.3.4 Conclusions
For the first time, classifiers which are able to identify abnormal nuclei among all
other types of nuclei and artifacts were successfully applied in clinical routine. They
were applied for the identification of cancer cells in serous effusions and oral brush
biopsies, and for grading the malignancy of prostate cancer. In total they were
evaluated on 203 cases. The achievements for practice are:
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• A morphometric preselection of abnormal nuclei: The classifiers are
able to identify abnormal, i.e. dysplastic and malignant, nuclei originating
from epithelium or mesothelium among their normal counterparts, other types
of cells, and artifacts. The DNA distribution for the final diagnosis can there-
fore be derived exclusively from abnormal nuclei, which increases the sensi-
tivity of DNA Image Cytometry and is therefore prescribed by international
guidelines [8, 9]. The identification is mainly based on a quantification of the
morphology of nuclei. This effectively combines two biomarkers, morphology
and abnormal DNA content. Both markers aremeasured from digital images of
nuclei, therefore a bimodal diagnostic cytometry has been established and val-
idated in clinical routine. This was proven for effusions and oral. For prostate
cancer biopsies, the task of the classifier is to identify abnormal nuclei from
other types of nuclei and artifacts. For these types of specimen, the classifier
contributes to a reliable morphometric selection of abnormal nuclei which is
directly linked to a more reliable grading.
• A higher diagnostic accuracy and prognostic validity: Automated DNA
Image Cytometry is superior to its manual version in identifying DNA-aneu-
ploidy (5 cases, effusions and oral) and higher grades of malignancy (16 cases,
prostate cancer) for two reasons: First, it identifies more abnormal nuclei—
therefore the final diagnosis or prognosis is based on a more representative
DNA distribution. Second, it does not suffer from fatigue and therefore misses
less clinically relevant nuclei.
• A reduction of interaction time of a cytopathological expert or cy-
totechnician: For automated DNA Image Cytometry, the workload for the
experts is reduced to setting focus points prior to scanning and the verification
step (see Table 4.9). On the average, 50 reference nuclei, 6 abnormal nuclei,
and 195 artifacts need verification, which is usually accomplished within 5
minutes. This allows a more efficient application of DNA Image Cytometry in
clinical routine.
• Utilization of morphometry as an additional diagnostic marker: In case
of a malignant transformation, the fraction of abnormal nuclei is increased,
therefore the rate between abnormal mesothelial nuclei and all mesothelial
nuclei was exploited to detect cancer-positive cases which would have been
missed by DNA Image Cytometry alone. This was proven for effusions.
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5 DNA Image Cytometry on Whole
Slide Imagers
A bottleneck in the solution presented so far is the time needed for digitizing a
slide with a motorized microscope and a conventional camera sensor. Depending on
the size of the ROIs for scanning, this might take up to 90 minutes for one slide.
Although no user interaction is needed during this time, a speedup is still desirable
for increasing the throughput. A recent development in Digital Pathology are Whole
Slide Imagers. These Imagers digitize a whole slide within five minutes and they
use a slide loader for batch processing of several hundred slides [140,141].
So far only conventional microscopes were used for DNA Image Cytometry. This
chapter analyzes the potential of Whole Slide Imagers for DNA Image Cytometry.
A prerequisite is the precise measurement of the DNA content of nuclei from digi-
tal microscopic images. The final diagnosis or prognosis in DNA Image Cytometry
essentially depends on a correct measurement of the DNA content, however sev-
eral optical effects can distort the result of this measurement. To explore which
errors occur and need correction, first the optical characteristics of a Whole Slide
Imaging system are analyzed. Subsequently, adequate correction and measurement
algorithms are applied and evaluated.
5.1 Optical characterization
The optical characterization of a commercially available Whole Slide Imager pre-
sented in this section comprises the measurement of the pixelsize of the system,
measurement of the opto-electronic conversion function, and a quantification of the
errors due to diffraction and glare.
5.1.1 Materials and methods
A Hamamatsu NanoZoomer 2.0-HT is used as an example for a Whole Slide Imager
in this work. The slide loader of the NanoZoomer can load up to 210 slides. This sys-
tem acquires RGB images by using three time-delay and integration sensors (TDI),
one for each color channel. For acquiring microscopical images using a TDI sensor,
the slide is moved through the optical path. In synchronization with the velocity of
the slide, the charge induced by individual sensor elements is “coupled” from row to
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Figure 5.1: Linearity of the opto-electronic conversion functions. (a) Test slide con-
taining filters with predefined optical densities [141]. (b) Optical density
of the filters in relationship to the measured optical densities.
row. The signal integrates and thus yields a stronger signal than a conventional line
sensor. The TDI sensors of the NanoZoomer have 4, 096 × 64 pixels, whereas the
signal is integrated over 64 rows and scans “lanes” of 4,096 pixels. For producing
an image of the whole slide, multiple lanes are acquired and stitched. All scans in
this work were performed at a 40× mode1. The focus points for the autofocus were
set manually, and the image data was stored without compression.
The image processing algorithms developed in this work often depend on measures
such as the area, perimeter, or other morphological properties of an object. The
size of objects can be derived from the number of pixels, given the relation between
sizes of objects and pixels in the image. To establish this relationship, a test slide
containing circles with known diameter was scanned. The measurement of the DNA
content of a nucleus is based on the sum of the optical densities measured in each
pixel of an image of the object. The optical density is computed from the light in-
tensities of incoming and outgoing light, which are in turn derived from the response
of the camera sensor (see section 2.2.1). However, these responses may only be used
for DNA computation if the opto-electronic conversion functions (OECF)—the rela-
tionship between incident light intensity and sensor response—is linear [142]. This
however, is not always the case [143, Figure 3]. One approach to measure the OECF
is to acquire images of uniformly illuminated patches with known reflectance [144].
Alternatively, the distance between a uniform light source and the sensor can be
varied. With larger distance, the light intensity impinging on the sensor is reduced,
and can be derived from a physical model [143, 145–147]. However, for WSI scan-
ners, the sensor is mounted stationary in the system. The only possibility to acquire
1In the strict sense, terms from conventional microscopy cannot be transferred one by one to
Whole Slide Imagers, as the image formation process is different. The slides were scanned with
a resolution which roughly corresponds to images acquired at 40× magnification in conventional
microscopy, which is therefore denoted as 40× mode.
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(a) Coal particle (b) Intensity profile
Figure 5.2: Errors due to diffraction and glare. (a) Image of a coal particle, acquired
with a WSI system. The segmentation mask is delineated by a cyan
contour. (b) Intensity plot along the purple line in (a), for the red, green
and blue color channel. The boundary of the segmentation is depicted by
the vertical cyan lines. As the coal particle is opaque, the light intensity
should be zero. Diffraction brightens up the boundary regions (black
arrows), and glare the interior of the object (orange arrow).
images is to bring slides into the optical path. Therefore, optical density filters with
known attenuation were fixed on a glass slide (see Figure 5.1(a)). This slide was
scanned, and the optical densities of the filters were compared with those derived
from the scan.
Two sources of error can brighten up nuclei and thus lead to an underestimation
of their DNA content: diffraction, the “bending of light rays” at the boundary of
objects, and glare, the reflection of light at surfaces of the optical system. To evalu-
ate the influences of diffraction and glare, a slide containing small carbon particles
was scanned (see Figure 5.2(a)). These particles are opaque, thus analyzing the
light intensities at the boundary of these objects allows conclusions about the in-
fluence of diffraction. For a quantification of glare, the light intensity at the center
of the particles was measured. The particles were first segmented by thresholding.
The segmentation masks were shrunk down to 30% of the area of the original seg-
mentation mask by iteratively applying morphological erosion, which resulted in a
“central region” which is not affected by diffraction at the boundary of the particle.
The mean intensity of this central region was divided by the mean intensity of the
incident light. This fraction reflects how much of the incoming light is distributed to
other regions due to glare. The measurement was performed on the green channel
and restricted to carbon particles which approximately have the size and shape of
nuclei and which were acquired in focus [141].
5.1.2 Results
A circle of 600 µm diameter is 2669 pixels wide in the scanned data. Thus for the
Hamamatsu NanoZoomer 2.0-HT in 40× mode, one pixel in the image corresponds
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Figure 5.3: Rat liver nuclei acquired with a Hamamatsu NanoZoomer 2.0-HT.
to 0.2248×0.2248 µm2 on the slide. Figure 5.1(b) depicts the optical densities of
the filters related to the optical densities measured from the images. They follow
a linear relationship (coefficient of determination r2 = 0.997). The light intensity
profile of a carbon particle is shown in Figure 5.2(b). Clearly diffraction occurs at
the boundaries of an object. Glare was quantified on 118 coal particles, it brightened
up the interior of these objects by 6.44% of the incident light.
5.1.3 Conclusions
Since the OECF of the sensor is linear, there is no need to apply a correction for
non-linearities of the sensor, but diffraction and glare need correction.
5.2 DNA measurements
Algorithms for the correction of diffraction and glare in DNA Image Cytometry have
been presented, among others, by Haroske et al. [49] and Würflinger et al. [50]. So
far, these algorithms were only used in combination with conventional microscopes—
this section evaluates their accuracy on Whole Slide Imager data. The algorithms
are tested according to the quality control guidelines for DNA Image Cytometry [51],
established by the European Society for Analytical Cellular Pathology (ESACP).
5.2.1 Material and methods
For evaluating the accuracy of the DNA algorithms, the DNA content of healthy rat
liver cells (hepatocytes) is measured, using lymphocytes as reference nuclei. From
hepatocytes it is known that they occur as diploid, tetraploid or octaploid nuclei,
thus the measured DNA values of hepatocytes should be at 2.0 c, 4.0 c or 8.0 c.
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Table 5.1: Accuracy of the DNA measurements on Whole Slide Imager data. The
first row of the tables gives the quality level prescribed by the ESACP
report, the second and third row the mean statistics without and with
correction. The number of cases above the allowable limit are given brack-
ets.
CV-ref. |CC|-ref CV-dipl. CV-tetrapl. CV-octapl.
ESACP Guidelines < 5 < 0.4 < 5 < 5 < 5
No correction 4.90 (6) 0.81 (16) 3.85 (3) 3.53 (0) 2.46 (4)
With correction 3.54 (0) 0.09 (0) 3.28 (0) 2.90 (0) 1.81 (0)
According to the ESACP guidelines, the coefficient of variation (CV) of the DNA
values of the reference nuclei (CV-ref) and the hepatocytes at each ploidy peak
(CV-diploid, CV-tetraploid, CV-octaploid) must not exceed 5%. Additionally, the
coefficient of correlation r between the DNA values of the reference cells and their
area (|CC|-ref) must fulfill |r| < 0.4 [51]. For this work, two liver slides were prepared
by cutting a liver of a healthy rat in half, and pressing the cut surface on a glass slide.
The cells were then stained according to Feulgen and scanned with a Hamamatsu
NanoZoomer. In total 16 cell collections for the ESACP rat liver test were collected
from different parts of the slide. Figure 5.3 shows rat liver nuclei acquired with a
Hamamatsu NanoZoomer 2.0-HT.
For measuring the DNA content of the collected nuclei, the basic measurement prin-
ciple presented in section 2.2.1 was followed. Additionally, corrections for objects
in the background, diffraction and glare were applied. Briefly, objects in the back-
ground of a nucleus also attenuate the incoming light. This attenuation is estimated
from a reference ring around the nucleus and compensated for. The diffraction cor-
rection according to Haroske et al. [49] iteratively increases the integrated optical
density of the region affected by diffraction until it is close to the mean IOD of
the nucleus. The adaptive glare correction by Würflinger et al. [50] models glare as
a uniform redistribution of light, and exploits this model to find a glare estimate
which minimizes the correlation between area and IOD values of reference nuclei—in
theory this correlation should be 0. A detailed description of these algorithms can
be found in appendix A.1
5.2.2 Results and discussion
The ESACP statistics of the rat liver measurement before and after correction are
given in Table 5.1. Additionally, this table presents the number of cases which fail the
ESACP test; failed tests are those where at least one statistic exceeds the permitted
limit. Clearly the correction algorithms improve the accuracy: The average CV and
correlation values, which ideally should be zero, are significantly lower when applying
the correction. Without correction, the ESACP test failed for all cases, because the
coefficient of correlation between DNA and area values of the reference nuclei is too
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Figure 5.4: DNA histogram and scatterplots (DNA vs. area) of the same rat liver
(a) without correction, (b) with correction.
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high. Furthermore, the CV of the DNA values of diploid and octaploid hepatocyes
as well as the reference nuclei are too high for some cases. With correction however,
all cases pass the test. Figure 5.4 shows the DNA measurement results (DNA
histograms and scatterplots) of nuclei from a rat liver before and after correction.
As required, after correction the DNA values of diploid, tetraploid and octaploid
hepatocytes are around 2.0 c, 4.0 c and 8.0 c after correction, and the variation of
the DNA values in each group is low.
The accuracy of the DNA values measured fromWhole Slide Imager data was close to
that of conventional microscopes. Berger-Fröhlich performed 40 rat liver tests with
a Motic BA410 microscope, a MotiCam Pro 285A camera, and the same correction
algorithms as in this work. The mean CV-ref was 2.77 (instead of 3.54) and the
mean |CC|-ref was 0.05 (instead of 0.09) [148].
5.2.3 Conclusions and future work
If the diffraction, glare, and the attenuation of light by objects in the background of
nuclei are corrected for, Whole Slide Imagers can be used for accurately measuring
the DNA content of Feulgen-stained nuclei. As a future work, the segmentation and
classification algorithms from chapter 3 should be adapted to Whole Slide Imager
data by collecting new gold standards. This will allow the automated scanning
and identification of relevant nuclei using Whole Slide Imagers and thus yield a
significant increase of the throughput of automated DNA Image Cytometry.
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6 Conclusions and future work
The motivation for this thesis is the fact that DNA Image Cytometry has the poten-
tial to improve cancer diagnostics and prognostics, but when performed manually it
is too time-consuming for a broad application in practice. Therefore, this thesis pre-
sented image processing algorithms for automatically accomplishing time-consuming
steps of DNA Image Cytometry. These algorithms were integrated into a software
package and a workflow and compared to manual DNA Image Cytometry in three
applications.
The key result of this thesis is that the developed solution reduces the interaction
time of a cytopathological expert from 40 to 5 minutes per slide. At the same time,
it has a higher diagnostic accuracy or prognostic validity than manual DNA Image
Cytometry.
Dedicated segmentation and classification algorithms were developed for automati-
cally identifying abnormal nuclei in images acquired by a microscope with motorized
stage. The segmentation pipeline of this work segments less irrelevant objects and
yields a more precise contour than the algorithm commonly used in manual DNA
Image Cytometry. The precise contour is achieved by refining the contour of impre-
cise segmentations and splitting touching nuclei which have been segmented as one
object. To reduce the computational burden, the developed pipeline automatically
detects the need for refinement or splitting prior to applying the complex correction
algorithms. The segmented objects are then classified by a nucleus classifier, which
are capable of identifying morphologically abnormal nuclei and cancer cell nuclei
among artifacts and all other classes of nuclei present on a slide. Such classifiers
were developed for three types of specimens: effusions, prostate cancers and mu-
cosal membranes. For these types of specimen they detect 95.24%, 94.70%, and
93.85% of all abnormal nuclei, and 94.04%, 91.59%, and 96.28% of all objects clas-
sified as abnormal are correct. The decision of the classifiers is mainly based on
features describing the morphology of objects and large gold standards which have
been annotated by a cytopathologist with more than 35 years of experience. Conse-
quently the classifiers perform a morphometric identification of abnormal nuclei in
accordance with an expert.
To facilitate the translation of the developed algorithms into practice, they were
integrated into a software package with appropriate user interface and a clinical
workflow. The workflow beneficially divides the labor between machine and expert.
The machine automatically scans a slide and classifies nuclei. Subsequently, the
expert verifies the classification of exceeding events, objects with a DNA content
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above a threshold. These events are critical since the misclassification of one ex-
ceeding event can already change the diagnostic or prognostic result. The effort for
the expert for verifying the objects above the exceeding event threshold was rea-
sonable, usually less than 260 objects needed to be checked per slide. Since these
objects are compactly presented by the user interface of the software, this is possible
in less than 5 minutes.
The developed solution was compared to manual DNA Image Cytometry in three ap-
plications: the identification of cancer cells in nuclei from serous effusions and from
brush biopsies of the oral cavity, and grading the malignancy of prostate cancer
biopsies. The evaluation was performed on 203 cases. Since the nucleus classifiers
are capable of identifying abnormal nuclei, the DNA distribution can be derived
exclusively from these nuclei. This effectively combines a quantification of the mor-
phology and the DNA content into bimodal cytometry. For the identification of
cancer cells, automated DNA Image Cytometry detected 5 cancer-cell positive cases
which were missed by manual DNA Image Cytometry, and it assigned higher grades
of malignancy in 16 cases. The reason for the higher diagnostic accuracy and prog-
nostic validity is that this is that automated DNA Image Cytometry identified more
abnormal nuclei, thus the DNA distribution for the final diagnosis or prognosis is
more representative than those of manual DNA Image Cytometry. Furthermore,
the machine finds objects which the expert might miss due to fatigue. Finally, the
morphometric identification of abnormal nuclei could be exploited as additional di-
agnostic marker. For serous effusions, DNA-aneuploidy of cancer cell nuclei is not as
strong as in many other types of specimen. In case of a malignant transformation,
the fraction of abnormal nuclei is increased. This allows identifying cancerous cases
where the changes in the amount of DNA were below the detection threshold of
DNA Image Cytometry, but a change in morphology already indicated a malignant
transformation.
A proof-of-concept showed that it is possible to perform DNA Image Cytometry
using Whole Slide Imagers. Compared to conventional microscopes with motorized
stage, these systems are able to scan a slide in 5 instead of 60 minutes. Therefore this
proof-of-concept opens a new perspective for increasing the throughput of automated
DNA Image Cytometry.
6.1 Future work
One future research goal is to develop classifiers for further relevant applications,
such as the detection of lung cancer from sputum, of bladder cancer from urine, and
of thyroid cancer from aspiration biopsies. The process of developing such classifiers
presented in section 3.3.4 can also be followed for the new applications.
The solution presented in this work enable the automated processing of individual
slides. Two steps during the image acquisition still require user interaction, placing
a slide on the microscope stage and identifying a set of representative focus points
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(a)
Proposed diagnosis: DNA Aneuploidy
Reason: 33 exceeding events
Confidence: 99.98%
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1.97c        1.99c      2.00c 2.04c
Nuclei which contributed to diagnosis (exerpt)
19.71c             19.28c            18.84c            16.09c
Accept proposal?
Yes No
(b)
Figure 6.1: (a) Flow chart for processing unambiguous cases (b) Example of an au-
tomatically generated proposal, including the proposal, a score reflecting
the systems confidence in it, and a few representative nuclei.
for the focus model. By automating these steps, the batch scanning of a set of
slides is enabled: a slide loader can be used to automatically place slides on the
microscope stage. The algorithms from Bell et al. [149] for conventional microscopy
or Lahrmann et al. [150] for Whole Slide Imagers can automatically digitize cytology
slides without user interaction. In combination with the algorithms for the detection
of ROIs developed in this work (section 3.4), scanning overnight will be possible,
which will considerably increase the utilization of the device.
Another research goal is to further reduce the expert’s effort of verifying the clas-
sification of exceeding events after scanning. Besides reducing the rate of misclas-
sifications for these objects, statistical modeling and testing theory can be used to
safely identify unambiguous cases for which the verification step might be skipped.
As an example, in one case from the effusion study the pattern recognition system
initially classified 122 objects above the exceeding event threshold into the class “ab-
normal”. Only if all of these objects were artifacts instead of abnormal nuclei, this
would change the diagnosis. The probability for this is, however, very low. After
the automated scanning and classification of objects, the system would:
• use algorithms for the automated interpretation of DNA distributions to pro-
pose a diagnosis or prognosis [9],
• compute a confidence score based on statistical modeling of the factors which
contributed to the proposal,
• select a few representative nuclei.
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In case of a high confidence, the proposal and the selected nuclei are presented to the
expert (see Figure 6.1(a)). The expert can either accept the proposal, or perform
a manual diagnosis or prognosis. The benefit of this strategy is twofold. First, it
allows a quick decision for unambiguous cases. Second, the computer’s confidence
and rationale for the decision are presented, which is essential for the credibility in
the system’s proposal.
The results of this work motivate the development of a system for high throughput
DNA Image Cytometry—the vision for such a system is: slides will be digitized using
a Whole Slide Imager, which will be equipped with a slide loader and an autofocus
routine suited for cytology slides. For speed-up, the scanning will be limited to the
ROIs detected by the algorithm from section 3.4 from a macro image of the slide.
Clinically relevant nuclei will be automatically detected by means of the segmenta-
tion and classification approaches presented in this work (see sections 3.2 and 3.3).
After the automated batch processing of a set of slides, all cases will presented to the
expert for verification, whereas a rapid diagnosis or prognosis for unambiguous cases
will be performed based on the statistical modeling and confidence score presented
in the previous paragraph. The expert will be supported in the automated genera-
tion of a report as the end result of a DNA Image Cytometry examination. With
this solution, one expert may be able to perform more than 100 bimodal cytometric
diagnoses or prognoses per day.
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A.1 Measuring the DNA content of nuclei
This section describes the algorithms for measuring the DNA content from digital
images of nuclei which have been stained according to Feulgen. First, the basic
measurement principle is described. Next, correction procedures for objects in the
background of nuclei, diffraction, and glare are presented.
In Feulgen-stained nuclei the total amount of the stain in the nucleus is proportional
to its DNA content. The attenuation of light passing through a nucleus, in turn, is
stronger for higher concentrations, which is described by Lambert-Beer’s law:
I1 = I0 · e−c·d·λ , (A.1)
where I0 is the incoming light, I1 the transmitted light, c and d are the concentration
and thickness of the matter, and λ is a wavelength dependent constant. In practice,
I0 is obtained as the pixel value of a digital image at an empty position, and the
transmitted light intensity I1 the pixel values inside a segmented nucleus. Due to
the 2D image formation, the thickness d cannot be considered, instead the optical
density is defined as
OD := − ln
(
I1
I0
)
= c · d · λ. (A.2)
It is linearly related to the concentration of the stain. By summing up optical
density values (equation A.2) of all pixels of a nucleus, an overall measure for the
attenuated of light by the nucleus is computed (integrated optical density, IOD). The
basic measurement principle is to measure the attenuation of light by each nucleus,
and then use a calibration with reference nuclei to transform it to a DNA value.
The attenuation of the pararosanilin dye, the dye used for staining the nuclei during
the Feulgen reaction, is strongest in the green channel. For numerical stability this
channel is used for the IOD computations. The IOD values have to be converted to
DNA values. This is done by dividing the IOD values by the median IOD value of
the reference nuclei, which have normal DNA content. The median instead of the
mean is used for the calibration because it is more robust against outliers. However,
instead of measuring the true IOD, certain sources of errors during the microscopic
image artificially darken or brighten up the pixels. Therefore, corrections for non-
transparent objects in the background, for diffraction, and for glare are applied.
These corrections will be described in the following.
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Figure A.1: Motivation for local background correction. For some cells, like the
epithelial cells on the left, the unstained cytoplasm is also visible (black
arrow). Therefore, it is beneficial to correct for this for every individual
object.
The incident light is attenuated not only by the dye of the nucleus, but also by objects
in the background. The cells are located between two glass slides and fixative, which
are not perfectly transparent. Also diffraction at unstained cell structures like the
cytoplasm occurs (see Figure A.1). Since the attenuation by the background can
change from cell to cell, a local background correction is applied. To this end, a small
reference ring outside each nucleus is computed by morphological image processing.
The mean optical density of this ring is subtracted from the OD values.
Diffraction brightens up the pixel values at the boundary of an object and thus
decreases the IOD (see also Figure 5.2). To compensate for this, the diffraction
correction by Haroske et al. is applied [49]. The area affected by diffraction, a small
region at the interior of the boundary, is extracted by morphological operations
(diffraction region). The IOD is then iteratively increased by adjusting the IOD of
the diffraction region to fit to the mean IOD of the nucleus. As this adjustment, in
turn, changes the mean IOD, this procedure is iteratively repeated until the change
is smaller than 5%.
Glare brightens up opaque objects to about 6% of the incident light. One possibility
would be to subtract this light intensity from all pixel values (fixed glare correction).
However, the influence of glare depends on the illumination settings, alignment of
the optical path, and further factors. Therefore the adaptive glare correction by
Würflinger et al. [50] is used. Glare is modeled as the uniform redistribution of
light, according to the Goldstein model [151]. This means that all pixel intensity
values in the image are artificially brightened up by the same intensity value k.
Thus glare is straightforwardly corrected by subtracting k prior to the computation
of the optical densities. Then, Würflingers correction exploits the fact that reference
nuclei all have a standard DNA content, but different sizes due to their biological
variability. Thus ideally there is is no correlation between the IOD and area values.
Different values for k are tested; the one which minimizes the correlation between
108
A.2 Quantification of concavities according to Kumar et al.
.







 

(a)










(b)
Figure A.2: (a) Computation of the concavity depth and concavity angle, (b) com-
putation of the concavity-concavity alignment and concavity-line align-
ment.
IOD and the area of the reference nuclei is then used as adaptive glare estimate k˜.
Finally, the IODs of all objects are computed again, correcting for glare by means
of k˜.
A.2 Quantification of concavities according to Kumar
et al.
In this work several features used by the segmentation algorithm or the nucleus
classifier are based on the concavity analysis framework of Kumar et al. [105], which
is summarized in this section. Following the definitions of the paper, for a concavity
with index i, the boundary arc is denoted as Bi, the chord of the corresponding
hull segment as Ki, and the concavity pixel Ci is the point on Bi with the largest
distance to Ki (see also Figure A.2(a)). Several metrics for quantifying the size of a
concavity, the alignment of a pair of concavities, and a figure of merit for split lines
are presented:
• Concavity Depth: As measure for the depth of an individual concavity, the
distance from Ci to Ki is used.
• Concavity Angle: The angle CAi of a concavity is the angle between the
two lines pointing from Ci to the endpoints Ci1 and Ci2 of Ki.
• Concavity-Concavity Alignment: This feature quantifies if two concavities
are oppositely aligned. The orientation of a concavity is given by the vector
vi, starting from the midpoint of the convex hull segment Ki through the
concavity pixel Ci (see Figure A.2(b)). The Concavity-Concavity alignment
(CCAlignment) of two concavities is computed as pi − cos−1(vi · vj).
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• Concavity-Line Alignment: Another alignment measure also considers the
line uij connecting two concavities. The Concavity-Line Alignment (CLAlign-
ment) is the maximum angle between vi and uij or vj and uij.
• Measure Of Split: If the CCAlignment and CLAlignment of two con-
cavities with index are below certain thresholds (CCAlignment < 105◦ and
CCAlignment < 70◦), they are considered as well aligned and are thus candi-
dates for split lines of a clump. The measure of split between two concavities
with index i and j is computed based on the depth of the concavities CDi and
CDj, and the distance d (Ci, Cj) of the two corresponding concavity pixels as
χ = c1CDi · c1CDj + c2
d (Ci, Cj) + c1CDi · c1CDj + c2.
A.3 Features for the defocus classifiers
This section presents the four features ADContour, Laplacian, Rbiii and VarInterior
used for pattern recognition systems for distinguishing between focused and defo-
cused objects (see section 3.3.2). All features for the defocus classifier are based on
a gray image of an object, which is computed as weighted combinations of the color
channels (R = 0.299, G = 0.587 and B = 0.114).
A.3.1 Absolute difference along contour normals
Motivation and description: Focused nuclei have a sharper transition from back-
ground to nucleus. This is quantified based on the absolute difference of neighboring
pixels along the contour normals. An example is shown in A.3(b).
Algorithm:
1. For each contour pixel ci find the vector cn orthogonal to ci and its predecessor
by solving 〈ci − ci−1, cn〉 = 0.
2. Consider the contour normal with a length 2 · nl, pointing by nl both to
the interior and exterior of the nucleus. For each pair pj and pj+1 of neigh-
boring pixels within the contour normal, compute the absolute difference
d(ci, pj, pj+1) = |pj − pj+1|.
3. Store the maximum value dmax(ci) = maxj(ci, pj, pj+1)
4. ADNormal := Qp{dmax(ci)|1 ≤ i ≤ N} , where Qp is the p% quantile of all
dmax(ci).
Parameter Range
Normal length nl 0.18 : 0.18 : 1.8µm
Quantile p 0.25 : 0.25 : 1
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(a) Focused nu-
cleus
(b) Defocused
nucleus
Figure A.3: Contour normals for a focused and defocused nucleus. For clarity rea-
sons, only every sixth normal is shown. The ADNormal feature is 23 for
the focused nucleus and 9 for the defocused nucleus, using nl = 0.72µm
and p = 1.
A.3.2 Laplacian
Motivation and description: Defocused objects have less variation in the deriva-
tives of pixel intensities. This is quantified using the Laplace filter, which is the sum
of the second derivatives in x- and y-direction.
Algorithm:
1. Resize the segmentation mask M to a percentage p of the original area to get
a mask Ms, using morphological erosion (p < 100) or dilation (p > 100).
2. Filter the image within Ma using the laplacian filter
1
6 ·
1 4 14 −20 4
1 4 1

3. Laplacian:=Mean absolute filter response in Ms.
Parameter Range
Percentage p for resizing the mask 5 : 5 : 150%
A.3.3 Relationship boundary intensity and interior intensity
Motivation and description: Defocused nuclei have higher intensity values close to
the nucleus boundary compared to focused nuclei. This is quantified by computing
the fraction of the mean intensity around the boundary region and the mean intensity
in the interior of the nucleus. An example is shown in A.4.
Algorithm:
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Figure A.4: Feature Rbiii with p = 0.7 and extend_outside=true
1. Shrink down the segmentation mask M using morphological erosion, down to
a percentage p of the original area of M to get the interior mask Mi. The
boundary mask is defined as Mb =M \Mi. If the parameter extend_outside
is true, M is first dilated up to an area of 2−p the original area to get a mask
Md. Then, Mb is computed as Md \Ms.
2. Compute the mean intensities mb in Mb and mi in Mi.
3. Rbiii := mb
mi
Parameter Range
Percentage p for resizing the mask 5 : 5 : 95%
extend_outside {true, false}
A.3.4 Variation in the interior
Motivation and description: The variation of intensity values in the interior of
a nucleus is smaller for defocused objects. This is quantified by considering pixel
intensities in the interior of the nucleus and computing a measure for variance. To
gain robustness against changes in the stain intensity, the coefficient of variation is
used for this purpose instead of the conventional variation.
Algorithm:
1. Shrink down the segmentation mask M using morphological erosion, down to
a percentage p of the original area of M . This yields a new mask Ms.
2. Compute the mean intensity Mi and standard deviation σi.
3. VarInterior := Mi
σi
Parameter Range
Percentage p for shrinking the mask 5 : 5 : 95%
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A.4 Features for the nucleus classifiers
A.4.1 State-of-the-art features
Feature Description
Area Area of the segmentation mask
Perimeter Perimeter of the segmentation mask in
MinRadius Smallest distance from the centroid to the contour
MaxRadius Largest distance from the centroid to the contour
MeanRadius Average distance from the centroid to the contour
VarianceRadius Variance of the distances from the centroid to the contour
Sphericity Fraction of Radius Min and Radius Max
Eccentricity Ratio of the major to minor axis of the best fit ellipse
Inertia Squared distance of all object’s pixels to the centroid, nor-
malized by squared area
Compactness P 2/(4pi · A), where P is the perimeter and A the area
BendingEnergy Energy needed to bend the contour to its current shape
Background Average intensity of all pixel values larger than 150 in a
small reference region around the nucleus
MeanLuminance Average intensity of the gray image
VarLuminance Variance of intensity values of the gray image
MinFilter Minimum response of a square filter on the gray image
Entropy Entropy of gray image
ClusterShade Contrast between dark clumps and light background
ClusterProminence “Darkness” of clusters
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A.5 Additional statistics for the nucleus classifiers
A.5.0.1 Classification of nuclei from effusions
Table A.1: Number of nuclei and correct classification rate (CCR) for the individual
slides of the effusion gold standard.
Slide Index Number of nuclei CCR
1 5664 87.50%
2 6268 87.30%
3 6025 90.08%
4 5563 94.61%
5 5673 85.99%
6 5899 85.13%
7 6859 86.70%
8 6233 91.82%
9 6190 84.41%
Table A.2: Classification performance for artifacts and abnormal nuclei above the
9.0 c-exceeding-event threshold, and abnormal nuclei belonging to a
DNA-aneuploid stemline (effusion classifier).
Ground truth
EE artifact EE abnormal STL abnormal
Artifact 1420 24 136
Abnormal 23 185 5853
Macrophage 0 0 8
Normal 0 0 53
Lymphocyte 0 0 1
cl
as
sifi
ca
tio
n
Granulocyte 0 0 0
Total 1443 209 6051
Error (%) 1.59 11.48 3.27
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A.5.0.2 Classification of nuclei from prostate cancer biopsies
Table A.3: Number of nuclei and correct classification rate (CCR) for the individual
slides for nuclei of prostate cancer biopsies.
Slide Index Number of nuclei CCR
1 5609 91.21%
2 5160 91.32%
3 5371 91.77%
4 5887 90.49%
5 5407 96.23%
6 5321 93.82%
7 4716 89.91%
8 6120 91.54%
9 4391 88.29%
Table A.4: Classification performance of the prostate classifier, exclusively for ar-
tifacts and abnormal nuclei above the 4.4 c-exceeding-event threshold
exceeding event threshold, and abnormal nuclei belonging to a DNA-
aneuploid stemline.
Ground truth
EE artifact EE cancer cell STL cancer cell
Artifact 3260 36 0
Cancer cell 18 284 43
Fibroblast 1 0 0
Lymphocyte 0 1 0
cl
as
sifi
ca
tio
n
Granulocyte 0 0 0
Total 3279 321 43
Error (%) 0.58 11.53 0
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A.5.0.3 Classification of nuclei from mucosal membranes
Table A.5: Number of nuclei and correct classification rate (CCR) for the individual
slides of the cervix gold standard.
Slide Index Number of nuclei CCR
1 4127 94.33%
2 3658 91.09%
3 2478 89.35%
4 5688 90.58%
5 2963 92.67%
6 2932 91.13%
7 3423 90.73%
8 3565 92.53%
9 3221 89.69%
Table A.6: Classification performance for artifacts and abnormal nuclei above the
9.0 c-exceeding-event threshold, and abnormal nuclei belonging to a
DNA-aneuploid stemline (classifier for mucosal membranes).
Ground truth
EE artifact EE abnormal STL abnormal
Artifact 947 11 34
Abnormal 5 382 719
Normal 0 0 20
Lymphocyte 0 0 17
cl
as
sifi
ca
tio
n
Granulocyte 0 0 2
Total 952 393 792
Error (%) 0.52 2.80 9.21
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