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Abstract
It is shown that the roots of the trinomial equation
xn − x + t = 0
are nite sums of generalized hypergeometric functions for each positive integer n. As a consequence, we demonstrate a
class of algebraic identities satised by certain of these functions. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of this note is to express the roots of any trinomial equation
xn − x + t = 0
as a nite sum of generalized hypergeometric functions. In many cases, and several explicit examples
will be given below, one of the roots can be expressed as a single hypergeometric function. By
means of a Tchirnhausen transformation, this provides relatively simple expressions for the roots of
the general equation of degree less than six. On the other hand, we obtain in this way a number
of (in principle, innitely many) algebraic identities satised by certain hypergeometric functions.
The quintic equation, in particular, has been studied extensively for at least two hundred years and
a number of transcendental procedures are known for solving it (Hermite’s, described, e.g., in [2]
is probably the most familiar one). For this case, we recover a century old formula obtained by the
method of dierential invariants.
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2. The formula
Without loss of generality, up to degree 6, it is sucient to nd at least one root to the reduced
equation
xN − x + t = 0 (N = 2; 3; 4; : : :): (1)
Letting x = −1=(N−1), we easily nd that (1) becomes
= e2i + t(); (2)
where
() = N=(N−1): (3)
Lagrange’s theorem states that for any function f analytic in a neighborhood of a root of (2)
f() = f(e2i) +
1X
n=1
tn
n!
dn−1
dan−1
[f0(a)[(a)]n]a=e2i : (4)
We now simply let f() = −1=(N−1), carry out the elementary dierentiations (noting that Dkxp =
 (p+ 1)xp−k = (p− k + 1)) and we come up with the root
x1 = exp[− 2i=(N − 1)]− tN − 1
1X
n=0
(te2i=(N−1))n
 (n+ 2)
 (Nn=(N − 1) + 1)
 (n=(N − 1) + 1) : (5)
(N − 2 further roots are found by replacing exp(2i=(N − 1)) by the other (N − 1)st roots of unity,
and the remaining root from the relation
P
xj = N;2.) By the use of Gauss’ multiplication theorem,
the innite series can be broken up into a (nite) sum of hypergeometric functions.
x1 =!−1 − t(N − 1)2
s
N
2(N − 1)
N−2X
q=0

!t
N − 1
q
N qN=(N−1)

QN−1
k=0  ((Nq=(N − 1) + 1 + k)=N )
 (q=(N − 1) + 1)QN−2k=0  ((q+ k + 2)=(N − 1))
N+1FN
"
qN=(N − 1) + 1
N
; : : : ;
qN=(N − 1) + N
N
; 1;
q+ 2
N − 1 ; : : : ;
q+ N
N − 1 ;
q
N − 1 + 1;

t!
N − 1
N−1
NN
#
;
where !=exp(2i=(N − 1)). In practice, N+1FN will always be reducible to at least NFN−1. Hence,
the root is a sum of at most N − 1 hypergeometric functions. The one technical point is that the
convergence of these series requires that t be \suciently small", but this can be overcome by
certain hypergeometric identities tantamount to analytic continuation.
The procedure leading to (5) is well known. Indeed, in [3] it is shown that for any  and w, the
root of
1− x + wx = 0
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that reduces to 1 when w ! 0 is
x = 1 +
1X
n=1

n
n− 1

wn
n
:
The main contribution of this note is to sum this series in terms of hypergeometric functions when
 = N .
3. Examples
3.1. N = 2
x2 − x + t = 0:
Here we have
x1 = 1− t
1X
n=0
tn
 (n+ 1)
 (2n+ 1)
 (n+ 1)
: (6)
However, by Gauss’ formula
 (2n+ 1) = 4n(1=2)n(1)n ((n)k =  (n+ k)= (n)); (7)
so
x1 = 1− t 2F1( 12 ; 1; 2; 4t): (8)
Since
2F1( 12 ; 1; 2; z) =
2
z
(
1−p1− z jzj61;
1− ipz − 1 jzj> 1; (8)
we reproduce the quadratic formula. Note that the second root comes from x1 + x2 = 1.
3.2. N = 3
x3 − x + t = 0:
By separating the sum in (5) into sums over the even and odd values of n we obtain
x1 =−1 + t2
1X
n=0
 (3n+ 1)t2n
 (n+ 1) (2n+ 2)
+
t2
2
1X
n=0
 (3n+ 5=2)t2n
 (n+ 3=2) (2n+ 3)
: (9)
By breaking up the gamma functions of multiple argument by using Gauss’ multiplication theorem,
the sums are easily identied as hypergeometric series:
x1 =−1− t2 2F1(
1
3 ;
2
3 ;
3
2 ; 27t
2=4) +
3t2
8 3
F2( 56 ;
7
6 ; 1;
3
2 ; 2; 27t
2=4): (10)
However, from [4] we nd
2F1( 13 ;
2
3 ;
3
2 ; z) =
3p
z
sin

1
3
sin−1
p
z

;
3F2( 56 ;
7
6 ; 1;
3
2 ; 2; z) =
18
z

cos

1
3
sin−1
p
z

− 1
 (11)
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and we therefore have the three roots
x1 =− 1p
3
sin

1
3
sin−1 (t
p
27=2)

− cos

1
3
sin−1(t
p
27=2)

;
x2 =− 1p
3
sin

1
3
sin−1 (t
p
27=2)

+ cos

1
3
sin−1(t
p
27=2)

;
x3 =
2p
3
sin

1
3
sin−1(t
p
27=2)

:
(12)
Once again, for t > 2=
p
27 Eq. (10) must be analytically continued to obtain the correct form of
(12). This amounts to writing sin−1 z = =2− iLn(z +pz2 − 1).
4. Conclusion
For N = 2; 3; 4, Eq. (5) does not appear to be preferable to the standard formulas, but for N = 5,
e.g., we get the root
x = t 4F3
" 1
5 ;
2
5 ;
3
5 ;
4
5 ;
1
2 ;
3
4 ;
5
4 ;
3125t4
256
#
(13)
in an elementary fashion with considerably less diculty than by following the procedure in [2].
This expression reproduces the series for the root of the quintic obtained by Cockle [1] in 1860
using the method of dierential resolvents. It might also be pointed out that the above procedure
carries over in a trivial way to the trinomial equation
yN − ayN−1 + a= 0; (14)
where y = 1=x; a= 1=t.
We conclude by pointing out that the hypergeometric function appearing in (13)
f(x) = 4F3( 15 ;
2
5 ;
3
5 ;
4
5 ;
1
2 ;
3
4 ;
5
4 ; x); (14)
consequently, obeys the identity
f(x) =

c
x
(f(x)− 1)
1=5
; (15)
where c = 3125256 . Furthermore, we have shown the existence of at least one such identity for each
positive integer n.
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