It is proved that the uniform law of large numbers (over a random parameter set) for the s-dimensional ( >_ 1) Bessel process Z (Zt)t >_ started at 0 is valid: 
FORMULATION OF THE PROBLEM
The problem which motivated the present paper appeared in [4] [4, 5, [7] [8] [9] 11, 13, 14] .) The Bessel processes of dimension a _> are submartingales. The Bessel processes of dimension a<_ 0 are supermartingales. However, the Bessel processes of dimension 0 < a < are not semimartingales. The
Bessel process Z of dimension a-n E N may be realized as the radial part of the n-dimensional Brownian motion B(n)= (Bl(t),...,Bn(t))t>o: Zt =, B(t) (t >_ 0), (1.2) where (Bl(t))t>_o,...,(Bn(t))t>_o are mutually independent (standard)
Brownian motions.
The results on optimal stopping for Bessel process Z (Zt)t> 0 of dimension a > 0 due to Dubins et al. in [4] (Theorem 5, p. 254) yield the following inequality (here and in the sequel E denotes the expectation corresponding to the Bessel process started at 0): E(0<t<7.maxZt) <_ "7(a)v/E(T which is obtained by passing to the limit in (1.4) as c ---, 2.) It has been shown in [4] (Theorem 7, p. 259) that we have
The problem which was left open is described by the following words (see p. 259 in [4] ): "It is of great interest be able to find the function 3'---'Y(c) or, at least, to study its properties." The present paper is devoted to clarifications and refinements of the underlying structure for this problem, and to the presentation of its solution in the form of a rate of convergence in (1.5) (after a reformulation of the inequality (1.3) to a stronger and proper form). In this process we discover a fact of independent interest: The uniform law of large numbers (over a random parameter set) for Bessel processes. To the best of our knowledge this sort of uniform law of large numbers has not been studied previously. We think that this fact is by itself of theoretical and practical interest, and we intend to write more about it elsewhere. Instead of going into a description of our method and results obtained, we find it of greater priority at the moment to display two general facts about the problem just stated.
First note from (6.7)+ (6.8) in [4] that:
for all c > 0, where the supremum is taken over all stopping times T for Z, and is attained at T*--T*(, c), which is according to (1.5) in [4] defined by T [6] for a simple proof), as indicated by A. Shiryaev (personal communication), the identity (1.9) should follow from the proof and methods in [4] . In fact, a closer look at (1.8), combined with the extreme property of T* in (1.6), shows that (1.9) indeed holds. Thus, the constant 7(c0 defined above is the best possible constant in the inequality (1.3) (being valid for all stopping times T for Z). In this context it is interesting to observe the underlying phenomenon when taking the infimum over all c > 0 in (1.8) , that it is sufficient to treat E(T) E(T*)= ET*(o, c) as a constant which does not depend on c.
(For a similar phenomenon see [6] .) The next we want to address is the proof of (1.5) in [4] , and in this context a fundamental result due to Davis. The proof of (1.5) in [4] In Section 4 we generalize and extend the results obtained either in this paper or in the paper of Davis [3] (see also [2] ). Finally, we shall conclude this section by pointing out that our main emphasis in this paper is on the method of proof and on the simplicity of solution. In this context note that the two main ingredients of the proof are: Bessel process as a time changed geometric Brownian motion (Section 2) and the square representation of Bessel process (Section 3). We will not present this in more detail here, since we are (in accordance with the initial problem about (1.3)) mainly interested in the asymptotic behaviour when c---, oc (that is c large), and our emphasis on simplicity applies exactly for c >_ 2 when the Bessel process Z does not hit zero, and therefore the "change of time scale" for geometric Brownian motion (Section 2) works globally (otherwise, freely speaking, it works until Bessel process Z first time hits zero). In particular, the inequality is valid: (3.7) where the (universal) constant G(c) satisfies: for all x E R. Letting x--+-oc (and using the Feller property of the Bessel process) we get 0<t<T 0<t<T
v/E(T) + oE(r), (3.10) where K--2K, with K > 0 from (3.9). Denoting a E(max0 <,< r Z)
and b= E(T), we see that (3.10) .9) ). Moreover, it is well known (see [10] ) that one may take K1 3. (This is the constant from
Burkholder-Gundy's inequality (see [1] ) used in (3.9) and (3.15) (1.20) , and this justifies the term.) To the best of our knowledge this sort of uniform law of large numbers has not been studied previously. We will not pursue this in more detail here, but instead will refer the reader to [12] for more information on this subject.
6. The estimate obtained in (3.6) 
