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ASYMPTOTIC FREENESS OF UNITARY MATRICES IN
TENSOR PRODUCT SPACES FOR INVARIANT STATES
BENOIˆT COLLINS, PIERRE YVES GAUDREAU LAMARRE,
AND CAMILLE MALE
ABSTRACT. In this paper, we pursue our study of asymptotic properties
of families of random matrices that have a tensor structure. In [CGL17],
the first- and second-named authors provided conditions under which
tensor products of unitary random matrices are asymptotically free with
respect to the normalized trace. Here, we extend this result by prov-
ing that asymptotic freeness of tensor products of Haar unitary matrices
holds with respect to a significantly larger class of states. Our result re-
lies on invariance under the symmetric group, and therefore on traffic
probability.
As a byproduct, we explore two additional generalisations: (i) we
state results of freeness in a context of general sequences of representa-
tions of the unitary group – the fundamental representation being a par-
ticular case that corresponds to the classical asymptotic freeness result
for Haar unitary matrices, and (ii) we consider actions of the symmetric
group and the free group simultaneously and obtain a result of asymp-
totic freeness in this context as well.
1. INTRODUCTION
1.1. Absorption Properties in Tensor Products. In this paper, our main
aim is to study some of the mechanisms that give rise to asymptotic ab-
sorption properties of unitary random matrices. Roughly speaking, absorp-
tion phenomena refers to the observation that several interesting properties
of free unitary operators remain unaffected by taking tensor products with
other unitary operators.
A prototypical example of an absorption phenomenon is Fell’s absorp-
tion principle, which states that the left regular representation of a discrete
group absorbs any unitary representation through tensor products (see, for
instance, [Pis03, Proposition 8.1] for a precise statement). Combined with a
classical computation due to Akemann and Ostrand [AO76], Fell’s absorp-
tion principle implies the following result, which has interesting applica-
tions in operator algebras (e.g., [Pis97]).
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Proposition 1.1 (Norm Absorption). Let (u1, . . . , uL) be a Haar unitary
system, i.e., free Haar unitary operators (see Definition 3). For every uni-
tary operators v1, . . . , vL, one has∥∥∥∥∥
L∑
`=1
u` ⊗ v`
∥∥∥∥∥ =
∥∥∥∥∥
L∑
`=1
u`
∥∥∥∥∥ = 2√L− 1.
In recent years, the authors of the present paper have studied several prob-
lems in free probability in which asymptotic absorption phenomena arise at
the level of random unitary matrices. For example, Collins and Male proved
the following finite-dimensional version of Proposition 1.1:
Proposition 1.2 ([CM14, Section 2.2.4]). For allN ∈ N, letU(N)1 , . . . , U(N)L
be independent N × N Haar unitary random matrices, and let V1, . . . , VL
be unitary matrices of fixed dimensionM ∈ N. Almost surely, it holds that
lim
N→∞
∥∥∥∥∥
L∑
`=1
U
(N)
` ⊗ V`
∥∥∥∥∥ = limN→∞
∥∥∥∥∥
L∑
`=1
U
(N)
`
∥∥∥∥∥ = 2√L− 1.
Proposition 1.2 follows from the the strong asymptotic freeness of inde-
pendent Haar unitary matrices with respect to polynomials with scalar or
matrix-valued coefficients, which is the central result in [CM14].
In a slightly different direction, Collins and Gaudreau Lamarre [CGL17]
proved a general result which has the following proposition as a simple
special case:
Proposition 1.3. For every N ∈ N, let U(N)1 , . . . , U(N)L be independent
N × N Haar unitary random matrices, and let V (M)1 , . . . , V (M)L be unitary
matrices of arbitrary dimensionM =M(N), which may or may not depend
onN. In the space (MN(C)⊗MM(C), trN⊗ trM) (where trN = N−1 Tr de-
notes the normalized trace), the family
(U
(N)
1 ⊗ V (M)1 , . . . , U(N)L ⊗ V (M)L ) (1)
converges almost surely and in expectation (Definition 5) as N → ∞ to a
Haar unitary system.
Remark 1. Clearly, the matrices U(N)` ⊗ 1 have the same distribution (Def-
inition 4) in the space (MN(C) ⊗MM(C), trN⊗ trM) as the matrices U(N)`
in the space (MN(C), trN).
The almost sure convergence of (U(N)1 , . . . , U
(N)
L ) with respect to trN to a
Haar unitary system is a classical result in free probability [HP00, Voi91].
The fact that this is preserved after taking tensor products with arbitrary
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unitary matrices is a special case of the tensor freeness conditions intro-
duced in [CGL17, Definition 1.4]. We refer to Section 2.3 for more details,
including an elementary proof of Proposition 1.3.
Our main purpose in this paper is to study a generalization of the ab-
sorption property stated in Proposition 1.3 (see Theorem 1.4 below for a
statement of our main result). The main departure of the present paper from
Proposition 1.3 is that we consider asymptotic freeness of families of the
form (1) with respect to states on MN(C) ⊗MM(C) other than the tensor
product of traces trN⊗ trM. Although this greater generality comes at a
cost of making stricter assumptions on the matrices V (M)` that the U
(N)
` can
absorb and replacing almost sure convergence with convergence in proba-
bility, we show that an absorption property holds for a class of problems
that go well beyond what can be explained by such simple criteria as the
tensor freeness conditions of [CGL17].
1.2. Representation Theory. Representation theory has also played an
important role in the study of asymptotic freeness for random matrices; see
for example [Bia98, Col03]. The choice of V (M)` = U
(N)⊗K1
` ⊗ U(N)⊗K2`
in Equation (1) above (where · denotes the entrywise complex conjugate)
is a special case of the results that we treat, but it is of particular interest
because it introduces additional symmetries arising from permutations of
legs, and U(N)` 7→ U(N)⊗K1` ⊗U(N)⊗K2` is a group morphism. That is, we are
working with the representation theory of the unitary group – irreducible
representations can all be obtained by taking corners of the above, that can
themselves be constructed with permutations (or, more generally, elements
of the commutant for the action of the group). In turn, it becomes interest-
ing and natural to study the asymptotic properties of random unitaries that
arise from representation theory, as well as families combining such unitary
and permutation operators. We are able to obtain asymptotic freeness in
the first case, and asymptotic freeness with amalgamation in the latter case
(see Theorem 1.5 below). We note that such questions are natural from the
point of view of harmonic analysis over the free group; we refer to Section
5.1 for more details.
1.3. Main Result and Corollaries. In what follows, for every N ∈ N, we
let UN denote the unitary group of dimension N. We use XN to denote a
subgroup of UN, and we distinguish XN = ON and XN = SN in the cases of
the orthogonal and permutation groups, respectively.
Definition 1. Let K ≥ 1 be an integer.
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• A family AN = (A(N)1 , . . . , A(N)L ) of random matrices in MN(C)⊗K
is said to be XN-invariant if
AN
Law
=
(
(U⊗ · · · ⊗U)A(N)` (U∗ ⊗ · · · ⊗U∗)
)
`=1,...,L
for every U ∈ XN.
• A linear form φN : MN(C)⊗K → C is said to be XN-invariant if
φN(A1 ⊗ · · · ⊗AK) = φN(UA1U∗ ⊗ · · · ⊗UAKU∗)
for every A1, . . . , AK ∈ MN(C) and U ∈ XN.
Our main result regarding absorption in tensor products is the following.
Theorem 1.4. Let K ≥ 1 be an integer. For everyN ∈ N, consider a family
of unitary random matrices WN = (W1, . . . ,WL) in MN(C)⊗K of the form
W` = U
(N)
`
⊗K1 ⊗U(N)t`
⊗K2 ⊗ V (N)` , ` = 1, . . . , L, (2)
where
• K = K1 + K2 + K3, where K1 ≥ 1 and K2, K3 ≥ 0 are integers.
• UN = (U(N)1 , . . . , U(N)L ) is a family of N × N independent Haar
unitary matrices (U(N)t` denotes the transpose of U
(N)
` ).
• VN = (V (N)1 , . . . , V (N)L ) is a family of unitary random matrices in
MN(C)⊗K3 , independent of UN.
Let ψN : M⊗KN (C) → C be a state (see Definition 2). Assume that ψN
or VN is SN-invariant. If VN satisfies the Mingo-Speicher bound (see Defi-
nition 13), then, in the space (MN(C)⊗K, ψN), the family WN converges in
expectation and in probability as N→∞ to a Haar unitary system.
Remark 2. In Theorem 1.4, there is no loss of generality in assuming that
ψN and VN are both SN-invariant. We refer to Section 2.4 for more details.
Remark 3. The Mingo-Speicher bound holds when V (N)` is a tensor product
V
(N)
`,1 ⊗ · · · ⊗ V (N)`,K3 of unitary matrices of dimension N; see Remark 19.
Remark 4. For K1 = 1 and K2 = K3 = 0, Theorem 1.4 simply states that
independent Haar unitary matrices are asymptotically ∗-free with respect
to any state, which has been proved for a large class of unitary invariant
matrices in [CDM16].
Next, we state our results concerning representation theory.
Theorem 1.5. Let (λ, µ) be a signature, and let χλ,µ be the character of the
associated rational irreducible representation of UN, provided N is large
enough (see Section 5.2 for more details on this notation).
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Let K ∈ N and let UN := (U(N)1 , . . . , U(N)K ) be a family of i.i.d. N × N
Haar unitary random matrices. We denote
(UN,UN) :=
(
U
(N)
1 , . . . , U
(N)
K , U
(N)
1 , . . . , U
(N)
K
)
,
where we recall that · denotes the entrywise complex conjugate. If we letRN
denote the ∗-algebra generated by (UN,UN), then in the space (RN, χλ,µ),
the family (UN,UN) converges asN→∞ to a Haar unitary system almost
surely and in expectation.
Let UN be as above and d ∈ N be an integer. The family
U⊗dN :=
(
U
(N)⊗d
1 , . . . , U
(N)⊗d
K
)
is asymptotically free with amalgamation over Sd in the tensor product rep-
resentationMN(C)⊗d, as N→∞.
Remark 5. The above theorem extends the result of [MP16] to the case
of arbitrary sequences of irreducible representations (associated to a given
signature) in the limit of large dimension.
1.4. Organization of Paper. The remainder of this paper is organized as
follows. In Section 2, we recall basic notions and result in free probability
that are used in this paper. Section 3 prepares to the proof of the main result,
while Section 4 supplies the actual proof. Sections 5 and 6 are devoted to
applications of the main result, including the proof of Theorem 1.5.
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2. BACKGROUND IN FREE PROBABILITY
In this section, we go over the basic definitions and results in free prob-
ability that are used in this paper. For a thorough introduction to the sub-
ject and its applications to random matrix theory, the reader is referred to
[MS17, NS06, VDN92].
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2.1. Non-commutative Probability and Haar Unitary Systems. Recall
that a Non-commutative probability space is defined as a pair (A, φ), where
A is a unital algebra andφ : A→ C is a unital (φ(1) = 1) linear functional;
elements of A are called non-commutative random variables.
Definition 2. A ∗-probability space is a non-commutative probability space
(A, φ), where A is a ∗-algebra (i.e., a unital algebra endowed with an an-
tilinear involution such that (ab)∗ = b∗a∗ for any a, b ∈ A) and φ is
a state (i.e., φ(aa∗) ≥ 0, ∀a ∈ A). We say that φ is tracial whenever
φ(ab) = φ(ba) for any a, b ∈ A.
A non-commutative random variable u in a ∗-probability space (A, φ) is
said to be unitary if u∗u = uu∗ = 1, and Haar unitary if it also satisfies
φ(un) = 0 for all n ∈ Z \ {0}.
Recall that unital ∗-subalgebras Ai (i ∈ I) of A are called ∗-free if for
every t ≥ 1, i(1), . . . , i(t) ∈ I, and ai(1) ∈ Ai(1), . . . , ai(t) ∈ Ai(t), one has
φ(ai(1) · · ·ai(t)) = 0 whenever i(1) 6= i(2) 6= · · · 6= i(t) and φ(ai(1)) =
· · · = φ(ai(t)) = 0. A family of non-commutative random variables xi
(i ∈ I) is said to be ∗-free if the collection of unital ∗-subalgebras generated
by the xi are ∗-free.
Definition 3. A family u = (u1, . . . , uL) of non-commutative random vari-
ables is called a Haar unitary system if the u` are ∗-free Haar unitary non-
commutative random variables.
2.2. Asymptotic Freeness of Random Matrices. Let (Ω,F,P) be a prob-
ability space, and let L∞− = L∞−(Ω,C) denote the ∗-algebra of random
variables with finite moments of all orders. GivenN ∈ N, letA ∈MN(L∞−)
be a random N × N matrix with entries in L∞−. If we are given a state
ψN :MN(C)→ C, then there are two natural ∗-probability spaces in which
A can be studied: we can considerA an element of (MN(L∞−),E[ψN]), and
for everyω ∈ Ω, the realizationA(ω) ofA is an element of (MN(C), ψN).
Let Xi, X∗i (i ∈ I) be a collection of non-commuting indeterminates. We
call a non-commutative polynomial P ∈ C〈Xi, X∗i 〉i∈I a ∗-polynomial (here,
C〈Xi, X∗i 〉i∈I denotes the unital algebra freely generated by the collection of
non-commuting indeterminates Xi and X∗i ). If P is a monomial, then it may
also be called a ∗-monomial.
Definition 4. Given a collection a = (ai)i∈I of non-commutative random
variables in a ∗-probability space (A, φ), the ∗-distribution of a is defined
as the linear functional µa : C〈Xi, X∗i 〉i∈I → C determined by the relation
µa(P) = φ
(
P(a)
)
.
Definition 5. For every N ∈ N, let AN = (A(N)1 , . . . , A(N)L ) be a family of
N × N random matrices with entries in L∞−. Let a = (a1, . . . , aL) be a
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family of non-commutative random variables in some ∗-probability space
(A, φ). We recall three notions of convergence (as N → ∞) of AN as
elements of the space (MN(C), ψN):
• AN → a almost surely if for almost every realization of AN,
lim
N→∞ψN
(
P(AN)
)
= φ
(
P(a)
)
for every ∗-polynomial P;
• AN → a in probability if for every  > 0 and ∗-polynomial P,
lim
N→∞P
[∣∣ψN(P(AN))− φ(P(a))∣∣ > ] = 0; and
• AN → a in expectation if for every ∗-polynomial P,
lim
N→∞E
[
ψN
(
P(AN)
)]
= φ
(
P(a)
)
.
Remark 6. If the limiting family x = (x1, . . . , xL) in the above definition is
∗-free, then we say that XN is asymptotically ∗-free almost surely, in proba-
bility, or in expectation.
2.3. Tensor Freeness.
Lemma 2.1 (Tensor Freeness). Let u = (u1, . . . , uL) be a Haar unitary
system in (A, φ), and let v = (v1, . . . , vL) be a family of unitary non-
commutative random variables in (B, ψ). Then,
w = (u1 ⊗ v1, . . . , uL ⊗ vL)
is a Haar unitary system in (A⊗B, φ⊗ψ).
Proof. Clearly, the tensor products u` ⊗ v` are unitary. Moreover, for any
∗-monomialM, one has
(φ⊗ψ)(M(w)) = φ(M(u))×ψ(M(v)).
If M is trivial (i.e., M(u¯) = 1 for any family u¯ of unitary operators), then
φ
(
M(u)
)
= ψ
(
M(v)
)
= 1. Otherwise, the fact that u is ∗-free implies that
(φ⊗ψ)(M(w)) = φ(M(u)) = 0. Thus, w is a Haar unitary system. 
Remark 7. If we are given families of variables (a1, . . . , aL) and (b1, . . . , bL)
in respective non-commutative probability spaces (A, φ) and (B, ψ), and
we assume that the a` are ∗-free, then it is not necessarily the case that the
tensor product collection
(a1 ⊗ b1, . . . , aL ⊗ bL)
is ∗-free in (A⊗B, φ⊗ψ). Lemma 2.1 is a special case of a more general
class of examples that satisfy the tensor freeness conditions [CGL17, Def-
inition 1.4 and Proposition 1.5], which guarantees that the freeness present
in one collection propagates to the tensor product collection.
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We may now prove Proposition 1.3.
Proof of Proposition 1.3. For the sake of readability, let us denote
UN = (U
(N)
1 , . . . , U
(N)
L ), VN = (V
(M)
1 , . . . , V
(M)
L ),
and
WN = (U
(N)
1 ⊗ V (M)1 , . . . , U(N)L ⊗ V (M)L ).
By [HP00, Voi91], UN converges to a Haar unitary system u = (u1, . . . , uL)
almost surely. Since unitary matrices are bounded in operator norm, ev-
ery subsequence of N has a further subsequence along which VM and WN
converge almost surely to some limiting families v = (v1, . . . , vL) and
w = (w1, . . . , wL), respectively. Note that WN is the sequence of tensor
products of UN and VN. Hence every limit w of the subsequences is of the
form w` = u` ⊗ v` (1 ≤ ` ≤ L), and satisfies the hypotheses of Lemma
2.1, so it is a Haar unitary system. Since there is a single possible limit for
every subsequence, WN converges almost surely to a Haar unitary system.
Since the matrices of WN are bounded in operator norm, the convergence
also holds in expectation. 
2.4. Duality of Invariance. We now explain the claim made in Remark
2 that, in the context of Theorem 1.4, we can always assume that ψN and
VN are both SN-invariant. Let B = (B1, . . . , BL) be a collection random
matrices in MN(C)⊗K and ψ : MN(C)⊗K → C be a linear form.
Suppose that B is XN-invariant, and let U be a unitary matrix distributed
according to the Haar measure on XN, independently of B. Consider the
collection
B¯ := (U⊗KB1U∗⊗K, . . . , U⊗KBLU∗⊗K). (3)
By invariance of B, for every ∗-polynomial P,
EU
[
ψ
(
P(B¯)
)]
= EU
[
ψ
(
U⊗KP(B)U∗⊗K
)]
is equal in distribution to ψ
(
P(B)
)
, and since U is Haar distributed, the
form defined as
ψ¯(A) := EU
[
ψ
(
U⊗KAU∗⊗K
)]
, A ∈ MN(C)⊗K
is XN-invariant. Thus, if we are interested in the largeN limits of quantities
of the form E
[
ψ
(
P(B)
)]
and P
[∣∣ψ(P(B))∣∣ > ], then there is no loss
of generality in assuming that ψ = ψ¯, and, in particular, that ψ is XN-
invariant.
Similarly, if ψ is XN-invariant, then
ψ(A) = ψ(U⊗KAU∗⊗K), A ∈ MN(C)⊗K
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for any random U ∈ XN, and thus there is no loss of generality in replac-
ing B by (3), which is XN-invariant if U is independent of B and Haar
distributed.
2.5. Freeness with Amalgamation. The notion of freeness with amalga-
mation was introduced by Voiculescu as a generalization of freeness, see
for example the first systematic reference [VDN92]. Athough the notion of
asymptotic freeness with amalgamation is not widely used, it appears natu-
rally in some contexts of limiting distributions of random matrices [Shl96],
[MS17, Section 9.2 and references therein].
In a ∗-algebra A, we pick a unital subalgebra B and we say that a unital
linear functional E : A → C is a conditional expectation of A onto B if it
satisfies E(abc) = aE(b)c for all a, c ∈ B, b ∈ A. In other words, E can
be seen as an orthogonal projection of A onto B with respect to an appro-
priate scalar product arising from a state preserved by E. E is not always
guaranteed to exist; htowever, in the case of von Neumann algebras, there
are systematic existence theorems. For more details we refer to Theorem
4.2 of section IX-4 of [Tak03].
Next, we get to the definition of freeness with amalgamation. In the
above context of 1 ∈ B ⊂ A with a conditional expectation E from A onto
B, we take intermediate subalgebras 1 ∈ B ⊂ Ai ⊂ A for i ranging in an
arbitrary index set I. The family (Ai)i∈I is said to be free with amalgamation
over B if and only if
E(a1 . . . al) = 0
whenever E(ai) = 0 and aj ∈ Aij , with i1 6= i2, i2 6= i3, · · · . For a
systematic treatment, we refer to [MS17, Section 9.2]. One key example
is as follows: if 1 ∈ A1, . . . ⊂ A are free, then Mk(A1),Mk(A2), . . . ∈
Mk(A) are free with amalgamation over Mk(C).
Next we get to the definition of conditional distribution.
Definition 6. Given a collection a = (ai)i∈I of non-commutative random
variables in a ∗-probability space (A, φ) endowed with a conditional expec-
tation E : A→ B, the ∗-conditional distribution of a is defined as the linear
functional µa : B〈Xi, X∗i 〉i∈I → B determined by the relation
µa(P) = E
(
P(a)
)
.
Finally, we can provide a definition of asymptotic freeness with amalga-
mation.
Definition 7. For every N ∈ N, let AN = (A(N)1 , . . . , A(N)L ) be a family
of non-commutative random variables in a ∗-probability space (A(N), φ(N))
endowed with a conditional expectation E(N) : A → B – note here that we
request B to be the same for eachN, or at least to be canonically identifiable.
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Let a = (a1, . . . , aL) be a family of non-commutative random variables
in some ∗-probability space (A, φ) with a conditional expectation E : A→
B. Then, we say that AN → a if
lim
N→∞EN
(
P(AN)
)
= E
(
P(a)
)
for every ∗-polynomial P, and if the ∗-algebras generated by B, Ai are free
with amalgamation over B in A.
3. INVARIANT STATES ON TENSOR MATRIX SPACES
3.1. Proof Overview Part 1. For any subgroup XN of UN, the set of XN-
invariant linear forms on MN(C)⊗K is a finite dimensional vector space.
In particular, there exists a finite collection of XN-elementary linear forms
TrN,1,TrN,2, . . . that are XN-invariant and such that for every other XN-
invariant form ψN, one has
ψN =
∑
i
aN,i TrN,i
for some scalars aN,1, aN,2, . . ..
Remark 8. For the classical groups (such as UN, ON and SN), the invariant
linear forms are given by the Schur-Weyl duality. In the case of SN, we can
compute the elementary forms and their associated constants aN,i explicitly
by elementary means (see Proposition 3.1 and its proof).
The first step of the proof of Theorem 1.4 consists of identifying the SN-
elementary linear forms. In Proposition 3.1 below, we prove that the latter
are characterized by the set of partitions of {1, . . . , 2K} (which we denote
P(2K)), so that ψN can be written as a sum of the form
ψN =
∑
pi∈P(2K)
aN,pi TrN,Tpi0 .
A precise description of the SN-elementary linear forms TrN,Tpi0 can be found
in Definition 11.
The second step of the proof consists of bounding the decay rate of the
constants aN,pi that appear in the above expansion for large N. In Proposi-
tion 3.2, we prove that there exists positive constants L(Tpi0 ) (see Definition
12) such that aN,pi = O(N−L(T
pi
0 )/2) as N→∞.
The third and last step of our proof is to understand the growth rate of the
SN-elementary linear forms TrN,Tpi0 evaluated in the matrices WN defined in
(2), especially as compared to NL(Tpi0 )/2. This step is carried out in Section
4; see Section 4.1 for a detailed overview of this part of the argument.
The remainder of this section is devoted to the proof of the first two steps
outlined above.
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K
(K) (2K)
· · ·T0 =
2
FIGURE 1. A representation of the linear graph T0.
3.2. The SN-Elementary Linear Forms.
3.2.1. Basis Elements. In order to describe the SN-elementary linear forms,
we first introduce several notions in graph theory. In what follows, given an
integer K ≥ 1, we use the notation [K] = {1, 2, . . . , K}.
Definition 8. Let K ≥ 1 be an integer. A linear graph of order K consists
of a triplet T = (V, E, γ) that satisfies the following conditions.
• The couple (V, E) is a finite directed graph (V is the set of vertices,
and E contains the edges) such that |E| = K. We allow (V, E) to
contain loops and multiple edges, and to be disconnected. Thus, E
is a multi-set, as edges may appear more than once.
• γ maps every element of E to a unique number in [K] (thus indicat-
ing that e ∈ E is the γ(e)-th edge for every e ∈ E). We emphasize
that multiple edges are associated with different numbers by γ, so
that γ is a bijection from the multi-set E to [K].
Remark 9. We note that the set [K] can be replaced by any totally ordered
set in the above definition.
Remark 10. We always consider linear graphs up to isomorphisms that pre-
serve the order of the edges. That is, two linear graphs T = (V, E, γ) and
T ′ = (V ′, E ′, γ ′) are considered equal if there is a directed graph iso-
morphism Φ : (V, E) → (V ′, E ′) such that γ(e) < γ(e¯) if and only if
γ ′
(
Φ(e)
)
< γ ′
(
Φ(e¯)
)
.
Remark 11. A linear graph may be illustrated as follows
T = · 3→ · 2← · 1← ·.
In the above illustration, the dots represent the vertices, the arrows represent
the directed edges (making this particular example a linear graph of order
3), and the value of γ at an edge is displayed above the edge in question.
Definition 9. We define the minimal linear graph of order K, denoted T0 =
(V0, E0, γ0), as the following linear graph. The vertices consists of the set
V0 = [2K], the K edges are given by ek = (K + k, k) for 1 ≤ k ≤ K, and
we assign the order γ0(ek) = k.
Remark 12. The minimal linear graph of order K is illustrated in Figure 1.
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1
2
3
4
5
6
7
8
9
Tpi0 =
FIGURE 2. The quotient Tpi0 for K = 9 and
pi =
{
{1, 3, 13}, {2, 14, 15, 16}, {4, 11, 17}, {5, 10}, {6}, {7},
{8, 9, 18}, {12}
}
. For instance, the first block {1, 3, 13}
means that the following vertices are equal: the targets of
the 1st and 3rd edges and the source of the 4th edge (since
4 = 13− 9 = 13− K).
In the following definitions, we use P(S) to denote the set of partitions
on a set S. In the special case where S = [K] for some integer K ∈ N, we
simply denote P(S) = P(K).
Definition 10. Let T = (V, E, γ) be a linear graph and pi ∈ P(V) be a
partition of its vertex set. We denote by Tpi = (Vpi, Epi, γpi) the quotient
graph of T for the partition pi, that is, the vertices Vpi are the blocks of
pi, every edge e = (v,w) of T induces the edge epi = (Cv, Cw) ∈ Epi,
where Cv, Cw ∈ pi are the blocks containing v and w respectively, and
γpi(epi) = γ(e).
Remark 13. A quotient of T0 is illustrated in Figure 2.
Remark 14. If a linear graph T of order K has no trivial component (i.e.,
single vertices with no edge), then it is a quotient of the minimal linear
graph T0, that is, T = Tpi0 for some pi ∈ P(2K). In fact, since this partition is
unique, the map pi 7→ Tpi0 is a bijection between P(2K) and the set of linear
graphs of order K with no trivial component.
We may now finally define the SN-elementary linear forms and state the
first main result of this section.
Definition 11. Let N,K ∈ N. For every linear graph T of order K, we
introduce an associated linear form TrN,T : MN(C)⊗K → C determined by
the following relation: For every A1, . . . , AK ∈ MN(C),
TrN,T(A1 ⊗ · · · ⊗AK) =
∑
φ:V→[N]
∏
e=(v,w)∈E
Aγ(e)
(
(φ(w), φ(v)
)
. (4)
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(In the above, φ : V → [N] denotes an arbitrary function from the set of
vertices V to [N], so that (4) contains N|V | summands.) We call such TrN,T
(unormalized) SN-elementary linear forms of order K.
Remark 15. In general TrN,T is neither tracial nor a state. For a non-tracial
counterexample, note that the linear graph T = · 1← · of order 1 is such that
TrN,T(A) =
N∑
i,j=1
A(i, j), A ∈ MN(C).
This is clearly not tracial for N ≥ 2. For an example that fails to be a state,
note that the linear graph T = · 1← · 2← · of order 2 is such that
TrN,T(A1 ⊗A2) =
N∑
i,j,k=1
A1(i, j)A2(j, k) =
N∑
i,k=1
A1A2(i, k).
This linear form is not positive for N ≥ 2.
Remark 16. Clearly, the SN-elementary linear forms are invariant under
order-preserving isomorphisms on the linear graphs. Moreover if a linear
graph has a trivial component, then deleting that vertex changes the associ-
ated linear form by a multiplicative factor ofN. Hence it is easy to see that,
up to multiplicative constants, there is a finite number of SN-elementary
linear forms of order K.
Combining this observation with Remark 14, one expects that we need
only consider SN-elementary linear forms TrN,T such that T is a quotient of
the minimal graph. The following proposition confirms that this is the case.
Proposition 3.1. The set of SN-elementary linear forms of order K gener-
ates the space of SN-invariant linear forms on MN(C)⊗K. In particular, for
every SN-invariant formψN, there exists constants aN,pi (where pi ∈ P(2K))
such that
ψN =
∑
pi∈P(2K)
aN,pi TrN,Tpi0 . (5)
Proposition 3.1 is proved in Section 3.3
3.2.2. Control of the Coefficients. With the SN-elementary linear forms
identified in (5), the second main result of this section concerns the con-
trol of the coefficients aN,pi for large N. In order to state this result, we
introduce one more graph-theoretic notion.
Definition 12. Let T = (V, E, γ) be a linear graph of order K.
(1) A cutting edge of a graph is an edge whose removal increases the
number of connected components.
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F(T ) =
FIGURE 3. The graph of two-edge connected components
of the graph Tpi0 of Figure 2.
(2) A two-edge connected graph is a connected graph with no cutting
edge.
(3) A two-edge connected component of a graph is a maximal con-
nected sub-graph which is two-edge connected.
(4) The forest of two-edge connected components of a graph T is the
graph F(T) whose vertices are the two-edge connected components
of T and whose edges are the cutting edges of T , making links be-
tween the components that contain the source and the target of a
cutting edge.
(5) A trivial component of F(T) is a component consisting of a single
vertex.
We denote byL(T) the number of leaves in the forest of two-edge connected
components F(T), with the convention that a trivial component has two
leaves.
The following result, which is proved below in Section 3.4, contains our
bound on the coefficients aN,pi that appear in (5).
Proposition 3.2. For every pi ∈ P(2K), as N→∞ it holds that
aN,pi = O(N
−L(Tpi0 )/2). (6)
Before proving Propositions 3.1 and 3.2, we take this opportunity to for-
mulate the technical boundedness assumption on the matrices VN men-
tioned in the statement of Theorem 1.4, which is a direct consequence of
the asymptotic (6):
Definition 13 (Mingo-Speicher Bound). For eachN ≥ 1, let AN = (A(N)j )j∈J
be a family of random matrices such that for every j ∈ J, there is an integer
Kj ≥ 1 such that A(N)j ∈ MN(C)⊗Kj . We say that the sequence AN, N ≥ 1,
satisfies the Mingo-Speicher bound if for every n ≥ 1, j1, . . . , jn ∈ J, and
linear graph T or order K = Kj1 + · · · + Kjn , there exists a constant C > 0
independent of N such that
E
[
TrN,T(A
(N)
j1
⊗ · · · ⊗A(N)jn )
] ≤ CNL(T)/2.
Remark 17. The appellation Mingo-Speicher bound is inspired by a result
of Mingo and Speicher that we state as Theorem 3.3 in Section 3.4 below.
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3.3. Proof of Proposition 3.1.
3.3.1. Multi-Index Kernels. For any integers i, j = 1, . . . ,N, we denote by
Ei,j the (i, j)-th elementary matrix of MN(C), that is,
Ei,j(m,n) = δi,mδj,n, 1 ≤ m,n ≤ N,
where δ denotes the Kronecker delta function. A basis for MN(C)⊗K is
given by the tensor products
Ei,j = Ei1,j1 ⊗ · · · ⊗ EiK,jK , i, j ∈ [N]K,
and an element B =
∑
i,j∈[N]K B(i, j)Ei,j ∈ MN(C)⊗K is generically denoted
as B =
(
B(i, j)
)
i,j∈[N]K .
Let ψN : MN(C)⊗K → C be an arbitrary linear form. We can write ψN
as a trace against a matrix, namely, for every A ∈ MN(C)⊗K,
ψN(A) = Tr
[
ABt
]
, (7)
where B =
∑
i,jψN(Ei,j)Ei,j. IfψN is SN-invariant, then we can assume that
the matrix B in (7) is a SN-invariant deterministic matrix. Indeed, if V is a
random matrix uniformly distributed on SN, then by SN-invariance
ψN(A) = EV
[
ψN(V
⊗KAV∗⊗K)
]
= EV
[
Tr
[
V⊗KAV∗⊗KBt
]]
= Tr
[
AB˜t
]
,
where B˜ = EV [V∗⊗KBV⊗K]. Hence we may assume without loss of gener-
ality that B = B˜.
In the sequel, we denote pairs of multi-indices (i, j) ∈ [N]K × [N]K as
elements of [N]2K, that is,
(i, j) = (i1, . . . , iK︸ ︷︷ ︸
i
, iK+1, . . . , i2K︸ ︷︷ ︸
j
).
Given (i, j) ∈ [N]2K, we use ker(i, j) ∈ P(2K) to denote the partition of
[2K] determined by the condition
C ∈ ker(i, j) if and only if ik = i` for every k, ` ∈ C.
In words, the blocks of ker(i, j) are the groups of indices for which the
associated integers are equal.
Example 1. We have ker(6, 1, 4, 1, 6, 2, 2, 2) = ker(1, 2, 3, 2, 1, 4, 4, 4) ={
{1, 5}, {2, 4}, {3}, {6, 7, 8}
}
Our purpose for introducing these partitions is the following trivial fact:
For any two pairs of multi-indices (i, j), (i ′, j ′) ∈ [N]2K, there exists a per-
mutation σ ∈ SN such that σ(i, j) = (i ′, j ′) if and only if ker(i, j) =
ker(i ′, j ′) (here, we denote σ(i, j) = (σ(i1), . . . , σ(i2K))). Since we as-
sume that the matrix B in (7) is permutation invariant, then it follows that
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B(i, j) = B(i ′, j ′) whenever ker(i, j) = ker(i ′, j ′). Consequently, if, for ev-
ery pi ∈ P(2K), we denote by Bpi the common value of B(i, j) for all (i, j)
such that ker(i, j) = pi, and we define the matrix ξpi ∈ MN(C)⊗K as
ξpi(i, j) = δker(i,j),pi, i, j ∈ [N]K, (8)
then we get the decomposition
B =
∑
pi∈P(2K)
Bpiξpi.
Thus for any A ∈ MN(C)⊗K, one has
ψN(A) =
∑
pi∈P(2K)
Bpi Tr
[
Aξtpi
]
. (9)
3.3.2. Injective Linear Forms and Mo¨bius Inversion. With (9) established,
it now remains to prove that each linear map A 7→ Tr [Aξtpi] is a linear
combination of the SN-elementary linear forms. For this, we introduce the
following modification of the TrN,T .
Definition 14. Let T = (V, E, γ) be a linear graph of order K. For every
N ∈ N, we define the injective linear form of order K, denoted Tr0N,T as
Tr0N,T(A1 ⊗ · · · ⊗AK) =
∑
φ:V→[N]
injective
∏
e=(v,w)∈E
Aγ(e)
(
(φ(w), φ(v)
)
(10)
for every A1, . . . , AK ∈ MN(C).
The relevance of injective linear forms comes from the following fact:
If T = (V, E, γ) is such that T = Tpi0 for some pi ∈ P(2K), then for every
A1, . . . , AK ∈ MN(C), it holds that
Tr0N,T(A1 ⊗ · · · ⊗AK) = Tr
[
(A1 ⊗ · · · ⊗AK)ξtpi
]
(recall that ξpi is defined in (8)). To see this, note that, one the one hand,
Tr
[
(A1 ⊗ · · · ⊗AK)ξtpi
]
=
∑
ker(i,j)=pi
A1(i1, iK+1)A2(i2, iK+2) · · ·AK(iK, i2K).
On the other hand, if we enumerate the edges
e1 = (v1, w1), e2 = (v2, w2), . . . , eK = (vK, wK)
of a linear graph T = (V, E, γ) in such a way that γ(e`) = ` for every
1 ≤ ` ≤ K, then for any injective map φ : V → [N], the multi-index
(i, j) =
(
φ(w1), . . . , φ(wK), φ(v1), . . . , φ(vK)
)
is such that ker(i, j) = pi if and only if T = Tpi0 .
We now conclude the proof of Proposition 3.1 by showing that injective
linear forms can be written as linear combinations of SN-elementary linear
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forms. Recall that the set P(2K) of partitions can be endowed with a natural
partial order whereby pi ≤ pi ′ if and only if every block of pi is contained in
a block of pi ′. With this in mind, we note the following comparison between
injective linear forms and SN-elementary linear forms:
Remark 18. Note that (10) only differs from (4) in the requirement that the
map φ be injective. If T = Tpi0 for some pi ∈ P(2K) and φ : V → [N] is an
arbitrary function (i.e., not necessarily injective), then the multi-index
(i, j) =
(
φ(w1), . . . φ(wK), φ(v1), . . . , φ(vK)
)
satisfies ker(i, j) ≥ pi. In fact, for every pi ∈ P(2K), one has
TrN,Tpi0 =
∑
pi ′≥pi
Tr0
N,Tpi
′
0
. (11)
Endowed with its natural order, the poset P(2K) forms a lattice [Sta12,
Section 3.3]. In particular, by the Mo¨bius inversion formula (dual form)
[Sta12, Proposition 3.7.2], (11) implies that
Tr0N,Tpi0 =
∑
pi ′≥pi
Mob(pi, pi ′)TrN,Tpi ′0 , (12)
where Mob denotes the Mo¨bius function on P(2K) [Sta12, Section 3.7]. If
we combine all that was shown in Section 3.3, then we see that
ψN =
∑
pi ′∈P(2K)
Bpi ′ Tr0N,Tpi ′0
=
∑
pi ′∈P(2K)
∑
pi≥pi ′
Bpi ′ Mob(pi ′, pi)TrN,Tpi0 =
∑
pi∈P(2K)
aN,pi TrN,Tpi0 ,
where
aN,pi =
∑
pi ′≤pi
Bpi ′ Mob(pi ′, pi), (13)
concluding the proof of Proposition 3.1.
3.4. Proof of Proposition 3.2. Since ψN is a state, we know that∣∣ψN(A)∣∣ ≤ ‖A‖, A ∈ MN(C)⊗K (14)
(c.f., [NS06, Proposition 3.8]). Moreover, we recall the following result of
Mingo and Speicher.
Theorem 3.3. [MS12, Theorem 6] For any linear graph T of order K,
sup
A=A1⊗···⊗AK
s.t. ‖Ak‖=1, ∀k
∣∣TrN,T(A)∣∣ = NL(T)/2, (15)
with L(T) as in Definition 12.
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Remark 19. According to (15), any family of tensor products of unitary
N×N matrices satisfies the Mingo-Speicher bound.
Note that (14) implies that
sup
A=A1⊗···⊗AK
s.t. ‖Ak‖=1, ∀k
∣∣ψN(A)∣∣ = 1.
Combining this fact with the suprema in (15) and the expansion in (5) sug-
gests that the constants aN,pi should be of order N−L(T
pi
0 )/2. We can make
this heuristic precise with the following three results, which we prove in
Sections 3.4.1–3.4.3 below.
Lemma 3.4. For every pi ∈ P(2K), there exists a constant C(pi) > 0 such
that for every N ∈ N and A ∈ MN(C)⊗K,∣∣∣∣∣
(∑
pi ′≤pi
aN,pi ′
)
Tr0N,Tpi0 (A)
∣∣∣∣∣ ≤ C(pi)‖A‖.
Lemma 3.5. If pi ′ ≤ pi, then L(Tpi0 ) ≤ L(Tpi ′0 ).
Lemma 3.6. For any pi ∈ P(2K), there are two constants 0 < Cpi < C ′pi
such that for every N ≥ 2K,
CpiN
L(Tpi0 )/2 ≤ sup
A=A1⊗···⊗AK
s.t. ‖Ak‖=1, ∀k
∣∣Tr0N,Tpi0 (A)∣∣ ≤ C ′piNL(Tpi0 )/2. (16)
Indeed, if we denote bN,pi =
∑
pi ′≤pi aN,pi ′ , then Lemma 3.4 implies that
|bN,pi Tr0N,Tpi0 (A)| ≤ C(pi) for any matrix A with unit norm. If we combine
this with Lemma 3.6, then we conclude that bN,pi = O(N−L(T
pi
0 )/2). Given
the relationship between the constants bN,pi and aN,pi, it follows from the
Mo¨bius inversion formula [Sta12, Proposition 3.7.1] that
aN,pi =
∑
pi ′≤pi
bN,pi ′ Mob(pi ′, pi) = O(N−L(T
pi
0 )/2),
where the last estimate follows from Lemma 3.5.
Remark 20. To the best of the authors’ knowledge, the suprema (15) and
(16) over all matrices A ∈ MN(C)⊗K of norm one (i.e., not necessarily of
the formA = A1⊗· · ·⊗AK forAk ∈ MN(C)) is unknown. It is conceivable
that a better decay rate for the constants aN,pi could be achieved with such
a result, provided the suprema in question are of greater order thanNL(T)/2.
We note that this may result in the ability to relax the Mingo-Speicher bound
assumption in Definition 13.
In order to complete the proof of Proposition 3.2, it now only remains to
prove Lemmas 3.4–3.6.
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3.4.1. Proof of Lemma 3.4. Let pi ∈ P(2K) be fixed. Suppose that we
construct random matrices random matrices D(L), D(R) ∈ MN(C) such that
sup
N∈N
ED
[‖D(L)D(R)‖] ≤ C(pi) (17)
for some constant C(pi), and such that for every pi ′ ∈ P(2K) and A ∈
MN(C)⊗K, one has
ED
[
Tr0
N,Tpi
′
0
(D(L)AD(R))
]
= δpi,pi ′ Tr0N,Tpi0 (A), (18)
where ED denotes the expected value with respect to D(L) and D(R). Then,
by (5) and (11), we see that
ED
[
ψN(D
(L)AD(R))
]
=
(∑
pi ′≤pi
aN,pi ′
)
Tr0N,Tpi0 (A),
and thus Lemma 3.4 is proved by (14).
We now construct D(L) and D(R). Suppose for now that we can write
D(L) = D1 ⊗ · · · ⊗DK and D(R) = DK+1 ⊗ · · · ⊗D2K,
where the D` ∈ MN(C) are diagonal. Then, for every linear graph T =
(V, E, γ) of order K and matrix A = A1 ⊗ · · · ⊗AK, it holds that
ED
[
Tr0N,T(D
(L)AD(R))
]
=
∑
φ:V→[N]
injective
E
 ∏
e=(v,w)∈E
Dγ(e)
(
φ(w), φ(w)
)
DK+γ(e)
(
φ(v), φ(v)
)
×
∏
e=(v,w)∈E
Aγ(e)
(
φ(w), φ(v)
)
.
If we enumerate the edges of T as e1 = (vK+1, v1), . . . , eK = (v2K, vK) in
such a way that γ(ek) = k for each 1 ≤ k ≤ K, then the fact that pi is a
partition of [2K] means that we can write
E
 ∏
e=(v,w)∈E
Dγ(e)
(
(φ(w), φ(w)
)
DK+γ(e)
(
(φ(v), φ(v)
)
= E
[∏
C∈pi
∏
`∈C
D`
(
(φ(v`), φ(v`)
)]
. (19)
Our objective is to define the matricesD` in such a way that if T = Tpi
′
0 , then
(19) is equal to δpi,pi ′ for any choice of injective φ. We need two ingredients
to make this construction.
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Firstly, for every block C ∈ pi, we define D˜C ∈ MN(C) as a diagonal
matrix whose diagonal entries are i.i.d. random variables sampled accord-
ing to the uniform measure on the complex roots of unity of order |C|. In
particular, for every i ∈ [N] and n ∈ N,
E
[
D˜C(i, i)
n
]
=
{
1 if n is a multiple of |C|, and
0 otherwise.
(20)
Furthermore, we assume that the matrices (D˜C)C∈pi are independent of each
other.
Secondly, for every block C ∈ pi, we define D¯C ∈ MN(C) as a diagonal
matrix whose diagonal entries are random variables satisfying the following
conditions:
(1) For every i ∈ [N], it holds that
E[D¯C(i, i)|C|] = 1 for every C ∈ pi, (21)
and if two blocksC,C ′ ∈ pi are distinct, then D¯C(i, i)D¯C ′(i, i) = 0.
(2) The collections
(
D¯C(i, i)
)
C∈pi are independent of each other for dif-
ferent values of i ∈ [N].
(3) supN∈N
(
supC∈pi, i∈[N] D¯C(i, i)
)
<∞.
The existence of such variables is proved in Example 2 below. We also
assume that the matrices (D¯C)C∈pi are independent of (D˜C)C∈pi.
With these definitions in mind, for every ` ∈ [2K], we define the diagonal
matrix D` = D¯C`D˜C` , where C` ∈ pi denotes the block that contains `. On
the one hand, since the entries of D(L) and D(R) are uniformly bounded in
N, it is clear that (17) holds true. On the other hand, (19) is now equal to
E
[∏
C∈pi
∏
`∈C
D¯C
(
(φ(v`), φ(v`)
)
D˜C
(
(φ(v`), φ(v`)
)]
. (22)
If there exists distinct blocks C,C ′ ∈ pi and ` ∈ C, ` ′ ∈ C ′ such that
v` = v = v` ′ , then the expectation in (22) contains the product
D¯C
(
φ(v), φ(v)
)
D¯C ′
(
φ(v), φ(v)
)
,
and thus is equal to zero. Otherwise, if the fact that ` and ` ′ are in distinct
blocks of pi implies that v` 6= v` ′ (and thus φ(v`) 6= φ(v` ′) since φ is
injective), then by the independence assumptions on D¯C and D˜C we can
simplify (22) to∏
C∈pi
E
[∏
`∈C
D¯C
(
(φ(v`), φ(v`)
)]
E
[∏
`∈C
D˜C
(
(φ(v`), φ(v`)
)]
.
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According to (20) and (21), this expression is one if v` = v` ′ whenever `
and ` ′ are in the same block of pi, and zero otherwise. In summary, (19) is
equal to one if T = Tpi0 and zero otherwise, concluding the proof.
Example 2. Let n ∈ N, and let X1, . . . , Xn be i.i.d. uniform random vari-
ables on {0, 2}. Next, for every i ∈ [n], let
Yi,j =
{
Xi if j = 0, and
(2− Xi) if j = 1.
Then, for every binary sequence b = (b1, . . . , bn) ∈ {0, 1}n, we let
Zb =
(
n∏
i=1
Yi,bi
)1/f(b)
,
where f : {0, 1}n → (0,∞] is some function. By independence,
E[Zf(b)b ] =
n∏
i=1
E[Yi,bi ] = 1
for every b. Moreover, if b,b ′ ∈ {0, 1}n are distinct, which means that
bi 6= b ′i for some i ∈ [n], then the product ZbZb ′ contains the factor
Y
1/f(b)
i,bi
Y
1/f(b ′)
i,b ′i
= X
1/f(b)
i (2− Xi)
1/f(b ′) or (2− Xi)1/f(b)X
1/f(b ′)
i ,
whence it is zero.
3.4.2. Proof of Lemma 3.5. Given that pi ′ ≤ pi, there exists a sequence of
partitions pi ′ = pi1 ≤ pi2 ≤ · · · ≤ pin = pi such that for each 1 ≤ i ≤ n− 1,
pii+1 is obtained from pii by joining two blocks of pii into one. At the level of
linear graphs, this corresponds to a sequence Tpi10 , T
pi2
0 , . . . , T
pin
0 where each
T
pii+1
0 is obtained from T
pii
0 by identifying two vertices in the latter.
On the one hand, if the two vertices that are joined together in Tpii0 are in
the same two-edge connected component, then F(Tpii+10 ) = F(T
pii
0 ) (i.e., the
forest of two-edge connected components is unaffected by this operation).
On the other hand, if we identify two distinct two-edge connected compo-
nents, then the forest F(Tpii+10 ) can be obtained from F(T
pii
0 ) by identifying
the corresponding vertices. Since this process can only decrease the number
of leaves, we conclude that L(Tpii0 ) ≥ L(Tpii+10 ).
Remark 21. By using the same argument presented here, it is easy to see that
for general linear graphs T and T ′ (which may contain trivial components,
unlike quotients of T0), if T is a quotient of T ′ then L(T) ≤ L(T ′).
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3.4.3. Proof of Lemma 3.6. The upper bound is a direct consequence of
Theorem 3.3, equation (12), and Lemma 3.5. To prove the lower bound,
we present an adaptation of the example of optimality presented by Mingo
and Speicher in [MS12] for their proof of Theorem 3.3 (see Example 7 and
Section 5 therein).
Let pi ∈ P(2K). We want to find matrices A1, . . . , AK ∈ MN(C) of unit
norm such that TrN,Tpi0 (A1 ⊗ · · · ⊗ AK) is of order NL(T
pi
0 )/2 for large N.
Suppose that Tpi0 satisfies the following:
• There are L1 cutting edges adjacent to only one leaf in F(Tpi0 ).
• There are L2 cutting edges adjacent to two leaves in F(Tpi0 ).
• There are L3 isolated two-edge connected components (i.e., not con-
nected to a cutting edge). We denote the vertex sets of these con-
nected components as C1, C2, . . . , CL3 ⊂ Vpi0 .
By Definition 12, it is easily seen that L(Tpi0 ) = L1 + 2(L2 + L3).
If we denote by ek = (vk, wk) the k-th edge of Tpi0 for every k ∈ [K],
then up to permuting the order of the matrices Ak in the tensor product
A1 ⊗ · · · ⊗ AK, or replacing some Ak’s by their transposes Atk, we may
assume that the following holds:
• The cutting edges adjacent to one leaf are e1, . . . , eL1 , and the cut-
ting edges adjacent to two leaves are eL1+1, . . . , eL1+L2 .
• For every ` ∈ [L1], the target of e` (i.e., w`) belongs to a leaf.
Let pi0 = ker(v1, . . . , vL1) be the partition of [L1] (defined as above Ex-
ample 1) such that i ∼pi0 j if and only if vi = vj. We enumerate the blocks
of pi0 from 1 to |pi0|, and we use pi0(`) to denote the number of the block
containing v`. For any ` = 1, . . . , L1, let us define the matrix
A`(i, j) = N
−1/2 δj,pi0(`), i, j = 1, . . . ,N.
Let JK be the 2K× 2K matrix whose entries are all 12K , let
N = mN2K+ r, mN ∈ N, 0 ≤ r < 2K
be the Euclidean division of N by 2K, and let
B = (JK)⊕mN ⊕ 0r×r,
where 0r×r denotes the r × r zero matrix (so long as N ≥ 2K, this can be
defined without problem).
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Finally, we define the matrix A = A1⊗ · · · ⊗AL1 ⊗B⊗K−L1 . It is easy to
see that A1, . . . , AL1 and B all have unit norm. Moreover,
Tr0N,Tpi0 (A) = N
−L1/2
(
1
2K
)K−L1 ∑
φ:Vpi0→[N]
injective
L1∏
`=1
δφ(v`),pi0(`)
×
K∏
k=L1+1
1{m2K+1≤φ(wk),φ(vk)≤(m+1)2K for some 0≤m≤mN},
where 1 denotes the indicator function. Thus, it suffices to prove that the
number of injections φ : Vpi0 → [N] such that
L1∏
`=1
δφ(v`),pi0(`)
K∏
k=L1+1
1{m2K+1≤φ(wk),φ(vk)≤(m+1)2K for some 0≤m≤mN} = 1 (23)
is at least of orderNL1+L2+L3 . In order to see this, we propose to define such
injections φ by using the following procedure.
(1) For every 1 ≤ ` ≤ L1, let φ(v`) = pi0(`).
(2) Make an arbitrary choice of vertices v˜1 ∈ C1, v˜2 ∈ C2, . . . , v˜3 ∈ C3
in the isolated connected components of Tpi0 .
(3) Make an arbitrary choice for the values
φ(w1), . . . , φ(wL1), φ(wL1+1), . . .
. . . , φ(wL2), φ(v˜1), . . . , φ(v˜L3) ∈
[
|pi0|+ 1,N− r
]
,
except for the requirement that the values all be distinct.
(4) Let 1 ≤ ` ≤ L1, and letm ≤ mN be the integer such thatm2K+1 ≤
φ(w`) ≤ (m + 1)2K. For every vertex v 6= w` in the leaf that the
edge e` is pointing to, choosem2K+ 1 ≤ φ(v) ≤ (m+ 1)2K.
(5) Let L1 + 1 ≤ ` ≤ L2, and let m ≤ mN be the integer such that
m2K + 1 ≤ φ(w`) ≤ (m + 1)2K. For every vertex v 6= w` in one
of the two leaves that e` is connected to, choosem2K+1 ≤ φ(v) ≤
(m+ 1)2K.
(6) Let 1 ≤ ` ≤ L3, and let and let m ≤ mN be the integer such that
m2K + 1 ≤ φ(v˜`) ≤ (m + 1)2K. For every v ∈ C` \ {v˜`}, choose
m2K+ 1 ≤ φ(v) ≤ (m+ 1)2K.
(7) Finally, for every vertex v for which φ has not yet been defined,
choose 1 ≤ φ(v) ≤ 2K.
Clearly, any injective φ constructed according to those conditions satisfies
(23). Since Tpi0 is a quotient of the minimal graph T0, the total number of
vertices is at most 2K. Thus, for any choice made in steps (1)–(3), there is
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always at least one way to select the values of φ in such a way that steps
(4)–(6) are also satisfied. Since there are
(N− r− |pi0|)!
(N− r− |pi0|− L1 − L2 − L3)!
∼ NL1+L2+L3
ways of selecting the values of φ in step (3), the result is proved.
Remark 22. As before, the argument presented here can easily be general-
ized to an arbitrary linear graph T possibly containing trivial components,
giving the statement
sup
A=A1⊗···⊗AK
s.t. ‖Ak‖=1, ∀k
∣∣Tr0N,T(A)∣∣  NL(T)/2
for large N.
4. PROOF OF THEOREM 1.4
4.1. Proof Overview Part 2. As per Definitions 3 and 5, we aim to prove
that for every nontrivial ∗-monomialM and  > 0, one has
E
[
ψN
(
M(WN)
)]
= o(1) and P
[∣∣ψN(M(WN)))∣∣ > ] = o(1)
as N→∞, where we recall that WN is the collection of matrices
W
(N)
` = U
(N)
`
⊗K1 ⊗U(N)t`
⊗K2 ⊗ V (N)` , ` ∈ [L].
Remark 23. Recall that we call the ∗-monomial M trivial if M(u) = 1 for
every family u of unitary operators, and nontrivial otherwise.
Remark 24. The family of random unitary matrices
(U
(N)
`
⊗K1 ⊗U(N)t`
⊗K2
)`=1,...,L
is ON-invariant [MS12, Lemma 15]. Therefore, since UN and VN are inde-
pendent, if VN is SN-invariant, then so is WN. As per Remark 2, throughout
our proof of (24) and (25), we assume without loss of generality that ψN
and WN are both SN-invariant.
Thanks to Propositions 3.1 and 3.2, it suffices to show that for every linear
graph T of order K that is a quotient of T0, one has
N−L(T)/2 E
[
TrN,T
(
M(WN)
)]
= o(1) (24)
and
P
[
N−L(T)/2
∣∣TrN,T (M(WN))∣∣ > ] = o(1). (25)
Our method of proof for these two results, which we outline in the next
few paragraphs, makes significant use of ideas from traffic probability (c.f.,
[CDM16, Mal18]).
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We begin with the proof of (24). The first step consists of a linearization
procedure that exhibits a linear graph TM and a random matrixAM such that
N−L(T)/2 E
[
TrN,T
(
M(WN)
)]
= N−L(TM)/2 E
[
TrN,TM
(
AM
)]
, (26)
where AM is a tensor product of the matrices in UN and VN. We note
that this linearization procedure already appears in [Mal18, Definition 1.7].
However, since our proof depends on several specific details of the construc-
tion of TM and AM, we provide a complete description of the linearization
in Section 4.2.1 (see Definitions 15 and 16).
The second step consists of isolating the contributions of the families
UN and VN to the expression on the right-hand side of (26) (see Lemma
4.1 and (33)). Our main tool for this is a splitting lemma that appears in
[Mal18]. As it turns out, the contribution of VN can be controlled thanks to
the Mingo-Speicher bound assumption (Definition 13), and the contribution
of UN can be reduced to the asymptotic analysis of the injective trace of
tensor products of i.i.d. Haar unitary random matrices (see (36)).
The third and final step in the proof of (24) consists of showing that, due
to the special structure of the graph TM (which depends on the ∗-monomial
M), the contributions of UN to (26) must vanish in the large N limit. This
part of our argument makes crucial use of a precise asymptotic for the in-
jective trace of Haar unitary matrices from [CDM16] (see Proposition 4.2).
Finally, for (25), we prove that the variance of
N−L(T)/2 TrN,T
(
M(WN)
)
converges to zero. To achieve this, we use a factorization property from
[Mal18, CDM16] which relates this variance to the expectation studied in
the proof of (24).
We now proceed to the proof of (24) and (25).
4.2. Proof of (24).
4.2.1. Linearization. Let T = (V, E, γ) be a linear graph of order K, and
letM ∈ C〈X`, X∗` 〉`∈[L] be a nontrivial ∗-monomial, which we write as
M(X) = X(1)δ(1) · · ·X(p)δ(p) (27)
for some p ∈ N, δ(1), . . . , δ(p) ∈ [L], and (1), . . . , (p) ∈ {1, ∗}.
Definition 15 (Linearized Graph). As usual, let us enumerate T ’s edges as
e1 = (v1, w1), e2 = (v2, w2), . . . , eK = (vK, wK),
with the convention that γ(ek) = k. We define TM = (VM, EM, γM) form
T by replacing each edge
ek = ·
wk
k← ·
vk
, k ∈ [K]
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by the following sequence of p edges (with p− 1 new vertices):
pk =

·
wk
(k,1)← · · · · · (k,p)← ·
vk
if k ≤ K1 or k > K1 + K2, (28)
·
wk
(k,1)→ · · · · · (k,p)→ ·
vk
if k ∈ [K1 + 1, K1 + K2]. (29)
Thus the vertex set VM consists of the vertices of T , with in addition p − 1
new vertices for each ek. The edges are denoted ek,i, where k ∈ [K] and
i ∈ [p], so that γM(ek,i) = (k, i), as illustrated in (28) and (29). We take
the alphabetical order on the set of pairs (`, i), i.e. (`, i) < (` ′, i ′) if and
only if either ` < ` ′, or ` = ` ′ and i < i ′.
Definition 16 (Linearized Matrix). Let us denote K˜1 = (K1 + K2)p and
K˜2 = K3p. Define the matrices B1 ∈ MN(C)⊗K˜1 and B2 ∈ MN(C)⊗K˜2 as
B1 =
((
U
(N)
δ(1)
)(1)
⊗ · · · ⊗
(
U
(N)
δ(p)
)(p))⊗(K1+K2)
and
B2 =
(
V
(N)
δ(1)
)(1)
⊗ · · · ⊗
(
V
(N)
δ(p)
)(p)
.
We define the matrix AM = B1 ⊗ B2.
We note that, by definition of TrN,T (i.e., (4)), the edges e1, . . . , eK1 in
T are associated with the matrices U(N)` , the edges eK1+1, . . . , eK1+K2 are
associated with the matricesU(N)t` , and eK1+K2+1, . . . , eK are associated with
the V (N)` . Thus, by comparing the definition of the
∗-monomial M with the
matrices B1 and B2 in the above definition, it is clear that (26) holds. We
refer to the passage following [Mal18, Definition 1.7] for more details.
Remark 25. It can be noted that T and TM have the same forest of two-edge
connected components, up to replacing every cutting edge by a sequence of
p consecutive cutting edges. In particular, L(T) = L(TM).
4.2.2. Reduction via Injective Traces and Splitting Lemma. Given two lin-
ear graphs T˜ and T ′, we denote T ′ ≥ T˜ if T ′ is a quotient of T˜ . According
to (11),
E
[
TrN,TM
(
AM
)]
=
∑
T ′≥TM
E
[
Tr0N,T ′
(
AM
)]
. (30)
From this point on until the end of the proof of (24), we fix a linear graph
T ′ = (E ′, V ′, γ ′) such that T ′ ≥ TM.
By Remarks 21 and 25, we see that N−L(T)/2 = N−L(TM)/2 ≤ N−L(T ′)/2.
Consequently, by (30), in order to prove (24) it suffices to establish that
N−L(T
′)/2 E
[
Tr0N,T ′
(
AM
)]
= o(1). (31)
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In order to do so, we must understand the contributions of the families UN
and VN to Tr0N,T ′
(
AM
)
.
Definition 17. For j = 1, 2, let us denote by Tj the linear graph obtained
from T ′ by:
• considering only the edges numbered (k, i) for k = 1, . . . , K˜1 and
i = 1, . . . , p for T1,
• considering only the edges numbered (k, i) for k = K˜1+1, . . . , K˜1+
K˜2 and i = 1, . . . , p for T2,
and deleting all other edges. Hence T1 is of order K˜1, whereas T2 is of order
K˜2. Note that V ′, the vertex set of T ′, is also the vertex set of T1 and T2.
The following result, which is a direct application of [Mal18, Lemma
2.21], splits the term E
[
Tr0N,T ′
(
AM
)]
into two injective traces involving
the matrices in UN and VN separately.
Lemma 4.1. With the notation of Definitions 16 and 17, we have that
E
[
Tr0N,T ′
(
AM
)]
=
(N− |V ′|)!
N!
× E[Tr0N,T1 (B1)] × E[Tr0N,T2 (B2)]. (32)
Proof. As per Remark 24, we may assume that the matrices in VN are SN-
invariant. Suppose first that we can write
V
(N)
` = V
(N)
`,1 ⊗ · · · ⊗ V (N)`,K3 , ` = 1, . . . , L
for some SN-invariant N × N matrices V (N)`,i . Then, we can write B1 and
B2 as tensor products of N × N matrices, where the matrices in B1 are
independent of those in B2. In this case the result follows directly from
[Mal18, Lemma 2.21] (therein, τ0N[T
′( · )] is used to denote 1
N
Tr0N,T ′ , and
the vertex sets V1 and V2 can be taken to be both equal to V ′, since we
allow connected components consisting of a single vertex in T1 and T2).
Since Tr0N,T ′ and the expression of [Mal18, Equation (2.14)] are linear, we
conclude that the result holds for general B1 ⊗ B2 by representing the latter
as a sum of tensor products of SN-invariant N×N matrices. 
The proof of (24) is therefore reduced to showing that
N−L(T
′)/2 E
[
Tr0N,T ′(AM)
]
= Nη(T
′)(1+ o(1))×∏
i=1,2
N−L(Ti)/2 E
[
Tr0N,Ti(Bi)
]
= o(1) (33)
as N→∞, where
η(T ′) = 1
2
(
L(T1) + L(T2) − L(T
′) − 2|V ′|
)
. (34)
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Note that the quotient relation between linear graphs induces a partial order
that makes the set of linear graphs of a fixed order a lattice. Thus, although
T2 may contain trivial components, the same argument used in (11) yields
E
[
TrN,T2(B2)
]
=
∑
T˜≥T2
E
[
Tr0
N,T˜
(B2)
]
. (35)
This then implies by Mo¨bius inversion [Sta12, Proposition 3.7.2] that
Tr0N,T2(B2) =
∑
T˜≥T2
Mob(T2, T˜)TrN,T˜(B2).
Since T2 ≤ T˜ implies that N−L(T2)/2 ≤ N−L(T˜)/2 (Remark 21), the assump-
tion that VN satisfies the Mingo-Speicher bound (Definition 13) implies that
the termN−L(T2)/2 E
[
Tr0N,T2(B2)
]
is bounded. Thus, (33) follows if we show
that η(T ′) ≤ 0, and that
N−L(T1)/2 E
[
Tr0N,T1(B1)
]
= o(1). (36)
This is the subject of Sections 4.2.3 and 4.2.4, respectively.
4.2.3. Analysis of η(T ′). We begin with some definitions.
Definition 18. Let C be the set of connected components of the graphs T1
and T2, called colored components. Let G = (V,E) be the undirected graph,
called graph of colored components, defined as follows:
(1) The vertices of V are the connected components in C.
(2) Let C1, C2 ∈ C be connected components of T1 and T2, respectively.
For every vertex v ∈ V ′ of T ′ that is in both C1 and C2, we associate
an undirected edge in E connecting C1 and C2.
Definition 19. Let T˜ = (V˜, E˜) be a graph. For every v ∈ V˜ , we let degT˜(v)
denote the number of edges in E˜ that are adjacent to v.
Given that there is a one-to-one correspondence between the vertices of
T ′ and the edges of G, it is easy to see that
2|V ′| =
∑
C∈C
degG(C).
Hence, since L is additive with respect to connected components, we can
reformulate η(T ′) as
η(T ′) =
1
2
(∑
C∈C
(
L(C) − degG(C)
)
− L(T ′)
)
.
In order to analyze this quantity, we propose a modification of the graph G.
Let C0 ∈ C be a connected component with no cutting edge, and which
is a leaf in the graph G. Since C0 has no cutting edge, then L(C0) = 2.
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Since C0 is a leaf in G, the single edge in E adjacent to it adds a contribution
of 2 to the quantity
∑
C∈C degG(C). In particular, if we remove C0 and its
adjacent edge from G, then the quantity∑
C∈C
(
L(C) − degG(C)
)
remains unchanged.
Let G0 := G, and for every n ≥ 1, let Gn = (Vn,En) be the graph
obtained from Gn−1 by removing all connected components with no cutting
edges that are leaves in Gn−1, as well as their adjacent edges. Clearly, there
exists some m ≥ 1 such that Gm = Gm+1 = Gm+2 = · · · , namely, the first
m such that Gm has no leaf which is a connected component with no cutting
edge. We refer to Gm in the sequel as the pruning of G. By arguing as in the
previous paragraph, we see that
η(T ′) =
1
2
(∑
C∈Vm
(
L(C) − degGm(C)
)
− L(T ′)
)
. (37)
For every C ∈ Vm, let L ′(C) denote the number of leaves in F(C) that
do not contain a vertex that is attached to another connected component
C ′ ∈ Vm \ {C}, and let d(C) := L(C)−L ′(C) be the remaining leaves. We
claim that for every C ∈ Vm,
d(C) ≤ degGm(C) and
∑
C∈Vm
L ′(C) ≤ L(T ′). (38)
Indeed, the first inequality holds since there are no connected components
without cutting edges in Vm (and thus L(C) is actually equal to the number
of leaves in F(C)), and the second inequality is valid because every leaf
counted by L ′(C) must already appear in F(T ′). By combining (37) with
(38), we finally conclude that η(T ′) ≤ 0, as desired.
4.2.4. Limiting Injective Forms of Haar Unitary Matrices. To conclude the
proof of (24), it now only remains to establish (36). For this, we must
understand the asymptotic behaviour of the term E
[
Tr0N,T1(B1)
]
for large
N. In order to state the result we need regarding this, we recall a few more
notions from graph theory.
Definition 20. Let T˜ be a linear graph. For every edge e = (v,w) in T˜ , we
denote et = (w, v).
(1) A path of T˜ (also called a walk) is a sequence of edges ei of T˜ ,
i = 1, . . . , n, and an order of passage for each step ti ∈ {1, t} such
that the target of etii is the source of e
ti+1
i+1 .
(2) A cycle of T˜ (also called closed walk) is a path such that the target
of etnn is the source of e
t1
1 (with the same notation as above).
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FIGURE 4. A well oriented cactus.
(3) A circuit of T˜ is a cycle where no edge is visited twice.
(4) A simple cycle of T˜ is a cycle where no vertex is visited twice, ex-
cept for the first (and last) vertex.
(5) We say that T˜ is a forest of cacti whenever each edge belongs to
exactly one simple cycle.
(6) A forest of cacti is said to be well oriented when the edges of a same
cycle follow the same orientation.
Remark 26. It is worth noting here that the notion of cactus presented in the
above definition differs from an arguably more common definition, which
is to assume that every edge belongs to at most one simple cycle.
Definition 21. Let T˜ be a well-oriented forest of cacti of order K, and let
δ˜ : [K]→ [L] and ˜ : [K]→ {1, ∗} be two labellings of T˜ ’s edges.
(1) If δ˜(k1) = · · · = δ˜(kn) for every simple cycle ek1 , . . . , ekn , then we
say that (T˜ , δ˜, ˜) is well colored.
(2) If every simple cycle of T˜ is of even size and the values of ˜ alternate
along indices of each cycle (i.e., we can enumerate the edges of
every simple cycle ek1 , . . . , ek2n in such a way that ˜(ki) = 1 if
i is even and ˜(ki) = ∗ if i is odd), then we say that (T˜ , δ˜, ˜) is
alternated.
If (T˜ , δ˜, ˜) is both well colored and alternated, we say that it is valid.
The following proposition, which is a special case of a more general re-
sult in [CDM16], is based on the Weingarten calculus [Col03, CS06]. It can
also be derived from the limiting traffic distribution of a single Haar unitary
matrix and the rule of traffic independence [Mal18].
Proposition 4.2 ([Mal18, Proposition 3.7]). Let T˜ be a linear graph of order
K, and let δ˜ : [K] → [L] and ˜ : [K] → {1, ∗} be labellings of T˜ ’s edges. If
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we denote by c(T˜) the number of connected components of T˜ , then the limit
τU(T˜ , δ˜, ˜) = lim
N→∞N−c(T˜) E
[
Tr0
N,T˜
(
U
(N)
δ˜(1)
˜(1) ⊗ · · · ⊗U(N)
δ˜(K)
˜(K))]
(39)
exists and is finite. More precisely, we have that
τU(T˜ , δ˜, ˜) = 1{(T˜ ,δ˜,˜) is valid} ×
∏
c simple cycle of T˜
(−1)kc−1
(2kc − 2)!
(kc − 1)!kc!
,
where the above product is taken over all simple cycles of T˜ , and 2kc denotes
the length of a particular cycle c.
We recall that the edges of T1 are enumerated by pairs of the form
(k, i), k ∈ [K1 + K2], i ∈ [p]
endowed with the alphabetical order. Moreover, we recall that the ∗-monomial
M is written as
M(X) = X(1)δ(1) . . . X
(p)
δ(p)
for some δ : [p]→ [L] and  : [p]→ {1, ∗} (see (27)). We note that δ and 
naturally induce a labelling of T1’s edges (which we also denote as δ and 
for simplicity) as follows: For every k ∈ [K1 + K2] and i ∈ [p], we let
δ(k, i) = δ(i) and (k, i) = (i).
Thus, it follows from Proposition 4.2 that
lim
N→∞N−c(T1) E
[
Tr0N,T1(B1)
]
= 1{(T1,δ,) is valid} ×
∏
c simple cycle of T1
(−1)kc−1
(2kc − 2)!
(kc − 1)!kc!
. (40)
We remark that the renormalization of N−c(T1) in (40) is different from
N−L(T1)/2, which is what we use in (36). However, it is clear from Definition
12 that L(T1) ≥ 2c(T1), and that there are cases where L(T1) = 2c(T1) (for
instance when T1 has no cutting edge). Therefore, the asymptotic (36) is
proved if we show that (T1, δ, ) is not a valid well-oriented forest of cacti.
In order to prove this, we compare some basic properties of valid well-
oriented forests of cacti with the structure that the nontrivial ∗-monomialM
imposes on T1.
The first property of well-oriented forests of cacti that is of interest to us
is a type of nested simple cycle structure. This can be described effectively
using noncrossing partitions.
Definition 22. A partition σ ∈ P(n) (n ∈ N) is said to be noncrossing if no
two blocks cross each other, that is, there exists no two blocks C 6= C˜ in σ
and i, j ∈ C, i˜, j˜ ∈ C˜ such that i < i˜ < j < j˜. A block C = {i1 < · · · < im}
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in a noncrossing partition is said to be inner if there exists another block
C˜ = (i˜1 < . . . < i˜n) such that i˜1 < i1 < i˜n, which also implies that
i˜1 < im < i˜n.
Fact 4.3. Every connected component of a well-oriented forest of cacti T˜
forms a circuit which follows the orientation of T˜ ’s edges. In particular, if
c = (e1, e2, . . . , en) is such a circuit, then the partition σc defined by
i ∼σc j ⇐⇒ ei and ej are in the same simple cycle
is a noncrossing partition with blocks of even size.
Let T˜0 be the disjoint union of the graphs represented by the paths pk
defined in (28)-(29) for k ∈ [K1 + K2], together with some isolated edges
coming from the paths pk for k > K1 + K2. With notations as in (28) and
(29), for k ≤ K1 we call vk and wk respectively the source and the target of
pk, whereas for k ∈ [K1 + 1, K1 + K2] we exchange the role of the vertices,
calling vk the target and wk the source of pk. We recall (Definitions 15 and
17) that T1 is a quotient of T˜0.
With this in mind, we have the following consequence of Fact 4.3.
Lemma 4.4. If T1 is valid, then the circuits formed by its connected compo-
nents are compositions of the paths (pk)k≤K1+K2 (here, we say that two paths
p and p ′ can be composed if the target of the last step of p is the source of
the first step of p ′).
Proof. If T1 is a forest of cacti, then there is no vertex of odd degree. In
particular, every vertex of degree one in T˜0 (which is either a target or source
of a path pk) is identified with at least one other such vertex in the quotient
T1. We may then form the circuits by composing the paths whose targets
and sources have been identified in T˜0. 
Next, in order to better understand the structure that M imposes on T1,
we introduce the concept of a word induced by a path.
Definition 23. Let T˜ be a graph of order K with two labellings δ˜ : [K]→ [L]
and ˜ : [K] → {1, ∗}. Let p = (ek1 , ek2 , . . . , ekn) be a path of T˜ which
follows the edge orientations in T˜ . We denote byMp the ∗-monomial
Mp(X) = X
˜(k1)
δ˜(k1)
· · ·X˜(kn)
δ˜(kn)
.
Fact 4.3 has the following consequence.
Lemma 4.5. Let (T˜ , δ˜, ˜) be valid. If c is a circuit of T˜ which agrees with
the edge orientations in T˜ , thenMc is trivial.
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Proof. Suppose first that c is a simple cycle. Since (T˜ , δ˜, ˜) is valid, it is
well colored and alternated, and thus we can write
Mc(X) = X`X∗` · · ·X`X∗`︸ ︷︷ ︸
m times
or X∗`X` · · ·X∗`X`︸ ︷︷ ︸
m times
for some integer m ∈ N and index ` ∈ [L]. Clearly, this ∗-word reduces to
1 when evaluated in unitary operators.
More generally, let us denote c = (e1, . . . , en), and let the noncrossing
partition σc ∈ P(n) be defined as in Fact 4.3. Suppose that c¯ denotes the
(smaller) circuit obtained from c by removing the edges contained in any
inner block of σc. By repeating the argument used in the case where c was a
simple cycle, it is easy to see thatMc(u) =Mc¯(u) for any family of unitary
operators u, since every inner block of σc corresponds to an uninterrupted
simple cycle within c. By removing each inner block from σc one by one,
we are eventually left with a simple cycle, concluding the proof. 
We now have all the necessary ingredients to conclude the proof of (24).
Recalling from (27) that M = X(1)δ(1) · · ·X(p)δ(p), we define the mirrored word
Mmirr = X
(p)
δ(p) · · ·X(1)δ(1). Suppose by contradiction that (T1, δ, ) is valid.
For each k ∈ [K1 + K2], it holds that Mpk = M for k ≤ K1 and Mpk =
Mmirr for k ∈ [K1 + 1, K1 + K2].
Thus, by Lemma 4.4, if c is a circuit of a connected component of T1
which agrees with the edge orientations in T1, then it must be the case that
Mc is a non commutative product ωc of powers of M and Mmirr, such as
Mθ1Mθ2mirr · · ·Mθp−1Mθpmirr for θi ≥ 1.
Therefore, Lemma 4.5 implies thatωc is trivial. Let u = (u1, . . . , uL) be
a Haar unitary system. SinceM(u) 6= 1 (asM is a nontrivial ∗-monomial),
and by Nielsen-Schreier theorem, the group generated byM(u) andMmirr(u)
is either Z or F2. Assume, for a contradiction, that this group if Z. With-
out loss of generality, we can assume there exists a k ∈ Z, such that
M = (Mkmirr) = (M
k)mirr. But the mirror operation is an involution,
soMmirr =Mk and thenM =M2k. SinceM is non trivial this is absurd.
Consequently, we conclude that (T1, δ, ) cannot be valid, whence (33)
holds, as desired.
4.3. Proof of (25). We prove that the variance ofN−L(T)/2 TrN,T
(
M(WN)
)
converges to zero. According to (24), we know that the expected value of
this quantity converges to zero, and thus it suffices to prove that
lim
N→∞N−L(T)E
[
TrN,T
(
M(WN)
)
TrN,T
(
M(WN)
)]
= 0, (41)
where ·¯ denotes the complex conjugate. We denote by T ∗M the graph ob-
tained from TM by reversing the orientation of each edge, and by TM unionsq T ∗M
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the disjoint union of TM and T ∗M, the edges of TM coming before those of
T ∗M in the ordering of TM unionsq T ∗M. Then we have
E
[
TrN,TM
(
AM
)
TrN,TM
(
AM
)]
= E
[
TrN,TMunionsqT∗M
(
AM ⊗A∗M
)]
,
whereAM is the linearized matrix (Definition 16). The analysis ofE
[
TrN,TM(AN)
]
follows as in Sections 4.2.2 and 4.2.3 with no modification. We set T1 and
T2 the linear graphs defined as in Definition 17 for a fixed quotient T ′ of
TM unionsq T ∗M. We have the asymptotic formula
N−L(TMunionsqT
∗
M)/2E
[
TrN,TMunionsqT∗M
(
AM ⊗A∗M
)]
=
∑
T ′≥TMunionsqT∗M
N−L(TMunionsqT
∗
M)/2+L(T
′)/2Nη(T
′)(1+ o(1))
×
∏
i=1,2
N−L(Ti)/2E
[
Tr0N,Ti
(
Bi ⊗ B∗i
)]
+ o(1),
where η(T ′) ≤ 0 is defined in (34) and the asymptotic of the term for i = 1
is given by Proposition 4.2. We define the adjoints of the paths (28) and
(29)
p∗k =

·
wk
(K+k,1)→ · · · · · (K+k,p)→ ·
vk
if k ≤ K1 or k > K1 + K2, (42)
·
wk
(K+k,1)← · · · · · (K+k,p)← ·
vk
if k ∈ [K1 + 1, K1 + K2]. (43)
Hence now T1 is a quotient of the disjoint union T˜0 unionsq T˜ ∗0 consisting in the
disjoint union of the paths pk and the paths p∗k. And so if c is a circuit of
a connected component of T1 which agrees with the edge orientations in
T1, then it is possible that Mc(u) = 1. We hence must refine the previous
analysis.
Assume that the graph TM unionsq T ∗M has a connected component C which is
two-edge connected and has at least one edge in T˜0 unionsq T˜ ∗0 . If T ′ is a quotient
of TM unionsq T ∗M such that L(TM unionsq T ∗M) = L(T ′), then the quotient C ′ of C is
a connected component of T1: in other words, no vertex of C is identified
with a vertex of another connected component of TM unionsq T ∗M in the quotient
T1. Hence the subgraph of C ′ whose edges belongs to T1 cannot be a valid
forest of cacti by the same argument of the previous section. This implies
that (41) must hold.
From now we assume that all connected components of TM unionsq T ∗M with
at least one edge in T˜0 unionsq T˜ ∗0 have at least one cutting edge. We recall from
Section 4.2.3 that η(T ′) = 0 if and only if
∑
C∈Vm L
′(C) = L(T ′) and
d(C) = degGm(C) for all C, where Gm is the pruning of the graph of col-
ored components of T ′ (Definition 18), L ′(C) denotes the number of leaves
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in F(C) that do not contain a vertex that is attached to another connected
component C ′ ∈ Vm \ {C}, and d(C) := L(C) − L ′(C).
Let C be a connected component of TM unionsq T ∗M. Assume that e is a cutting
edge of C which belongs to T˜0 unionsq T˜ ∗0 and is adjacent to a leaf of the graph of
two-edge connected components of C. If T ′ is a valid quotient, this edge e
belongs to the forest of cacti T1, it is no longer a cutting edge and we have
necessarily
∑
C∈Vm L
′(C) < L(T ′). Hence again we get that (41) is true.
We can hence assume that the cutting edges of the connected compo-
nents of TM unionsq T ∗M adjacent to a leaf of its graph of two-edge connected
components are not in T˜0unionsq T˜ ∗0 , i.e. are associated to the matrices B2 and B∗2.
For a contradiction, we assume that there exists T ′ ≥ TM unionsq T ∗M such that
N−L(TMunionsqT
∗
M)/2+L(T
′)/2Nη(T
′)×∏i=1,2N−L(Ti)/2E[Tr0N,Ti (Bi⊗B∗i )] does not
converges to zero. The condition d(C) = degGm(C) implies that the ver-
tices associated to edges in T1 are of degree 2 in the pruned graph Gm. We
claim that the connected component of T1 must be obtained by composing
a path from a vertex v to a vertex w with the pk’s, a path from w to v with
the p∗k’s, and identifying pairwise vertices of the paths in such a way the
graph obtained is a thread of cycles that reduce to 1. Indeed, all other con-
figuration implies that TM has a cutting edge adjacent to a leaf on the forest
of two-edge connected components of TM in T˜0 (the pruning process only
remove two-edge connected components).
Let C be a vertex of Gm with a cutting edge (hence associated to B2 and
B∗2) and C
′ an adjacent vertex in Gm (associated to B1 and B∗1, consisting
in a thread of cycles described above). Since T ′ is a quotient of TM unionsq T ∗M,
the component C may have edges from the subgraph TM and edges from
T ∗M. Necessarily it has edges from both subgraphs, since otherwise, because
C ′ has also edges from TM and T ∗M that consists in two paths, TM has a
cutting edge in T˜0. Hence C is made of a subgraph C(1) whose edges are in
the subgraph TM and a graph C(∗) whose edges are in T ∗M. But if we want
to form a graph C from two graphs C(1) and C(∗) respecting the condition
d(C) = degGm(C) then necessarily one graph C(1) or C(∗) must be two edge
connected.
As a conclusion, it is impossible to find T ′ with an non zero limit for
N−L(TMunionsqT
∗
M)/2+L(T
′)/2Nη(T
′) ×∏i=1,2N−L(Ti)/2E[Tr0N,Ti (Bi ⊗ B∗i )], which
prove (41) and conclude the proof of Theorem 1.4.
5. PROOF OF THEOREM 1.5
5.1. Asymptotic representation theory. This manuscript deals with as-
ymptotic freeness for tensors. In the case of unitary operators, it is possible
to turn this question into a problem of harmonic analysis over the free group.
This is what we would like to discuss in this section.
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Voiculescu established asymptotic freeness for sequences of group in the
large dimension limit in [Voi91, Voi98]. However, long before his asymp-
totic freeness results in the nineties, he had already studied the limit of
unitary groups, from the slighly different point of view of representation
theory [SV75]. His result here generalized results of Thoma [Tho64], and
it was discovered in [VK82] that finite dimension group approximation was
a natural way to prove the results.
A way to reformulate some questions of this paper is: consider sequences
of unital functions of positive type (sometimes called positive definite) φN
on the unitary groupUN. Under which conditions willφN be asymptotically
free almost surely for i.i.d. Haar unitary variables in UN?
We restrict our question slightly further – without however missing any
example provided by the results contained in this manuscript – by requiring
in addition the limit to be Haar distributions, i.e. all non-trivial moments
tend to zero. An important observation is that if φN satisfy this condition,
then the same will hold true for any polynomial in these, as soon as it does
not have any constant component. If one wants to ensure that this polyno-
mial operation remains a state, it is enough to request that the coefficients
of each product be non negative, and that they add up to 1. Indeed, in terms
of representation theory, taking a product corresponds to a tensor product,
and taking a barycenter (with rational coefficients) corresponds to taking
direct sums of representations. Put differently, this paper can be interpreted
as saying that many states that are not tracial yield also asymptotic freeness.
5.2. Asymptotic freeness for any representation. We begin by proving
the asymptotic freeness of (UN,UN) with respect to arbitrary irreducible
rational representations. We first recall a result of Mingo and Popa.
Theorem 5.1 ([MP16]). The family
(UN,UtN) :=
(
U
(N)
1 , . . . , U
(N)
K , U
(N)t
1 , . . . , U
(N)t
K
)
,
converges to a Haar unitary system almost surely and in expectation as
N→∞ in the space (MN(C), trN).
Remark 27. [MP16] states in more generality the result for unitarily invari-
ant random matrices in the sense of expectation, together with the second
order asymptotic freeness (see Corollary 20 and Proposition 38 therein).
This implies that the variance of the ∗-distribution is of orderN−2, and thus
almost sure convergence.
It is known that irreducible representations of U(N) are in a one to one
correspondance with the signatures associated with their characters, i.e.,
sequences λ1 ≥ . . . ≥ λN of integers. If λN ≥ 0, then the associated
representation is polynomial, otherwise it is rational.
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For the purpose of asymptotics, is convenient to characterize the irre-
ducible representation by a pair of Young tableaux (known as the signa-
tures, e.g., [Zˇ73]). That is, given a sequence λ1 ≥ . . . ≥ λN of integers, if
we let l ∈ [N] be the largest index such that λl ≥ 0, then the data
(λ, µ) :=
(
(λ1, . . . , λl), (µ1, . . . , µN−l)
)
with λ1 ≥ · · · ≥ λl ≥ 0 and
µ1 = −λN ≥ µ2 = −λN−1 ≥ · · · ≥ µN−l = −λl+1 ≥ 0
characterizes the rational irreducible representation. Calling l(λ) (resp.
l(µ)) the length, i.e., the number of non-zero elements of the sequence in-
tegers (λ1, . . . , λl) (resp. (µ1, . . . , µN−l)), we have that l(λ) + l(µ) ≤ N.
In other words, in order to pass from the highest weights in the Cartan-
Weyl theory to the representation with signatures (λ, µ), one may have to
pad “zero” highest weights in the middle of the sequence. Conversely, a
pair of tableaux (λ, µ) characterizes a rational irreducible representation of
the N-dimensional unitary group as soon as l(λ) + l(µ) ≤ N; indeed, for
fixed choices of (λ, µ), we are interested in the behaviour of the sequence
of irreducible representations of U(N) associated to (λ, µ) when N→∞.
Proof of Theorem 1.5 Part 1. Given a non-trivial ∗-monomialM, it follows
from Theorem 5.1 that trN
(
M(UN,UN)
) → 0 almost surely and in expec-
tation as N→∞. In addition, according to [EI16, Lemma 3.5],
χλ,µ(U) =
(
trN(U)
)l(λ)( trN(U))l(µ)(1+O(N−1)), U ∈ UN
where the error term O(N−1) is uniform in U ∈ UN. This concludes the
proof of asymptotic freeness with respect to χλ,µ. 
5.3. Asymptotic freeness with amalgamation. We now conclude this sec-
tion by proving the statement in Theorem 1.5 regarding asymptotic freeness
of U⊗dN with amalgamation over Sd. Let K ∈ N. Given 2K unitary matri-
ces U1, . . . , U2K ∈ MN(C)⊗d, we consider the representation of the group
F2K× Sd, where each generator ui of the free group F2K is sent to U⊗di , and
σ ∈ Sd is associated via an application that we denote ρ(N) to the canonical
leg permutation matrix.
Theorem 5.2. Let λ, µ be finite non-increasing sequences of non-negative
integers. (UN,UtN), ρ(N)(σ), σ ∈ Sd are are a (random) representation of
the group F2K × Sd (that we call again ρ(N)), and the inherited normalized
character converges pointwise to the left regular character of F2K × Sd.
Proof. It is enough to prove that for a non trivial word w ∈ F2K × Sd,
tr⊗dN ρ
(N)(w)→ 0. Let us first observe that tr⊗dN ρ(N)(w) can be expressed as
Nc times a product of trN(wi) for wi non-trivial words in F2K where c ∈ N.
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More specifically, the index set i can be chosen to run over all cycles of σ
(including trivial cycles), wi = w#elements(i), and c = d − #cycles. For
details and a proof of this classical fact, we refer for example to [Col03].
To sum up, if σ is non trivial (i.e., its number of cycles is strictly smaller
than d), then we get the convergence to zero; and if σ is the identity, then
we get the convergence to zero as soon as the component in F2K is non zero
due to asymptotic freeness. 
Remark 28. Note that we may as well say that this is a matrix model for
the group F2K × Sd, or microstates (we refer to to the book [MS17] for a
comprehensive introduction to microstates; see also [AGZ10]).
From Theorem 5.2, we then obtain the desired result as corollary:
Proof of Theorem 1.5 Part 2. The asymptotic freeness of U⊗dN with amalga-
mation over Sd follows directly from Theorem 5.2, modulo the following
two facts:
(1) tr⊗dN restricted to Sd converges to the regular trace, as a consequence
of Theorem 5.2 (see also [Col03]).
(2) The free product of Z × Sd, 2K-times, amalgamated over Sd under
the canonical identification, is isomorphic to F2K × Sd.
(As a remark, we point out that this result yields another proof of the asymp-
totic freeness with respect to arbitrary characters, which we have proved in
Section 5.2.) 
6. DISCUSSION
6.1. Strong Asymptotic Freeness. Given that absorption properties re-
garding asymptotic ∗-freeness of tensor products hold with rather general
assumptions, it is natural to wonder if a similar phenomenon occurs with
strong asymptotic freeness. Unfortunately, the following counterexample
shows that strong asymptotic ∗-freeness is not as easily preserved by tensor
products.
Example 3. Let U(N)1 , . . . , U
(N)
L be independent N by N Haar unitary ran-
dom matrices, where L > 2. We claim that U(N)1 ⊗ U(N)1 , . . . , U(N)L ⊗ U(N)L
are not strongly asymptotically ∗-free. To see this, let u1, . . . , uL be the
limits in ∗-distribution of the U(N)i , and let v1, . . . , vL be the limits of the
U
(N)
i . If strong asymptotic ∗-freeness holds, then∥∥∥U(N)1 ⊗U(N)1 + · · ·+U(N)L ⊗U(N)L ∥∥∥→ ‖u1 ⊗ v1 + · · ·+ uL ⊗ vL‖.
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According to Fell’s absorption principle (in particular, Proposition 1.1), the
fact that the ui are ∗-free Haar unitary variables implies that
‖u1 ⊗ v1 + · · ·+ uL ⊗ vL‖ = ‖u1 + · · ·+ uL‖ = 2
√
L− 1.
For each N, let e1, . . . , eN denote the canonical basis of CN, and let us
define ξN = (e1⊗ e1+ · · ·+ eN⊗ eN). It is easy to see that for any unitary
matrix U, (U⊗U)ξN = ξN. Therefore,∥∥∥U(N)1 ⊗U(N)1 + · · ·+U(N)L ⊗U(N)L ∥∥∥ ≥ L,
which is a contradiction.
6.2. Renormalizations. In the framework of traffic spaces [Mal18], one
considers families of random matrices AN = (Aj)j∈J such that
τAN(j, T) := N
−c(T)E
[
TrN,T(Aj1 ⊗ · · · ⊗Ajn)
]
(44)
is of order 1 for largeN, where c(T) is the number of connected components
of T ; see for instance Proposition 4.2. This is slightly different from the
renormalization which naturally arises in this article, namely by defining
ζAN(j, T) := N
−L(T)/2E
[
TrN,T(Aj1 ⊗ · · · ⊗Ajn)
]
, (45)
where we recall that L(T) is the number of leaves of the tree of two-edge
connected components of T (Definition 12). It is interesting to note that our
main result leads to an analogue of the asymptotic traffic independence in
this regime:
Proposition 6.1. Let AN and BN be two independent SN-invariant families
of random elements of tensor matrix spaces, as in Definition 13, and let ζAN
and ζBN be defined as in (45). If AN and BN satisfy Mingo-Speicher bound,
then so do the joint family AN ∪ BN. If ζAN and ζBN converges pointwise,
then so does ζAN∪BN .
Remark 29. The limit ζAN∪BN depends only on ζAN and ζBN , and it differs
from the so-called traffic free product of the individual distributions.
Proof of Proposition 6.1. We denote by ζ0AN the function defined as ζAN
with tr0N,T instead of trN,T . Then ζAN is bounded if and only if ζ
0
AN is
bounded since they are related by Mo¨bius formulas and by Lemma 3.5.
Let B1 = Aj1 ⊗ · · · ⊗ Ajn and B2 = Bj ′1 ⊗ · · · ⊗ Bj ′m ′ , for some indices
jk’s and j ′k’s. From (30), changing only the definitions of B1 and B2 the
computation remains valid, and we get: for any linear graph T ,
ζ0AN∪BN(j ∪ j ′, T) = 1
(
η(T) = 0
)
ζ0AN(j, T1)ζ
0
BN(j
′, T2) + o(1),
where T1 and T2 are the subgraphs of T consisting on edges associated with
AN and BN respectively, and we recall that η(T) is defined as in (34). 
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