This paper studies the influence of heat conduction in both structural and material designs in two dimensions. The former attempts to find the optimal structures with the maximum stiffness and minimum resistance to heat dissipation and the latter to tailor composite materials with effective thermal conductivity and bulk modulus attaining their upper limits like Hashin-Shtrikman and Lurie-Cherkaev bounds. In the part of structural topology optimization of this paper solid material and void are considered respectively. While in the part of material design, two-phase ill-ordered base materials (i.e. one has a higher Young's modulus, but lower thermal conductivity while another has a lower Young's modulus but higher conductivity) are assumed in order to observe competition in the phase distribution defined by stiffness and conduction. The effective properties are derived from the homogenization method with periodic boundary conditions within a representative element (base cell). All the issues are transformed to the minimization problems subject to volume and symmetry constraints mathematically and solved by the method of moving asymptote (MMA), which is guided by the sensitivities with respect to the design variables. To regularize the problem the SIMP model is explored with the nonlinear diffusion techniques to create edge-preserving and checkerboard-free results. The illustrative examples show how to generate Pareto fronts by means of linear weighting functions, which provide an in-depth understanding how these objectives compete in the topologies.
Introduction
Rapid developments of innovative products signify the demands for structural performance and material properties. Throughout the years, the designs of structures and composite materials have drawn substantial attention in the research community due to their capability of attaining the desirable functions, where the 0020-7683/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016 All rights reserved. doi:10. /j.ijsolstr.2007 configurations of structures and materials can be purposely designed. Conventional trial-and-error or other empirical design methods have been, however, found cumbersome and time consuming. The introduction of computer simulation techniques opened up a new window and created a world of possibilities for this purpose. In this context, computational topology optimization has become a prevalent tool in the fields of structural and material design. The homogenization technique (Bensoussan et al., 1978; Sanchez-Palencia, 1980; Bendsøe and Kikuchi, 1988) , Solid Isotropic Material with Penalization (SIMP) method (Bendsøe, 1989) , evolutionary structural optimization (ESO) method (Xie and Steven, 1993) and level-set technique (Sethian and Wiegmann, 2000; Wang et al., 2003; Belytschko et al., 2003; Allaire et al., 2004) are several representative methods. Among them, the homogenization and SIMP methods gain large popularity. The key idea behind these two methods is to treat the element's parameters as design variables where a relationship between local material parameters (e.g. the density) and global physical properties (e.g. Young's modulus or conductivity) is established to enable optimization calculation. By making use of various optimal algorithms like Optimality Criteria (OC) (Zhou and Rozvany, 1993) , Sequential Linear Programming (SLP) and Method of Moving Asymptotes (MMA) (Svanberg, 1987) , the procedure redistributes the candidate materials in an iterative fashion such that the desirable structural or material functions can be achieved within the design domain.
Existing studies have exhaustively investigated either structural (Xie and Steven, 1993; Bendsøe and Kikuchi, 1988; Sethian and Wiegmann, 2000; Wang et al., 2003) or material (Sigmund, 1994b; Sigmund, 1995; Sigmund and Torquato, 1997; Larsen et al., 1997; Sigmund, 2000; Gibiansky and Sigmund, 2000) designs under mechanical (Xie and Steven, 1993) and/or thermal (Li et al., 1999 (Li et al., , 2004 criteria. On structural design, the elastic, thermal or thermoelastic criteria have been involved, where the elastic criteria take into account only the mechanical loading (Bendsøe and Kikuchi, 1988) , the thermal criteria consider thermal loading (Li et al., 1999; Jonsmann et al., 1999; Moulton and Ananthasuresh, 2001; Bendsøe and Sigmund, 2003) , and the thermoelastic criteria encompass both mechanical and thermal loadings (Rodrigues and Fernandes, 1995; Li et al., 2001) . It is noticed that there are two classes of approaches to incorporating the thermal and mechanical criteria in structural optimization. The first class treats the candidate material as thermoelastic without full coupling of both the thermal and mechanical fields in a topological sense, where a temperature field is usually prescribed and the thermal loading is converted to mechanical loading (Rodrigues and Fernandes, 1995; Li et al., 2001) . Primarily, the design of structures is entirely mechanically-driven. The second class takes into account the candidate material as both conductors and solids with full coupling of the thermal and mechanical fields. A typical procedure is to quantify the temperature field first and then to couple it to the displacement field. In such cases, the design can be driven by either mechanical objective (Li et al., 2001) or conjoint mechanical and thermal objectives (Cho and Choi, 2005) . In spite of these advances, limited work has been available to seek optimal structures for maximizing both heat transfer and structural performance within a multiobjective optimization framework.
On material design, a breakthrough was made by Sigmund who advocated an inverse homogenization method since mid 1990s (Sigmund, 1995; Sigmund and Torquato, 1997) . The microstructural composites to be designed are made of identical periodic base cells. The topology optimization technique is applied to distribute single- (Sigmund, 1994b) or multi-phase (Gibiansky and Sigmund, 2000; Sigmund, 2000) candidate materials such that the desirable physical properties can be achieved. It is known that direct homogenization allows calculating global properties based on the material layouts of base cell or representative volume element (RVE) (Chen and Mai, 1998) . Contrary to this, the inverse homogenization technique searches for an appropriate material architecture in the base cell model (Sigmund, 1994b) , in which the differences between the homogenized global material properties and their target values are minimized with the help of topology optimization techniques (Sigmund and Torquato, 1997; Sigmund, 1994b; Gibiansky and Sigmund, 2000) . In this context, the elastic and thermal properties have been usually considered separately. Sigmund and his co-workers generated the optimal layouts of microstructure materials to maximize the bulk and shear moduli, which showed a high attainability of two-dimensional three-phase composites in the Hashin-Shtrikman (HS) bounds (Hashin and Shtrikman, 1963; Gibiansky and Sigmund, 2000) . Using such an approach, they generated new composites with negative Poisson's ratio (Sigmund, 1994b) and extremal or negative thermal expansion coefficients (Sigmund and Torquato, 1997) to demonstrate its broad capability of designing elastic or thermoelastic composites. Later, this technique was extended to design of conductive materials (Gibiansky and Sigmund, 2000; Chen, 2000; Zhou and Li, 2006) in 2D and 3D spaces with different bounds. A more recent paper by Guest and Prévost (2006) demonstrated the feasibility of designing the microstructure of composites with both elastic and permeable criteria attaining the maximal permissible values by weighting and normalizing the two terms in relation to these two physical properties. In many cases, the conductivity and elasticity of matrix and inclusive materials compete with each other and it is more often than not difficult to achieve high heat dissipation and high stiffness simultaneously. For this reason, it is significant to develop a feasible procedure that effectively handles material design with multiple conflicting objectives.
Multiobjective optimization is capable to cope with the above mentioned problems in both structural and material designs with thermal and mechanical criteria. In general, it is found hard, if not impossible, to generate a global optimum for all the anticipated design objectives. During the optimization process, it can be seen that to some stage, any further improvement in one criterion requires a clear trade-off with at least one other criterion. This defines a Pareto optimum, where there exists no feasible solution that can optimize some objective functions without causing at least one objective function to worsen. The designers always expect to gather comprehensive knowledge of the Pareto space for their decision-making in choosing the best compromise. It is therefore essential to develop methodology for the optimization in a Pareto sense, which consists of a range of points in the solution space (Prager and Taylor, 1968) . In this regard, genetic algorithm, as a direct search method, received extensive attention to seek for Pareto front with a range of mechanical objectives (Saxena, 2005; Lyu and Saitou, 2005) . By using conventional mathematical programming algorithms, Torquato et al. (2003) combined the thermal and electrical conductivities with equal weight for the material design problem. Yoo and Lee (2007) demonstrated the capability of varying weights on searching optimal topologies for Pareto solution to the compliance and natural frequency criteria. A series of results were delivered in Guest and Prévost (2006) by varying the two positive weight factors for permeability and stiffness in the requirement of unit summation. These work provides appreciable evidence in making use of the weighting function scheme to generate the Pareto solution.
It is worth exploring how multiple conflicting objectives compromise to generate an optimal topology in the Pareto sense. This study investigates the effects of the competing mechanical and thermal criteria, and aims to develop a procedure for structural and material designs with specific multifunctional needs. Following this introduction section, the paper presents the Materials and methods in Section 2, Results of the multiobjective design examples in Section 3 and Conclusion in Section 4.
Materials and methods
It is a critical step to develop a scheme addressing multiple objectives in the framework of topology optimization. In this paper, one design objective is to maximize the thermal conduction of structures and composites which allows a minimum resistance to heat dissipation in a given material composition. In this category, thermal compliance and/or conductivity are some typical measures in the literature (Torquato et al., 2002; Bendsøe and Sigmund, 2003) and will be considered in this paper. The other design objective is to seek for desirable mechanical performance or properties with a given volume fraction. Structural stiffness and bulk modulus are some representative criteria in this category. Although these two physical fields are, respectively, studied thoroughly in the literature (Bendsøe and Sigmund, 2003; Li et al., 1999 Li et al., , 2004 Zhou and Li, 2006) , the challenge remains how to simultaneously achieve these two different criteria within a single design domain. For this purpose, the structural and material configurations are determined in a multiobjective optimization framework as follows.
Bi-objective optimization for structural design
In both conductive and elastic fields the relative density of material is considered as the design variable. In the conductive field the density is assumed to be related to its conductivity between 0 and 1 where an element with density 0 denotes an insulative medium and 1 a conductive medium (Li et al., 2004) . In the elastic field a density 0 in an element means a void and a density 1 a solid material. The objective functions in these two fields can be combined in terms of a weighted average as
X n e¼1 v e q e 6 V ; 0 < q min 6 q e 6 1; e ¼ 1; . . . ; NE where T is the temperature field due to the thermal loading vector f c and u is the displacement field due to the applied force vector f s on the structure. q e is the density in element e, NE is the total number of elements, K (1). The weighting factors are chosen such that the sum equals unity, i.e. g c + g s = 1, which can lead to a convex combination of the objectives (Yoo and Lee, 2007) . By varying one of the weighting factors, e.g. g s (stiffness weight), from zero to one, a Pareto front (Pareto, 1971) can be generated which represents a series of optimal solutions. The SIMP model (Bendsøe, 1989 ) is used to penalize intermediate densities converging to pure phase (0/1), which is implemented by C(x) = q(x) p C 0 with the penalty factor p P 3.
Bi-objective optimization for material design 2.2.1. Material bounds
The Hashin-Shtrikman (HS) bounds (Hashin and Shtrikman, 1963) provide the limits to the isotropic material properties in terms of volume fraction of two-phase composites. Such bounds are achievable by constructing composite materials with microstructures composed of two given, linear elastic and isotropic base materials (Sigmund, 1995) . The HS bounds can be expressed in terms of the bulk and shear moduli of the materials corresponding to the eigenvalues of the stiffness tensor. When material one with Poisson ratio m 1 , bulk modulus H 1 and shear modulus G 1 occupies fraction c 1 of the composite and material two with Poisson ratio m 2 , bulk modulus H 2 and shear modulus G 2 occupies c 2 = 1 À c 1 , the HS bounds are given by
The Lurie-Cherkaev (LC) bounds (Lurie and Cherkaev, 1984) are the theoretical limits to thermal and electrical conductivity properties of both isotropic and anisotropic materials. If the thermal conductivities for phases 1 and 2 are j 1 = r 1 I, j 2 = r 2 I and r 1 > r 2 , the LC bounds are expressed as
where k 1 and k 2 are the eigenvalues of the thermal conductivities. A schematic representation of the bounds is given in Fig. 1 , whose left part is a plot of the HS bounds with the effective bulk modulus on the vertical axis whereas the right part is the isotropic LC bounds (k 1 = k 2 = k) with effective eigenvalue of thermal conductivity on the vertical axis. Both parts use the horizontal axis to represent the volume fraction of phase 1.
Homogenization
Nowadays, the homogenization method (Bensoussan et al., 1978; Sanchez-Palencia, 1980 ) is generally accepted as an effective approach to measuring the composite's global physical properties like elasticity and conductivity. The main idea of this method is to assume that the composite consists of many identical base cells ranked periodically in the whole domain. The size of the base cell is much smaller than that in macroscale with a size ratio of ( 1 (Hassani and Hinton, 1999) . By approximating the local property with Taylor's series in terms of the values in macroscale and microscale and integrating and averaging it over the base cell, one can derive its effective values.
Elastic field.
Considering an elasticity problem of a material consisting of two different phases with the general linear elasticity constitutive law, the relation of stress to strain is described by Hook's law as
with C as the fourth order elasticity tensor, and r and e as the second order stress and the strain tensors, respectively. According to the homogenization theory (Bensoussan et al., 1978; Sanchez-Palencia, 1980) , the effective elasticity tensor for a periodic composite is expressed in terms of energy form . The characteristic displacement field u kl is the resolution to the equation:
where t is the virtual displacement that belongs to the periodic Sobolev space. Eq. (6) was first solved by finite element method with unit vectors being the test strain fields whose number is defined by the symmetry conditions (e.g. in 2D cube symmetry, it has three test strains) (Bendsøe and Kikuchi, 1988) . Actually, in FEM where the base material is discretized into NE elements, the effective tensor is more conveniently expressed in terms of displacements to strains relationship (Bendsøe and Kikuchi, 1988) as where u e 0 ð 0ðijÞ Þ is the vector of nodal displacements associated with the unit test strain 0(ij) . u e ( * (ij) ) is the vector of nodal displacements induced from the strain field * (ij) and is solved by FEM. K e s ðq e Þ is the local stiffness tensor and can be interpolated in terms of the arithmetic bound with exponential penalties (p P 3 if Poisson ratio m = 0.3) or the upper HS bounds without exponential penalties (p = 1) in the SIMP model for suppressing the mixture effect of the intermediate densities (Bendsøe and Sigmund, 1999) . Following (Sigmund, 1994b) , the periodic boundary condition is implemented by setting the opposite edging nodes with identical node number in FEM. 
Conductive field.
The homogenization method associated with thermal conduction is required to calculate an effective conductivity of the base cell. Starting from the equations of heat conduction the homogenization equations can be derived. By following (Bensoussan et al., 1978; Sanchez-Palencia, 1980; Song and Youn, 2006) , the effective thermal conductivity can be defined as the following form
with the local length scale y. Like the schemes used for interpolating the local stiffness tensor, arithmetic and HS bounds are also applicable to the local thermal conductivity j(y) ij . v(y) is a solution to the characteristic temperature equation
Similarly to the discretized expression of effective stiffness tensor in Eq. (7), the effective conductivity tensor is expressed in FEM by:
Inverse homogenization
Having defined the elastic and conductive homogenization, it is natural to couple them into a two-scale optimization problem. This issue can become particularly interesting when these two properties strongly compete with each other. For example, if the preference for the phase distribution is different in some area for single objective problem, what is the optimal shape and topology for their combination? To solve for this problem, however, the individual inverse homogenization of the maximized bulk modulus and conductivity must be defined and validated.
Firstly, an attempt is made to optimize the topology of a microstructure with the maximum bulk modulus. Although our method is capable of modeling composite with multi-phases, we only choose the commonly used two-phase composite as the benchmark here for all the examples below for simplicity. Similarly, we assume a square-symmetry composite so that its physical properties could be estimated by the Hashin-Shtrikman bounds. The elasticity tensor for square-symmetry materials in 2D plane stress state can be expressed as 
For conciseness, the short notation C rs other than C H ijkl (e.g. 11 M 1, 22 M 2, 33 M 3, 23 or 32 M 4, 13 or 31 M 5, 12 or 21 M 6) is used for all the entries of the homogenized effective elasticity tensor below. In this condition, the bulk modulus is defined by
Actually, it reflects the material's capability to sustain unit hydrostatic strain e 0 ¼ ½ 1 1 0 T , which is given in terms of the energy form as
For convenience, we prefer to use the value in Eq. (13) as the objective function.
Secondly, as discussed in Section 2.2.1, the positive definite effective conductivity is represented by its eigenvalue in the matrix form as
Thus, the summation of j 11 + j 22 can be used to measure the overall conduction capability in optimization.
Here we use j ij other than k i to represent eigenvalue for the consistency with the bulk modulus in Eq. (13). In topology optimization, the maximal problem is usually transformed to a minimal one for computational convenience. Thus the reciprocals of the bulk modulus and the summation of eigenvalues of thermal conductivities are preferably chosen as the objective functions. It has to be mentioned here that minimizing the negative objective function also agrees with the maximal problem as what has been done in Guest and Prévost (2006) .
An associative problem with the optimization of those objectives is that it may not guarantee the optimal results without checkerboard patterns and intermediate densities. To formulate a well-posed problem, here a positive nonlinear diffusion term in relation to the norm of phase gradient is added to the objective function. This technique was originally used in image processing for domain identification (Weickert, 1997; Aubert and Kornprobst, 2000; Charbonnier et al., 1997) and later was successfully introduced to structural topology optimization in Bourdin (2001) and Wang et al. (2004) .
Now that all parts are clear the focus can be shifted on combining the objectives and designing the microstructures with the optimized bulk modulus and conductivity in terms of the linear weighting functions. The overall minimization problem consequently takes the following form
as the optimal values for the stiffness and the conductivity parts, which are used to normalize these two objective functions. The weighting factors g s and g c can be changed according to the desired importance of the stiffness or conductivity but are subjected to the unit summation of g c + g s = 1. Different diffusion function u(AE) has different edge-preserving effect. For example, uðjrqjÞ ¼ 1 2 jrqj 2 acts as an isotropic low-pass filter and fails to create the sharp boundary although it is able to suppress the checkerboard patterns by penalizing the norm of phase gradient (Wang et al., 2004) . When the diffusion function meets some requirements as described in detail in Aubert and Kornprobst (2000) , Charbonnier et al. (1997) and Wang et al. (2004) , it can diffuse the densities along the tangential direction of the boundary but not across it so that the sharp edges are created and preserved (Wang et al., 2004) . The weight factor x determines the diffusion influence and decreases slowly in each iterations to reinforce the importance of the first two terms of the objective function in the final step. Although the exponential penalties in the SIMP model are also in favor of the convergence of densities to zero and one, it seems that better results with edge-preserved boundary can be generated with the help of nonlinear diffusion technique by comparing Figs. 3 and 4 (without the nonlinear diffusion technique) with Fig. 6 (with the nonlinear diffusion technique). It has to be mentioned here other techniques used for structural topology optimization like the sensitivity filter (Sigmund, 1994a) , perimeter/gradient constraint (Haber et al., 1996; Petersson and Sigmund, 1998) , nodal heaviside projection (Guest et al., 2004 ) and level-set based methods (Sethian and Wiegmann, 2000; Wang et al., 2003; Belytschko et al., 2003; Allaire et al.,2004) are also capable of suppressing the checkerboard patterns, which have potential to be applied to the problems presented in this paper. The first constraint is to keep the mass volume fraction conservative. The last two come from the symmetry requirement for the stiffness and thermal tensors.
This minimization problem with several constraints is preferably solved by the method of moving asymptotes (MMA) (Svanberg, 1987) , which is guided by gradient information of the objective function with respect to the densities. However, this kind of sensitivity (derivative) is by no means easy to derive its explicit form unless the adjoint variable method (Haug et al., 1986; Chen, 2000) is introduced. Following the expression for the homogenized entries of the elasticity and thermal tensor, we can express the sensitivity as
where /(s): = u 0 (s)/s. dC ij is the sensitivity of the entry of effective elasticity tensor with respect to the design variable and can be expressed in a symmetric form as
where * is the strain field induced by the unit test strain I. The sensitivity of the effective conductivity can be similarly expressed as
Results
In this section illustrative examples are presented to show the bi-objective design of structures and composite materials, respectively. Unless otherwise stated, the design domain is discretized into nx · ny unit square elements so that the domain area is jXj = nx AE ny. For the bi-objective structural design, the initial material distributions are uniform and equal to a volume fraction constraint. But for the material design, we prefer to choose the initial material distributions proportional to the distance between the element and the center of the design domain other than a homogenized constant to avoid computing singularity resulted from trivial nodal forces.
Structural design with bi-objectives
The known quantities in the problem are applied load, boundary conditions and volume of the space occupied by the material. As shown in Fig. 2 , the plate is evenly heated with a constant source in all the nodes. In the middle of the left hand side there is a heat sink where the temperature is set to zero. All the nodes at the left side are kinematically fixed and a mechanical force is applied at the middle node of the right edge.
Below in Figs. 3 and 4 the results for the bi-objective topology optimization are given in a domain discretized by 80 · 80 elements. The results computed by the OC method with p = 3.0 are shown in Fig. 3 and the results obtained from MMA with p = 4 are exhibited in Fig. 4 . The volume fraction for these two examples are both equal to 0.4. To compare the effect of nonlinear diffusion technique with the commonly used filter method, one can observe the difference between the topologies presented in Fig. 6 and in Figs. 3 and 4 , respectively. The results in Figs. 3 and 4 demonstrate that the structure evolves smoothly from the full conduction to the full stiffness, which is also supported by Fig. 5 in which the stiffness increases and the conduction decreases with increasing stiffness weights in the unified objective function.
It is interesting to observe how these two objectives affect the formation of optimal topologies within the design domain. For the pure conductive criterion, the majority of material is allocated near the heat sink and spread out along two symmetric main branches with many fine twigs connected as Fig. 3(a) . There is not much material along the upper/lower and right edges. In contrast, the structurally driven design takes a Michelletype cantilever topology as Fig. 3(h) , where the majority of material is distributed along a triangular path from the upper-left and lower-left corners towards the middle-right loading point. It is clear that there is not much commonly shared material distribution with these two strongly conflicting objectives. As the stiffness weight increases, a heavier emphasise is given to the stiffness-driven objective. As a result, more and more material is shifted from the left-centred heat sink zone to the farthest sides (Figs. 3(c) -(e) and Figs. 4(c)-(e)), and also fine twigs are gradually eliminated until a Michell-like configuration is formed.
Although both the methods converge within 100 iteration steps, the MMA method seems to produce a smoother variation in both the stiffness and conduction from the plots of individual objectives as shown in (Pareto, 1971) . One may question that the results by MMA looks even worse than those by OC as some checkerboard patterns and highly blurred boundaries exist in Fig. 4 . Actually, these disadvantages could be remedied by using the nonlinear diffusion technique successfully (shown in Fig. 6 ), where a much sharper topological images are produced. It has to be mentioned here, however, that the nonlinear diffusion technique appears more ideal for the stiffness rather than conduction design as the nature of the latter is splitting the structures into more branches in favor of heat dissipation in this case, which is contrary to the function of nonlinear diffusion that usually results in structural perimeter as small as possible (Wang et al., 2004) . Fig. 7 shows how these two conflicting objectives compete in the admissible design space. A higher structural stiffness leads to a lower thermal conduction, which indicates that optimizing one objective will clearly worsen another. Under the circumstance, it is impossible to achieve both the design criteria simultaneously unless some trade-off is made. In effect, Fig. 7 right-angular line in which the majority of other points corresponding to 0 < g s < 1 gathers in the corner and makes the analysis meaningless. However, inclusion of even a very small fraction of another conflicting objective can largely affect phase distribution, which is clearly shown in the structures of Figs. 8(b) and (c) where some solid or conductive material forms a thin connection to the force or heat source, respectively.
Material designs for full stiffness and full conductivity
In this section, the 2D material design is presented. Firstly, the volume fractions of two phases are both equal to 0.5. To study the competition of these two physical properties, the composites are considered illordered in which the values of properties for the same phase are not large simultaneously. For example, if the conductivity for phase one is larger than that for phase two, then the Young's modulus for phase one is definitely smaller than that for phase two. The Poisson's ratios are, however, equal to 0.3 for both the phases. In the figures demonstrating phase distribution in the design domain below, the red color (light) stands for phase one (r 1 = 1 and E 1 = 3) and blue (dark) (r 2 = 3 and E 2 = 1) for phase 2. The effect of the nonlinear diffusion becomes smaller and smaller in the design to avoid local minima and blur boundary and its variations abide by x n+1 = cx n , where 0.95 < c < 1 is chosen. In the following examples for the two-phase material design relating to two physical properties, the penalty factors for both phases are set identically and denoted as p to facilitate parameter adjustment. For calculating the effective values in terms of homogenization theory and FEM, we choose the arithmetic bound E(q) = q p E 1 + (1 À q) p E 2 for the interpolation of local Young's modulus and the lower HS bound for the local thermal conductivity. Unlike the aforementioned requirement of p P 3 for the solid-void structures when Poisson ratio m = 0.3 (Bendsøe and Sigmund, 1999) , the penalty factor p in this hybrid case can however have a wider range of variation, instead of being restricted to p P 3.
The first result in Fig. 9(a) is the full stiffness design (i.e. g s = 1.0 and g c = 0) with a mesh size of 40 · 40. The base cell is highlighted with white dashed line in the microstructure composed of 4 · 4 base cells periodically and is redrawn in its top left side for clarity. The second result in Fig. 9(b) is the full conductivity design (i.e. g s = 0 and g c = 1.0).
The effective isotropic thermal conductivities for the microstructures in Figs. 9(a) and (b) are j a = 1.6782I and j b = 1.7995I, respectively, and their effective elastic tensors are given as 
The bulk moduli derived from these effective elastic tensors in Eq. (19) are H a = 1.2279 and H b = 1.1497, respectively, both approaching the Hashin-Shtrikman bounds ( Fig. 1(a) ). Our results for the full stiffness and full conductivity designs are in good agreement with the microstructures that have the maximum bulk modulus in Sigmund (2000) ( Fig. 1(b) ) in Zhou and Li (2006) respectively, which provides a benchmark for further studies on the interactive effect of the stiffness and conduction on phase distribution. It is interesting to note here that the microstructure with the full stiffness has the lower Lurie-Cherkaev thermal conductivity bound ðr lower LC ¼ 1:6667Þ while the microstructure with the full conductivity has the lower Hashin-Shtrikman bulk modulus bound.
The symmetry restraint is met with only a marginal difference in the conductivity tensor in the full stiffness design case. It is clearly seen that the phases are swapped between the full conductivity and full stiffness designs. This can be explained by the fact that the material with higher physical property tries to enclose the material with lower one. Clearly from Fig. 9 for the full stiffness design the material with the higher bulk modulus, red (light), surrounds the material with the lower bulk modulus, blue (dark). It is not surprising that this layout is still valid for the thermal conductivity scenario as both the cases need the scaffold occupied by the stiff (transcalent) phase to resist (conduct) force (heat) to attain the upper bounds, and vice versa.
In Fig. 10 the convergence history is given for these two cases. Note that both the pictures are plotted on a semi log scale. The top picture depicts the full stiffness design where the stiffness objective reaches a lower level than the conductivity objective, where as the bottom picture depicts the full conductivity design where the conductivity objective reaches a lower level. Within about 80 iterations the designs converge to their final architectures. As the objective reaches its final level after 50 iterations, the densities of a few elements still slowly converge to density 0 or 1.
Designs of tailored material properties with squared base cells
In this part the microstructure designs are tailored to specific needs. This is done by assigning the weights to different parts in the objective function and thereby influencing the final design. However, equidistant weights (e.g. the conductivity weight) do not guarantee the same changes in the topological design. It is noticed that in some region of 0 6 g c 6 1.0 a small change in conductivity weight can lead to a large change in topologies and vice versa. For this reason, a Pareto front can only be obtained by gradually varying the weights.
From the stiffness viewpoint, the high modulus material (but low conductivity) actually forms a structural scaffold to mainly sustain mechanical loading, while the low modulus material is encircled as an inclusion or particle. From the conductivity perspective, it is seen that when the conductivity weights increases from 0.35 to 0.5, the high conductive material (but low modulus (blue or dark)) penetrates through the enclosure of the low conductive material to form a highly conducting channel, which promotes higher rate of conduction in the composite. In this example, the transition from the stiffness-dominated criterion to the conduction-dominated criterion requires significant variation in the weights, i.e. from g c = 0.395 to g c = 0.65, and takes a range of intermediate topologies, from . To a certain extent, this indicates the contest between these two competing objectives. Although special attention can be usually given to an equal weight of 0.5:0.5 Fig. 11 . 2D microstructure designs for tailored bulk modulus and thermal conductivity. (Torquato et al., 2002) , this may not guarantee an identical emphasis on both the objectives. It is noted that the sizeable differences in the dimensions of the objectives, the SIMP penalties and diffusion parameters can all contribute to such a non-uniformity of the objective weights. In this example, it is found that a balance is reached around weight g c = 0.395, which corresponds to the topology in Fig. 11(c) . Fig. 12 plots the Pareto front in the normalized objective design space. Together with these corresponding microstructure topologies this figure depicts the transition from the full stiffness to the full conductivity design. Once again, the convexity of the Pareto front proves the feasibility of the weighting function scheme in solving such a bi-objective material design problem.
Material designs with rectangular base cells
In this section the design domain is altered to a rectangular shape whose length to width ratio is length:-height = 3:2. To observe the effect of volume fraction on the multiobjective material design, V 0 = 0.4, 0.5 and 0.6 are taken into account in this example. The penalizing factors are set to 1.5 for the design with volume fraction 0.4 and 2 for the other design cases to enable fast convergence.
In Fig. 13 1 (For interpretation of the references to colour in this figure, the reader is referred to the web version of this paper.) conductivity weight up to g c = 0.5 the insulative material (red or light) forms a matrix surrounding the high conductive material (blue or dark) and for a small increment to g c = 0.55 this matrix is broken. From this point, the insulative material gradually takes an elliptic shape to minimize the resistance to conduction. It should be noted here both the elasticity and conductivity tensors remain almost symmetric within numerical error tolerance although the shape of the base cell is changed from square to rectangle (i.e. with C 11 = 1.7391, C 22 = 1.7402, j 11 = 1.8616 and j 22 = 1.8639 for the microstructure shown in Fig. 13 (a) which is isotropic for conduction and square-symmetry for elasticity). When using insulative volume fraction of 0.5 the shapes of inclusions are different from those with volume fraction 0.4. The matrix of insulative material is not broken until g c = 0.8. Such a higher weight compared with that in volume fraction 0.4 indicates that more emphasis must be given to the conduction criterion in this case. At the conduction weight of g c = 1.0, the insulative material has a larger elliptical size. When comparing this rectangular design with the square design in the same volume fraction of 0.5 as in Section 3.3, the inclusion shapes are quite different though some topological resemblance can be seen. It seems, however, that the effective physical properties are independent on the geometry of the base cells. For example, the effective thermal conductivities for the rectangular base cell (Fig. 14(f) , j 11 = 1.7983, j 22 = 1.7945) and the square base cell (Fig. 11(h) , j 11 = j 22 = 1.7995) both approach to the Lurie-Cherkaev isotropic upper bound (1.8 in this example). Considering the equivalence of the homogenized elasticity and conductivity tensors between these two unalike microstructure. it can be concluded that there must be multiple solutions to the inverse homogenization problem in the microstructure material design. Finally, the results are obtained from an insulative volume fraction of 0.6. Unlike the ones in Figs. 13 and 14, the insulative matrix does not break even for g c = 0.9. Apparently this is because there is not enough conductive material available to allow penetration through the insulative matrix occurring in an earlier stage unless an almost full emphasis of conduction is given (e.g. g c = 1.0 as shown in Fig. 15(f) ). Fig. 16 plots the above developed results of rectangular base cells in the design space, which provides a comparison of the bulk moduli and conductivities under the different objective weights with different volume fractions. These three groups of solutions tend to form a clear Pareto front. It clearly depicts the conflicting relationship between the objectives, and also presents the attainable ranges of different properties for different volume fractions.
Concluding remarks
By considering a multifunctional requirement of engineering structures and materials, this paper presents a multiobjective topology optimization method, where two conflicting design criteria are taken into account to optimize the stiffness and conduction performances. To formulate a unified optimization problem, the relative density of each element is treated as the design variable and its relations to physical constitutive properties are established by means of the SIMP model with different penalities. To avoid checkerboard patterns and preserve sharp topological boundaries, a nonlinear diffusion technique is incorporated into the solution process. To search for optimal topologies with these two objectives, the Optimality Criteria method and the Method of Moving Asymptotes (MMA) are attempted, respectively. It is found that the MMA method appears more stable in both the structural and material designs. To seek for a Pareto solution, a typical linear weight function scheme is employed to unify these two normalized objective functions. Varying the weights for a different emphasis on the stiffness or conduction criterion, a series of optimal solutions are produced, which form the Pareto front in the design space. The study explores in detail the topological transition from the full stiffness criterion to the full conduction criterion. Due to opposition (ill-ordered) of the base material properties and/or the conflicting objectives, the structural and material design examples clearly show the infeasibility to simultaneously achieve both the stiffness and conduction criteria. A strong competition of material allocation is identified in the design, where a heavier emphasis on the stiffness-driven design will surely sacrifice the conductive performance, and vice versa.
One of the main purposes of this paper is to observe how the topology compromises for these two competing criteria and is expected to provide understanding of Pareto optimization in structural and material levels. As mentioned in Guest and Prévost (2006) , the conductive criterion may be without difficulty extended to broader physical situations, e.g. electrical, magnetostatic and permeable fields based on the mathematical analogy of the governing quasi-harmonic equations. For this reason, this paper does not intend to specifically couple the elastic and conductive fields using the thermal expansion coefficients, as exhaustively reported in literature (Chen, 2000; Hassani and Hinton, 1999; Li et al., 2004; Rodrigues and Fernades, 1995) . Instead, it has restricted its scope on the design of these two independent physical fields. A further study will be possible to extend the methodology to three-dimensional space with multi-phase base materials.
