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Abstract
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up to simultaneous similarity.
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1. Introduction
All matrices, vector spaces, and algebras are considered over an algebraically
closed field F of characteristic other than two.
The problem of classifying pairs of n × n matrices up to similarity transforma-
tions
(A,B) −→ S−1(A,B)S := (S−1AS, S−1BS),
in which S is any nonsingular n × n matrix, is hopeless since it contains the problem
of classifying an arbitrary system of linear operators and the problem of classify-
ing representations of an arbitrary finite-dimensional algebra, see [3]. Classification
problems that contain the problem of classifying pairs of matrices up to similarity
are called wild.
We prove the wildness of the problems of classifying
(i) triples of Hermitian forms (with respect to a nonidentity involution on F),
(ii) for each ε1, ε2, ε3 ∈ {1,−1}, triples of bilinear forms (A1,A2,A3), in which
Ai is symmetric if εi = 1 and skew-symmetric if εi = −1,
(iii) local commutative associative algebras  over F with (Rad)3 = 0 and
dim(Rad)2 = 3, and
(iv) Lie algebras L over F with central commutator subalgebra of dimension 3.
The hopelessness of the problems of classifying triples (i) and (ii) was also proved
in [11] by another method (which was used in [12] too): each of them reduces to the
problem of classifying representations of a wild quiver. The wildness of the problem
of classifying local associative algebras  with (Rad)3 = 0 and dim(Rad)2 = 2
was proved in [2].
Recall that an algebra  over F is a finite dimensional vector space being also a
ring such that
α(ab) = (αa)b = a(αb)
for all α ∈ F and all a, b ∈ . An algebra  is local if there exists an ideal R such
that /R is isomorphic to F (then R is the radical of  and is denoted by Rad).
A Lie algebra L with central commutator subalgebra is a vector space with mul-
tiplication given by a skew-symmetric bilinear mapping
[, ]: L × L −→ L
that satisfies [[a, b], c] = 0 for all a, b, c ∈ L. The commutator subalgebra L2 is the
subspace spanned by all [a, b].
2. Triples of forms
Let a → a¯ be any involution on F, that is, a bijection F → F such that
a + b = a¯ + b¯, ab = a¯b¯, ¯¯a = a.
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For a matrix A = [aij ], we define
A∗ := A¯T = [a¯j i].
If S∗AS = B for a nonsingular matrix S, then A and B are said to be *congruent.
The involution a → a¯ can be the identity; we consider congruence of matrices as a
special case of *congruence.
Each matrix tuple in this paper is formed by matrices of the same size, which is
called the size of the tuple. Denote
R(A1, . . . , At ) := (RA1, . . . , RAt ), (A1, . . . , At )S := (A1S, . . . , AtS).
We say that matrix tuples (A1, . . . , At ) and (B1, . . . , Bt ) are equivalent and write
(A1, . . . , At ) ∼ (B1, . . . , Bt ), (1)
if there exist nonsingular R and S such that
R(A1, . . . , At )S = (B1, . . . , Bt ).
These tuples are *congruent if R = S∗.
Denote by In the n × n identity matrix, by 0mn the m × n zero matrix, and abbre-
viate 0nn to 0n.
For ε1, ε2, ε3 ∈ F, define the tripleTε(x, y) :=([
04 I4
ε1I4 04
]
,
[
04 J4(0)
ε2J4(0)T 04
]
,
[
04 D(x, y)
ε3D(x∗, y∗) 04
])
(2)
of polynomial matrices in x, y, x∗, and y∗, in which
J4(0) :=


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 , D(x, y) :=


1 0 0 0
0 x 0 0
0 0 y 0
0 0 0 0

 . (3)
For each pair (A,B) of n-by-n matrices, defineTε(A,B) =([
04n I4n
ε1I4n 04n
]
,
[
04n J4(0n)
ε2J4(0n)T 04n
]
,
[
04n D(A,B)
ε3D(A∗, B∗) 04n
])
, (4)
where
J4(0n) =


0n In 0 0
0 0n In 0
0 0 0n In
0 0 0 0n

 , D(A,B) =


In 0 0 0
0 A 0 0
0 0 B 0
0 0 0 0n

 . (5)
We prove in this section the following theorem; its statement (a) is used in the
next section.
252 G. Belitskii et al. / Linear Algebra and its Applications 407 (2005) 249–262
Theorem 1. Let F be an algebraically closed field of characteristic other than two.
(a) For nonzero ε1, ε2 ∈ F and any ε3 ∈ F, matrix pairs (A,B) and (C,D) over
F are similar if and only ifTε(A,B) andTε(C,D) are *congruent.
(b) The problems of classifying triples (i) and (ii) from Section 1 are wild.
Define the direct sum of matrix tuples:
(A1, . . . , At ) ⊕ (B1, . . . , Bt ) := (A1 ⊕ B1, . . . , At ⊕ Bt).
We say that a tupleT1 of p × q matrices is a direct summand of a tupleT for equiv-
alence if p + q > 0 and T is equivalent to T1 ⊕T2 for some T2. If also p = q
andT is *congruent toT1 ⊕T2, thenT1 is a direct summand ofT for *congru-
ence. A matrix tuple is indecomposable with respect to equivalence (*congruence)
if it has no direct summand of a smaller size for equivalence (*congruence).
Lemma 2. (a) Each tuple of m-by-n matrices is equivalent to a direct sum of tuples
that are indecomposable with respect to equivalence. This sum is determined uniquely
up to permutation of summands and replacement of summands by equivalent tuples.
(b) Each tuple of n-by-n matrices is *congruent to a direct sum of tuples that are
indecomposable with respect to *congruence. This sum is determined uniquely up to
permutation of summands and replacement of summands by *congruent tuples.
Proof. (a) Each t-tuple of m × n matrices determines the t-tuple of linear mappings
Fn → Fm; that is, the representation of the quiver consisting of two vertices 1 and 2
and t arrows 1 −→ 2. By the Krull–Schmidt theorem [7, Section 8.2], every repre-
sentation of a quiver is isomorphic to a direct sum of indecomposable representations
determined up to replacement by isomorphic representations and permutations of
summands.
(b) This statement is a special case of the following generalization of the law of
inertia for quadratic forms [12, Theorem 2 and Section 2]: each system of linear
mappings and sesquilinear forms on vector spaces over F decomposes into a direct
sum of indecomposable systems uniquely up to isomorphisms of summands. 
It is worthy of note that the uniqueness of decompositions in Lemma 2(a) holds
only if we suppose that there exists exactly one matrix of size 0 × n and there exists
exactly one matrix of size n × 0 for every nonnegative integer n; they give the linear
mappings Fn → 0 and 0 → Fn and are considered as zero matrices 00n and 0n0.
Then for any m-by-n matrix M
M ⊕ 0p0 =
[
M
0pn
]
and M ⊕ 00q =
[
M 0mq
]
. (6)
In particular, 0p0 ⊕ 00q = 0pq .
Lemma 3. (a) Every direct summand for equivalence of
G = (I4n, J4(0n),D) (7)
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(in which J4(0n) is defined in (5) and D is any 4n-by-4n matrix) reduces by equiva-
lence transformations to the form
G′ = (I4p, J4(0p), M ′). (8)
(b) If (8) is a direct summand for equivalence of the tuple (7) with
D = diag(αIn, A,B, βIn) (9)
(A and B are n-by-n and α, β ∈ F), then M ′ has the form
M ′ =


αIp M
′
12 M
′
13 M
′
14
0 M ′22 M ′23 M ′24
0 0 M ′33 M ′34
0 0 0 βIp

 (10)
(all blocks are p-by-p).
Proof. (a) Let G′ be a direct summand for equivalence of the tuple (7); this means
that G ∼ G′ ⊕ G′′ (in the notation (1)) for some G′′. The first matrix of the triple G is
the identity, so we can reduce the first matrix of G′ ⊕ G′′ to the identity matrix too by
equivalence transformations withG′ andG′′. Then the equivalence ofG andG′ ⊕ G′′
means that their second matrices are similar. The second matrix of G is similar to the
Jordan matrix J4(0) ⊕ · · · ⊕ J4(0), and so we can reduce the second matrix of G′ to
J4(0p) by equivalence transformations with G′. This proves (a).
(b) Let (8) be a direct summand for equivalence of the tuple (7) with D of the
form (9). Then G ∼ G′ ⊕ G′′ for some G′′. By (a), G′′ can be taken in the form G′′ =
(I4q, J4(0q),M ′′) with q := n − p. Partition M ′ and M ′′ into p-by-p and q-by-q
blocks:
M ′ = [M ′ij ]4i,j=1, M ′′ = [M ′′ij ]4i,j=1.
Using simultaneous permutations of rows and columns of the matrices of G′ ⊕ G′′,
we construct the equivalence
G′ ⊕ G′′ ∼ (I4n, J4(0n),M), M := [M ′ij ⊕ M ′′ij ]4i,j=1. (11)
Since G ∼ G′ ⊕ G′′, we have G ∼ (I4n, J4(0n),M), and so there exist nonsingular
R and S such that
GS = R(I4n, J4(0n), M). (12)
Equating the corresponding matrices of the triples (12) gives
I4nS = RI4n, J4(0n)S = RJ4(0n), DS = RM.
By the first and the second equalities,
S = R =


S0 S1 S2 S3
0 S0 S1 S2
0 0 S0 S1
0 0 0 S0

 . (13)
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By the third equality and (9), M has the form

αIn M12 M13 M14
0 M22 M23 M24
0 0 M33 M34
0 0 0 βIn

 .
Since M is defined by (11), M ′ has the form (10). 
Proof of Theorem 1. (a) If (A,B) is similar to (C,D), thenTε(A,B) is *congru-
ent toTε(C,D) since S−1(A,B)S = (C,D) implies
R∗Tε(A,B)R =Tε(C,D),
R := diag((S∗)−1, (S∗)−1, (S∗)−1, (S∗)−1, S, S, S, S).
Conversely, suppose that Tε(A,B) is *congruent to Tε(C,D). Then they are
equivalent, and so
G(A,B) ⊕Hε(A,B) ∼ G(C,D) ⊕Hε(C,D), (14)
where
G(X, Y ) := (I4n, J4(0n),D(X, Y )),
Hε(X, Y ) := (ε1I4n, ε2J4(0n)T, ε3D(X∗, Y ∗)) (15)
for n-by-n matrices X and Y . Let µ2 := ε2/ε1 and µ3 := ε3/ε1, then
Hε(X, Y ) ∼Hµ(X, Y ) = (I4n, µ2J4(0n)T, µ3D(X∗, Y ∗)).
Furthermore, let
S := diag(In, µ2In, µ22In, µ32In), ν := µ3,
then
Hµ(X, Y ) ∼ S−1Hµ(X, Y )S = (I4n, J4(0n)T, νD(X∗, Y ∗)) =Hν(X, Y ).
Lastly,
Hν(X, Y ) ∼ PHν(X, Y )P = (I4n, J4(0n), νD′(X∗, Y ∗)),
where
P =


0 0 0 In
0 0 In 0
0 In 0 0
In 0 0 0

 , D′(X∗, Y ∗) =


0n 0 0 0
0 Y ∗ 0 0
0 0 X∗ 0
0 0 0 In

 .
Therefore,
Hε(X, Y ) ∼H′(X, Y ) := (I4n, J4(0n), νD′(X∗, Y ∗)),
and by (14)
G(A,B) ⊕H′(A,B) ∼ G(C,D) ⊕H′(C,D). (16)
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Suppose that G(A,B) and H′(C,D) have a common direct summand G′ for equi-
valence. By Lemma 3(a), we may take G′ = (I4p, J4(0p), M ′). Moreover, since
D(A,B) and νD′(C∗,D∗) are of the form (9) with α = 1 and α = 0, respectively,
by Lemma 3(b) the matrix M ′ has the form (10) with α = 1 and α = 0 simulta-
neously, a contradiction.
Hence G(A,B) and H′(C,D) have no common direct summands for equiva-
lence. The triples G(C,D) and H′(A,B) have no common direct summands too.
By (16) and Lemma 2(a), G(A,B) ∼ G(C,D); that is, G(A,B)S = RG(C,D) for
some nonsingular R and S. Equating the corresponding matrices of these triples gives
(13) and (A,B)S0 = S0(C,D); that is, (A,B) is similar to (C,D).
(b) If the involution on F is not the identity and ε1 = ε2 = ε3 = 1, then the
matrices of the triple (4) are Hermitian. If the involution on F is the identity and
ε1, ε2, ε3 ∈ {1,−1}, then each matrix of the triple (4) is symmetric or skew-sym-
metric. So the statement (b) of Theorem 1 follows from the statement (a). 
3. Algebras
We consider (associative) algebras and Lie algebras as special cases of semi-
algebras. By a semialgebra we mean a finite-dimensional vector space R over F
with multiplication given by a bilinear mapping (a, b) → ab ∈ R:
(αa + βb)c = α(ac) + β(bc), a(αb + βc) = α(ab) + β(ac)
for all α, β ∈ F and all a, b, c ∈ R. A semialgebra R is commutative or anti-
commutative if ab = ba or, respectively, ab = −ba for all a, b ∈ R. Denote by R2
and R3 the vector spaces spanned by all ab and, respectively, by all (ab)c and a(bc),
where a, b, c ∈ R.
An algebra  over F is an associative semialgebra with the identity 1:
(ab)c = a(bc), 1a = a (a, b, c ∈ ).
An algebra  is local if the set R of its noninvertible elements is closed under addi-
tion. Then R is the radical and /R is isomorphic to F (see [7, Section 5.2]).
A Lie algebra L over F is an anti-commutative semialgebra whose multiplication
is denoted by [, ] and satisfies the Jacobi identity
[[a, b], c] + [[b, c], a] + [[c, a], b] = 0 (17)
for all a, b, c ∈ L. Then L2 is called the commutator subalgebra of L. The commu-
tator subalgebra is central if L3 = 0, that is, if
[[a, b], c] = 0 for all a, b, c ∈ L;
the last equality implies (17). A Lie algebra with central commutator subalgebra
is also called a two-step nilpotent Lie algebra. Due to the next theorem, the full
classification of such Lie algebras is impossible; one can consider its special cases or
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reduce it to another classification problem of the same complexity; see, for instance,
[6, Theorems 2 and 3].
Theorem 4. Let F be an algebraically closed field of characteristic other than two.
(a) The problem of classifying local commutative algebras  over F with
(Rad)3 = 0 and dim(Rad)2 = 3 is wild.
(b) The problem of classifying Lie algebras over F with central commutator sub-
algebra of dimension 3 is wild.
By the next lemma, the problems considered in Theorem 4 are the problems
of classifying commutative or anti-commutative semialgebras R with R3 = 0 and
dim R2 = 3 (these semialgebras are associative and satisfy (17) due to R3 = 0).
Lemma 5. Let R be a semialgebra with R3 = 0 and dim R2 = 3.
(a) R is commutative if and only if R is the radical of some algebra  from Theo-
rem 4(a); moreover, is fully determined by R.
(b) R is anti-commutative if and only if R is a Lie algebra from Theorem 4(b).
Proof. Let R be a semialgebra with R3 = 0 and dim R2 = 3.
(a) If R is commutative, then we “adjoin” the identity 1 by considering the algebra
 consisting of the formal sums
α1 + a (α ∈ F, a ∈ R)
with the componentwise addition and scalar multiplication and the multiplication
(α1 + a)(β1 + b) = αβ1 + (αb + βa + ab).
This multiplication is associative since R3 = 0, and so  is a commutative algebra.
Since R is the set of its noninvertible elements,  is a local algebra and R is its
radical.
(b) If R is anti-commutative, then R is a Lie algebra since (17) holds due to
R3 = 0. 
Lemma 6. Every semialgebra R with R3 = 0 and dim R2 = t is isomorphic to ex-
actly one semialgebra on Fn with multiplication
uv =
(
uT
[
0t 0
0 A1
]
v, . . . , uT
[
0t 0
0 At
]
v, 0, . . . , 0
)T
, (18)
given by a tuple (A1, . . . , At ) of (n − t)-by-(n − t) matrices that are linearly
independent; this means that for all α1, . . . , αt ∈ F
α1A1 + · · · + αtAt = 0 ⇒ α1 = · · · = αt = 0.
The tuple (A1, . . . , At ) is determined by R uniquely up to congruence and linear
substitutions
(A1, . . . , At ) −→ (γ11A1 + · · · + γ1tAt , . . . , γt1A1 + · · · + γttAt ), (19)
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in which the matrix [γij ] must be nonsingular. The semialgebra R is commutative
or anti-commutative if and only if all the matrices A1, . . . , At are symmetric or,
respectively, skew-symmetric.
Proof. Let R be a semialgebra of dimension n with R3 = 0 and dim R2 = t . Choose
a basis e1, . . . , et of R2 and complete it to a basis
e1, . . . , et , f1, . . . , fn−t (20)
of R. Since R3 = 0,
eiej = 0, eifj = 0, fifj = α1ij e1 + · · · + αtij et , (21)
and the (n − t)-by-(n − t) matrices A1 = [α1ij ], . . . , At = [αtij ] are symmetric or
skew-symmetric if R is commutative or, respectively, anti-commutative. Represent-
ing the elements of R by their coordinate vectors with respect to the basis (20)
and using (21), we obtain (18). A change of the basis e1, . . . , et of R2 reduces
(A1, . . . , At ) by transformations (19). A change of the basis vectors f1, . . . , fn−t
reduces (A1, . . . , At ) by congruence transformations. The linear independence of
the system of matrices A1, . . . , At follows from (21) because dim R2 = t . 
Due to Lemma 6 and the next lemma, the problem of classifying commutative
(respectively, anti-commutative) semialgebras R with R3 = 0 and dim R2 = 3 is
wild. By Lemma 5, this proves Theorem 4.
Lemma 7. The problem of classifying triples of symmetric (respectively, skew-sym-
metric) matrices up to congruence and substitutions (19) with t = 3 is wild.
Proof. Let ε = 1 (respectively, ε = −1), denote
A∇ =
[
0 A
εAT 0
]
for each matrix A, and denote
(A, . . . ,D)∇ = (A∇ , . . . , D∇) (22)
for each matrix tuple (A, . . . ,D).
Consider the triple of 350-by-350 matrices
T(x, y) :=(I100, 0100, 0100)∇ ⊕ (050, I50, 050)∇
⊕(020, 020, I20)∇ ⊕ (I1, I1, I1)∇ ⊕ G(x, y)∇ , (23)
in which
G(x, y) = (I4, J4(0),D(x, y)) (24)
(see (3) and (15)).
Let (A,B) and (C,D) be two pairs of n-by-n matrices. If (A,B) is similar to
(C,D); that is, S−1(A,B)S = (C,D) for some nonsingular S, then G(A,B)∇ is
congruent to G(C,D)∇ since
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RTG(A,B)∇R = G(C,D)∇ ,
where
R := (ST)−1 ⊕ (ST)−1 ⊕ (ST)−1 ⊕ (ST)−1 ⊕ S ⊕ S ⊕ S ⊕ S.
Hence,T(A,B) is congruent toT(C,D).
Conversely, assume that T(A,B) reduces to T(C,D) by congruence transfor-
mations and substitutions (19); we need to prove that (A,B) is similar to (C,D).
These transformations are independent; we can first produce all substitutions reduc-
ing
(M1,M2,M3(A,B)) :=T(A,B)
to
(γi1M1 + γi2M2 + γi3M3(A,B))3i=1 ([γij ] is nonsingular), (25)
and then all congruence transformations and obtain
(M1,M2,M3(C,D)) =T(C,D). (26)
Since (25) and (26) are congruent,
rank(γi1M1 + γi2M2 + γi3M3(A,B)) =
{
rankMi if i = 1 or i = 2,
rankM3(C,D) if i = 3,
and so γij = 0 if i /= j because of the form (23) of matrices of T(x, y); that is,
T(C,D) is congruent to
(γ11M1, γ22M2, γ33M3(A,B)).
Since F is algebraically closed, the last triple is congruent to
γ
−1/2
11 (γ11M1, γ22M2, γ33M3(A,B))γ
−1/2
11 .
Hence,
T(C,D) is congruent to (M1, αM2, βM3(A,B)),
in which α := γ22/γ11 and β := γ33/γ11.
By (23), (I1, I1, I1)∇ is a direct summand of (M1,M2,M3(A,B)) for congru-
ence. Hence, (I1, αI1, βI1)∇ is a direct summand of (M1, αM2, βM3(A,B)) for
congruence. Lemma 2(b) ensures that each decomposition of T(C,D) by congru-
ence transformations into a direct sum of indecomposable triples must have a direct
summand that is congruent to (I1, αI1, βI1)∇ .
By simultaneous permutations of rows and columns,T(C,D) reduces to a direct
sum of triples of the form
(I1, 01, 01)∇ , (01, I1, 01)∇ , (01, 01, I1)∇ , (I1, I1, I1)∇ , (27)
and of the triple G(C,D)∇ defined in (24).
The tripleG(C,D)∇ has no direct summand (I1, αI1, βI1)∇ for congruence since
the pair obtained from G(C,D)∇ by deleting its last matrix is permutationally con-
gruent to
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(I4, J4(0))∇ ⊕ · · · ⊕ (I4, J4(0))∇ (n summands);
this pair has no direct summand (I1, αI1)∇ for equivalence, and so for congruence
too. By Lemma 2(b), (I1, αI1, βI1)∇ is congruent to one of the triples (27), hence
it is congruent to (I1, I1, I1)∇ , and so α = β = 1; that is, T(A,B) is congruent to
T(C,D). Due to (23), all the direct summands of T(A,B) and T(C,D) coin-
cide except for G(A,B)∇ and G(C,D)∇ . By Lemma 2(b), the triples G(A,B)∇ and
G(C,D)∇ are congruent. By Theorem 1(a), (A,B) and (C,D) are similar. 
Corollary 8. Let U and V be vector spaces and dim V = 3. The problem of clas-
sifying tensors T ∈ U ⊗ U ⊗ V that are symmetric (respectively, skew-symmetric)
on U is wild since it reduces to the classification problems considered in Lemma 7.
4. Description of Lie algebras with central commutator subalgebra
of dimension 2
In this section, we describe Lie algebras with central commutator subalgebra of
dimension 2 using the canonical form of pairs of skew-symmetric matrices for con-
gruence. An analogous description of local commutative algebras with (Rad)3 = 0
and dim(Rad)2 = 3 would be more awkward since the classification of pairs of
symmetric matrices up to congruence is more complicated (see Thompson’s article
[13] with an extensive bibliography, or [12, Theorem 4]).
The problem of classifying Lie algebras with central commutator subalgebra of
dimension 1 is trivial: by Lemma 6 each of them is isomorphic to exactly one algebra
on Fn with multiplication
[u, v] :=

uT

0p 0 00 0 Iq
0 −Iq 0

 v, 0, . . . , 0


T
,
given by natural numbers p and q such that p + 2q = n.
Define the (m − 1)-by-m matrices
Fm =


1 0 0
.
.
.
.
.
.
0 1 0

 , Gm =


0 1 0
.
.
.
.
.
.
0 0 1


for each natural number m. In particular, F1 = G1 = 001 and so (F1,G1)∇ = (01, 01)
by (6).
Theorem 9. Let F be an algebraically closed field of characteristic other than two.
Let L be a Lie algebra over F whose commutator subalgebra is central and has
dimension 2. Then L is isomorphic to an algebra on Fn with multiplication
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[u, v] :=
(
uT
[
02 0
0 A
]
v, uT
[
02 0
0 B
]
v, 0, . . . , 0
)T
, (28)
given by a pair (A,B) of skew-symmetric (n − 2)-by-(n − 2) matrices of the form
p⊕
i=1
(Ili , Jli (λi))
∇ ⊕
q⊕
j=1
(Frj ,Grj )
∇ , p  0, q  0 (29)
(Jl(λ) denotes the l-by-l Jordan block with eigenvalue λ, and (· · ·)∇ is defined in
(22) with ε = −1), except for the case
λ1 = · · · = λp, l1 = · · · = lp = r1 = · · · = rq = 1. (30)
The sum (29) is determined by L uniquely up to permutations of summands and up
to linear-fractional transformations of the sequence of eigenvalues
(λ1, . . . , λp) −→
(
γ + δλ1
α + βλ1 , . . . ,
γ + δλp
α + βλp
)
, (31)
in which all α + βλi are nonzero and αδ − βγ /= 0.
Proof. By [8], [12], or [13], each pair of skew-symmetric matrices over F is congru-
ent to a direct sum of pairs of the form
(Im, Jm(λ))
∇ , (Jm(0), Im)∇ , (Fm,Gm)∇ (32)
(in the notation (22) with ε = −1), and this sum is determined uniquely up to per-
mutation of summands.
Let L be a Lie algebra of dimension n whose commutator subalgebra is cen-
tral and has dimension 2. By Lemma 6 for t = 2, L is isomorphic to an algebra
on Fn with multiplication (28) given by a pair (A,B) of skew-symmetric (n − 2)-
by-(n − 2) matrices, and (A,B) is determined by L uniquely up to congruence and
invertible linear substitutions
(A,B) −→ (αA + βB, γA + δB), αδ − βγ /= 0. (33)
By (32), the pair (A,B) is congruent to a pair
k⊕
i=1
(Ili , Jli (λi))
∇ ⊕
p⊕
i=k+1
(Jli (0), Ili )∇ ⊕
q⊕
j=1
(Frj ,Grj )
∇ (34)
determined by (A,B) uniquely up to permutation of summands.
Let us study how transformations (33) change (34). The pairs (32) are indecom-
posable with respect to congruence. Since the first and the second pairs in (32) have
size 2m × 2m, each indecomposable pair of skew-symmetric matrices of size (2m +
1) × (2m + 1) is congruent to (Fm,Gm)∇ . Each transformation (33) is invertible, so
it transforms any indecomposable pair of skew-symmetric matrices to an indecom-
posable one. Hence, although each transformation (33) with (34) may spoil sum-
mands (Frj ,Grj )∇ , but they are restored by congruence transformations.
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If k < p, then we reduce the pair (34) to a pair of the form (29) (with other
λ1, . . . , λk) as follows. We convert all the summands (Ili , Jli (λi))∇ and (Jli (0), Ili )∇
to pairs with nonsingular first matrices by any transformation (33) given by[
α β
γ δ
]
=
[
1 β
0 1
]
, β /= 0, 1 + βλ1 /= 0, . . . , 1 + βλk /= 0.
Then we reduce each of these summands to (I, Jli (λi))∇ (with other λi’s) by congru-
ence transformations using the following fact: if matrix pairs (M1,M2) and (N1, N2)
are equivalent, i.e., R(M1,M2)S = (N1, N2) for some nonsingular R and S, then
(M1,M2)∇ and (N1, N2)∇ are congruent:[
R 0
0 ST
] [
0 Mi
−MTi 0
] [
RT 0
0 S
]
=
[
0 Ni
−NTi 0
]
. (35)
Every transformation (33) for which all α + βλi are nonzero, converts the sum-
mands (Ili , Jli (λi))∇ of (29) to the pairs
(αIli + βJli (λi), γ Ili + δJli (λi))∇;
by (35) they are congruent to(
Ili , (αIli + βJli (λi))−1(γ Ili + δJli (λi))
)∇
. (36)
The matrices αIli + βJli (λi) and γ Ili + δJli (λi) are triangular; their diagonal entries
are α + βλi and γ + δλi . Hence, the pair (36) is congruent to(
Ili , Jli
(
γ + δλi
α + βλi
))∇
,
and the sequence of eigenvalues changes by the rule (31).
By Lemma 6, the matrices A and B in (28) must be linearly independent. As
follows from (29), A and B are linearly dependent only if (30) holds. 
Remark 10. The theory of Lie rings and algebras is tied to the theory of groups; see
[1, Section 7] or [4]. In particular, the results of Sections 3 and 4 are easily extended
to every p-group G being the semidirect product of the central commutator subgroup
G′ of type (p, . . . , p) and an abelian group of type (p, . . . , p). If G is such a group,
then
G′ = 〈a1〉p × · · · × 〈at 〉p, G/G′ = 〈c1〉p × · · · × 〈cn〉p.
Choosing bi ∈ ci , we may give G by the defining relations
a
p
l = bpi = 1, [al, ar ] = [al, bi] = 1, [bi, bj ] = a
α1ij
1 · · · a
αtij
t ,
in which l, r ∈ {1, . . . , t}, i, j ∈ {1, . . . , n}, and
A1 = [α1ij ], . . . , At = [αtij ]
are linearly independent skew-symmetric n-by-n matrices over the field Fp of p ele-
ments. Conversely, each tuple (A1, . . . , At ) of linearly independent skew-symmetric
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n-by-n matrices over Fp gives such a group, and two tuples give isomorphic groups if
and only if one reduces to the other by congruence transformations and substitutions
(19), in which the matrix [γij ] is nonsingular. Reasoning as in Theorem 9, we can
describe such groups having G′ of order p2. (A canonical form for congruence of
a pair of skew-symmetric matrices over an arbitrary field is a direct sum of pairs of
the form (32) with the Frobenius blocks instead of the Jordan blocks Jm(λ).) The
problem of classifying such groups with G′ of order p3 is hopeless since it reduces
to the problem of classifying pairs of matrices over Fp up to similarity. By [9], the
problem of classifying finite p-groups with central commutator subgroup of order
p2 is hopeless in the same way both for the groups in which G′ is cyclic and for the
groups in which G′ is of type (p, p). All finite p-groups with central commutator
subgroup of order p are easily classified; see [5] and [10].
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