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The Development of a Localized Disturbance in a
Boundary Layer
by
Kenneth Samuel Breuer
Submitted to the Department of Aeronautics and Astronautics, April 29, 1988, in
partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Fluid Mechanics
The development of a localized disturbance in a laminar boundary layer is considered.
It is found that the disturbance can be conceived of as being comprised of two parts: a
wave portion, and an advective portion which travels at the local mean velocity. Mea-
surements and theoretical results reveal that the transient portion of the disturbance
develops into an inclined shear layer which attains a maximum perturbation amplitude,
but elongates linearly with time, exhibiting an algebraic instability in accordance with
Landahl[46]. For weak disturbances, the effects of viscosity cause the transient portion
to decay exponentially, leaving only the dispersive wave modes which form a linearly
unstable wave packet, in good agreement with the theory of Gaster[18]. The effects of
a weak non-linearity are also observed. For higher amplitude disturbances, numerical
simulation and experiments reveal that the shear layer created by the transient distorts
the local mean profile sufficiently to allow a secondary shear-layer-type instability to
grow. A strong non-linear mechanism is also observed which causes the formation of
long streamwise 'strips' of alternating high- and low-speed fluid. Disturbances of op-
posite sign are also considered. By comparing the results for identical but opposite
disturbances the effects of non-linearity are assessed. It is found that the strong 'neg-
ative' disturbance, which does not exhibit any secondary instability, grows at a slower
rate than the positive disturbance.
The structure of the disturbance in the laminar boundary layer is compared with
structures found by conditional sampling of turbulent velocity fields. It is found that
the transitional and turbulent structures have many common features and it is proposed
that they are both governed by the same dynamical processes: three-dimensionality and
the interaction with a strongly sheared mean velocity profile.
Thesis Co-Supervisors: Marten T. Landahl, Professor of Aeronautics and Astronautics
Joseph H. Haritonidis, Associate Professor of Aeronautics
and Astronautics.
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Chapter 1
Introduction
The problem of transition to turbulence has been investigated extensively during the
past 100 years. Hundreds of papers and books have been written on the subject, and
several excellent review articles are available. In this introduction we shall provide a
brief overview of the current literature as it pertains to this thesis. For a more detailed
coverage of the subject, the reader is referred to one of the more comprehensive arti-
cles. For example, see Drazin & Reid[17], Drazin & Howard[16, Maslowe[53], Lin[50],
Betchov & Criminale[7] or Tani[72].
1.1 Previous Results
Research into transition to turbulence was initiated by Reynolds[62] in his classic
pipe flow experiment. Reynolds described the transition of laminar flow into a sinuous
motion", and he speculated that an instability mechanism might be responsible for the
breakdown of the flow. Rayleigh[61] was the first to investigate this idea theoretically,
and he derived the equations for the evolution of a small amplitude wave in an inviscid
parallel shear flow. Rayleigh also realized that in order for an instability to grow in such
a flow, it was necessary for the mean velocity profile to have an inflection point. The
viscous theory was later developed independently by Orr[58] & Sommerfeld[67] after
16
whom the now classic linear stability equation is named.
The solution to the Orr-Sommerfeld equation was investigated by several researchers
in the ensuing years. Heisenberg[26] was the first to show that a flow which does not
have an inflection point, and is thus inviscidly stable according to Rayleigh's inflectional
criterion, nevertheless exhibits instability at high Reynolds numbers. He used asymp-
totic theory for large Re and for long waves, and estimated that the critical Reynolds
number - the value at which the flow became unstable to infinitesimal disturbances - was
of the order of 1000 for plane Poiseuille flow. Tollmien[73] and Schlichting[65] advanced
the theory for boundary layer flows, and estimated the critical Reynolds number for
that flow to be between 420 and 575. Schlichting also determined the eigenfunctions for
the wave motion - the amplitude distribution of the wave through the boundary layer.
Experimental confirmation of the theoretical results was slow in coming primarily
because of the extreme difficulty in building a facility with sufficiently low noise levels
to be able to measure such small amplitude waves. Confirmation of the theory was
made possible in the 1940's when Dryden constructed a low-noise wind tunnel at the
National Bureau of Standards, in Washington D.C.. In the series of experiments by
Schubauer & Skramstad[66] an oscillating ribbon was used to generate two-dimensional
low-amplitude waves of a fixed frequency, and hot wire anemometers were employed to
measure the growth of these waves in the boundary layer. The shape of the neutral
curve, the growth rates, and the eigenfunctions predicted by the theory of Tollmien &
Schlichting were all confirmed.
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1.1.1 Three Dimensional Secondary Instabilities
All of the research thus far had concentrated on the growth of two-dimensional waves,
and considerable success had been achieved in matching theory and experiments for the
early stages of transition. However, it became clear from the experiments of Klebanoff,
Tidstrom & Sargent[41,42] that the latter stages of transition were governed by three-
dimensional processes. In their experiments, the scale of the three-dimensionality was
artificially fixed by placing pieces of tape at regular intervals across the span of the
flat plate. This enabled the detailed measurement of the secondary structure, which
they found to consist of 'peaks' and 'valleys' imbedded in the two-dimensional wave
structure. The fluid at the peaks moved downstream faster than the fluid at the valleys,
forming 'lambda' vortex structures which subsequently broke down to turbulence very
rapidly. Kovasznay, Komoda & Vasudeva[43] investigated the vortices more closely
and discovered that associated with the lambda structures were intense internal shear
layers. Benney & Lin[6] modeled the three-dimensional instability problem theoretically
by superimposing oblique waves onto the two-dimensional Tollmien-Schlichting waves
and then considering the non-linear interaction between the two and the mean shear
flow. They found good agreement with the results of Klebanoff et al. Herbert[30]
applied a Floquet analysis to the same problem and found that the secondary instability
contained a coupling between the two-dimensional Tollmien-Schlichting waves and the
normal vorticity modes (from the oblique waves). This interaction is very similar to the
resonant interaction discussed by Benney & Gustavsson[5] in which a resonance between
the normal velocity and the the normal vorticity can result in additional instability
modes. These resonant modes were calculated for Couette flow by Gustavsson and
Hultgren[23] and for Plane Poiseuille flow by Gustavsson[24].
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A different nonlinear route to breakdown was discussed by Herbert[29] and also
Craik[14] in which a subharmonic resonance occurs between the primary wave and
oblique waves with half the frequency. This breakdown scenario was observed experi-
mentally by Kachanov & Levchenko[37].
Recent advances in computational ability have allowed researchers to study the
transition problem numerically, and simulations of boundary layer transition have been
made by Wray & Hussaini[74], Spalart & Yang[70] and others. Transition in plane
Poiseuille flow, which is somewhat easier to handle numerically because of the finite
geometry, has also been studied by Orszag & Kells[59], Gilbert & Kleiser[21], and others.
The numerical results agree well with the experimental data through the onset of the
secondary instability, but the limited resolution of the calculations, imposed by the
limited computer memory available, has made simulation beyond this stage difficult.
Recent calculations with larger machines should overcome this problem.
1.1.2 The Initial Value Problem
The discussion thus far has concentrated solely on a normal mode analysis in which
the disturbance is assumed to be an infinite and uniform wave train. The problem with
this approach is that while it is a natural starting place in the investigation of the stabil-
ity of a particular flow, it is not a very accurate approximation to what one might expect
in a physical situation. A real flow is unlikely to experience two-dimensional uniform
disturbaces, but rather will be subjected to isolated, impulsive and three-dimensional
disturbances. On an aircraft wing, for example, such disturbances might originate from
an imperfection on the wing surface, or from localized upstream irregularities, acoustic
sources etc. For this reason, it would seem more appropriate to extend the present
19
analysis to three-dimensional, impulsive disturbances.
There are several features that become apparent, when one looks at a single dis-
turbance, localized in time and space. Orr[58] discussed the initial value problem and
pointed out that in addition to the discrete spectrum whose modes are governed by the
Rayleigh equation, a continuous spectrum of modes must also be considered in order
to account for a general initial disturbance. In an inviscid flow, the existence of the
continuous spectrum is a result of the exclusion of viscosity which introduces a singu-
larity into the equations at the point were the wave speed equals the local mean velocity
(see Lin[50] for more details). For viscous flows, however, this singularity is no longer
present, but for infinite or semi-infinite domains, such as the shear layer or the bound-
ary layer, Gustavsson[24] found that a viscous continuous spectrum exists associated
with the absence of the solid boundary. Since flows in finite domains, such as channel
flow, do not have a viscous continuous spectrum, an arbitrary initial disturbance may
therefore be fully represented by a summation of normal (discrete) modes.
Case[10] outlined the solution for a general two-dimensional parallel flow and dis-
tinguished between dispersive modes, which derive from the normal mode analysis, and
advective modes which are associated with the (inviscid) continuous spectrum. He car-
ried out an asymptotic analysis for these advective modes and predicted that they decay
at least as fast as 1/t. However, Gustavsson[24] found that the advective modes decay
as 1/t 2, and Gustavsson noted that there may be an error in Case's analysis. The dis-
persive part of the disturbance is neutrally stable (in the inviscid case) and thus the
total wave energy remains constant. However, since the waves spread out spatially as
the waves disperse, their amplitude decays as 1/t2[24].
For three-dimensional disturbances, an additional mechanism must also be consid-
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ered. For any general inviscid three-dimensional disturbance, a 'lift-up' term emerges[44]
from the analysis in which fluid particles retain their horizontal momentum when lifted
up by the integrated effect of the vertical velocity. If there is a mean shear, this lift-up
of fluid creates a horizontal disturbance velocity which will not in general disappear
as time goes to infinity. This permanent scar[44] in the streamwise velocity is only
present for a three-dimensional disturbance. Landahl[46] also showed that any general
three-dimensional disturbance is subject to an algebraic instability. This instability
mechanism predicts that as t -, oo, the energy of the disturbance will grow at least as
fast as linearly in time - in sharp contrast to the two-dimensional theory, in which the
advective modes decay in time, and the dispersive modes are neutrally stable.
Gustavsson[24] considered the three-dimensional linear initial value problem for the
boundary layer in some detail, approximating the mean profile by a piecewise linear
profile. He also found that the disturbance was represented by two components: the
dispersive part, governed by the Rayleigh equation and traveling with typical dispersive
wave velocities, and the advective part resulting from the inviscid continuous spectrum
and traveling at the local mean velocity. In agreement with Landahl[44], Gustavsson
also found that in addition to the decaying continuous modes that were derived in the
two-dimensional analysis, the streamwise component of the disturbance contains a non-
vanishing term, due entirely to the spanwise structure of the initial disturbance and the
lift-up effect. The spanwise velocities also behave in a similar manner, and so for large
times the horizontal velocities will dominate over the vertical velocity due to the liftup
effect.
Recently, Henningson[27], in a detailed analysis of the inviscid initial value problem
in plane Poiseuille flow, associated the liftup effect with normal vorticity modes - the
21
modes that Craik[15] and Herbert[30] found to be excited in secondary instabilities.
Russell & Landahl[63] examined an initial value problem in which the dispersive effects
were completely ignored and thus the entire evolution of the disturbance is governed by
the liftup effect. Their Flat-Eddy model, which will be used later, included nonlinear
effects and showed the development of internal shear layers, which intensified as the
disturbance traveled downstream.
The purely dispersive aspects of a three-dimensional linear disturbance were inves-
tigated theoretically by Gaster[18] and experimentally by Gaster & Grant[20]. Gaster
represented the disturbance by a summation of the least-stable Orr-Sommerfeld modes
and modeled the disturbance's evolution by calculating the growth and decay of individ-
ual modes according to the solutions of the Orr-Sommerfeld equation. The calculated
disturbance was a swept back wave packet which agreed well with the measurements
which were taken just outside the boundary layer. At this position, the liftup of fluid
does not produce any horizontal perturbations since there is no mean shear, and so
Gaster's model is appropriate at this location outside the boundary layer. Gaster did
report seeing shear layers when the same measurements were made inside the boundary
layer[19], but he erroneously attributed this to non-linear effects. Recently, Cohen[12]
has conducted measurements inside the boundary layer, but for a weak initial distur-
bance, and at a large enough downstream distance such that the advective modes have
decayed. His results indicate that Gaster's model is still valid, although non-linear ef-
fects do become important as the wave packet grows in amplitude at which point signs
of a subharmonic resonance become apparent.
It should be made clear that the distinction between the advective and dispersive
parts of a general disturbance is primarily a descriptive one. In the linear inviscid anal-
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ysis, a clear theoretical distinction does arise and, as was discussed above, is associated
with the singularity present in the Rayleigh equation at the critical layer. However, in
the linear viscous analysis, the disturbance may represented by Orr-Sommerfeld modes.
The wave portion is represented by the least stable modes, and the transient part, by
higher, damped, modes. Thus one should not think that the advective portion cannot
be described by wave modes, but rather that it is not usefully described in such terms.
We should note that the viscous continuous spectrum may have a part in the boundary
layer, but its role is not yet clear. For finite Reynolds number, there are only a finite
number of Orr-Sommerfeld modes (see Mack[51]). Hence, an arbitrary disturbance can-
not be represented completely by Orr-Sommerfeld modes and the continuous spectrum
must be employed. However, one would expect that the boundary layer and the chan-
nel flow to be qualitatively similar, and so we would conjecture that the portion of the
disturbance represented by the continuous spectrum will be relatively minor.
Morkovin[56] pointed out several years ago that finite amplitude disturbances might
perturb the base flow sufficiently such that the traditional Tollmien-Schlichting route
to transition might be bypassed directly by non-linear effects. This was the case in
the results of Amini[3] who initiated an 'incipient spot' by means of a strong jet of
air through a pin hole in the wall. However, Amini's study was limited mainly to
mapping out the structure of that particular disturbance and did not consider localized
disturbances in general, or the more basic mechanisms that contributed to the non-linear
bypass mechanism.
23
1.2 Present Work
The present work is an investigation into the evolution of isolated disturbances in
a laminar boundary layer. As has been made clear in the previous discussion, such
disturbances can be thought of as being comprised of two parts: a dispersive part and
a advective part. (Throughout the thesis, both 'advective' and 'transient' are used
interchangeably to refer to the advective portion of a disturbance and similarly, both
'wave' and 'dispersive' refer to the wave part of a disturbance) The dispersive part,
governed by normal mode solutions to the Orr-Sommerfeld equation, will be unstable
at sufficiently high Reynolds numbers, and should behave much as the wave packet
of Gaster[18] and Gaster & Grant[20]. The advective part, due entirely to the three-
dimensional nature of the disturbance, is a little more of an unknown. According to the
linear theory of Landahl[46], and Gustavsson[24], the advective part of the disturbance
should grow algebraically initially. However, the theory is for inviscid flow, and clearly
this will not be valid for all amplitudes and Reynolds numbers. At low amplitudes, the
advective modes will be damped by viscosity, and similarly viscous effects will place a
limit on the scale of regions of intense shear. (Landahl[45] estimated this to be (vl/U')1/ 3
where is a typical streamwise length scale, and U' is the mean shear). Another aspect
of the advective part of the disturbance which remains to be determined more precisely
is its structure, both through the boundary layer, and in the spanwise direction. The
evolution of this structure as the disturbance propagates will also be of interest in this
thesis. The effect of amplitude on the disturbance evolution is also discussed. For
low amplitudes, we would expect that the linear theory will be a good approximation
to the disturbance evolution. However, stronger amplitude disturbances will include
nonlinear effects, and we shall show that the nonlinear bypass mechanism discussed by
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Morkovin[561 is observed.
1.2.1 Organization of the Results
The investigation is comprised of several different approaches to the initial value
problem in a laminar boundary layer. Experimental, analytical and numerical work has
been completed, and both low and high amplitude disturbances have been investigated.
The results presented in the thesis have been divided into two main parts. The first of
these parts, discussed in Chapter 3, concerns the evolution of 'weak' disturbances. These
disturbances are characterized by the fact that the transient portion does not grow and
break down to turbulence, but decays as the disturbance propagates, leaving the wave
packet which grows slowly according to linear theory. In contrast to this, the strong
disturbances, which are discussed in Chapter 4, are characterized by the fact that the
transient portion does not decay, but grows and leads directly to turbulent breakdown,
bypassing the wave growth route to transition. Both Chapters 3 and 4 contain several
approaches to the problem of the disturbance growth. The discussions begin with
experimental results, but some theoretical calculations are presented in addition. For the
weak disturbances two theoretical approaches are used: the linear initial value problem
is solved numerically for an inviscid flow, and also the flat-eddy equations are used
for weakly non-linear disturbances. The flat eddy analysis is continued for the strong
disturbances in Chapter 4 and in addition to this, some results from a full Navier-Stokes
numerical simulation are also presented.
In addition to the application of these results to the study of transition, there are
also several issues that are raised which apply to the structure of fully turbulent flows.
Many of the features that have been observed in the evolution of a disturbance in the
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laminar boundary layer have also been observed by other researchers in conditional
sampling of fully turbulent shear flows. The similarities and differences between the
flows and the implications of these common features are discussed in Chapter 5.
The following chapter discusses many of the technical details concerning the exper-
imental equipment and the methods used during the measurements. In addition, the
documentation concerning the mean flow and the quality of the boundary layer in the
wind tunnel are discussed here. Specific details concerning individual measurements
will be addressed in the main discussion as they arise.
One note concerning the placement of figures and tables in the thesis. The figures
referred to in the text are placed following the chapter in which they are first discussed.
Tables are placed in the text on the page where they are referenced. A list of figures
and a list of tables may be found at the begining of the thesis.
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Chapter 2
Experimental Considerations
This chapter discusses the general details of the experimental set-up and the pro-
cedure used in taking measurements for this research. The wind tunnel facilities are
described and the flow parameters used during the measurements are outlined. The
quality of the basic mean flow is also discussed in some depth.
2.1 Wind Tunnel
The experiments described in this thesis were conducted in the Turbulence Research
Laboratory in the department of Aeronautics and Astronautics at MIT. The details of
the wind tunnel and the flat plate may be found in Mangus[52], but we shall outline
the pertinent features here. The wind tunnel is a closed loop type with a test section
6.1 meters long, 1.22 meters high and 0.6 meters wide. The flat plate, made from
aluminum, is 12.7mm thick and is mounted vertically, 10 cm from the tunnel side wall.
The plate extends the entire length of the test section and to within 10 cm of both the
tunnel floor and ceiling. A tapered leading edge with an elliptical tip is attached to
the front of the plate which is joined to the floor and ceiling by a porous metal plate
behind which are ducts for suction of the boundary layers which grow in the corners
of the test section. This corner flow grows substantially further downstream, and it
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contaminates the boundary layer on the flat plate at large downstream distances. For
the present experiments this suction control was not used, although it has been used
successfully for maintaining a high quality laminar boundary layer over the entire length
of the test section (Cohen[12]). A right-handed coordinate system was defined with x
as the streamwise direction, z, the spanwise direction and y the direction normal to the
plate. The velocity components are defined accordingly, with the streamwise component
written as a local mean plus a perturbation: U(y) + u, the normal component, v and
the spanwise component, w.
2.2 Hot-wire anemometers
The flow measurements were made using constant temperature hot-wire anemome-
try. The hot-wire probes used, both for single wire measurements and two-wire mea-
surements, were constructed in-house and typically had dimensions of less than 0.5 mm
in length. Wollaston wire, 1.27 microns in diameter, was used for the sensing wire giving
a typical LID ratio of greater than 300. The probes were operated at a resistive over-
heat of 30%. The anemometer circuits used were built in-house and the circuit is shown
in Figure 2.1. For measuring u and v components of velocity, a standard x-wire probe
was built, having a box size of 0.4 mm. The probe for measuring u and w components
was a swept-back 'v'-wire (see Figure 2.2).
The data was acquired using a Phoenix Data A/D system capable of digitizing upto
sixteen channels simultaneously at an aggregate data rate of 350 KHz. the A/D was
connected to a PDP 11-55 computer, which also controlled all the probe positioning,
timing and all other aspects of the experimental procedure. Subsequent data processing
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and graphics were performed on a MicroVax II. The hot wire probe was mounted on a
traversing mechanism with four degrees of freedom: z, y, z and one rotational axis for
x-wire calibration. The traverse was powered by stepping motors which were controlled
by the PDP-11 via a Modulynx motion control system.
2.2.1 Hot-Wire Calibration
All of the hot-wire calibration was performed directly by the computer. No lin-
earizers or signal conditioners were used. For single wire measurements, the wire was
calibrated by fitting seven calibration points to a cubic polynomial. For dual wire mea-
surements (both x-wires for measuring u and v, and v-wires for measuring u and w)
a look-up table procedure was used. This method, described by Leuptow, Breuer and
Haritonidis[491 fits a look-up table to the calibration data (taken at seven velocities
and nine angles) and uses bi-linear interpolation to calculate the two components of
velocity from a pair of raw hot-wire voltages E1, E2. Initial versions of the calibration
procedure used the voltages directly as the variables for a cartesian look-up table, but
a later procedure[22] converted E1 and E 2 into radial coordinates which took advan-
tage of the fan-like shape of the raw calibration data and allowed for a more accurate
calibration with fewer table entries. In all cases, the error in the probe calibration
(Umca - Uactual)/Uactual was less than 0.5% in both u and v (or w). During the actual
data acquisition, the hot-wire linearization was carried out by an assembly language
routine on the PDP-11. This allowed for very fast conversion of the raw voltages to
velocities, speeding up the data collection considerably. The calibration was checked
frequently for drift to ensure that it was still valid, and provided that the tunnel and
electronic equipment had been operating for some time and had achieved a thermal
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equilibrium, the calibration typically remained accurate for several hours.
2.3 Disturbance Generator
The experiments presented here all concern the development of an initial disturbance
introduced into a boundary layer flow. To introduce a disturbance, several methods were
tried. Amini[3,4] used an air jet, introduced through a 1 mm hole in the wall and driven
by the motion of an audio speaker. The disadvantage of this type of disturbance is that
it is very small and very localized. The small spanwise dimension of the disturbance
makes the detailed measurement of its structure somewhat difficult, and it is desirable
to generate a disturbance with a larger spanwise dimension. Another, perhaps more
serious, problem is that the positive disturbance - generated by an upward motion of
the speaker which pushes air up through the hole - is completely different from the
negative disturbance - generated by downward motion of the speaker, which sucks air
down through the hole. This difference is because the upward motion of the speaker
results in a jet of air injected to the boundary layer, while the downward motion of the
speaker creates a uniform sink flow from the boundary layer and down through the hole.
For the experiments presented here, it was necessary to have both a highly controllable
disturbance, and to be able to produce disturbances identical in amplitude and structure,
but with opposite sign. The disturbance generator eventually used, shown in Figure 2.3,
was a small elliptical membrane, 9 mm by 17 mm, mounted flush with the wall at a
distance 0.76 meters from the leading edge of the plate. The membrane was imbedded
into a circular plug which could be rotated so that the long dimension of the membrane
was either aligned with the flow or perpendicular to it. A pressure source was connected
to the back side of the membrane via a solenoid-controlled valve. By activating the
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valve, the membrane was exposed to an over-pressure and a small bump then formed
on the surface of the flat plate. Closing the valve allowed the pressures to equalize and
the membrane returned to its rest position, flush with the wall. The net effect was to
produce a short, localized up-down motion at the wall. By connecting the membrane
to a vacuum, instead of an over-pressure, a down-up wall motion could be achieved,
producing the same disturbance but with opposite sign (this will be demonstrated in
the next chapter).
The electric pulse to the solenoidal valve could be varied so as to vary the duration
of the wall motion. The shortest cycle time (governed by the physical response-time of
the valve) was found to be 4 milliseconds, and this was achieved by operating the valve,
as shown in Fig. 2.3, at 40 volts (instead of the rated 12 volts) and in conjunction with
a 200 ohm dropping resistor.
2.4 Mean Flow Characteristics
Extensive measurements were made to determine the quality of the mean flow in the
test section. Two quantities were of special interest: the uniformity of the boundary
layer across the span of the flat plate, and the extent to which the flow conformed to
a Blasius boundary layer. The spanwise uniformity of the flow was characterized by
measuring the displacement thickness (6,) at 1 cm intervals over a span of 80 cm at
different x-locations. These measurements are summarized in Fig. 2.4. Initially, large
and concentrated peaks in the displacement thickness 6, were discovered and it was
found that the location of these peaks corresponded to the location of seams in the
screens in the settling chamber of the wind tunnel. The peaks in 6, remained confined
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to a very small spanwise extent (< 1 cm) as far as 3 meters downstream from the leading
edge, and were accompanied by increased u' levels within the boundary layer. The last
of four settling chamber screens was replaced, which removed the largest peaks, but as
Figure 2.4 shows, some localized variations still persist and despite extensive efforts,
the cause of these peaks has yet to be determined. At the worst point, the variation
of 6. is about 10% of the mean value at = 1 meter. The cause of these bulges in
the boundary layer are still a mystery. One possibility is that the seams of the screen
created a wake with localized vorticity which then impinged on the plate at the leading
edge and was stretched out in the streamwise direction. However, this does not explain
the peaks present after the new screen was in place. A possible alternative explanation
is that potential fluctuations from the boundary layer on the contraction wall (which
was measured to be turbulent and of varying thickness across the span), were causing
localized disturbances on the flat plate. A third idea was that separation in the diffuser
of the tunnel, downstream of the fan, was somehow leaving a scar in the mean flow which
persisted through the turning vanes, the honeycomb, four screens and the contraction.
However, we were unable to positively correlate any single quantity with the location
of the 6. peaks, which remained at the same position with uncanny persistence.
Since the spanwise variations in the base flow are not symmetrical about the cen-
terline, any effect they may have on the measurements should be detectable in strong
asymmetric features in the measurements. No such deviations were observed in any of
the experiments, indicating that the mean flow variations did not significantly affect
the measurements. Excluding the 'bad' spot at z = -12cm the boundary layer on the
flat plate showed very good agreement with the Blasius solution. The conformity of the
boundary layer to the Blasius solution is shown in Figures 2.5 and 2.6. 78 profiles are
plotted in Fig. 2.5, taken over 13 downstream stations from x = 50 cm to z = 350 cm
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and at six spanwise locations: z = ±5, ±20 and ±30 cm. The data is plotted in the non-
dimensional Blasius coordinate: '7 = yU/zv( - z), using a consistent virtual origin
z, for all the profiles. The virtual origin is a result of slight flow non-uniformities in
the vicinity of the plate leading edge. Figure 2.6 shows the growth of the displacement
thickness (averaged over all spanwise locations) with downstream distance. The symbols
show the measured growth while the curve plots the growth predicted by the Blasius
solution. The good agreement between the measurements and the theoretical values in
both Fig. 2.5 and Fig. 2.6 indicates that while the mean flow does have isolated spots
of spanwise non-uniformity, its development is in accordance with the Blasius solution.
2.5 Flow parameters
Most of the experiments were conducted at a free stream velocity, UOO, of 6 me-
ters/second. As mentioned above, the disturbance generator was located at to = 0.76
meters. Assuming that the mean flow can be described by the Blasius solution for the
boundary layer, we can calculate the relevent flow parameters at z0 = 78 m. These are
given in Table 2.1.
The Reynolds number of 950 falls well above the critical Reynolds number for linear
instabilities which is Res = 520[57]. According to Jordinson's[36] solutions to the
Orr-Sommerfeld equation, at Res = 950, waves with a non-dimensional frequency,
, = 2rf,*/U,, between 0.06 and 0.13 will be amplified. Figure 2.7 shows a power
spectrum of the streamwise velocity taken inside the boundary layer at the a height
where the local mean velocity is 0.3Uo. The spectrum is plotted in normalized dB vs.
frequency, shown in both non-dimensional units, i, and in Hertz. Several features of the
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Table 2.1: Flow parameters for experimental data based on the Blasius solution for the
boundary layer
flow noise can be identified. At the low frequency end, the sharp spikes in the spectrum
result from the ambient noise in the system - the tunnel motor, etc. A broad hump
in the spectrum, from p = 0.07 to 0.16 indicates the linearly amplified modes selected
from the background noise, in good agreement with Jordinson's calculated values. The
peak at 120 Hz is the contamination of the hot wire signal from the mains noise. This
peak is in some ways an artifact of this specific measurement. The hot wire signals
did have some 60 cycle background noise, and this is reflected in the power spectrum.
However, during actual data collection, care was taken to ensure that the each member
of the ensemble average was triggered at random in relation to the phase of the 60 cycle
noise. This ensured that this noise was averaged out by the ensembling process and so
it is not seen in the disturbance measurements.
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l0 0.76 meters
UOO 6.0 meters/second
Displacement thickness, 6. 2.37 mm
Momentum thickness, 6e 0.92 mm
Boundary layer thickness, 6.99 6.9 mm
Re. 304000
Res6 950
2.6 Experimental Procedure
The structure of the disturbed flow, created by the membrane movement, was
mapped out by positioning the hot wire probe at an (, y, z) position downstream of
the membrane and measuring the velocity trace as the disturbance advected past the
probe. The measurement sequence was initiated by a pulse from the computer which
triggered the membrane motion. After waiting a preset time, the velocity record, con-
sisting of 512 points, was digitized at a rate sufficient to capture the disturbance signal
(Typically about 300 jusecs). By measuring at several locations, a complete map of the
structure could be assembled. Two kinds of flow maps were obtained by this procedure.
By positioning the probe at z = 0 and at several y locations through the boundary
layer, a vertical slice of the disturbance through the centerline of the structure was
obtained. The second mapping that was performed was a horizontal slice through the
disturbance at a fixed y/6, from the wall and at several z locations. From these two
kinds of mapping, a good representation of the complete structure could be inferred.
These measurements were carried out at several different z locations downstream from
the membrane location (at x = 0.76 meters from the leading edge of the flat plate).
At each (, y, z) position, 100 events of the disturbance's passage were measured
and an ensemble average was then calculated. In all cases, the disturbance velocity was
extremely coherent, and so the ensemble average is a very faithful representation of an
individual event. As the disturbance grew and started to break down to turbulence,
the coherence of the signals did, however, deteriorate. The averaging process was also
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beneficial in reducing the random background noise. This was especially important at
the edges of the disturbance, where the perturbation velocities were very weak (u 
0.05% of Uce), and the averaging was necessary to pick out the coherent signal from the
incoherent fluctuations present in the flow.
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Figure 2.1: Hot-wire anemometer circuit diagram
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0.4 mm
(a) Single wire probe
0.4 mm
0.4 mm
(b) X-wire probe for u and v components of velocity
~~1 0.220.2 mm
/ o.1 mm
0.2 mm
(c) V-wire probe for u and w components of velocity
Figure 2.2: Hot-wire probe geometry. Single wire for measuring u, x-wire for measuring
u and v, and v-wire for measuring u and w.
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valve operated
by Computer
Figure 2.3: Schematic of the membrane used to generate localized disturbances in the
boundary layer.
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Figure 2.4: Variation of displacement thickness, 6, across the flat plate at z = 1 meter
from the leading edge
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Figure 2.5: Velocity profiles taken
z = 50 - 350cm in 25cm intervals.
sius coordinate: ,j = yvU/iv(z- =o)
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n0.
0.0
= rH/7;-- 7.0
at 78 locations at = 5, ±20 and ±t50 cm,
The data is plotted in the non-dimensional Bla-
x (cm) 400.0
Figure 2.6: Development of 6. with downstream distance. Symbols represent the mea-
sured 6. (averaged over all spanwise locations). Curve represents the evolution predicted
by Blasius theory.
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Figure 2.7: Power spectrum of the streamwise velocity inside the boundary layer where
u/Uo = 0.3. Horizontal axis depicts both frequency in Hertz and non-dimensional
frequency = 2rf 6,/Uo.
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Chapter 3
Weak Disturbances
This chapter discusses the evolution of weak disturbances in the boundary layer.
The classification of a disturbance as being weak needs to be explained. A weak dis-
turbance, in this context, is one in which the advective portion of the disturbance does
not break down to form a turbulent spot. The overall development scenario, then, for
this kind of disturbance is that the transient portion decays (through viscous diffusion)
and the remaining disturbance is a slowly growing wave packet. Thus, the disturbance
is ultimately unstable, but initially only to linear wave growth. It should be noted that
a weak disturbance is not necessarily a linear one. In fact, the experimental results
presented all involve weakly non-linear disturbances. However, many of the dominant
processes observed in the evolution of the disturbance are linear processes, and so the
linear initial value problem is solved in Section 3.2.1 so as to be able to examine these
mechanisms in detail. A second theoretical approach, based on the Flat-Eddy model
proposed by Russell and Landahl[63], is also used. This approach allows for the non-
linear terms to be retained, but assumes that the horizontal pressure gradients may be
neglected as a first approximation. This approach is examined in Section 3.2.2.
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3.1 Experimental Work
A weak disturbance was generated by the membrane and mapped out in the t - y
plane on the centerline (z = 0) as described in the previous chapter. The amplitude
of this disturbance, characterized by the peak-to-peak amplitude of the streamwise
perturbation velocity at Az/6 = 8, was 2.2% of Uo,. A vertical 'cut' through the
boundary layer was measured at several x-locations, starting at Az/6, = 8 and at
regular intervals of approximately 8.56* thereafter. At each x-location, measurements
were taken at 20 y positions through the boundary layer spanning a vertical height
of 56,. The vertical spacing was arranged according to a 1.5 power law so that there
was increased resolution near the wall. All three components of velocity were measured
but several problems with the measurement of the v component were encountered and
these results had to be discarded. The problems in measuring v were associated with
the contamination of the x-wire probe data by the spanwise velocity component of the
disturbance and the strong spanwise shear layers in the streamwise velocity au/az. This
issue is discussed in detail in Appendix A. The spanwise structure of the disturbance was
measured with the v-probe, measuring both u and w at a fixed height in the boundary
layer. The probe was positioned at a height where u/Uo = 0.3 which corresponds to
y/6 = 0.5. The disturbance was mapped out in the t -z plane by taking measurements
at 33 spanwise locations, evenly spaced at 16. intervals and spanning z = ±166,.
3.1.1 Streamwise Disturbance Velocities
The streamwise velocity perturbations at the different x-locations are shown in Fig-
ure 3.la-d. In these figures, as in all subsequent figures, the disturbance is plotted with
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the local mean velocity subtracted. The structure of the streamwise disturbance imme-
diately behind the membrane is a direct result of the nature of the initial disturbance
generation. A region of fluid with decreased velocity is produced by the membrane's up-
ward motion which pushes up low-speed fluid from the near wall region of the boundary
layer. On the subsequent downward motion of the membrane, the negative v velocity
pulls down high-speed fluid from the upper part of the boundary layer, resulting in a
region of accelerated fluid. This is the liftup effect that Landahl discusses[47] in which
fluid elements lifted by the initial conditions retain most of their horizontal momentum
(a mixing length argument) and it is this mechanism that is responsible for the transient
modes of the disturbance.
Figure 3.1 indicates that the structure is tilted over in the downstream direction
(Remember that Figure 3.1 is plotted against time and so the flow can be thought of
as going from right to left). This is typical of the advective portion of a disturbance
which travels at the local mean velocity [24,27]. The disturbance in the upper part of the
boundary layer travels faster than the disturbance close to the wall, and so the effect is to
tilt the whole structure over as it advects downstream creating an inclined shear layer in
the flow. This shear layer can be seen throughout the sequence of pictures in Figure 3.1
and at successive downstream stations the disturbance tilts with an increasingly acute
angle of inclination to the wall intensifying the shear layer accordingly. By Ax/6* = 42,
the inclination angle seems to have reached an equilibrium level at which point the
forcing by the mean shear might be offset by viscous forces, which set a limit on the
intensity of the shear layer. The local advection of fluid particles also results in the
streamwise stretching of the disturbance as it advects downstream since the 'foot' of
the disturbance closer to the wall travels slower than the 'head'.
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After the initial formation of the shear layer, the amplitude of the disturbance
decreases slightly, and then remains relatively constant as the structure moves down-
stream. From Ax/8, = 17 onwards, the peak-to-peak amplitude of the u component
hovers around 2 % of Uo, and only by Ax/6* = 59 does it begin to decay slowly. Dur-
ing this time, the structure grows by elongation, and its length increases linearly from
about 256* at Ax/6* = 17 to about 406* at Ax/6* = 68 (Figure 3.2). Thus, although
the perturbation velocity remains constant, the energy of the disturbance nevertheless
grows as the structure increases in size. This is precisely situation for the algebraic
instability that Landahl discussed[46], and without the effect of viscosity this growth
would continue indefinitely. However, since the flow in reality is dissipative, the advec-
tive part of disturbance does decay slowly as it travels downstream, and on measuring
far downstream, the shear layer was found to have completely disappeared.
The spanwise structure of the disturbance is shown in Figure 3.3a-f. This sequence is
actually for a disturbance somewhat weaker than discussed above, and the peak-to-peak
streamwise disturbance amplitude in this case is only 0.8% of UoO. This decreased am-
plitude enables us more clearly to distinguish between the advective and wave portions
of the disturbance but it also means that the disturbance becomes difficult to measure
experimentally because of its very low amplitude.
The structure of the disturbed flow field immediately behind the disturbance gener-
ator again reflects the motion of the membrane. The regions of low-speed fluid, followed
by high-speed fluid are consequences of the up-down motion of the membrane pushing
up and pulling down fluid particles in the boundary layer. Small lobes are also seen
on either side of the central perturbations. These too are natural consequences of the
membrane's initial movement. The positive v caused by the membrane's upward mo-
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tion is accompanied by a weaker negative v on either side necessitated by continuity. In
an identical manner to the central motion, this downward motion brings with it high
speed fluid from the upper flow, resulting in a small region of locally accelerated fluid.
Thus, the initial structure of streamwise perturbation velocities can be explained by
the vertical rearrangement of fluid elements caused by the normal velocity component
of the initial disturbance field. As mentioned before, this is the lift-up effect in which
the streamwise perturbation velocities result from the integrated effects of the normal
velocities (the initial membrane motion).
We should take a moment at this stage and discuss the validity of inferring spatial
information about the disturbance from the time series data. Clearly we are applying a
Taylor hypothesis in this regard. This is justified since the disturbance does not change
it's structure very significantly from one x-location to the next and is in a state of near
equilibrium. The disturbance does however elongate as it passes by the probe, but even
this is a fairly slow process and a general spatial picture can thus be approximated
directly from the time series.
As we progress downstream, the evolution of the disturbance is observed in Fig-
ure 3.3a-f. By Axz/6 = 42 the distinction between the advective and the dispersive
parts of the disturbance becomes clear. The central core of the structure forms the
advective part discussed thus far while the wave structure becomes more and more
apparent at later -locations. As with the previous case, the u perturbation remains
at a fairly constant level, after an initial decay. The dispersive portion, seen as weak
waves on the edge of the disturbance, is beginning to grow, and forms the swept-back
wave-packet familiar from the results of Gaster and Grant[18,20]. These waves have
a typical frequency which agrees well with the frequency of the most unstable mode
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at that local Reynolds number. Further downstream, the transient portion continues
to decay, while the accompanying waves grow and disperse as they propagate down-
stream. Since the membrane is symmetric about the z-axis, the disturbance should also
show reflective symmetry. This symmetry is initially very good, but there are some
differences in the amplitude of the structure on either side of the plane of symmetry.
These differences are particularly noticeable in Figures 3.3c & d. However, since the
measurements at subsequent x-locations seem to recover their symmetry, it is safe to
assume that the actual disturbance does maintain symmetry fairly well, and that the
apparent asymmetric structures in Figures 3.3c & d are experimental inaccuracies. The
specific source of the inaccuracy remains unexplained but it could be due to a slight
decrease in the pressure supplied to the membrane during the second half of the mea-
surements at those z-locations. This would result in a weaker disturbance generated
during the measurements on one side of the centerline which would explain the observed
asymmetry.
One comment should be made concerning the long 'tail' behind the disturbance seen
in Figure 3.3a. This tail is not a spurious consequence of experimental noise, but rather
can be explained as being part of the transient disturbance. Since the advective portion
travels with the local mean velocity, there must be a part of the disturbance, next to
the wall, which does not propagate at all but rather remains at the point of generation.
Thus, as the disturbance travels downstream, it is in fact 'pinned' to the wall at z = s0,
and stretched out from that point. The tail that Figure 3.3a shows is the evidence of this
pinning. After the main disturbance has passed by, the slow-moving and weak tail still
remains until it is dissipated by viscosity. At the subsequent downstream z-locations,
we should still be able to see the tail, but because of its very low amplitude, it has
already dissipated and is no longer visible.
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3.1.2 Spanwise Disturbance Velocities
The spanwise structure of the spanwise velocity component is shown in Figures 3.4a-
f. As with the streamwise perturbation, the structure of the w component at Az/6* = 8
strongly reflects the initial generation mechanism and the consequences of the lift-up
effect. As discussed above, the upward motion of the membrane generates a positive v
velocity and continuity dictates that accompanying this must be a downward motion
on either side of the central core. This pattern implies that there must be an accom-
panying spanwise flow which converges towards the centerline at the bottom of the
disturbance structure and diverges from the centerline higher up in the boundary layer.
At y/6* = 0.5 (where the measurements were taken), which is low in the boundary
layer, a positive streamwise perturbation should therefore be accompanied by a con-
verging flow and conversely, the downward membrane motion, resulting in a positive
streamwise perturbation should be accompanied by a diverging spanwise flow. Indeed,
this is what is observed in Figure 3.4a. As with the streamwise velocity perturbations,
the w component changes as the disturbance progresses downstream from the compact
format of the advective modes, to the swept-back and more extensive pattern of the
wave-packet. The typical frequency of the w perturbation also changes from one asso-
ciated with the membrane size, to the lower frequency associated with linear instability
waves. The anti-symmetry of the w component of velocity is expected for a disturbance
which is symmetrical in the u and v components with respect to its centerline and the
experimental results show this anti-symmetry with remarkable accuracy.
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3.1.3 Centerline Disturbance Velocities
The progression of the disturbance, and its transition from one dominated by ad-
vected modes to a dispersive wave packet can be examined in more detail by looking
at the streamwise velocity signal along the centerline of the disturbance. This is shown
in Figure 3.5 which shows the u signal from a station immediately behind the mem-
brane to a station Az/6* = 300. As before, the signal behind the membrane reflects
the motion of the membrane. The up-down motion creates a low-speed - high-speed
velocity perturbation in the streamwise velocity signal. This initial amplitude is quite
small, and the peak-to-peak amplitude of the first u signal is 0.8% of UO,. As the dis-
turbance moves downstream the transient stretches and decays, and at an x-location
of about Ax/6 = 200 the disturbance is comprised solely of a wave packet. The dis-
tinction between the transient and dispersive parts is also emphasized by looking at the
propagation velocities of the disturbance at various stages of its development (shown
in Figure 3.6). The propagation speed of the disturbance in its initial phase is 0.33Uoo
which agrees well with the local mean velocity at the height of measurement which was
0.3Uoo. This is what we would expect, as the advective modes do travel at the local
mean velocity. In contrast to this, the phase speed of the wave-packet wave crests further
downstream is 0.35Uoo which is the typical speed for a Tollmien-Schlichting wave in a
boundary layer. The velocities of the leading- and trailing-edges of the wave packet are
0.37Uoo and 0.45Uoo respectively, in good agreement with the envelope speeds measured
by Gaster and Grant [201.
The development of the amplitude of the centerline disturbance velocity is shown in
Figure 3.7. This is plotted in logarithmic coordinates and normalized by the amplitude
at the first z station. Again, the distinction between the transient part of the distur-
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bance and the dispersive part is evident. Initially, when the transient is dominant, the
amplitude decays exponentially as the damped transient modes die out. After a region
of transition, the wave packet establishes itself, and the disturbance grows exponentially
with a spatial growth rate of about 0.005. This is a little lower than the rate predicted
by linear theory, which is about 0.009, but falls within the limits of experimental ac-
curacy. The exponential decay of the transient modes suggests that it is comprised of
higher Orr-Sommerfeld modes which are quite heavily damped. This is a reminder that
while the weak transient part of the disturbance exhibits different characteristics from
the wave modes, the distinction between the two is a conceptual one and the governing
mechanisms are ultimately the same.
3.1.4 Non-Linear Effects
Despite the low amplitude of this disturbance, weak non-linear effects were observed
in the disturbance evolution. These effects were examined by creating the same initial
disturbance as before, with the same initial amplitude, but with opposite sign. Phys-
ically, this was accomplished, as described in Chapter 2, by operating the membrane
with a vacuum source in place of the usual pressure source. The spanwise structure
of this 'negative' disturbance is seen in Figure 3.8. The initial velocity perturbations
are almost identical in structure and amplitude but with opposite sign to those in Fig-
ure 3.3. The similarity includs the initial structure of the disturbance, the decay of
the advective modes, the growth of the wave modes, and the weak tail pinned to the
wall behind the disturbance. However, close examination of the later x-locations reveals
that, for both signs of initial disturbance, at Ax/6* = 76 the positive perturbations have
split into two peaks off the centerline while the negative perturbations remain centered
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at z = 0. These non-linear effects are only seen in the streamwise velocity component,
and no measurable differences were apparent in the w disturbance velocity (Figure 3.4).
The weak non-linearity is again evident in Figure 3.10 in which the centerline stream-
wise velocity perturbation seen in Figure 3.5 (created by the normal up-down membrane
motion) is re-plotted. Superposed on top of this, and plotted with a dotted line, is the
centerline streamwise velocity perturbation of the negative disturbance (created by a
down-up membrane motion), and inverted so as to highlight the similarities and differ-
ences between the two disturbances. Initially, in agreement with the contour plots of
Figures 3.3 and 3.8, the two disturbances are identical in structure, but with opposite
sign. However, by Ax/6 = 40, differences between the two have appeared, and the
effect of the non-linearity is apparent. As the transient decays, and the wave modes
establish themselves as the remnant of the disturbance, the differences disappear and
by Ax/6. = 260 the wave packets are again identical and opposite. The nature of the
non-linearity is clearly not strong and does not have a global effect on the disturbance
since the linearly unstable wave numbers which remain after the transient has decayed
are not affected by the non-linear action which was confined to the damped modes of
the transient portion of the disturbance.
3.1.5 Summary
In this section the experimental investigation of weak disturbances was discussed.
These disturbances can be conceived of as being comprised of two portions - a transient,
or advective portion, and a wave, or dispersive, portion. The transient part derives from
the details of the initial disturbance mechanism and is created by the lift-up of fluid ele-
ments by the membrane's movement. The fluid particles retain most of their streamwise
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momentum resulting in significant streamwise velocity perturbations. This is in agree-
ment with Henningson's results[27], who also found that the horizontal perturbations
quickly dominated the flow field. The wave portion is comprised of a slowly growing
linear wave packet surrounding the transient core. For a weak disturbance the transient
modes decay exponentially, but the length of the disturbance grows linearly, presumably
through the invisicd algebraic instability mechanism. A non-linear mechanism was also
observed, but it was sufficiently weak such that the resultant linear wave packet was
not affected.
3.2 Theoretical Work
Two approaches to the theoretical problem were attempted. The first is the standard
linear initial value problem for a disturbance in a boundary layer, and the second is the
application of the Flat Eddy model, developed by Russell and Landahl[63].
3.2.1 The Linear Initial Value Problem
Derivation of Equations and Numerical Method
The derivation of the equations for the linear, inviscid initial value problem is straight-
forward and our approach follows previous discussions of the problem (e.g. Case[10],
Drazin and Reid[17], Henningson[27], etc) In this analysis, the flow is assumed to be
inviscid and the mean flow is assumed to be two-dimensional and parallel. This as-
sumption is valid for moderate times of evolution since the boundary layer thickness
53
increases according the square root of downstream distance:
61 = 6.o0- (3.1)
and for the typical cases investigated here (zo = 0.76 meters, Res, = 1000) the boundary
layer thickens only 10% over a distance of about 61x/6*o. The velocity is written as a
mean component plus a perturbation:
u = U(y) + (z,y,z,t) (3.2)
v = V(z,y, ,t) (3.3)
w = w(, y,z,t) (3.4)
We can then write the linearized Euler equations for an arbitrary three-dimensional
disturbance:
ut + Uu. + U'v = -pz (3.5)
vt + Uvz = -Pv (3.6)
wt + Uw = -p. (3.7)
where the U' denotes dU/dy. The continuity equation for incompressible flow is given
by
u, + Vy + wA = 0 (3.8)
This system of equations is subject to the boundary conditions that the normal velocity
be zero at the wall, and that all perturbations die out as y - oo, and as , z -- ±ooe.
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The initial perturbation state is defined as
u(x,y,z;t=O) = uo(x,y,z) (3.9)
v(x,y,;t = ) = Vo(Z,y,z) (3.10)
W(x,y,Z;t=O) = wo(,y,z) (3.11)
Taking the Fourier transform in the x and z planes, we obtain
a( + iaU)fi + U' = -iap (3.12)
a
(a +iaU) = -~P (3.13)at
( +i aU)iu = -i/p (3.14)
ia + s + i = o (3.15)
where a and , are the wave numbers in x and z respectively and a tilde denotes a Fourier
transformed quantity. By multiplying Equation 3.12 by ia and Equation 3.14 by i,
adding the two equations and using continuity (equation 3.15) we obtain an equation
for the pressure:
= 2 [(at + ixU)~ - iaUlI (3.16)
where k2 = a2 + 82. Taking the y derivative, and substituting into Equation 3.13 we
get the familiar Rayleigh Equation for the vertical velocity component
( + iacU)(a2 - 2)6 - iaUv = 0 (3.17)
at 49y2
One can also obtain equations for the horizontal velocity components by substituting
Equation 3.16 into the horizontal momentum equations, 3.12 and 3.14:
a /2 ia a( +iU)a =+ ( + iaU)% (3.18)
yat,= v ip a( + i u), i +iaU% (3.19)
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These two equations can be simplified by rotating the horizontal coordinate system by
introducing the transformation
ui = I(af + p#) (3.20)
wv s = Pu - ai') (3.21)
in which il is the velocity component perpendicular to the wave front and til is the
component parallel to the wave front. uil is also related to the derivative of the trans-
formed vertical velocity v#, and tl is related to the Fourier transform of the vertical
vorticity. Applying this transformation to Equations 3.18 and 3.19, we obtain
a i ( + iU) = il + iaU)5 (3.22)
( + iaU)Ii - P U' (3.23)at k
These equations can be integrated directly using the transformed initial conditions yield-
ing:
il = uo e- ia U(v)t + j(Vy- ivoe- i' U(v)t) (3.24)
= e'aU(Y)t -fU1e-iaU(p)t / (y, t')e iU(')t'dt' (3.25)
i and can be retrieved by solving Equations 3.20 and 3.21 for i and Z:
1
u= (auil + iW1l) (3.26)
w= (flil - awl) (3.27)
Equations 3.24 and 3.25 illustrate well the additional term that the three-dimension-
ality presents in the evolution of a disturbance. The equation for il is only non-zero for
a disturbance both with a spanwise structure, and in a mean shear flow, and it is this
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equation that contains the lift-up term described by previous investigators[44,24,27].
The second term in Equation 3.25 contributes when the integrated effect of the vertical
velocity is non-zero and when there is a mean shear U'. Also note that for a sharper
spanwise structure (i.e. for larger values of fi) this effect will be more important.
In order to solve Equations 3.17, 3.22 and 3.23 either some simplifying assumptions
must be made about the mean profile or the initial conditions, or one must resort
to numerical methods of solution. Both Gustavsson[24] and Henningson [27] assumed
piecewise linear profiles for the mean velocity profiles in a boundary layer and a plane
Poiseuille flow respectively, and they were able to integrate the equations in closed form.
The strength of this approach is that the different effects present in the solution are
readily seen in the analytical solution, but the treatment of the mean profile by a series
of linear segments does introduce some spurious behaviour in the solution, especially in
the dispersive portion which is quite sensitive to the mean profile curvature. For the
present work, the complete Blasius profile was used, and the equations were integrated
directly using a finite-difference technique described in the following section.
Solution of the Linear Initial Value problem
The solution to this system of equations derives from the method used by Kim, Moin
and Moser[40] at NASA Ames in their numerical studies of fully developed turbulent
channel flow. Equation 3.17 was solved by breaking it into two equations:
aV2 ~
aV = ia(U" - UV2 ) (3.28)
at a
= ( - kfi (3.29)
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This equation was discretized into J evenly spaced points in the normal direc-
tion, and centered differences were used to approximate vertical derivatives. A Crank-
Nicolson scheme was used to march forward in time, ensuring stability. The resulting
finite difference equations obtained are:
2n+l 2n V +l + V2~n
V2vn+l- V2 = iaAtg(U 2 U ' 3) (3.30)
V25n j+1 I- 2 + j7 k1 (3.31)
Ay 2 3
where the superscript refers to the current time level and the subscript refers to the
vertical level. This system of equations may be written in matrix form for a vector
.n which represents the complete vertical disturbance velocity at time level n: Vf, j =
1 ... J. Writing the equations in this form and after some simple matrix operations we
obtain:
(I + iR)Dv n+ l = (I - iR)Dvn + iS(v"+ l + ,n) (3.32)
where R and S are diagonal matrices associated with the mean profile:
Rj aAtuj (3.33)2
ciAtU!
Sji 2 (3.34)2
D is the (tri-diagonal) matrix associated with the Laplacian derivative in the normal
direction (Equation 3.31) and I is the identity matrix. After some further simple ma-
nipulations, we arrive at an equation for advancing the vertical disturbance velocity:
Zn+l = (D + i(RD - S))-I(D - i(RD - S))Vn (3.35)
It should be noted that for fixed a, , Ay and At, all of these matrices are constant
and need to be evaluated and combined only once, at t = 0. In order to calculate the
disturbance velocity at any subsequent time we need only apply the resultant matrix
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iteratively to the in" array. The matrices are also all tri-diagonal which allows for very
fast manipulation and inversion during the computational cycle.
Equation 3.23 can also be written in matrix form:
(I + iR)*-n+ = (I - iR)* - T(!n+ X+ In) (3.36)
where the matrix R is the same as above and T is another constant diagonal matrix:
T-= A2 I (3.37)
This equation may be integrated at the same time as the Rayleigh equation (Eqn 3.30)
utilizing the current values for in and qn+1.
The computation is made even more simple by making use of the symmetries inherent
in this system of equations. It can be shown readily that equation 3.17 has the following
symmetry properties:
(-c,) = v*(a,fl) (3.38)
v(c- = v(etj8) (3.39)
similarly, for Equations 3.22 and 3.23:
fii(-ta, /) = -f4(ca,pA) (3.40)
x(Al, -fi) = Gx(of) (3.41)
l(-a, f) = ;(af,) (3.42)
tzw(, -,8) = -w 1(a,p) (3.43)
where a * denotes the complex conjugate of a quantity. This implies that if the initial
conditions meet these symmetry requirements, then we only need to carry out the
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calculations for ca, B > 0. The symmetry in i will be naturally satisfied if the initial
condition is symmetric with respect to the z = 0 axis.
Initial Conditions
The initial disturbance was chosen so as to be localized, to satisfy continuity, and to be
a good approximation to the initial disturbance produced in the previously described
experiments. The initial conditions, shown in Figure 3.11 had the form of a pair of
counter rotating streamwise vortices. This disturbance, similar to the one used by
Russell and Landahl[63] and also by Henningson [27], is derived from a two-dimensional
stream function:
u = O;v= w= (3.44)
dz iy
where
' = AZyige- f 2 -g- 22 (3.45)
and i, 9, z are coordinates scaled by some characteristic lengths: 1I, Iv and lz:
= X/1I; 9 = Y/lv; , = z/l, (3.46)
For the present results the scaling lengths used were: l, = 56*, lv = 1.28 , and 1, = 66,;
chosen so as to best approximate the experimental conditions. The amplitude factor
A was chosen to approximate the experimental conditions. One should be careful not
to confuse the value of A with the amplitude described in the previous section which
referred to the peak-to-peak amplitude of the resultant disturbance. The two are not the
same (at all), and should not be confused. At time t = 0 the center of the disturbance
is located at x = 0, z = 0.
60
Results of Initial Value Problem
Equations 3.35 and 3.36 were solved numerically using standard routines for tri-diagonal
matrices. The calculation used 64 modes in ca and 32 modes in fl. The computational
domain was a box, 2006. in the streamwise direction and 506. in the spanwise direction.
The vertical direction was discretized into 41 equally spaced points from y/6* = 0 to 6.
The boundary conditions were that the vertical velocity be zero at the wall: v(O) = 0,
and decay exponentially in the free stream: v cc e- kY. Fast Fourier Transforms were
used to convert the final results from wavenumber space back to physical space, and
the above-mentioned symmetry properties of the equations and initial conditions were
used to make the computations more efficient.
Figure 3.12 shows the streamwise disturbance velocity, plotted in the x - y plane
at three times: t = 25, 50 and 75. In this figure, and in subsequent theoretical results,
the horizontal axis is x (not t as in the experimental data), and the flow is from left to
right. The sequence of snap-shots show the development of the disturbance and bear a
strong resemblance to the experimental data. Initially, there is no u component, but as a
result of the initial conditions lifting up fluid elements vertically, the familiar low-speed
- high-speed patches of fluid are seen, and the tilting by the action of the mean shear
is also observed. As with the experimental data, the action of the mean shear is to tilt
the structure over and to stretch it out in the streamwise direction. This creates an
internal shear layer which is continually intensified by the streamwise elongation of the
structure. Since there is no viscosity to limit the shear layer thickness by diffusion of the
local vorticity in the shear layer, it continues to intensify with increasing time. Another
result to note is the increasing amplitude of the disturbance. One should remember
that this is an inviscid calculation, and hence there is no growth or decay of waves. All
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modes are neutrally stable. This means that the growth of the disturbance is not due
to an instability, but rather it is due to the liftup of fluid elements by the v component
of the initial disturbance. As v decays (see Figure 3.13), this liftup will end, and at that
point the disturbance amplitudes will not increase any further. The algebraic instability
mechanism discussed by Landahl[46] predicts that the energy of the disturbance will
grow linear with time provided
f vodxz #0 (3.47)
-oo
For this particular choice of initial conditions, this integral is equal to zero, and so we
would not expect to see the algebraic growth for long times for this specific calculation.
The spanwise structure predicted by the linear theory is shown in Figure 3.14. The
strong similarity with the experimental results confirms that the choice of initial condi-
tions in order to match the experimental results was an appropriate one. In this view,
the distinction between the transient and dispersive modes is again apparent. As be-
fore, the streamwise structure at first reflects the initial conditions, including the side
lobes representing the return flow of the initial eddy structure. As time progresses,
the transient core increases in strength, but in addition, the wave structure on the side
of the disturbance also develops. As already noted, the lack of growing modes in the
inviscid case requires that all growth shown in the streamwise velocity component be a
result of the liftup effect and the subsequent action of the mean shear. The dominant
nature of the liftup effect is illustrated in Figure 3.15 in which the contribution to u
velocity component from the vertical vorticity component, wl is plotted at t = 75. The
flow pattern from the wl component alone, which is only present in a three-dimensional
disturbance, is almost indistinguishable from the full solution (Figure 3.14c), indicating
that for a localized disturbance, the three-dimensionality is the dominant feature of the
flow. One should be careful not to confuse the ul and wl parts of the flow with the tran-
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sient and dispersive parts of the disturbance discussed earlier. Figure 3.15 shows that
the wl portion of the disturbance contains both the advective part of the disturbance
as well as the dispersive part.
The vertical component of velocity is shown in Figures 3.16 and 3.17. The picture
here is quite different from that of the streamwise and spanwise components, and it
serves to highlight the qualitatively different behaviours of the normal and the horizontal
components of velocity. The normal velocity essentially maintains it's initial vertical
structure, and does not show the formation of the shear layer, or any other aspects of the
transient modes. This behaviour is expected since the v component is governed solely
by the Rayleigh equation (Equation 3.17), and thus is only related to pressure. The
horizontal velocities are governed by the two auxiliary equations (Equations 3.18,3.19)
which, in addition to being driven by the vertical velocity, are also coupled to the initial
conditions and the three-dimensionality of the disturbance field. This difference between
the two velocities is essential. Figure 3.17 illustrates this further. Whereas the horizontal
velocities showed the growth of the transient at the core of the disturbance, the normal
velocity does not exhibit this at all, but only shows the development of the wave field
(which is, of course, the pressure wave dictated by the Rayleigh Equation). It does
appear that the amplitude of the waves are decaying as time increases, and this would
seem to contradict the neutrally stable solutions of the inviscid equations. However, the
wave energy remains constant, but since the waves disperse as they propagate, the wave
amplitudes must decay accordingly. Since the dispersion is in two directions, x and z,
we would expect v to decay as 1/t2 .
The amplitude evolution of the disturbance is summarized in Figure 3.13 which
plots the peak-to-peak disturbance amplitude as a function of time. From tU/6, = 0 to
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about 40 the growth is linear and this growth is the initial lift-up of fluid elements by the
vertical velocity. For larger times, v decays as we would expect, and consequently, the
growth in the horizontal velocities slows. We do not see a leveling off of the u amplitude
as was observed in the experimental results. This is because the v component does not
decay very fast and so a relatively long time is required for the lift-up process to finish.
As discussed earlier, the v component should decay as 1/t2 . However, the calculations
indicate that it is a slower decay, more like 1it. This might be due to the limited spanwise
size of the computational domain which could force the disturbance to behave in a two-
dimensional manner and would dictate a 1/t decay rate. The streamwise extent of the
domain also becomes a limiting factor for large times. By t = 150, the disturbance has
stretched so much that it exceeds the computational box and the influence of adjacent
disturbances (via the periodic boundary conditions) probably affects the solution. This
might account for the strange behaviour in the w component at large times.
3.2.2 Flat-Eddy Model
The Flat-Eddy model, introduced by Russell and Landahl[63] represents a different
approximation to the flow than the linear problem discussed above. Whereas in the
linear problem the approximation is that the disturbance velocities only interact with the
mean flow, this assumption is not needed in the flat-eddy approximation. Instead, as the
name might suggest, the assumption is made that the vertical scale of the disturbance
Iv is much smaller than the horizontal scales l, 1, and that the eddy appears much
like a pancake, or a strip of bacon. As will be discussed later on, this approximation
allows us to examine the transient portion of the disturbance without the low-amplitude
restriction of the linear theory
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As with the linear problem discussed in the previous section, we shall assume that
the flow is incompressible, parallel and inviscid. The flat-eddy equations are derived
by looking at the initial value problem in a Lagrangian reference frame. In this ap-
proximation, we assume that momentum is conserved in the horizontal plane and we
solve the system by integrating the continuity equation in Lagrangian coordinates. (For
a detailed derivation and discussion of the model, see Russell and Landahl[63], and
Landahl[47])
Derivation of the Flat-Eddy equations
The equations of motion in a Lagrangian frame of reference represents the flow field
in terms of the position of individual fluid elements. Each fluid particle is marked at
time t = 0 by the cartesian coordinate ((O),r(O),S(O)) and that particle's location
at subsequent times is denoted by (~(t), t(t), (t)). In Lagrangian coordinates, the
continuity equation is simply represented by the Jacobian which dictates that volumes
in Eulerian space (,y, z) are conserved in Lagrangian space (, rl, ):
a(zyz)
writing explicitly the second component of this system of equations, we get three equa-
tions relating (, y, z) to (, i7, ):
a(y = XStz - zt (3.48)
aTj
ay = X - zie (3.49)
ayz - z"C (3.50)
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The Euler equations, in Lagrangian coordinates are almost trivial:
Dui _ p (3.51)
Dt axi
The z and z momentum equations can be integrated once:
u = U(y)+uo-f axd t (3.52)
w = wo- dt (3.53)
and integrated again:
x = + (U(y) + uo)t - -t) dt (3.54)
Z = f+wot- f(t -t') dt' (3.55)
Thus far, the equations are exact (although inviscid). Landahl[47] showed that for
an eddy whose typical vertical scale Iv is small compared to its horizontal scales, the
pressure terms are of order e and may be neglected for moderate times. By neglecting
the pressure terms, we can substitute Equations 3.54 and 3.55 into Equation 3.50, which
yields a system of ordinary differential equations for the Lagrangian coordinates:
= -U(y),t - uot - U(y),w0ot2 + (orWOr1 - u0o1wo)t2 (3.56)dy
i = 1 - v0ot + (uofw0o - uocwoe)t2 (3.57)dy
d = -two, + U(y),7wot + (o,7wot - ofWo,)t2 (3.58)
These equations can be easily integrated using standard ODE techniques to give C(y), q (y)
and ¢(y) for any given fixed (z,z)-location and time t. By sweeping through several
(x, z) pairs, one can calculate the Lagrangian coordinates associated with the entire
Eulerian field at any given time. The Lagrangian coordinate at a point (, y, z) informs
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us of where the fluid particle at that point originated, and since we have neglected the
pressure forces in this approximation, the velocity of that particle will not have changed
in the intermediate time. Thus, one can construct the Eulerian velocity field from this
information.
The motivation behind this derivation is clear. From the results thus far we have
seen that for a general disturbance, the transient part plays an extremely important role
in the disturbance's evolution. In the linear initial value problem discussed above, the
transient portion was represented by two equations for the horizontal velocity field which
depended on the initial conditions and specifically on the spanwise structure of the initial
disturbance. This is the equation for the vertical vorticity that Benney & Gustavsson[5]
and Henningson [27] discussed. The flat-eddy equations derived here directly model
the vertical vorticity which represents the transient portion, while ignoring the pressure
effects which model the wave modes of the disturbance. In formulating the equations
in this manner, we have been able to retain all of the non-linear terms in the equations.
This should allow a more detailed examination of finite amplitude effects. However,
caution must be used since the neglect of the pressure terms will limit the validity of
results for strongly non-linear flows with sharp gradients. Similarly, for large times, the
integrated effects of pressure will introduce significant errors into the calculations.
Another aspect of the flat-eddy approximation that should be noted is that since
wave modes are excluded from the solution, not only will the wave portion of the
disturbance not be modeled, but also any secondary instabilities that might arise from
the mean flow distortion will not be realized in the calculations.
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Results and Discussion
The flat-eddy equations, (Eqns 3.56 - 3.58) were solved using a standard fourth-order
Runge-Kutta integration technique. The initial conditions used were as described in
the previous section. Figure 3.18 shows the evolution of the disturbance at three times,
tU/6* = 25, 50 and 75. Several features that have been seen in both the experiments and
the linear theory are present here. One first notices the establishment of the streamwise
perturbation velocities by the vertical motion of the initial disturbance, and how the
mean velocity tilts the structure over forming an internal shear layer in the boundary
layer. As time increases, the tilting continues until a sharp, intense shear layer is
formed. In the real flow, this was abated by the diffusive action of viscosity, but since the
calculations are inviscid, the shear layer in the theoretical studies is considerably sharper
than when compared with the experimental results. We also see the intensification of
the downstream low-speed side of the disturbance at the expense of the high-speed
region further upstream. This is in agreement with the experimental data which also
shows a preference for the low-speed side of the disturbance. The other feature which is
reminiscent of the experimental results is the long tail that trails behind the disturbance,
leading back to the initial location of the counter-rotating eddies. This tail, as with the
experimental data, is due to the fact that the structure is 'pinned' to the wall close to
y = 0. Since the local velocity there is almost zero, the disturbance hardly moves and
so drags its tail behind as the rest of the structure moves at the faster local velocities
present in the upper part of the boundary layer.
Figure 3.19 shows the spanwise structure of the streamwise disturbance velocity
calculated by the flat-eddy equations. For short times, the structure of the disturbance
is very similar to both the linear theory and the experimental results, and since this
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initial structure is determined by the liftup of fluid elements, this agreement is not
surprising. For longer times, the essential features of the linear theory are reproduced.
The front part of the disturbance propagates more-or-less unchanged except that the
central low-speed region intensifies as it travels downstream. The upstream side of
the disturbance has quite a different behaviour. It is stretched out and decreases in
amplitude as it travels. This is in qualitative agreement with the linear theory, although
here the decrease in the amplitude and the elongation of the contours is more marked
than in the linear theory. Figure 3.20 shows the same view as Figure 3.19 except that
the initial condition was of opposite sign, i.e. A = -0.05. Here, the weakly non-linear
effects seen in the experiments are also observed, although a direct association is not
perfect. The negative disturbance has a similar structure to the positive disturbance
but it is not quite equal and opposite. The negative perturbations in Fig. 3.20 are all
slightly larger than their equivalent positive perturbation in Fig. 3.19 indicating that the
non-linear effects amplify the low-speed regions preferentially. This seems to be born
out by the experimental data in which the low-speed perturbations are consistently
larger in amplitude than the positive perturbations. Although the main features of
the structure are reproduced by the flat-eddy calculations, the agreement is somewhat
tentative. This, perhaps, is not surprising since the flat-eddy model is only modelling
the advective terms, and for the weak disturbances, those terms are ultimately not
the important features of the disturbance structure. One would expect that for the
stronger disturbance, in which the transient plays a more dominant role, the flat-eddy
calculations might be more appropriate.
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3.2.3 Summary
This section has described two approaches to modeling the evolution of weak dis-
turbances. The first, the linear initial value problem, illustrates well the distinctions
between the transient and the wave portions of the disturbance as well as emphasizing
the relative importance of the vertical vorticity modes in defining the evolution of a
three-dimensional disturbance. The linear solutions exhibits the formation of an inter-
nal shear layer through the liftup of fluid and its algebraic growth, both associated with
the three dimensional nature of the disturbance. The second theoretical approach, the
flat-eddy model, looks only at the transient portion of the disturbance, and captures
well the formation of the shear layer and several features of the disturbance evolution.
The weak non-linearity seen in the experimental results is also modeled by the flat-eddy
theory although the correspondence is less convincing. Both of the theoretical mod-
els are inviscid approximations and so the disturbance evolves undamped by viscosity.
This means that while the transient part from a low-amplitude real disturbance will
eventually decay, it grows unchecked in the numerical simulations.
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Figure 3.1: Experimental data. Contours of streamwise perturbation velocity at z = 0.0.
Contour levels: 0.003Uoo. Solid lines represent positive contours, dotted lines represent
negative contours.
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Figure 3.3: (Continued). Experimental data. Contours of streamwise velocity at
y/6 = 0.5. Contour levels: 0.0005UO. Solid lines represent positive contours, dot-
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Figure 3.11: Schematic of initial conditions used in numerical studies to simulate mem-
brane motion. Perturbation represents two pairs of counter-rotating streamwise vortices
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Chapter 4
Strong Disturbances
This chapter discusses the evolution of disturbances in which the transient modes
do not decay, as was seen in the previous chapter. As we shall demonstrate, two pro-
cesses govern the growth of the strong initial disturbance. The first is growth driven
by nonlinear processes, which are now strong enough to overcome viscous effects and
drive the disturbance to amplify as it advects, generating an increasingly sharp span-
wise structure. The second mechanism is a secondary instability that develops on the
distorted mean profile. The transient disturbance is strong enough such that the in-
ternal shear layer formed distorts the mean profile with enough amplitude, and for
enough time to allow a secondary instability to grow on the inflectional profile. As we
shall see, the growth rates for the secondary instability are significantly higher that the
Tollmien-Schlichting wave growth rates for the Blasius boundary layer.
The majority of the results presented here will be from a full Navier-Stokes sim-
ulation of the initial-value problem. These results are uniquely valuable in that the
pressure and all three components of velocity are available throughout the entire flow
field. In addition to these results, we shall present some additional calculations from
the flat-eddy model[63], and also some accompanying experimental results.
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4.1 Numerical Simulation
The initial-value problem was solved numerically using a full Navier-Stokes boundary
layer code developed by Spalart[68] at NASA Ames Research Center. We shall briefly
outline the numerical method on which it is based, but the reader is referred to Spalart's
papers[68,69] for the details of the technique.
4.1.1 Numerical Scheme
The boundary layer code is designed to solve the three-dimensional, incompressible
time-dependant Navier-Stokes equations for the flow over a flat plate. The boundary
conditions in the horizontal plane are periodic, and a Fourier decomposition is used in
the x-z plane. For the initial-value problem, this means that we are actually computing
the evolution of an infinite array of disturbances, each evolving simultaneously. In order
to enforce periodicity in the z-direction, the downstream growth of the boundary layer
must be accounted for. This is achieved by writing the equations in a similarity form
so that the boundary layer height remains fixed in the new coordinate system. Once
this has been accomplished, the spatial growth of the boundary layer is simulated by a
temporal growth introduced into the equations of motion. This effectively transforms
the computational box into a moving frame of reference so that, as the disturbance
propagates downstream, the computational box follows with it, and the boundary layer
thickens accordingly.
The discretization in the vertical direction is accomplished with Jacobi polynomials
which give good resolution near the wall and decreasing resolution in the free stream.
They do have the disadvantage that there does not exist a fast Jacobi transform, sim-
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ilar to the fast Fourier transform or the fast Chebychev transform, and so the vertical
decomposition requires O(N2 ) operations rather than O(Nlog N) operations possible
using FFT routines. This means that for a large number of vertical modes, the cal-
culation slows significantly. For the present problem, the number of vertical modes
needed to achieve the desired accuracy was only 35 and so the inversion of the Jacobi
polynomials was not computationally expensive. The code is written in VECTORAL,
a programming language developed at NASA Ames Research Center which implements
vectorized calculations very efficiently on the NASA Ames Cray X-MP computer. The
results presented here were run using a 128 x 128 x 35 grid, (in the z, z and y directions
respectively) and the computational box was 1006, x 506* in the z and z directions. (The
entire semi-infinite half plane: y = 0 to oo is calculated by an exponential mapping into
a finite domain). Each time-step took about 15 seconds of CPU time, and about 50
time-steps were needed to advance the solution 100 non-dimensional time units, tUo/6..
For the present results, the initial conditions were placed at x = 0, z = 0 at time
t = 0 and the flow field was integrated forward in time. The initial conditions used were
the pair of counter-rotating eddies that were considered in the previous chapter. For
the current calculations, the value for the amplitude factor used in the initial conditions
was A = 0.2. This value corresponded to an initial peak-to-peak v perturbation of 1%
of U00.
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4.1.2 Velocity Contours
Horizontal Velocities
The series of plots shown in Figure 4.1a-f show the centerline perturbation velocity field
in the z - y plane at several non-dimensional times. The picture in the first few frames
is by now very familiar. The lift-up effect creates two adjoining regions of fluid, a low-
speed region and a high-speed region further upstream. The action of the mean shear
tilts the structure over and stretches it and an internal shear layer is formed in the flow.
Note that the perturbation levels here are quite high: the peak-to-peak perturbation
at t = 43 is of the order of 5% of Uoo and as the disturbance travels downstream, the
amplitude of u grows at a slow rate until it begins to rise sharply at t = 117. At later
times, there are some new features that were not seen in the low-amplitude results. At
t = 99, a 'necking' of the structure begins to appear at z = 45. This necking intensifies,
and by t = 136 the structure seems to have broken into two parts. As we shall see, this is
in fact a wave which is growing on the back of the shear layer and causing the structure
to break down eventually. The contours are not very descriptive in this regard, but the
nature of the secondary disturbance will be clearer in the following discussion.
The spanwise structure of the disturbance is shown in Figure 4.2a-f. Again, several
similarities with the low-amplitude results can be seen. The initial pattern of the u
component is the same as in the linear results, and as time increases, the surrounding
wave packet develops and grows as we saw in the weak disturbance. The necking seen
in Figure 4.1 is reflected along the centerline of the contour plots at times t = 117 and
t = 136. The most prominent feature that is new to the high-amplitude disturbance
is the development of the strong spanwise shear layers and the long, thin regions of
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high-speed fluid that straddle the central low-speed core of the disturbance as shown in
Figure 4.2. This was hinted at in the linear calculations, although the intensity of the
'strips' and their spanwise inclination to the streamwise direction is a new aspect of the
disturbance structure. The wave packet seen in the linear calculations accompanying
the transient structure is also present in the full simulations, but by t = 99, it no longer
contributes significantly to the structure of the disturbance. From that time, the waves
are only a low-amplitude addition to the main part of the disturbance which has derived
from the transient.
The 'streakiness' in the streamwise velocity is very suggestive of what is seen in
turbulent flows, and this aspect of the flow will be discussed in detail in Chapter 5.
Swearingen & Blackwelder[71] also noted that for a flow in which there are streamwise
Gbrtler vortices, strong spanwise gradients, au/az, develop which are comparable in
amplitude to the shear, U/8y, in the normal direction. They suggested that the
secondary instability was associated more with the spanwise gradients than with the
normal gradients. The maximum perturbation velocity gradient in the x, y and z
directions at each time are tabulated in Table 4.1. These values are normalized by the
vertical velocity gradient at the wall. Note that the vertical shear does not include
the shear from the mean (Blasius) profile. Even without this, the shear in the normal
direction is considerably greater that the horizontal (spanwise) gradients, and close to
the wall, this dominance will be more pronounced. However, the spanwise shear does
become significant at later times, and the possibility of an instability deriving from the
cross-stream gradient cannot be discounted, although it was not observed during the
time span computed for this particular disturbance.
The spanwise velocities do not evolve in the same way as the u component as Fig-
100
Table 4.1: Maximum velocity gradients in z, y
non-dimensionalized by the mean shear at the
ure 4.3a-f shows. The initial conditions have
structure remains intact with additional lobes
as time progresses.
and z directions. Velocity gradients are
wall: (U/ay),=o.
a four-fold symmetry, and the original
and waves adding onto the disturbance
It is interesting to note that the highly oblique strips that so
markedly characterized the streamwise velocity contours are not visible here, and the w
component seems to be insensitive to the high spanwise gradients that the streamwise
flow develops. We shall see that this was also true for the pressure.
Vertical Velocity
The centerline structure of the vertical velocity field is shown in Figure 4.4 and the
distinction between the wave modes and the advective modes is made clear once again
when we compare the v field with the u field. The normal component shows none
of the structure of the streamwise component and the internal shear layer that the
lift-up has created. Whereas the u perturbations are confined to the boundary layer
(y/b* < 3), the normal velocity extends well into the free stream before decaying. This
difference makes sense when one recalls the linear equations for the horizontal velocities
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Time au8u au au 2m2 B 1a a( a(uL e min I (l min m(T in (30)maz uI) 2max1/m4 I
43 -0.034 -0.167 -0.034 0.017 0.192 0.042
62 -0.035 -0.242 -0.046 0.018 0.245 0.063
80 -0.035 -0.282 -0.058 0.018 0.273 0.094
99 -0.034 -0.293 -0.074 0.028 0.274 0.139
117 -0.040 -0.335 -0.100 0.041 0.399 0.193
136 -0.050 -0.439 -0.144 0.056 0.549 0.245
(Equation 3.22 and 3.23) which show that the wl component (which we demonstrated
to be the dominant component) only exists in the presence of a mean shear. In contrast
to this, the vertical component (governed in the linear case by the Orr-Sommerfeld
equation or the Rayleigh equation, Eqn. 3.17) does not directly involve the mean shear,
and decays in the free stream according to e- k v , thus extending well beyond the edge
of the boundary layer.
As time increases, the structure of the v field increases in complication and we
see waves beginning to develop in the downstream side of the structure. These waves
grow in the successive time frames, eventually filling the entire structure. In the linear
problem, the v component decays, and this is partially reproduced in the upstream
side of the disturbance. The negative perturbation, corresponding to an accelerated
(and therefore stabilized) mean flow, does not develop any wave structure and simply
propagates downstream, unchanged (and unstretched), slowly decaying in amplitude as
time progresses.
The wave development is not very clearly depicted by the contour plots. So as to
get a better look at the secondary wave, the actual u- and v-velocity trace is shown in
Figure 4.6. Here u(x) is shown by a solid line and v(x) by a dotted line at different
times at a height of y/6* = 1.05, which cuts through the center of the wave field. v
is plotted with a magnification of ten so that its plotted amplitude is comparable with
that of the u signal.
The u component at t = 43 looks very similar to the experimental data from the
weak disturbance in the previous chapter (Figure 3.5) reflecting the lift-up of fluid
by the initial velocity field. Similarly, the v signal corresponds exactly to the initial
perturbations that were prescribed in the counter-rotating eddies. However, as time
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Table 4.2: Characteristics of secondary waves: Wavenumber and Phase Speed
progresses, a wave packet appears, riding on the back of the shear layer. Gustavsson
commented[24] that because the v component is not affected by the lift-up effect, wave
phenomena should be easier to detect in the vertical velocity than in the streamwise
velocity, and this is true here. The u signal does not reflect any of the wave motion
until t = 99 at which point the wave has grown to a high amplitude and a kink in
the v profile appears. In the meantime, the v signal shows the wave packet growing
and propagating downstream with the rest of the shear layer structure. By taking the
power spectrum of each v signal in Figure 4.6, we can find the wavenumber of the most
amplified mode in the wave packet. In addition to this, we can graphically estimate the
phase speed of the wave by measuring the distance traveled by a wave crest between each
time frame. These quantities are summarized in Table 4.2. The phase speed remains
approximately constant at 0.4Uoo which coincides with the average propagation speed
of the shear layer on which it rides. The wavenumber, however, continues to decrease
linearly until t = 117 at which time the scale of the wave is so similar to that of the
rest of the disturbance, that the concept of wave perturbing a distorted mean flow no
longer makes sense.
The spanwise structure of the v component (Figure 4.5) does not yield anything
new. The strong oblique strips, seen in the u component are also seen here as regions
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Time Wavenumber Phase Speed
tUoo6, a, cr/Uoo
62 1.01 -
80 0.83 0.42
99 0.61 0.38
117 0.50 0.42
of strong downward motion. This is consistent with the lift-up effect (in reverse) and
here the negative v motion brings high-speed fluid down from the upper part of the
boundary layer to create the accelerated regions in the u component. The secondary
wave motion is clearly seen in the t = 62 frame, and the transition of the wave from
a two-dimensional wave to an oblique packet can be followed in the next few contour
plots. Note that in agreement with the u plots, the wave packet originating from the
initial conditions does not contribute significantly to the structure of the disturbance.
4.1.3 Pressure Contours
One of the features of the numerical data that makes it unique is that in addition
to the velocity field, it gives the pressure throughout the entire flow field. This is, of
course, impossible to achieve in the laboratory where the only pressure data available
are at the wall, and even then usually only at a limited number of locations. We might
expect that the pressure will depend little on y in accordance with the steady state
boundary layer result. This is confirmed in Figure 4.7, in which the pressure at z = 0.0
remains approximately constant through the boundary layer, only decaying in the free-
stream as y - oo. (note that the vertical coordinate in Figure 4.7 is stretched, and so
the normal gradients are in fact somewhat higher than they appear. Nevertheless, the
pressure only begins to change when y > 2) The decay of the pressure in the free stream
is also predicted by the linear inviscid theory (Eqn. 3.16) in which the pressure in the
free-stream is linearly related to av/ay. Since v decays as e- ky in the free stream, the
pressure must decay accordingly. The reason for the jaggedness in the pressure contours
is not clear, but it is thought that it lies in the numerical error accrued while calculating
the pressure from the velocity field. The pressure does not actually appear directly in
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the equations that are numerically integrated, and so it is calculated afterwards by
solving a Poisson equation. This may have some inaccuracies associated with it which
cause the saw-tooth lines in the pressure contours.
According to linear theory, the pressure depends solely on the vertical velocity and
the mean profile but the nonlinear effects will generally include interactions with other
velocity components. However, if one compares the pressure contours at z = 0.0 in
Figure 4.7 with the similar plot for the vertical velocity (Figure 4.4), one sees that
the two signals are strongly related, and that the pressure peaks coincide with the
maxima in the streamwise gradient of the v component. This is exactly the leading term
in the equation for the pressure derived in the previous chapter (Equation 3.16) and
suggests that the dominant term in the pressure equation is the mean shear interaction,
U'av/az. This is in agreement with the results of Johansson, Her and Haritonidis[35]
who investigated the relationship between wall pressure and the velocity field in a fully
turbulent boundary layer. We shall discuss this at length in Chapter 5 when we examine
the associations between this flow and fully turbulent wall flows.
The spanwise structure of the pressure (Figure 4.8) also reflects the dependence on
the streamwise gradient of v, although the structure is somewhat more complicated. For
the early times, when the gradients in the flow are not very sharp, the pressure peaks
do tend to align themselves with the streamwise gradients in v. However, as the flow
becomes more complex, this correspondence is not so clear. However, there does not
appear to be any effect on the pressure by the sharp spanwise gradients in the flow field
and we do not observe the marked spanwise strips that both the u and the v exhibited
(this is also true for the w component of velocity). This is to be expected, since the
linear equation for the pressure (Equation 3.16) depends only weakly on the spanwise
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gradients in v.
The pressure field is also useful in evaluating the validity of the flat-eddy model.
The basic assumption of the flat-eddy approximation was that the horizontal pressure
gradients were negligible, and this allowed us to write the equations in a simple form.
The pressure contours of Figure 4.8 indicate that while the pressure does not initially
develop strong gradients, by later times, substantial gradients in both the streamwise
and the spanwise directions have developed, possibly associated with the secondary
instability. These will contribute significantly to the breakdown of the flat-eddy model's
validity.
4.1.4 Power Spectra
We have observed two features of the high-amplitude disturbance that were not
seen in the weak disturbances discussed in Chapter 3. These features, namely the
development of long alternating strips of high- and low-speed fluid, and the growth of
secondary instabilities on the distorted mean profile, can be clearly seen by examining
the power spectra of the velocity field for the disturbance. The wavenumber spectra
for the v field are shown in Figure 4.9a-f. The initial spectrum has the oval shape and
exponential decay corresponding to the initial conditions, but very quickly, at t = 62
we see that a peak is beginning to emerge at ca6. = 0.3, 6*. = 1.3. This wave angle
corresponds to the emergence of the two oblique strips of downward-moving fluid that
have appeared on either side of the centerline in Figure 4.5c, and as they intensify, the
peak in the power spectrum also intensifies. As the structure grows, it is elongated (by
the stretching of the mean shear and the algebraic instability) and so the peak moves
towards a lower value of a6.. By t = 117, a second oblique structure is beginning to
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emerge, again at a, = 0.2 but at a higher spanwise wave number: BP, = 2.5. On
examination of Figure 4.5f, it becomes clear that the original bar has subdivided into
two sub-bars, each with a sharper spanwise gradient than the first, hence the higher
value for B6.. Although the calculation does not continue beyond t = 137, the spectra at
that time indicate that this process seems to be repeating itself in a cascade of some sort:
each new peak in the spectrum forming a platform from which the next peak develops
at a smaller spanwise scale. By reading from the power spectra at t = 136, we find that
the values of (ci,,) at each peak are approximately: (0.0,0.7),(0.1,1.3),(0.2,2.0) etc.,
suggesting that each peak is a multiple of the first spanwise peak and that the nonlinear
mechanism serves to introduce higher harmonics as time progresses. The selection of
the value for ca and i at the original peak is not clear and it must still be determined
whether there is a linear or nonlinear selection mechanism, and what parameters govern
that scale selection. The emergence of the initial spanwise peak at tU/l6, = 62 from
the background suggests that it is a non linear selection mechanism, but this must be
examined further.
By the later times, the distinct peaks in the spectrum are beginning to merge to-
gether. We would expect that at some later point, the spectrum will eventually become
continuous and the disturbance will have degenerated into a turbulent spot.
The second process that was observed - the secondary wave growth - is also seen in
the power spectra. Starting at t = 99 a small peak appears at ca8. = 0.7, 8 = 0.0. This
corresponds the two dimensional wave packet that was observed growing on the back of
the distorted mean profile at z = 0.0. As the disturbance progresses, the wave number
decreases, indicating that the instability wave stretches with the structure. In addition
to this, the peak of the wave packet moves off the = 0.0 axis. This development is
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very similar to the development of the low-amplitude wave packet measured by Gaster
and Grant[20] in which they noted that at the last station, the maximum amplitude of
the power spectra had shifted from a two-dimensional mode, to an oblique mode. This
is exactly what has happened to the secondary instability in the present case, and it
raises the possibility that the nonlinear mechanism responsible for both flows may be
the same. By t = 136, a subsequent peak at a6. = 0.5, 6* = 2 is also emerging at
this time. This suggests that the same mechanism that generated the cascade of scales
in the oblique strips might also be responsible for this multiplication of scales resulting
from the secondary instability.
4.1.5 Stability Calculations for Secondary Waves
One of the key mechanisms that was observed in the evolution of the initial distur-
bance was the growth of a secondary instability on the profile distorted by the strong
initial perturbations. This was seen first in the v signal as a two-dimensional wave packet
which rapidly grew and was eventually reflected in the u component. In an attempt
to confirm the nature of this instability, calculations based on a parallel-flow instability
theory were performed to examine the stability characteristics of the distorted mean
profile. The application of parallel flow instability theory to this problem needs some
justification since the flow is neither parallel, nor spatially homogeneous. However, the
instability waves, which are first seen in the velocity signals at t = 62, have a typical
wavelength which is initially an order of magnitude smaller than the dimension of the
shear layer, and so we can make the assumption of a locally homogeneous mean flow.
The problem of a non-parallel flow is dealt with by arguing that the vertical velocity
is very small compared with the streamwise component (the vertical perturbations are
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about 0.5% of the free stream velocity), and so they can also be discounted. While
this is not a very rigorous argument, the results will indicate that the assumptions are
surprisingly valid.
The waves are first seen emerging in the v signal by t = 62, and for this reason the
calculations were performed for the flow field at that time. The distorted mean profile
was extracted from the numerical simulation data at a single point in the flow field
where the waves were observed: x = 33, z = 0. The extracted profile was smoothed
to remove any jaggedness and the second derivative (which is needed in the stability
calculations) was calculated using second-order finite differences. This profile is plotted
in Figure 4.10 along with its first and second derivatives. The main feature of the
distorted profile is that the shear layer caused by the initial conditions is sufficiently
strong to produce two inflection points in the interior of the flow, at y/S. = 1.0 and
y/6, = 1.5. The lower one of these is actually a stable inflection point with a minimum
in dU/dy, but the upper one is destabilising with a maximum in the shear
On the basis of the Rayleigh inflectional criterion we would expect that this profile
might be inviscidly unstable, unlike the Blasius profile for the undisturbed boundary
layer. The power spectra discussed earlier showed that the instability started as a
two-dimensional wave before developing oblique modes. For this reason, the stabil-
ity characteristics of the chosen profile were calculated by solving the Orr-Sommerfeld
equation for only two-dimensional waves. Since the selected profile is at z = 0, there is
no cross-flow because of the symmetry properties of the flow, and so there was no need
to consider the cross-stream velocity component.
The Orr-Sommerfeld solver used a finite difference shooting-method and employed
orthonormalization to keep the two independent solutions distinct (cf. Conte[13]). The
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equation was solved for the temporal case in which the selected wave number () is
assumed to be real and the equation is integrated, iterating until an eigenvalue: c =
c, + ici is found. In this formulation, the wave will be unstable if ci > 0.
Figure 4.11 shows the dispersion relation: c(aS,) for a two-dimensional wave on the
specified profile for a6, ranging from 0.05 to 1.3. The solid line indicates the solution
for the distorted profile, while the dotted line shows the stability characteristics of the
Blasius profile for comparison. Two aspects of the figure should be pointed out. The
first is that the range of linearly growing waves (ci > 0) is very broad, and that one can
essentially consider the profile to be unstable for almost all relevant wave numbers. For
very low values of a6,, the profile is stable, but above a6s = 0.1, ci is positive and reaches
a maximum at about aS, = 0.5 before decreasing slowly as aS* increases. The second
aspect of the profile's stability is that the growth rates are very large. The maximum
value of ci is 0.09, which is an order of magnitude larger than the maximum growth rate
for the Blasius profile. These growth rates are typical for shear layer instabilities (cf.
Cohen and Wygnanski[11]) and this correspondence is not unexpected. The inflection
point in the mean profile dominates the stability characteristics of the flow and so the
growth rates will reflect more a shear layer than a traditional boundary layer. The
phase speed of the waves shows a steadily growing cr as a6* increases in contrast to
the Blasius solution which peaks at ac* = 0.5 and decreases slowly for higher values of
c*6,. From this curve, the group velocity of the wave train can be determined by taking
the derivative of the dispersion relation: cg = d(ac,)/dca. This is shown in Figure 4.12
which indicates that c increases steadily until about a6, = 0.5, at which point it levels
off at about 0.7Uo.
The vertical amplitude distribution of the instability should also follow the eigen-
110
function of the Orr-Sommerfeld equation. This was investigated by taking the v com-
ponent of velocity from the full simulation data and filtering it with a high-pass filter
at a6S = 0.7 so as to remove the background flow and leave only the wave packet. The
maximum amplitude of this signal was then computed at different y/6. through the
boundary layer, yielding a vertical amplitude distribution for the instability wave. This
is plotted in Figure 4.13 along with theoretical eigenfunction for the aSc = 1.0 wave
based on the distorted profile of Figure 4.10. The agreement between the two is quite
good, especially the decay of the signal from y/6. = 1.8 to the free-stream. The full
simulation data grows somewhat quicker than the linear theory would predict, and it
peaks at a point closer to the wall, but the overall behaviour is consistent with the linear
eigenfunction. The point at which the eigenfunction reaches a maximum corresponds to
the location of the inflection point in the distorted profile, which we would expect in a
shear layer instability, again emphasizing the dominance of this feature on the stability
characteristics of the flow. The simulation data also appears to have a twin peak at its
maximum, indicating that in the full flow, there are more modes influencing the pertur-
bation distribution than the single c6* = 1 wave considered in the linear calculation,
and that the assumption of a parallel flow instability, while it does produce surprisingly
good agreement, is an overly simple treatment of the problem.
4.1.6 Negative disturbances
We shall briefly discuss some results which derive from the computation of the
high-amplitude initial-value problem for a 'negative' disturbance. This disturbance
has exactly the same structure and amplitude as the disturbance discussed thus far,
but with opposite sign. There was some discussion of this kind of disturbance in the
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previous chapter, and this is an extension of those results. The comparison of the two
disturbances: one with A = 0.2 (a 'positive' disturbance) and the other with A =
-0.2 (a 'negative' disturbance) highlights the similarities and the differences between
the two that arise from the linear and nonlinear processes that influence these strong
disturbances. The results presented here only cover the time range from t = 0 to 100,
and so the results at later times cannot be compared. This was because of the limited
time available at NASA Ames for carrying out these calculations, and it is hoped that
in the future the later times will be calculated.
The vertical structure of the streamwise perturbation velocity (Figure 4.14) shows
the formation of the shear layer and the effect of the algebraic instability that causes
it to elongate. This initially looks very similar to the positive disturbance except that
the distorted profile that arises from the initial perturbation is not an inflectional shear
layer, but a fattened profile near the wall and a decelerated region further away, towards
the free stream. As with the positive disturbance, this flow structure is a consequence
of the lift-up effect, and we observed in Chapter 3 that for a weak disturbance, the
transient will decay leaving the wave modes which are identical and of opposite sign to
the wave structure of the positive disturbance. For higher amplitudes, as Figure 4.14
indicates, the transient does not decay but grows. The mechanism by which the neg-
ative disturbance grows has some similarities with the positive disturbance, but also
some differences. The appearance of long high-speed strips in the streamwise velocity
(Figure 4.15) is very similar to the patterns that characterized the positive disturbance.
Even the power spectra of the v component (Figure 4.16) show the growth of a new
peak at c6* = 0.15,6*. = 1.0 which is at a similar location in wavenumber space to
the peak that emerged in the positive disturbance. This suggests that it is probably
the same nonlinear mechanism that generates these strips, despite the opposite starting
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configuration.
However, the second mechanism that was seen to drive the evolution of the positive
disturbance - the secondary wave growth - is not observed here. Neither the v velocity
contours nor the power spectra indicate any two-dimensional wave growth which was
observed in the positive disturbance. This is not very surprising since the distorted
mean profile does not have an unstable shear layer imbedded in it as did the profile
analysed from the positive disturbance. Since there is not an inflectional profile created
by the lift-up effect, there will not be any associated wave growth. This is not to say
that linear instabilities will not play a role in the disturbance's growth and ultimate
breakdown. Although secondary wave growth is not observed here, it is still likely
that some part of the disturbance - perhaps off the centerline, or at a later time - will
develop a linearly unstable profile. In the presence of a spanwise velocity component,
the profile becomes inflectional in nature to a sufficiently oblique wave (cf. Landahl
& Mollo-Christensen[48], p9 3) and thus susceptible to a linear instability. Because of
this, the negative disturbance most likely will become unstable as time progresses and
the mean profile becomes more distorted. However, for the time span calculated, no
instability waves were observed.
One interesting point to note is that the weak nonlinearity observed in Chapter 3
which distinguished between the positive and negative disturbances is again reproduced
here, except this time it becomes a dominant feature of the flow. For both the positive
and negative disturbances, the features that grow into long, thin streamwise patches of
fluid are the positive perturbations. In the case of the positive disturbance, the strips
develop from the side lobes of the disturbance, while for the negative disturbance, the
two elongated strips are created from the single central core of the disturbance which
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splits into two. The end result: two high-speed regions on either side of a low-speed
region, is the same. This is very similar to the development of the two positive peaks in
the weak experiments described in the previous chapter, and suggests that the nonlinear
mechanism that is present in the strong disturbances might be the same one as was seen
in the weak disturbances and thus might be treated theoretically by a weakly nonlinear
analysis. There might also be a strong connection between this kind of nonlinearity
and the nonlinear development in the evolution of low-amplitude wave packets seen by
Gaster and Grant[20] and Cohen[12]. This analysis is a step which still needs to be
taken, but which promises to yield some illuminating information about the nonlinear
processes involved in the localized disturbance's evolution.
A last difference between the positive and negative disturbances is shown in Fig-
ure 4.17, which plots the peak-to-peak amplitudes of the streamwise disturbance veloc-
ity component as a function of time. The solid line shows the amplitude of the positive
disturbance while the dotted line shows the amplitude of the negative disturbance. The
difference between the two is striking. The positive disturbance grows exponentially
with time, while the negative disturbance only grows linearly with time. It is not nec-
essarily true that all of this can be accounted for by the secondary wave growth on the
unstable shear layer that was seen in the positive disturbance, but that is one difference
between the two that will influence their respective growths.
4.2 Experimental Work
The experiments involving the strong disturbances were carried out using the same
techniques as with the weak disturbances discussed in the previous chapter. For these
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results, the membrane used to generate the disturbance was the one described in Chapter
3, except that it was positioned so that its long dimension was aligned with the flow.
This is in contrast to the weak disturbances which were generated with the membrane
positioned across the flow. The reason for the 90° rotation of the membrane was that
it was determined that the strong disturbance broke down more easily with the smaller
spanwise scale provided by the membrane in the aligned position. In fact, getting the
disturbance to break down proved to be somewhat of a problem. The Reynolds number
at which the weak measurements were taken (Re6o = 950) proved to be too low to be
able to create a controlled but unstable disturbance with a reasonable amplitude, and so
the free-stream velocity was increased for the strong disturbances from 6 m/s to 7.5 m/s,
increasing the Reynolds number at the point of generation to 1050. At this velocity,
the disturbance structure was controlled, but it broke down very rapidly, becoming
turbulent by Ax/6* = 75. There did not seem to be any middle ground in adjusting the
velocity: either the disturbance remained laminar, with the transient slowly decaying,
or it broke down very quickly. As the results will show, these changes in the operating
conditions did not fundamentally change the kind of disturbance generated, or the kind
of phenomena observed in the disturbance's evolution. However, the structure generated
did differ in some respects from both the low-amplitude disturbances measured and the
numerical results presented in the previous section. These differences will be discussed
later on in the chapter.
The measurements of the evolution of the localized disturbance reproduce several of
the features that were observed in the numerical results. The streamwise perturbation
velocity, shown in Figures 4.18 and 4.19 show the creation of the shear layer by the lift-
up of fluid elements and the subsequent breakdown of the shear layer by what appears
to be the secondary wave growth on the distorted mean profile. As with the Navier-
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Stokes calculations, the wave growth has its origin in the shear layer created by the
lift-up of fluid forced by the membrane's motion. Specifically, the break-down occurs
in the decelerated region of the disturbance where the distortion of the Blasius flow is
at a maximum and yields an unstable inflectional profile. Since we are measuring the
streamwise velocity perturbations, the wave motion is not as clear as it would be had
we access to the normal velocity component. As we discussed earlier, this is because
the vertical velocity component is not contaminated by the effects of fluid lift-up and
the vertical vorticity modes inherent in the three-dimensional disturbance. However,
despite this, the waves become so large, that they are still reflected in the streamwise
component.
These results must be interpreted carefully because the assumption of a frozen flow
field that allowed us to use a Taylor's hypothesis in the discussion of the results in
Chapter 3 is probably no longer true. As Figure 4.18 indicates, the development of
the structure between A/6, = 18.9 and Ax/6* = 47.1 is quite rapid, and we must
conclude that the structure is evolving as it travels past the stationary hot-wire probe.
This means that we can no longer infer detailed spatial information about the flow from
the temporal record. The spatial structure will show the same features that we observe
in the time series - the shear layer, the elongation of the disturbance and the wave
growth etc, but the association between temporal and spatial structure is no longer
straightforward.
The spanwise structure of u also agrees quite well with the picture presented in the
calculations with a few notable differences. From the very first x-location the structure
of the disturbance does not exactly correspond to the structure seen in the numerical
simulation. Whereas the numerical results started with the familiar low-speed - high-
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speed regions of u, one following the other, the experimental results are strongly skewed
towards the low-speed region. The high-speed region, created by the membrane's return
to its rest position, is present but much weaker. The consequence of this is that the
strong streamwise strips that were observed to develop in the Navier-Stokes calculations
appear almost instantly in the measurements, and they intensify and elongate further
as the structure moves downstream. These strips grow predominantly in the front of
the structure, but by Az/6 = 37.7 a second peak appears in the rear part of the strip.
This splitting of a single oblique strip to two smaller strips was also observed in the
numerical results and it was associated there with the series of cascading peaks in the
power spectra and the development of higher harmonics. In keeping with the character
of the strong disturbance, the dispersive wave field accompanying the disturbance is
negligibly small in comparison to the transient core. The low speed lobes on either side
of the main disturbance are all that we see of the associated wave packet, and this is in
good agreement with what was observed in the numerical calculations.
Spanwise velocities
The spanwise velocities measured (shown in Figure 4.20) do not agree very well with the
corresponding results from the numerical simulation and the differences stem from the
same differences that were noted in the streamwise velocities. Whereas the numerical
results showed the four-leafed w-structure that was present in the initial conditions, the
experimental results show only two streamwise strips, and only a hint of the second
pair of w lobes. At Ax/* = 28.3, the four lobes are visible, flanked on either side by
two long strips, but at earlier z-locations, there is only a suggestion that this four-fold
structure is present in the disturbance. Since the anti-symmetry of the measurements
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is generally very good, their accuracy is not suspect, and we must conclude that the
disturbance generated by the membrane is significantly different from the analytic dis-
turbance computed in the previous section. The two w lobes that we see correspond to
a flow converging towards the centerline, and this is consistent with the motion of the
membrane during the disturbance's generation. The upward motion of fluid generated
by the membrane's upward motion will do two things: firstly it lifts up fluid elements
from near the wall creating the low-speed region seen in the u contour plots. Secondly,
the positive v will force a converging spanwise flow near the wall and a diverging w field
away from the wall in order to satisfy continuity. Since we are measuring close to the
wall (y/68 . 0.5), we will measure that converging flow. If we assume that for some
reason, the return motion of the membrane is weak, it will not pull down very much
high-speed fluid (resulting in a weak high-speed region in the u signal) and also will not
induce a very strong spanwise flow pattern - resulting in a weak diverging flow at the
back of the disturbance.
This explanation seems to account for the flow structures observed, but the question
remains as to why the membrane's motion is so biased towards the upward part of the
cycle and why the return movement of the membrane does not induce a strong flow field.
We should note that the weak disturbance did not exhibit this problem, and the upward
and downward motions of the membrane created equal amplitude perturbations in the
streamwise and spanwise velocity components. This problem is therefore not intrinsic
to the membrane itself, but only when it generates large amplitude disturbances.
The strength of the upward motion, and the long streamwise extent of the low-speed
region in the u component can be explained by the orientation of the membrane. For the
strong disturbance, the membrane was positioned such that it lay aligned with the flow.
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This means that when the membrane moved up, a long column of fluid was pushed up,
creating the long low-speed region in the u and the long region of converging spanwise
flow that we observe. This explains what we do see, but not what we don't see, and
the weakness of the return motion is still a mystery. One possibility is that when the
pressure is released from the membrane during the return cycle, the escaping air is
choked by the physical design of the valve and instead of losing pressure instantly, there
is a slow return to equilibrium. This would mean that the membrane returns to its rest
position rather slowly, and does not pull down very much fluid as it moves. Another
cause might be related to the change in orientation of the membrane - from lying with
the flow to lying across the flow, although it is not clear how the orientation or of the
membrane would cause these differences to appear.
4.3 Flat Eddy Calculations
The Flat-Eddy equations that were developed in Chapter 3 were integrated for the
case of strong disturbance, and the results can be compared with the Navier-Stokes
results and the experimental measurements. As was discussed in the previous chapter,
the flat-eddy approximation gives the behaviour of the transient part of the disturbance,
while ignoring the dispersive effects and the redistribution of momentum by pressure
gradients. For the weak disturbance, this gave a good qualitative agreement with the
experimental results but it was noted that in the weak disturbance, the dispersive
portion of the disturbance is ultimately important since the transient decays. For this
reason, the flat-eddy equations could only model short time behaviour. In contrast to
this, we have seen that the strong disturbance is characterized by the fact that the wave
modes associated with the initial disturbance are essentially unimportant. This is not
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to say that wave modes in general are unimportant as we have seen that one of the
growth mechanisms for the disturbance is secondary wave growth. The pressure field
results, from the full simulation, indicated that the horizontal pressure gradients are
not initially very large although they do develop and this will introduce errors in the
flat-eddy solutions. Despite this, however, the flat-eddy equations should successfully
model the initial lift-up and algebraic growth of the disturbance as well as the nonlinear
mechanisms that are associated with the development of the high-speed strips that are
observed in the streamwise velocity perturbations in both the Navier-Stokes solutions
and the experimental results. All of these effects were first observed in the early stages
of the disturbance's evolution, and before the very strong pressure gradients developed.
The flat eddy equations (Eqns 3.56 - 3.58) were integrated as before with a fourth-
order Runge-Kutta method. The initial conditions used were the pair of counter-rotating
eddies that have been used thus far, and the amplitude factor was chosen to be A = 0.2.
This is the same amplitude as was chosen for the Navier-Stokes simulation.
The results, shown in Figure 4.21 and 4.22 do indeed give the features that we
expected. The cut through the boundary layer along the centerline, (Figure 4.21) shows
the formation of the shear layer, the strong intensification of the decelerated region and
the decreasing intensity of the accelerated region. This is in agreement with all of the
results thus far, and needs no more comment. The z - z plot, in Figure 4.22 is also
very similar to the previous flat eddy calculation, but this time, the similarities with
the strong disturbance are more evident. As we had predicted, one main feature of the
flow that the flat-eddy calculation was able to reproduce was the development of the
alternating strips of high-speed and low-speed fluid. In good qualitative agreement with
the full simulation, the flat-eddy calculation indicates that front part of the disturbance
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quickly becomes the dominant part, leaving the rear part behind. Of course, there are
significant differences between the flat-eddy approximation and the full simulation. The
high-speed strips are at an angle to the x-axis in the Navier-Stokes solution, while they
lie aligned with the flow in the flat-eddy results. This is probably due to a nonlinear
wave interaction which of course will be missing in the flat-eddy solution. Also, the
flat-eddy results grow unbounded for large times, and the equations blow up[63]. This
singularity derives from the lack of viscous dissipation and pressure redistribution of
momentum, and it limits the extent of the calculations to moderate times. However, as
a first approximation to what the disturbance will look like, the flat-eddy calculations
are a good (and cheap) guide.
4.4 Summary
The analysis of a strong localized disturbance incorporates many of the concepts that
were introduced in the discussion of the weak disturbance. The disturbance can still be
thought of as consisting of two portions: a wave part and a transient part. However,
unlike the weak disturbance, the transient portion of the flow no longer decays but
grows and provides a platform for the rapid nonlinear breakdown of the disturbance to
a turbulent spot. Two mechanisms for this breakdown have been identified. The first is
a nonlinear mechanism by which long strips of high-speed fluid surrounding a low-speed
region develop in the front of the disturbance. This was seen to occur for both positive
and negative disturbances (i.e. disturbances of identical structure but opposite sign)
and there was evidence that the mechanism 'cascaded' - that is to say that the power
spectra seemed to indicate a similarity between scales. A similar nonlinear mechanism
was also observed in the weak disturbances (Chapter 3), and it is thought that the two
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may be driven by the same underlying process.
The second mechanism observed was the growth of a linear instability wave on the
distorted mean velocity profile. The initial lift-up of fluid was strong enough to create
an inflectional mean profile. This profile remained inflectional for a sufficiently long
time (before being stretched out and dissipated by viscosity) to enable a linear, two-
dimensional wave to grow. The instability was characteristic of a free-shear instability,
with growth rates an order of magnitude larger than the Tollmien-Schlichting modes
for a Blasius boundary layer, and a domain of instability spanning a wide range of
wavenumbers.
In all of this discussion, the role of the wave modes associated with the initial
disturbance is minimal. A low-amplitude wave packet does accompany the disturbance,
and it does grow slowly. However, the growth of the disturbance that is associated
with the transient is much faster and ultimately, the wave packet does not contribute
significantly to the development of the disturbance.
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Figure 4.1: Full simulation. Contours of streamwise perturbation velocity at z = 0.0.
Contour levels: 0.02Uo,. Solid lines represent positive contours, dotted lines represent
negative contours.
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Figure 4.2: Full simulation. Contours of streamwise perturbation velocity at
y/6, = 1.05. Contour levels: 0.02Uoo. Solid lines represent positive contours, dotted
lines represent negative contours.
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Figure 4.2: (Continued). Full simulation. Contours of streamwise perturbation velocity
at y/6, = 1.05. Contour levels: 0.02Uoo. Solid lines represent positive contours, dotted
lines represent negative contours.
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Figure 4.3: Full simulation. Contours of spanwise velocity perturbations at y/6*, = 1.05.
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Figure 4.3: (Continued). Full simulation. Contours of spanwise velocity perturbations
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Figure 4.5: Full simulation. Contours of normal velocity at y/6 = 1.05. Contour
levels: 0.002 Uoo. Solid lines represent positive contours, dotted lines represent negative
contours.
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Figure 4.5: (Continued). Full simulation. Contours of normal velocity at y/6* = 1.05.
Contour levels: 0.002Uoo. Solid lines represent positive contours, dotted lines represent
negative contours.
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Figure 4.6: Full simulation. u and v components of velocity at z = 0.0, y/6* = 1.05. v
signal magnified x10.
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Figure 4.7: Full simulation. Contours of pressure at z = 0.0. Contour levels: 0.001U /p.
Solid lines represent positive contours, dotted lines represent negative contours.
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Figure 4.8: (Continued). Full simulation. Contours of pressure at y/6* = 1. Con-
tour levels: 0.001U /p. Solid lines represent positive contours, dotted lines represent
negative contours.
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Figure 4.9: Full simulation. Power spectra of v component of velocity at y/6* = 1.05.
Contour levels are plotted on a logarithmic scale.
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Figure 4.9: (Continued). Full simulation. Power spectra of v component of velocity at
y/6* = 1.05. Contour levels are plotted on a logarithmic scale.
136
3.0
0.0
(e)
0.0 a6, 1.0
3.0
0.0
0
(f)
0
Figure 4.9: (Continued). Full simulation. Power spectra of v component of velocity at
y/86 = 1.05. Contour levels are plotted on a logarithmic scale.
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Figure 4.10: Distorted velocity profile, it first and second derivatives used in
linear stability calculations. Extracted from the numerical simulation field at
t = 62, z = 33, z = 0.0
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Figure 4.11: Linear dispersion relation, C,(a) and Ci(c), for the perturbed velocity
profile (Solid lines) and the Blasius profile (Dotted lines)
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Figure 4.12: Group velocity C9 (a) for the perturbed velocity profile (Solid line) and
Blasius profile (Dotted line).
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Figure 4.13: Vertical distribution of wave amplitude. Data points represent the am-
plitude distribution of v through the boundary layer from the full simulation data at
t = 62. Solid line represents the eigenfunction based on linear stability calculations of
distorted profile at t = 62.
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Figure 4.15: Full simulation. Contours of streamwise perturbation velocity at
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Figure 4.16: (Continued). Full simulation. Power spectra of v component at
y/6, = 1.05. Negative disturbance. Logarithmic contour levels.
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Figure 4.19: Experimental results. Contours of streamwise perturbation velocity for
strong disturbance at y/6* = 0.5. Contour levels: 0.03Uoo. Solid lines represent positive
contours, dotted lines represent negative contours.
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Figure 4.19: (Continued). Experimental results. Contours of streamwise perturbation
velocity for strong disturbance at y/6 = 0.5. Contour levels: 0.03Uoo. Solid lines
represent positive contours, dotted lines represent negative contours.
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Figure 4.20: Experimental results. Contours of spanwise perturbations velocity for
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Figure 4.20: (Continued). Experimental results. Contours of spanwise perturbations
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Chapter 5
Comparisons with Turbulent Flows
At several stages throughout the discussion of the evolution of localized disturbances
thus far, we have commented that some features of the results for this transitional flow
are reminiscent what are found in fully turbulent flows. The object of this chapter is
to briefly discuss some of these similarities and to argue that the structures seen in the
transitional boundary layer flows are essentially the same structures that are obtained
from conditional sampling of fully turbulent wall-bounded flow. Some of the similarities
between transitional and turbulent flows have been pointed out by Blackwelder[9] who
examined the comparable roles of streamwise vortices in turbulent flows and in transi-
tional flows, including flows over concave surfaces. In such a flow, streamwise G6rtler
vortices develop creating inflectional shear layers which lead to transition and turbu-
lence. These mechanisms, Blackwelder argued, are very similar to those associated with
the streamwise vortices seen in fully turbulent flows.
A second, somewhat different comparison between laminar and turbulent flows was
discussed by Acarlar and Smith[1,2], who generated hairpin vortices in a laminar bound-
ary layer and also injected low-speed fluid into the wall region of a laminar boundary
layer which subsequently developed into hairpin vortices. These laminar simulations
acted as as models of some of the pheonomena that have been observed in turbulent
wall flows. The idea behind their work was that the hairpin vortices generated in a
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laminar flow would still contain all of the the relevant physics that one would find in
a turbulent flow, but the observation of the dynamics is made much simpler by the
clean environment offered by a laminar boundary layer. This is also the idea behind the
application of the present results to the turbulent flow case. As we shall show, many
of the features that are observed in a conditionally-averaged turbulent flow are also
reproduced in the laminar flow results.
The friction velocity () for a Blasius boundary layer can be written as:
0.756Uoo
.75U (5.1)
Similarly, the displacement thickness, 6. can be converted into viscous wall units (de-
noted by a '+' superscript):
6+ = 0.756x (5.2)
With these definitions, we can rescale the laminar flow in viscous units and look at the
laminar structure in the same terms as if it were a turbulent flow. Since the laminar
disturbance examined was at Res. = 945, the displacement thickness, in viscous units
is about 23 and thus the entire boundary layer is only approximately 70 viscous units
thick. This height corresponds approximately to the height of the wall and buffer regions
in a turbulent flow.
It has been known for some time now that shear-layer structures in the wall region
of a turbulent flow are very important in the production of turbulence. Blackwelder
and Kaplan[8] developed the VITA technique (Variable Interval Time Averaging) for
detecting characteristic events in a turbulent boundary layer. Their results indicated
that the Reynolds stress associated with VITA events was an order of magnitude larger
than the conventionally averaged Reynolds stress in the flow. The spatial structure of
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a VITA event was measured by Johansson, Alfredsson and Eckelmann[33] who used
two hot-wire probes in a low-Reynolds number turbulent oil channel to map out the
shear layer structure in the x - y plane (they used a Taylor hypothesis to transform the
temporal record to a spatial one). This structure, reproduced in Figure 5.1 is plotted
as contours of local coherent perturbation velocity, normalized by the local fluctuation
velocity: i'/NV/(y). The shear layer is characterized by an accelerated region (with an
accompanying downward v component, and thus called the 'sweep' side in the turbulence
literature) and a stronger 'ejection' side (the downstream part of the structure, where
u is negative and v' is positive). The inclination of the shear layer was measured to be
7° near the wall and 20° in the buffer region.
The numerical simulations of fully turbulent channel flow by Moin and Kim [54,55,39]
have allowed researchers to look in some detail at the three-dimensional structure of
these shear layers. Kim[38] used a VISA (Variable Interval Space Averaging) detection
scheme to conditionally sample the near wall region of a numerically simulated flow
field, and found that the structure associated with a sharp deceleration of u with x
(corresponding to the positive au/at for a VITA event) consisted of two pairs of counter-
rotating streamwise vortices - one associated with the upward motion of fluid (the
ejection side) and the other, positioned directly upstream of the first, was associated
with the downward motion of fluid (the sweep side). This structure has many similarities
with the kind of disturbance that has been studied in this thesis. Recently a more
detailed investigation was carried out by Johansson, Alfredsson and Kim[34] at the
NASA/Stanford Center for Turbulence Research, and much of the following discussion
will consist of a comparison of their results, from the turbulent channel numerical data
base, with the present results from the laminar boundary layer.
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5.1 Velocity Signals
Figure 5.2 shows the streamwise velocity signal obtained from two different sources.
The first is the laminar flow simulation at tUo/6 = 62 replotted in viscous units, while
the second plot is the signal found from conditional averaging of the numerically simu-
lated turbulent flow field. Both structures show the presence of the inclined shear layer
with the stronger perturbations on the downstream side of the disturbance where the
velocity is lower than the local mean. The comparison between the spanwise structures
of the conditional averages and of the laminar simulation is shown in Figure 5.3 (for the
u velocities) and Figure 5.4 (for the v velocities).
In accordance with the structure seen in the laminar simulation, the main structure
educed from the turbulent flow consists of an accelerated region on the upstream side
with the decelerated region on the downstream side. The v perturbation indicates that
the ejection side, where v is positive, is stronger than the sweep side, which is further
upstream. This is also reproduced in the laminar simulation. The side lobes on either
side of the main perturbations are also seen in the turbulent conditional averages. The
consequence of the stronger downstream perturbations is that the Reynolds stress (-uv)
is considerably stronger on the ejection side than on the sweep side. This is true for both
the turbulent conditional averages and the laminar disturbance simulations (Figure 5.5).
Both the results of Johansson, Alfredsson and Kim[34] and Johansson, Alfredsson
and Eckelmann[33] agree that the structures remain confined to the near-wall region of
the flow. (y+ < 60). This is also consistent with the laminar flow result, although the
confinement of the laminar disturbance is due to the fact that the structure is restricted
to the boundary layer which itself is only 70 viscous units in height. In a turbulent
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flow, the mean shear extends several hundred or even thousand viscous units. However,
there is a sharp drop in the strength of the mean shear from the linear region to the
logarithmic region, and this change in the shear may be the factor which sets the vertical
scale for the shear layer structure in the turbulent flow.
5.2 Secondary Instabilities
One aspect of the laminar calculations that was important in the breakdown of the
localized disturbance was the development of a secondary instability on the inflectional
shear layer created by the lift-up effect. The experimental data of Johansson, Alfredsson
and Eckelmann[33] (reproduced in Figure 5.6) does indicate some waves in the v signal,
and they reported that similar waves have also been observed in the v signal in their
earlier water channel data. The waves have a frequency of about 5.3 viscous time
units, which translates to a wavelength of about 65 viscous length units. (assuming a
propagation speed comparable to the shear layer's speed of 12 u,). Schewe[64] measured
wall-pressure fluctuations simultaneously at three streamwise locations. He found, by
visual analysis of the pressure signals, that pressure structures with high amplitude had
the shape of "short wavetrains or pulses" and he measured the frequency and wavelength
of these wavetrains to be w+ = 0.52 and A+ = 145. Her[28] measured the wall pressure
and the associated u and v signals at y+ = 15. He also found the presence of this "wavy
structure" in both the wall-pressure and the v signals although not in the u signal. The
characteristic frequency of the wave structure was found to be w+ = 0.5, which yields a
wavelength of A+ = 145 assuming an advection speed of 12u , in good agreement with
Schewe. Recent work by Haritonidis, Gresko and Breuer[25] has investigated the 'wave'
motion associated with VITA events, and their results indicate that while there is a
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broad range of wave frequencies associated with the turbulence generating events, there
is a clustering around w+ = 0.5 In the present results, the wavelength of the secondary
instability in the laminar simulation is about 140 1+ which agrees extremely well with
the results of Her and of Schewe, although it is roughly twice the wavelength seen in the
oil channel data. The results of Johansson, Alfredsson and Kim from the numerically
simulated turbulent flow do not address the issue of waves on the shear layer and the
reason for this may be because the streamwise grid-spacing of the numerical simulation
is only 17.67x+ which would make the resolution of the waves, if they are present,
somewhat marginal.
Despite the discrepancies between the laminar simulations and the conditional av-
erages from the turbulent flows it seems probable that the same phenomenon is being
observed in both cases. We should not expect to match the structures too closely since
the flow conditions, velocity profiles, etc. are very different, However, the qualitative
similarities between the the two flows are nevertheless significant. One interesting ob-
servation concerning the turbulent results is that for the 'wave' observed in Johansson,
Alfredsson and Eckelmann's results to survive the conditional averaging process, the
wave crests must remain at a fixed position relative to the rest of the structure. If
the phase speed of the waves was different from the propagation speed of the shear
layer, the relative crest location would be random, and the waves would be averaged
out by the sampling procedure. The laminar calculations do indicate, however, that the
phase speed is the same as the structure's propagation speed, and this may be further
confirmation that the two observations relate to the same physical process.
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5.3 Pressure and Velocity Signals
It was mentioned in Chapter 4 that the peaks in the pressure signal in the laminar
disturbance correspond well with the streamwise gradients of v. This is in agreement
with the results of Johansson, Her and Haritonidis[35] in which they established a
strong link between high peaks in the wall-pressure signal and shear-layer structures in
the corresponding flow above the wall. The wall-pressure signal can be calculated by
evaluating a Poisson integral over the entire flow field with the 'source' term (q) given
by:
=2ui auj + a2(UU - U5iUj-
azx axi axiax
The results of Johansson, Her and Haritonidis[35] showed that the pressure peaks scaled
linearly with the velocity signals, indicating that the linear term which is the mean-
shear interaction term, is the dominant term in q. This has since been confirmed by
Johansson[31] who has analysed the numerically simulated turbulent channel flow at
NASA Ames. This relationship between the pressure and the mean-shear interaction
term is also confirmed in the laminar disturbance calculations presented here. Figure 5.7
plots the wall-pressure signal at the centerline of the disturbance, z+ = 0.0. In addition,
the corresponding streamwise and vertical velocities at y+ = 15 are plotted. The corre-
spondence between the shear in v and the peaks in p is very good, and the association
between the pressure peak and the shear layer is in good agreement with the results of
Johansson, Her and Haritonidis[35]. The recent measurements by Haritonidis, et al.[25]
also confirm that the wall pressure and the vertical velocity at y+ = 15 are related to
each other in a linear fashion for both high pressure-peak events (p > 2.5prma) and
accelerating VITA-on-u events (k > 1) (See Figure 5.8)
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5.4 Positive and Negative events
In their investigation of turbulent channel flow, Alfredsson and Johansson[32] noted
that the frequency of positive VITA events (shear layer structures) was considerably
higher than the frequency of negative VITA events. In light of the present results we
can suggest a possible explanation for this. In Chapter 4, we compared the growth rates
of the positive disturbances with the negative disturbances, and it was found that the
positive disturbances grew at a much faster rate than their negative counterparts. It
may be that the higher growth rates of the positive events means that they dominate in
the flow field more quickly, are less susceptible to the background turbulent fluctuations
and thus are observed more frequently in the turbulent flow.
5.5 Summary
One cannot claim that every aspect of the shear layer structure in the turbulent flow
has been accurately modeled in the laminar flow. For example, the propagation speed
of the disturbances in the turbulent flow has been estimated[34] at 12 u,, whereas the
average propagation speed of the laminar disturbance was found to be about 0.4Uoo cor-
responding to about 16u, in viscous units. Similarly, the time evolution of the turbulent
VISA events described by Johansson, Alfredsson and Kim[34] did not follow the clean
evolution exhibited in the laminar case, ending with the breakdown of the structure.
Rather, the VISA event in the numerically simulated turbulent flow seemed to 'fade'
away. However, as was mentioned above, a direct quantitative correspondence between
a turbulent and a laminar flow is not a reasonable expectation. The correspondence
between the shear-layer events obtained from fully turbulent data fields and the laminar
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simulation of a localized disturbance does indicate that while the two flow fields are very
different, the parallels between the two are quite convincing. The shear layer events in
the turbulent flow do seem to have an organized structure which can be modeled with
some qualitative accuracy in a laminar flow. It seems arguable, therefore, that the shear
layer structures in the near wall region of the turbulent boundary layer are well-ordered
disturbances, generated by the random fluctuations present in the turbulent flow, but
once generated, they evolve, essentially, according to 'laminar' dynamics and are only
influenced in a secondary manner by the turbulent background flow. The initial genera-
tion of these structures has been addressed by Landahl[45] who argued that a localized
burst in Reynolds stress -uv (from a previous breakdown) would produce a large scale
disturbance with a sense of rotation opposite to that of the mean shear. This kind
of disturbance is exactly the kind of initial conditions that have been used in these
calculations. Once generated in this manner, the shear layer structure would evolve
and break down, generating a new disturbance, and so on. While this is an idealized
account of the mechanisms in the near wall region, these results do indicate that the
mechanisms involved are quite fundamental ones. It is hoped that the availability of
the numerical data bases for turbulent flows will allow more detailed investigations of
these issues in the future. Johansson, Alfredsson and Kim[34] reported that the most
common VISA structure was not symmetric about its detection point but in fact are
strongly antisymmetric. A natural extension of this work would be to examine the evo-
lution of structures that do not enforce the reflectional symmetry about the z-axis and
determine whether or not their growth is enhanced by the lack of symmetry.
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Figure 5.1: Contours of conditionally averaged streamwise perturbation velocity. Ex-
perimental Data from turbulent oil channel flow data; normalized by local u,,, Repro-
duced from Johansson, Alfredsson and Eckelmann (1987). Contour levels: 0.5. Solid
lines represent positive contours, dotted lines represent negative contours.
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Figure 5.2: Contours of streamwise perturbation velocity at z+ = 0.0. (a) Data from
laminar simulation, plotted in viscous units. (b) Conditionally avereraged data from
numerical simulation of turbulent channel flow. Reproduced from Johansson, Alfredsson
and Kim (1987). Both plots are normalized by u,. Contour levels: 0.5. Solid lines
represent positive contours, dotted lines represent negative contours.
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Figure 5.3: Contours of streamwise perturbation velocity at y+ = 15. (a) Data from
laminar simulation, plotted in viscous units. (b) Conditionally avereraged data from
numerical simulation of turbulent channel flow. Reproduced from Johansson, Alfredsson
and Kim (1987). Both plots are normalized by u,. Contour levels: 0.5. Solid lines
represent positive contours, dotted lines represent negative contours.
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Figure 5.4: Contours of vertical perturbation velocity at y+ = 15. (a) Data from laminar
simulation, plotted in viscous units. (b) Conditionally avereraged data from numerical
simulation of turbulent channel flow. Reproduced from Johansson, Alfredsson and Kim
(1987). Both plots are normalized by u. Contour levels: 0.1. Solid lines represent
positive contours, dotted lines represent negative contours.
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Figure 5.5: Contours of Reynolds stress at y+ = 15. (a) Data from laminar simulation,
plotted in viscous units. (b) Conditionally avereraged data from numerical simulation
of turbulent channel flow. Reproduced from Johansson, Alfredsson and Kim (1987).
Both plots are normalized by u,. Contour levels: 0.5. Solid lines represent positive
contours, dotted lines represent negative contours.
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Figure 5.6: Conditionally averaged streamwise and normal velocities and Reynolds stress
at y+ = 15. (a) Data from laminar simulation, plotted in viscous units. (b) Condition-
ally avereraged data from turbulent oil channel. Reproduced from Johansson, Alfredsson
and Eckelmann (1987). Both plots are normalized by ur.
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Figure 5.7: Conditionally averaged streamwise and normal velocities at y+ = 15 and
wall pressure signal. (a) Data from laminar simulation, plotted in viscous units. (b)
Conditionally avereraged data from turbulent boundary layer flow. Reproduced from
Johansson, Her and Haritondis (1987). Both plots are normalized by ur.
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Figure 5.8: Conditionally averaged streamwise and normal velocities at y+ = 15 and
wall pressure signal. (a) Data from laminar simulation, plotted in viscous units. (b)
Conditionally avereraged data from turbulent boundary layer flow. Reproduced from
Haritonidis, Gresko and Breuer (1988). Both plots are normalized by u,.
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Chapter 6
Concluding Remarks
The evolution of a localized disturbance in a boundary layer has been considered.
Several approaches have been used in an attempt to isolate the various aspects of the
disturbance which become important in different flow regimes. The disturbance can
be conceived of in two parts. The first is the dispersive part which, in the case of a
localized disturbance, is a swept back wave packet, similar to the wave packet measured
by Gaster and Grant[18,20]. The second part of the disturbance is the transient, or
advective part. The transient portion of the disturbance, which is advected at the local
mean velocity, is a consequence of the three-dimensional nature of the initial disturbance
which, by lifting up fluid elements in the presence of the mean shear, produces large
horizontal velocity perturbations. These perturbations quickly dominate the flow field,
and remain even after the initial vertical velocities have died away. This was described
by Landahl[44] as a permenant scar" in the horizontal velocities and was also derived
by Gustavsson[24] and Henningson[27] for piecewise linear velocity profiles.
In the real (viscous) flow, the transient part created by the lift-up effect does decay
and it was found that for low amplitudes, the decay is exponential, leaving behind the
growing wave modes of the dispersive portion of the disturbance. The advective part
of the disturbance is also subject to an algebraic instability. The three-dimensionality
of the disturbance means that even if the streamwise velocity amplitude remains finite,
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the disturbance energy will grow because the disturbance elongates as it is stretched by
the mean shear. This mechanism was observed in the experimental results, in agree-
ment with Landahl's theory[46] although the presence of viscosity did mean that the
disturbance eventually decayed. As the amplitude of the initial disturbance grew, the
time for the advective portion to decay became longer, and the stretching effect of the
algebraic instability became more noticeable. Even at the low amplitudes, some weak
nonlinear effects were observed to affect the evolution of the disturbance. The nonlin-
earity consisted of the development of two peaks off the centerline of the disturbance
and was very similar to the nonlinear effects observed by Gaster and Grant[20] and
Cohen[12].
At higher amplitudes, the transient modes were found to be strong enough so
that they grew and led directly to transition. This nonlinear bypass of the Tollmien-
Schlichting wave-route to transition is in good agreement with the discussion by Morko-
vin[56] although a more detailed senario is now available from these results. In this case
the dispersive modes of the original disturbance became insignificant since the growth
and breakdown of the disturbance occurred on a time scale much shorter than the typi-
cal time for the growth of Tollmien-Schlichting waves. The growth of the transient was
seen to be driven by two phenomena. The first was the nonlinear growth of a marked
spanwise structure in which two elongated strips of high-speed fluid develop around
the central core of low-speed fluid. This pattern develops regardless of the sign of the
initial conditions, and as time progresses, the strips become longer and more intense. In
turn they too develop sub-structures, and the power spectra indicate that the nonlinear
mechanism is repeated at the higher harmonics. The selection of the spanwise scale
in the nonlinear evolution of the disturbance seems to be related to the spanwise scale
of the initial disturbance although this must still be investigated. A second numerical
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simulation with different initial spanwise scale is planned to resolve this issue.
The second phenomenon contributing to the break down of the transient was a sec-
ondary instability growing on the distorted mean profile. The lift-up mechanism creates
an inflectional shear layer, and when the initial disturbance has sufficient amplitude,
the shear layer is strong enough to support the growth of an instability wave. This wave
was seen to start as a two-dimensional wave packet. The amplitude distribution of the
wave instability agreed well with the theoretical distribution according to parallel-flow
stability theory based on the distorted mean profile. At later times, the instability wave
grew and became nonlinear. The threshold level at which the secondary instability must
still be determined, and in general it will depend on the strength of the internal shear
layer created by the lift-up. Since the lift-up is related to the spanwise scale of the
initial disturbance, even a weak disturbance, with strong enough three-dimensionality
could create a sufficiently strong shear layer to cause breakdown.
The presence of three-dimensional effects in transition has been reported widely
both experimentally and theoretically (for example, Klebanoff, Tidstrom & Sargent[42],
Orszag & Patera[60]) and the results of the localized disturbance contains the effects
that are found in the secondary instabilities of two-dimensional Tollmien-Schlichting
waves. The lift-up effect that creates the shear layers is closely related to the three-
dimensional mechanism that creates the lambda vortices and shear layers in the results
of Klebanoff et al.[42] and Kovasznay et a11[43]. The mechanisms of vortex tilting and
stretching described by Orszag & Patera[60] are also present in the localized model. The
lift-up of fluid particles lifts up lines of spanwise vorticity (the mean vorticity) which
are then tilted and stretched out by the mean shear. The legs of the vortex lines that
are lifted, tilted and stretched by the localized disturbance will be turned so that they
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form a pair of streamwise vortices. The presence of concentrated streamwise vorticity
is, however, only a consequence of the lift-up mechanism and the stretching of vorticity
by the mean shear. The interaction of the vertical vorticity with the two-dimensional
T-S waves that Herbert[29] found is also contained in the mechanism of the localized
disturbance since the lift-up effect is precisely the forcing of the vertical vorticity by the
vertical velocity.
The association between these shear layer structures in transitional flow and in
fully developed turbulent flows stems from the work of Russell and Landahl[63] who
first applied the flat-eddy model to a disturbance in a turbulent boundary layer. The
similarities between the disturbances seen in the laminar boundary layer and the VISA
events in the turbulent flow strongly indicate that the turbulent flow is driven by the
initiation, growth and breakdown of such local disturbances which occur randomly in
space and time. The main mechanisms in both flows seem to be the same, namely the the
three dimensional nature of the disturbance and its interaction with the mean shear, and
secondary instabilities leading to breakdown. This view of the structure of turbulent flow
is supported by recent experimental and numerical evidence (e.g. Johansson, Alfredsson
and Kim[34], Johansson, Alfredsson and Eckelmann[33] and Her[28]). Blackwelder's
discussion[9] concerning the presence of streamwise vortices in both transitional and
turbulent boundary layers can be expanded upon in the light of the present results.
The evolution of localized disturbances will, due to the tilting and stretching of the
mean shear, produce elongated structures in the high-shear region such as those seen in
the results presented here. Associated with these structures is a strong component of
streamwise vorticity which will derive primarily from the strong spanwise shear: v/az.
This evolution might explain the presence of the streamwise vortices and the low-speed
streak that accompanies them in turbulent flows.
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Many questions still remain concerning several aspects of the localized disturbance.
One intriguing issue is the relationship between the inviscid and the viscous repre-
sentations of the linear problem. In the inviscid formulation the advective terms are
represented by the inviscid continuous spectrum. However, in the viscous problem,
Orr-Sommerfeld modes represent the entire flow (at least for a channel flow where the
discrete mode form a complete set of normal modes). One interesting problem is to
establish how the viscous modes approach the inviscid spectrum as the Reynolds num-
ber increases. Another issue to investigate is the nature of the nonlinear interactions
that were observed in both the weak disturbances and the strong disturbance. Several
approaches to the nonlinear theory for secondary instabilities on T-S waves have re-
ported (cf. Benney & Lin[6], Herbert[291, Craik[14]) but they do not address the issue
of the localized disturbance for which the three-dimensionality is inherent in the initial
conditions. This problem must still be addressed.
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Appendix A
Measurements of Vertical Velocity
This appendix discusses the problems encountered with the measurement of the
vertical velocity component and some suggestions as to what caused the problems and
what might be tried in order to avoid these problems in future measurements.
A.1 Spurious Results
The measurements of the vertical velocity were made with a standard x-wire probe,
illustrated in Figure 2.2. The box size was measured to be 0.4 millimeters on each side
and the wire length used was 1.27 microns in diameter. The measurement technique
used was identical to that described in Chapter 2 and the operating conditions were
also as described in Table 2.1.
Figure A.1 shows the measured vertical velocity at Az/6 = 37.7 for a strong dis-
turbance, i.e. a disturbance for which the transient breaks down to a turbulent spot.
One should keep in mind Figures 4.19c and 4.20c as references for the streamwise and
spanwise velocities at that location. The strong antisymmetric nature of the plot imme-
diately suggests that something is not correct with the measurement. From a theoretical
standpoint, one would expect that the vertical velocity must be symmetric about the
centerline (if the membrane is symmetric about the centerline). The measured v is
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clearly not symmetric about the center line. Close to z = 0, the signal is strongly an-
tisymmetric, and further from the centerline, towards the edge of the disturbance, the
contours disappear completely on one side of the plot.
This pattern - antisymmetry near the centerline and one-sidedness towards the edge
- was found to be repeated at all z-locations, and it was not affected by changes in the
amplitude of the disturbance, or by rotating the membrane by 1800. From this it
was concluded that the asymmetry in the measurements was not associated with the
membrane itself, and therefore had to be either inherent in the flow, or associated with
the actual measurement of the vertical velocity. A close examination of the flat plate did
not reveal anything that might yield an asymmetry and since the symmetry in both the
u and w components of velocity has been observed to be quite good, it was concluded
that the problem with the v was based in the measurements themselves.
A.2 Analysis of Experimental Error
The measurements of the streamwise and the spanwise velocities indicate that while
the u component is symmetric about the centerline, the w component is antisymmetric.
Both signals changes rapidly near the centerline and the spanwise shear in the central
core of the disturbance is quite substantial. The stronly antisymmetric measured v
suggests that the measurements of the vertical velocity are strongly contaminated, in
some manner, by the spanwise velocity which would explain the antisymmetric mea-
surements near the centerline. This theory is supported by the results from the linear
initial value problem which indicate that the spanwise velocities are approximately an
order of magitude larger than the vertical velocities, and thus may be overwhelming
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the hot-wire measurements of v. Additionally, the spanwise shear u/az and aw/az
is significant, especially near the centerline. This may mean that the two wires of the
x-wire actually 'see' two different velocities, which is subsequently interpreted by the
calibration table to be a fictitious vertical velocity.
Close to the centerline, where the effect of the spanwise velocity and the spanwise
shear is most prominant, the spurious measurements completely dominate the signal
and the apparent v takes the structure of the corresponding spanwise velocity. Towards
the edge of the disturbance, however, these effects are less strong, and the effect of the
w contamination is more subtle. Since the v is symmetric about the centerline while
the w is antisymmetric, the effect of the v - w interference is to cancel each other out
on the positive side of the disturbance and to reinforce each other on the negative side
of the disturbance. This would explain the existance of the wave pattern on one side
but not on the other side of the centerline.
A simple test was constructed to test out the possibility that a cross flow might
cause an erroneous v measurement. The hot wire was calibrated in the normal fashion
and then positioned in a uniform free stream flow. The probe was then rotated through
several angles in such a manner that the apparent v to the probe remained zero, but
the probe was exposed to a mean spanwise velocity. In an 'ideal' x-wire - one with zero
wire separation and no supporting prongs - both wires would be exposed to the same
mean spanwise velocity and therefore, the apparent v should remain zero. The wire was
rotated through several angles from -10 ° to +100, and the free stream velocity varied
from 1.4 m/s to 6 m/s. The apparent v, as a percentage of the actual cross-stream
velocity, w, (calculated from U sin 8) is tabulated in Table A.1 over the range of angles
and velocities. The errors in the measured v are quite substantial at low velocities,
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Table A.1: Measured vertical velocity (as a percentage of spanwise velocity) caused by
cross flow over x-wire probe
and clearly in the boundary layer, where the local velocity is low, a strong cross-stream
flow will yield an apparent vertical velocity of as much as 15%. According to the linear
calculations of Chapter 3, this spurious v is of the same order as the real v, and clearly
the measured results will not reflect the true state of the flow. The actual cause of the
erroneous v measurements is unclear, but the blockage of the upstream wire and its
supports seems to be the likely explanation. One should note that these errors do not
include the possible effects of spanwise shear on the measurement of v, but it seems
plausible that in the center of the disturbance, where the spanwise shear is significant,
the errors will only be compounded. For a smaller wire separation the effect of spanwise
shear will be reduced because of the increase spatial resolution of the probe. One would
also expect that the effect of the cross-flow might also be alleviated by reducing the box
size of the x-wire and therefore reducing the influence of the wake contamination from
the upstream wire.
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Angle U = 1.4m/s U = 2.7m/s U = 6.0m/s
-10 15.6 11.0 2.7
-5 15.6 11.5 3.6
5 14.8 10.3 4.0
10 13.6 9.0 2.7
I I I I l I I l
z/6,
In
-u.
0.0 tU/300
Figure A.1: Experimental Results. Contours of vertical velocity at Az/, = 37.7 il-
lustrating the spurious v measurements. Contour levels: 0.002 Uoo. Solid lines depict
positive contours, dotted lines depict negative contours.
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