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摘要 : 针对基于密度带有“噪声”的空间聚类应用 (DBSCAN)聚类算法存在的 3 个主要问题 : 输入参数
敏感、对内存要求高、数据分布不均匀时影响聚类效果 ,提出了一种基于遗传方法的 DBSCAN 算法改进
方案数据分区中使用遗传思想的 DBSCAN 算法 (DPD GA) 来提高聚类质量 . 利用遗传算法改进 K2
means 算法来获取初始聚类中心 ;对数据进行划分 ,在此基础上对划分的每一部分使用 DBSCAN 算法
进行聚类 ;合并聚类的结果. 仿真实验表明 ,新方法较好解决了传统 DBSCAN 聚类算法存在的问题 ,在
聚类效率和聚类效果方面均优于传统 DBSCAN 聚类算法 .
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Abstract :　There are three problems along with the Density Based Spatial Clustering of Applications with
Noise (DBSCAN) Clustering Algorithm : input sensitivity , desire for too much memory space and the
effect of nonuniform data. To solve these problems , a fast Data Partition DBSCAN using Genetic
Algorithm (DPD GA) Algorithm is developed which considerably improves the cluster quality. First , the
Genetic Algorithm is used to improve the K2means Algorithm to get the initial clustering center. Second ,
data is partitioned and the DBSCAN Algorithm is applied to cluster partitions. Finally , all clustered
result set s are merged. Simulation experiment s indicate that the DPD GA Algorithm works well to solve
these problems and that both the efficiency and the cluster quality are better than those of the original
DBSCAN Algorithm.
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带有“噪声”的空间聚类应用 (DBSCAN)算法[ 1 , 2 ]是基于密度的聚类方法 , 它要求聚类空间中一定区域
(半径ε) 内所包含对象的数目不小于某一给定的阈值 M (最小数目) . 并且将密度足够大的那部分记录组成
类 , 它的显著优点是聚类速度快并可以在带有“噪声”的空间数据库中发现任意形状的聚类. 但这个算法使
用了ε和 M 两个全局变量 , 需要由用户主观来选择它们 , 从而影响了最终的聚类结果. 另外 , 该算法需要把
所有数据载入内存 , 当数据量很庞大时对主存要求较高. 针对 DBSCAN 算法存在的不足 , 已有一些改进方
法[2～5 ] , 但效果并不理想. 笔者利用了遗传思想 , 提出了一种基于遗传方法的 DBSCAN 算法改进方案
(DPD GA)来提高聚类质量.
1 　DPD GA 算法的基本思想
111 　DPDGA 算法构造需要考虑的问题
　　DPD GA 算法的构造应考虑如下 3 个方面的问题.
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1) 若将待处理的数据集按照一定的规则进行划分 , 则可以降低 DBSCAN 算法对内存的要求和 I/ O 要
求. 此外 , 通过划分数据 , 将大数据集划分为多个小数据集 , 可以减少 DBSCAN 算法构建 R 3 2 树的时间
消耗.
2) 由于在整个的数据集中 , 数据分布可能是不均匀的 , 而根据一定规则划分得到的多个局部小数据
集 , 其数据量远小于原始的未划分的数据集. 而每个局部小数据集 , 其数据相对均匀. 根据各个局部数据集
的情况 , 选择该局部数据集的参数值 , 这可以使聚类结果更好.
3) 对数据集的划分 , 可能将大的聚类划分到两个不同的局部数据集中 , 也可能将本应属于某个类的点
划分到其他的局部数据集中 , 使该点变成孤立点. 因此 , 需要对局部数据集的聚类结果进行处理 , 消除划分
数据集可能对聚类结果的负面影响.
112 　DPDGA 算法的主要处理过程
该算法首先采用基于遗传算法[6 , 7 ]的方法 , 获取较优的初始聚类中心 ; 然后根据所获得的初始聚类中
心和各个初始聚类中心之间的距离 , 划分数据集 ; 根据每个数据集的情况 , 分别选取每个局部数据集的
M i
[8 ] (数据集 i 中包含对象的最小数目)并进行 DBSCAN 聚类 ; 最后 , 合并各个局部数据集的聚类结果 , 得
到整个数据集的聚类结果.
2 　基于遗传算法的聚类中心获取方法
采用 K2means 算法获取聚类中心 ,对初值具有很强的依赖性 , 这样的依赖性导致聚类结果的不稳定. 针
对 K2means 算法初值依赖性问题 ,目前初始聚类中心的选择方法有以下 8 种 :
1) 任意地选取 k 个样本作为初始聚类中心.
2) 凭经验选取有代表性的点作为初始聚类中心. 根据个体性质 , 观察数据结构 , 筛选出比较合适的样
本点.
3) 把全部混合样本直观地分成 k 类 , 计算各类均值作为初始聚类中心.
4) 通过“密度法”选择代表点作为初始聚类中心.
5) 由 ( k - 1) 类聚类解出 k 类的代表点.
6) 按最大最小距离聚类法中寻找聚类中心的方法确定初始聚类中心.
7) 进行多次初值选择、聚类 , 找出一组最优的聚类结果.
8) 采用免疫规划方法进行混合聚类.
除了以上方法外 , 还有一种扩展的聚类中心选取方法 , 该方法在类之间有干扰点时效果较好. 它与上
述方法一个很大的区别是将原来的点延伸到一条线段. 这里采用遗传算法获取聚类中心 , 具体过程如下 :
1) 输入种群大小 Psize , 交叉概率 Pc 和变异概率 P m .
2) 从点集中随机选取点 , 构成 Psize 个个体 , 用二进制方式进行编码.
3) 对每个个体进行如下操作 : a) 进行聚类划分 ; b) 求当前划分的校正聚类中心 ; c) 计算适应度.
4) 进行选择、单点交叉和变异操作 , 记录当前适应度最大的个体 lopt .
5) 如果种群中最优个体连续 35 代无变化 , 则输出聚类中心 , 否则转 3)执行.
211 　编码方式
遗传算法中的进化过程是建立在编码机制基础上的 , 编码对于算法的性能影响很大. 笔者提出了一种
新的编码方法 , 该方法对于一个给定的聚类集合 , 用 1 表示聚类中心点 , 0 表示非聚类中心点 , 这样就可以
用一个 021 字符串来表示整个聚类集合. 采用这种二进制编码方式 , 结构简单 , 便于进行交配、变异等操作 ,
对聚类中心的表示明确.
212 　种群初始化及终止规则
从待处理的点集中随机选 K 个点作为问题的一个解 , 并进行编码 , 反复进行 Psize (种群大小)次选择.
这里采用的终止条件是 : 当种群中最优个体连续 35 代无变化时 , 认为算法已经收敛 , 适应度最高的个
体即为得到的最优聚类中心.
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213 　适应度函数选择
遗传算法在处理过程中以种群中每个个体的适应度值来进行搜索. 每个个体被遗传到下一代中的概率
是由该个体的适应度来确定的 , 适应度函数对于选择哪两个个体进行交配很重要. 对于每个个体 , 采用与
K2means 算法相同的方式进行聚类的划分和重新计算各聚类中心 , 然后用每个类中的点与相应聚类中心的
距离和作为判断聚类划分质量的准则函数Δ.Δ越小 , 表示聚类划分的质量越好.Δ的数学表达式为







x j - Gi 　.
　　在做遗传操作的过程中 , 有可能出现新的个体的中心点的个数不等于用户给定的中心点个数 K , 遗传
操作中出现的那些聚类中心个数不等于输入的聚类中心数的新个体 , 有可能是真正的最优的个体. 为此 ,
在这个适度函数里面引入了惩罚函数Φ( K) , 使得那些真正的最优个体得以保留.
Φ( K) 函数原形定义为 　　　　Φ( K) = 1 + Ks - Ky 1/ 2 　,
文中采用的适应度函数为 F( K) = 1/ (Φ( K)Δ) 　.
214 　操作算子
选择操作为 : 首先将上一代种群中适应度最高的个体保存到下一代种群中 , 然后从种群中随机选取 N




N 的个体 , 首先随机生成交叉点位置 cp (1 < cp < N) , 交换两
个父体中位于 cp 右侧的部分从而生成两个新的子代个体. 交叉
操作产生的子代个体除了继承父代个体的信息外 , 还会按一定
的概率发生变异 , 这体现了生物遗传的多样性. 这里使用固定
的变异概率 pm 对子代个体中的二进制位进行变异操作 , 变异
操作仅对发生变异的位进行“非”运算.
215 　实验结果及分析
图 1 为模拟数据集. 通过对模拟数据的处理来分析验证基
于遗传算法的聚类中心获取方法的有效性 ,并且与 K2means 算
法所得到的最终聚类中心进行比较. 采用的基于遗传算法的聚
类中心获取方法的参数如下 : 交叉概率 pc = 019 , 变异概率
pm = 0105 , 种群的大小为 60 . 用误差平方和准则函数 J c 的值对
算法得到的聚类中心进行评价 , 误差平方和准则函数 J c 值越
小 , 表示该组聚类中心选取得越好.







1 3 595. 5 3 247. 8 4 3 534. 7 3 247. 8
2 3 248. 9 3 247. 8 5 3 289. 3 3 249. 2
3 3 545. 6 3 247. 8
　　取 K = 5 时 , K2means 算法和基于遗传算法的方法对模拟数据集的处理结果在表 1 中给出 , 表中第 2
列为使用 K2means 算法得到的准则函数 J c 的值 , 第 3 列为使用基于遗传算法的方法得到的准则函数 J c 的
值.为了比较 , 每个算法分别运行了 5 次 , 每次运行的初始解都不一样. 图 2 为其中一次 K2means 算法的聚
类结果 ( K = 5 , J c = 3 59515) , 图 3 为其中一次基于遗传算法的方法的处理结果 ( K = 5 , J c = 3 24718) .
两图中均用不同的颜色代表得到的不同的类 , 用小“+ ”表示得到的聚类中心. 由以上结果可以看出 , 基于
遗传算法的方法得到的准则函数值明显小于 K2means 算法 , 即所得到的聚类中心的质量较高.
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图 2 　K2means 聚类结果 图 3 　基于遗传算法的聚类结果
3 　数据集的划分
对数据集的划分 ,涉及到以下定义[8 ] .
定义 1 　对于任一初始聚类中心 In , 它到离它最近的其他初始聚类中心的距离的一半称为该初始聚类
中心的划分距离 ( PartitionDistance) .
定义 2 　到初始聚类中心距离不大于 PartitionDistance2Ep s 的点称为中心点 ( CorePoint) . 若一个区域
内的所有点都是某一初始聚类中心的中心点 ,则称该区域为该初始聚类中心的中心区域 (CoreRegion) .
定义 3 　到初始聚类中心的距离大于 PartitionDistance2Ep s 且小于 PartitionDistance 的点称为 Ep s2中
心点 ( Ep s2CorePoint) . 若一个区域内的所有点都是某一个初始聚类中心的 Ep s2中心点 , 则称之为该初始聚
类中心的 Ep s2中心区域 ( Ep s2CoreRegion) .
定义 4 　若某一点既不是中心点 ,也不是 Ep s2中心点 , 则称该点为非中心点 (Non2CorePoint ) . 若一个
区域内的所有点都是某一个初始聚类中心的非中心点 , 则称之为非中心区域 (Non2CoreRegion) .
整个数据集包括 : 各个初始聚类中心的中心区域、Ep s2中心区域以及非中心区域. 一个初始聚类中心的
中心区域及其 Ep s2中心区域组成一个局部数据集. 整个数据集可以被划分为各个初始聚类中心的局部数据
集以及各个初始聚类中心共同的非中心区域. 由于初始聚类中心的中心区域被该初始聚类中心的 Ep s2中心
区域环绕 ,使得每个初始聚类中心的中心点都可以相对独立地进行 DBSCAN 聚类 ,即各个中心区域的聚类
可以并行完成.
局部数据集参数 M i 的确定 　取一个固定的ε值 , 对每个局部数据集分别计算 M i 的值. 每个局部数据集
的参数 M i 为[8 ]
M i = ( Ei / t i ) N i 　, (1)
其中 , N i 是以 I i 为中心的局部数据集中数据点的个数 ; Ei 代表以 I i 为中心的半径为ε的数据集的数据点的
超长方体的体积 ; ti 代表能够包含所有以 I i 为中心的局部数据集的数据点的超长方体的体积 ;而 Ei 根据所
属的不同维数 , 取值分别为
一维数据 : Ei = 2 ×ε　, (2)
二维数据 : Ei =π×ε2 　, (3)
三维数据 : Ei = (4/ 3) ×π×ε
3 　. (4)
　　对于高维数据 , Ei 的值可以近似为 : 边长为 2 ×ε, 包围半径为ε的超球体的超立方体的体积. 文中主要
在二维空间上进行讨论 , 所采用的 M i 的计算公式为
M i = (π×ε2 / ti ) N i 　. (5)
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4 　局部数据集聚类结果的合并
1) 两个类 A 和 B 的合并. 设点 a, b分别为类 A 和类 B 中的点 , 若满足以下任一条件 , 则合并类 A 和类 B.
①b从 a 关于ε和 M A 密度可达 , 而 a从 b 关于ε和 M B 密度不可达 ,则取 M = MA , 合并类 A 和类 B .
② a 从 b 关于ε和 M B 密度可达 , 而 b从 a 关于ε和 M A 密度不可达 ,则取 M = MB , 合并类 A 和类 B .
③a从 b 关于ε和 M B 密度可达 , 同时 b从 a 关于ε和 M A 也密度可达 ,则取 M = min{ MB , M A } , 合并
类 A 和类 B .
2) 归并噪音点. 处在分区线附近的噪声点可能是全局中某个类的边界点 , 必须考虑将这些临时噪声点
归并到相邻分区的某个类中. 一个噪声点 p 被归纳入一个类 C , 当且仅当 : ① p 和 C 不处于同一个分区中.
②存在点 q , 点 q是位于类 C 与类 C 所在的局部数据集 I 的ε2中心区域的重叠部分的核心对象 , 且满足条
件 distance{ p , q} ≤ε.
5 　DPD GA 算法的基本框架
(1) DPD GA 算法框架描述如下 :
输入 : 控制参数 , 聚类数据集.
输出 : 聚类结果.
Step 1 　初始化控制参数 , 包括 : 种群大小 Psize , 交叉概率 pc , 变异概率 pm .
Step 2 　从点集中随机选取点 , 构成 Psize 个个体 , 用二进制方式进行编码.
Step 3 　对每个个体进行以下操作 : ①进行聚类划分. ②求当前划分的校正聚类中心. ③计算适应度.
Step 4 　进行选择、单点交叉和变异操作 , 记录当前适应度最大的个体 lopt .
Step 5 　如果种群中最优个体连续 35 代无变化 , 则当前最优个体为所求聚类中心 , 否则返回 Step 2.
Step 6 　对每个聚类中心 , 计算到其他聚类中心距离 , 取其中最近距离一半为该初始聚类中心的
PartitionDistance.
Step 7 　根据得到的各个初始聚类中心的 PartitionDistance 划分数据集.
Step 8 　对于各个局部数据集并行进行以下操作 : ①计算各个局部数据集的参数 M i . ②使用
DBSCAN 算法进行聚类.
Step9 　合并各个局部数据集的聚类结果.
Step10 　输出聚类结果 , 算法结束.
(2) 实验结果
为了检验 DPD GA 算法的可行性和有效性 , 对 DBSCAN 算法和 DPD GA 算法进行了对比实验. 实验采
用 VC + + 实现 , 在 P Ⅳ2214 G , 512M 内存的计算机上进行. 为了体现 DPD GA 算法对分布不均匀的数据集
的聚类效果 , 使用 PB 产生了如图 4 所示的分布不均匀的数据集. 图中左边的部分明显地可以分为两个类 ,
且数据分布密集 , 而右边的部分 , 数据分布稀疏.
用基于遗传算法的方法对该数据集进行处理 , 得到的初始聚类中心如图 5 所示. 图中 , 小“+ ”表示初始
聚类中心. 在图 6 所示得到的初始聚类中心的基础上 , 使用笔者提出的 DPD GA 算法进行聚类 , 得到如图 7
所示的结果. 图中用一种颜色表示一个聚类. 用大的“+ ”表示噪音点.
为了与原始的 DBSCAN 算法的聚类结果进行比较 , 图 5 给出了原始的 DBSCAN 算法对模拟数据集的
聚类结果.
从两个算法的聚类结果可以看出 :原始的 DBSCAN 算法对于不均匀的数据集的聚类质量欠佳 , 它把左
边相对密集的两个类合并成为了一个类 , 同时对右边相对稀疏的数据点 , 把本来应该被聚类到某个类中的
数据点处理成了噪音. DPD GA 算法由于对数据集进行了划分 , 根据各个局部数据集的情况选取不同的参
数值 , 成功地将左边两个较密集的类分成了两个类 , 而不是处理成了一个类. 对于右边较稀疏的数据点也
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进行了较符合数据分布情况的聚类 , 被算法处理成为噪音点的数据点明显少于原始的 DBSCAN 算法 , 而
这也是比较符合数据分布情况的. 由此可见 , 显然改进后的算法得到的聚类结果更能体现数据的分布特征 ,
聚类质量更高. DBSCAN 算法与 DPD GA 算法所需的时间比较如图 8 所示.
图 4 　二维模拟数据集 图 5 　原始 DBSCAN 算法的聚类结果
图 6 　基于遗传方法得到的初始聚类中心 图 7 　DPD GA 得到的聚类结果
图 8 　算法改进前后的运行时间比较
　　从图 8 可知 ,当数据量增大时 ,DPD GA 算法所需时间的增幅
明显比 DBSCAN 算法小 , 因此 , DPD GA 算法比 DBSCAN 算
法快.
6 　结 束 语
DBSCAN 算法能够在有“噪音”的数据集中发现任意形状的
聚类 , 但当数据量很大时 , 所要求的内存和 I/ O 消耗都较大. 当
数据分布不均匀时 , 由于使用统一的全局变量 , 使得聚类的效果
差. 笔者针对 DBSCAN 存在的问题 , 提出了 DPD GA 算法. 该算
法将数据集划分为多个局部 , 在对每个局部进行聚类时 , 选用不
同的参数值 , 最后再合并各个局部的聚类结果. 实验结果表明 , DPD GA 算法在聚类质量上优于原始的
DBSCAN 算法.
与传统的 DBSCAN 算法相比 DPD GA 算法的优缺点如下 :
遗传算法的一个优点是不需要待解决问题领域的特殊知识 , DPD GA 算法基于遗传算法获取较优的初
始聚类中心 , 克服了 K2means 算法的初值依赖性. 根据获取的初始聚类中心对数据集进行划分 , 并对划分
得到的各个局部数据集使用原始的 DBSCAN 算法聚类 , 最后合并各个局部数据集的聚类结果. 由于不是依
赖于人们对待处理数据的先验知识 , 而是根据各个局部数据集的实际情况 , 确定算法中的参数值 , 这样减
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少了人为设定参数值的随机性. 较好地解决了 DBSCAN 算法输入参数敏感问题. 由于划分了数据集 , 降低
了 DBSCAN 算法对内存的要求. 并且划分后的每个数据集数据分布相对较均匀 , 在此基础上使用
DBSCAN 算法进行聚类 , 可以显著提高聚类的质量. 解决了数据分布不均匀影响 DBSCAN 算法聚类效果
的问题.
DPD GA 算法还存在以下几个方面需要进一步完善和深入研究 :
(1) 选取初始聚类中心时 , 聚类中心的数目 K仍是人为设置的 , 不一定符合数据的分布特征. K值的确
定和确定 K 值方法的评价方式都需要进一步研究.
(2) 针对一个特定的数据集 , 在确定初始聚类中心时 , 就基于遗传算法的方法和笔者提到的其他方法 ,
究竟采用哪种方法最佳 , 有待进一步研究.
(3) DPD GA 算法中 , 划分数据集是根据得到的初始聚类中心以及各个聚类中心之间的距离. 这种划分
对于大多数的数据集而言是比较合理的 , 但是对于一些具有特殊特征的数据集而言 , 这样的划分是否合适
也是今后要探讨的问题.
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