Abstract-In recent years, great success has been achieved in visual object detection, which is one of the fundamental tasks in the field of industrial intelligence. Most of existing methods have been proposed to deal with single well-captured still images, while in practical robotic applications, due to nuisances, such as tiny scale, partial view, or occlusion, one still image may not contain enough information for object detection. However, an intelligent robot has the capability to adjust its viewpoint to get better images for detection. Therefore, active object detection becomes a very important perception strategy for intelligent robots. In this paper, by formulating active object detection as a sequential action decision process, a deep reinforcement learning framework is established to resolve it. Furthermore, a novel deep Q-learning network (DQN) with a dueling architecture is proposed, the network has two separate output channels, one predicts action type and the other predicts action range. By combining the two output channels, the action space is explored more efficiently. Several methods are extensively validated and the results show that the proposed one obtains the best results and predicts action in real time.
I. INTRODUCTION

V
ISUAL object detection, which aims at finding interested objects in a visual scene, plays an important role in the fields of industrial informatics. It has been used in the applications of surveillance [1] , unmanned ground vehicles, and multimedia processing. In the past decade, visual object detection has attracted a lot of attention of researchers and developers.
Traditional object detection tasks focus on specific object detection. The most commonly concerned cases include face detection [2] , [3] , pedestrian detection [4] , [5] , and vehicle detection. In those works, usually an object-specific feature extractor was developed to locate and represent the object and a classifier was employed to make the detection decision. The main disadvantage of those methods is its weak generalization for other types of objects.
Many scholars notice that generic object detection is possible in many scenarios, while different from specific object detection, general object detection is more intractable. On the one hand, detection proposals are required to be localized at different scales. Different region proposal methods have been proposed, such as selective search [6] , BING [7] , and EdgeBoxes [8] . In [9] , the concept objectness was proposed to characterize the property of generic objects, and [7] developed effective BING technology, which used very simple features to represent the general object. The weak feature representation is a double-edge sword. It can represent general objects, but introduce many false-alarms at the same time.
General features need to be detected for various kinds of objects. Convolutional neural network (CNN) was proposed to extract general features and has achieved impressive performance. While region proposal methods are implemented on the CPUs, and they are relatively slower than the classification process, which runs on GPUs. To this end, Ren et al. introduced a region proposal network in faster RCNN [10] , which shares layers with detection network and reduces time cost for computing proposals. In recent years, YOLO [11] and SSD [12] provided real-time detection solutions with the state-of-the-art detection performance by combining proposal and classifier together.
Though outstanding achievements have been made with single well-captured still images, there is a performance drop when applied to robotic images [13] . Robotic images are often taken under ambiguous intention and with nuisances, such as tiny scale, partial view, or occlusion, as shown in Fig. 1 ; thus, one single image may not contain enough information for object detection. There are a few works focusing on object detection in images with nuisances. A dataset was collected with a mobile robot in-the-wild to provide a testbed for object detection [13] . An adversarial network was proposed to generate occlusions and deformations examples to train a robust object detector [14] .
Different from those data-driven strategies, view planning or view evaluation techniques are taken into consideration in some works. Denzler and Brown [15] , and Huber et al. [16] applied view evaluation with information theory, aiming to select the best view to detect, while candidate views need to be acquired beforehand. In recent years, deep reinforcement learning has attracted a lot of attentions from the field of machine learning and robotics. Malmir et al. [17] applied reinforcement learning to predict object label and action simultaneously. Zhao et al. [18] utilized DQN to improve recognition performance. Liu et al. [19] applied extreme learning trust region policy optimization in active object recognition. While the latter two works focus on active object recognition, but to our best knowledge, DQN has never been used in active object detection.
DQN is employed in this paper for active object detection. During navigation of a robot, observations of environment, as the direct information of states, are used to guide next action of the robot and a new observation will be received. This method takes successive observations until a reasonable observation will be received. The goal of active object detection is to save computational efforts and achieve an acceptable accuracy. While in traditional DQN, only either action type or action range is predicted. To overcome this limitation, the dueling architecture [20] is employed in DQN and decomposes action into two parts; thus, the proposed network predicts action type and action range simultaneously and makes it a more efficient way to explore action space. The main contributions of this paper can be summarized as follows.
1) By formulating active object detection as a sequential action decision process, a deep reinforcement learning framework is established to resolve it. 2) A novel deep Q-network (DQN) with dueling architecture is proposed, which has two separate output channels, one predicts the action type and the other provides the action range. 3) Experimental validations are performed on the active vision dataset [21] to show the advantages of the proposed methods. The remainder of this paper is organized as follows. In Section II, active object detection problem is formulated as a sequential action decision problem. A DQN network with dueling architecture is proposed to deal with active object detection problem in Section III. In Section IV, experimental validations are performed on the active vision dataset [21] . At last, conclusions are drawn based on experimental results and analysis.
II. PROBLEM SETTINGS
For a robot, active object detection can be formulated as a sequential action decision process. This process can be described with a six-element tuple (S, A, r, h, γ, π), where the following are true.
1) S is a state set, in which each element s is used to describe the state of the robot and its environment. 2) A is an action set, which contains every executable action a for the robot. 3) r : S × A → R is a reward function, which is designed to evaluate value of one action under certain state to the task, and returned as a feedback to the robot, which is designed in Section III-C. 4) h : S × A → S is a state transition function, as introduced in (1). 5) γ ∈ [0, 1] is the discount factor, which represents the difference in importance between future rewards and present rewards. 6) π : S → A is an action policy to guide a robot to select action according to current state, as introduced in (2). A robot starts in an initial state, with a target to be detected in its view. It is often that the initial state is inadequate for detection, with some nuisances in images, such as tiny scale, partial view, or occlusion, as shown in Fig. 1 . The robot will select an action to take and change its viewpoint to capture a new image, see Fig. 2 for examples. This state transition process can be expressed as
(
The current state s t heavily depends on its last state s t−1 and which action a t it takes. An arbitrary action could lead to a worse observation. For example, when a region of interest lies near right edge of its view, an left translation will make the robot lose its target. Thus, an effective action policy is desirable. One action policy can be expressed as
which means the action decision only depends on its last state s t−1 . Substituting a(t) from (2) in (1) gives
The current state s t is determined by the last state s t−1 and action policy π. Thus, the aim of active object detection is to find an optimal policy π * , which adjusts the state of the robot recursively to get better detection viewpoints.
III. PROPOSED METHOD
As mentioned in the last section, the solution of active object detection is an optimal action policy, which helps a robot to get a reasonable viewpoint for detection. To this end, we establish a DQN, shown in Fig. 3 , to deal with this problem.
During active object detection, the robot receives a reward r t = r(s t−1 , a t ) at each time instant t and the accumulated reward is defined as R t = ∞ i=t γ i−t r i . The action-value function under action policy π is then defined as Q π (s t−1 ) = E[R t |s t−1 , π], and the optimal policy is determined by estimating the action-value function Q π . The estimation can be obtained by Bellman equation recursively [22] .
The DQN utilizes neural network as an nonlinear approximation to optimal action-value function Q(θ) → Q * . All parameters of the network are denoted as θ, and the parameters are estimated iteratively by minimizing temporal difference error aŝ The optimization is converted into a regression problem in DQN by regarding temporal difference error as loss:
In the training process, y is regarded as the target of the regression function.
A. State Representation
As visual information has proven its potential in image-based control for autonomous mobile robots [23] and unmanned aerial vehicle [24] , [25] , the obtained images are employed to represent the state in this paper, which is employed to predict action. The last state s t−1 is served as the input and consists of two parts, as shown in Fig. 4 , the captured image I t−1 and the bounding box B t−1 = [x t−1 , y t−1 , w t−1 , h t−1 ] of the target object, where (x t−1 , y t−1 ) represents the central point of the bounding box in image coordinate, w t−1 and h t−1 are the width and height of the bounding box. The bounding box can be obtained by off-the-shelf object discovery technology [26] in the first frame and tracked through successive frames. Please note that in this paper, we focus on the view planning strategy for active object detection, but do not develop any new visual object localization strategy. In addition, we always require that there is a bounding box at the initial state, which guides us to predict next action. The cases when no object occur in the image are beyond the scope of this paper and one of our other works dealt with it, please see [27] .
For the image I t−1 , CNN is employed to extract features from it. The feature extractor consists of the first nine layers of the Resnet-18 and two additional down-sampling convolutional modules. For the bounding box, a fully connected layer is added to extend it to 512-D vector. Then two inputs are joint together and two following fully connected layers are structured to estimate the Q value. During the training period, the weights of the nine Resnet-18 layers keep fixed, which have been trained over numerous images and shown impressive performance in ImageNet classification challenges. Extracted features and bounding box elements are quite different in both dimension and value. To keep a balance between these two inputs, some measures are taken. There are two downsampling modules, each downsample module has a convolutional layer with a 5 × 5 filter and stride 1, and a max pooling layer with a 2 × 2 filter and stride 2. A quadruple-downsample is realized on extracted features. Bounding box elements are normalized and then scaled with a constant factor to map them into similar range with feature values asx
where• is a normalized element, k is the scale factor, which is set to 5 in our experiments, and I w and I h denote the width and height of image.
B. Multistep Action Representation
The conventional DQN works [20] , [28] - [30] , though achieved success in Atari Games, have an inefficient way for a robot to explore action space. In kinematics, the robot have an executable action set A, which consists of action type A k and action range A r , namely, A = A k × A r , where A k contains several action types, and A r is in charge of the range of each action type. To simplify the active object detection problem, the action space is discretized uniformly. One step means a constant distance translation or a fixed degree of rotation. To predict action type and action range simultaneously, dueling architecture is introduced into the DQN, as shown in Fig. 3 . The output Q of the DQN summed by three streams Equation (7) suffers from lack of identifiability, which can lead to poor practical performance. To address this issue, an average operator is applied to the last module When the robot navigates in an indoor scene, it is reasonable to assume that the robot have the capacity to avoid obstacles [31] . Therefore, at time instant t, a feasible candidate action set A t ⊂ A is maintained by the robot to avoid collisions, see Fig. 5 for illustrations. Thus, during the detection process, action a t is selected from A t instead of A.
C. Reward Function
Reward function r(s, a) is used to encourage effective actions, and the general formation of reward function is defined as below
where a positive reward η will be received once the current task is finished successfully. While those attempts ending up with a failure, a nonpositive reward μ is returned. A nonpositive reward ξ with a less absolute value is returned as the cost of exploration. For active object detection, we view it as a success that the classifier f c get a score over a thresh ψ. The threshold affects performance of f c both on precision and recall, so it should be set according to the applied classifier f c . A successful detection will return a reward η = 1. In case lost in endless loop, we 
Calculate target y
else Update priority of each transition Update θ eval by gradient descent to minimize loss in (5) end for end while if episode % 500 == 0 then θ target = θ eval end if end for Return θ * = θ eval force the robot give up a detection task with a failure flag and a reward μ = 0 after a fixed number of attempts. For intermediate steps, the robot will also get a reward ξ = 0. In other words, the particular reward function for active object detection can be derived from (9) as
which is denoted as r t for simplicity.
D. Training Algorithm
The training algorithm is detailed in Algorithm 1, which is trained with some strategies, including double Q-learning [30] and prioritized experience replay [29] .
E. Optimal Action Policy
After training, parameters θ * are obtained, and the optimal action-value function Q * (s, a) can be approximated with Q(s, a; θ * ). With the approximation, the action policy is expressed as
IV. EXPERIMENTAL RESULTS
We evaluated the proposed DQN on active vision dataset [21] . The details of our experiments are presented in this section.
A. Active Vision Dataset
The active vision dataset is designed for developing and benchmark active vision and collected in indoor scenes, which consists of more than one rooms. Kitchen, living room, and dining room can be included in one scene. Each scene is scanned once or twice and 17 scans have finished in total. A total of 20 916 frames, including RGB images and depth images, are captured with Kinect V2, each scene consists of 696-2412 frames. All those images are sampled at a set of discrete points, those points are predesigned in a rectangular grid with edge of 30 cm; at each point, images are sampled with every 30
• rotation. There are 22 kinds of objects in the dataset, as shown in Fig. 6 and each frame is labeled with object type and bounding boxes.
B. Experiment Setup
In our experiment, the different splits, Split 1 and Split 2, are used to evaluate performance of different methods in known and similar unknown environments, respectively, as illustrated in Table I . In each scan, hundreds of tasks are carefully chosen for active object detection, each task has an initialization position and a target to be detected.
The classifier is the same one used in [21] . By analyzing a precision-score curve of the classifier, it achieves a perfect 100% precision when classification score is over 0.5. Therefore, we set thresh ψ to 0.5.
In order to evaluate the efficiency of different reinforcement learning methods, instead of using correction accuracy, it is more reasonable and practical to regard it as an accomplished detection task when the classification score is over 0.5. Accordingly, the success rate (SR) and average path length (APL) are chosen to measure efficiency of different methods 
where T s is a collection of successful detection task and T is a collection of all detection tasks, and
where P t denotes the path length of successful detection task t.
In our experiments, the action type set A k contains six kind of movements, four kinds of translation, and two kinds of rotation in different direction, that is
clockwise rotation, counterclockwise rotation} and action range is set from 1 to 3 steps, namely A r = {1, 2, 3}, and each step means 30 cm for translation and 30
• for rotation.
C. One-Step Action Prediction
To show the efficiency of the DQN on action type prediction, we have made a comparison among different action policies and variations of DQN by setting action range to one step. Those action policies and variations of DQN include the following. 1) Forward: The robot takes forward action at each step.
2) Random: The robot takes random action with uniform probability at each step. 3) PG [21] : The baseline policy is provided by the authors of the active vision dataset. 4) DQN [28] : It is a deep Q-learning network with a similar structure with Fig. 3 to predict an action type at each step. 5) DDQN [30] : It is a variation of DQN, trained with a double Q-learning training strategy to overcome overestimation. 6) DDQN+PR [32] : It uses prioritized experience replay to train double DQN. 7) D3QN+PR [20] : It is a Double DQN with dueling architecture dividing Q-value into two parts, the state value and action advantage, and prioritized experience replay is employed. 
TABLE II AVERAGE PATH LENGTH
Among the above-mentioned methods, forward, random, and PG action policies serve as the baselines. The performance is evaluated by SR and APL. The SR of different methods is shown in Fig. 7 , and the APL is illustrated in Table II . The following can be observed from the results. 1) SR increases as more action decisions taken, it is obvious that observations from different viewpoints assist in detection. 2) Forward and random baselines perform poorly, as no state information is taken into consideration in action decision making, PG baseline is much better as it is an action policy trained with reinforcement algorithm but has an obvious performance drop even in a similar unknown environment. In addition, PG baseline has less APL, compared to other methods, which means it can detect the target object more efficiently.
3) The DQN implemented in this paper outperforms all three baselines in unknown environment, which means the DQN has its advantage on action type prediction when transferring to similar unknown scenes.
D. Multistep Action Prediction
While there is no baselines for multistep prediction methods, we made a comparison with two random action prediction strategies, that are as follows.
1) Random fully: The robot selects both action type and action range randomly with uniform probability. 2) Random range: The robot selects action type according to the D3QN+PR, which has best performance in one-step action prediction, but action range is selected randomly. 3) Our method: A network with dueling architecture, as shown in Fig. 3 , is employed to predict action type and action range simultaneously. With similar experiment setup with one-step action prediction, multistep action prediction is evaluated, and the results is shown in Fig. 9 and Table II . Some conclusions can be drawn from the following results.
1) The performance of random fully policy is poor, the current state information is not utilized in action prediction. 2) Random range policy performs better, as it predict D3QN+PR policy for action type selection, while random range does not improve detection performance. 3) With the proposed DQN for multistep prediction, a robot can detect objects more efficiently. It has similar performance with the best single-step action prediction in known environment and outperforms it in unknown environment. The proposed method leads to longer APL and slightly more actions decisions, as the step length is not taken into consideration during the training process. In addition, the SR of the proposed method is much higher, longer APL is acceptable as some failed detection tasks with other methods are accomplished. A detection process in multistep action prediction is shown in Fig. 8 , the proposed method takes three action-decisions to detect the target object successfully, while the random range takes four and random fully fails within five action decisions. Thus, our method is more efficient to explore action space and lead a robot to get a better view for detection.
In active object detection, the time cost is another vital factor. To show the real-time of the proposed method, the DQN is deployed on a computer, which is equipped with an Intel i7-6875K CPU and a NVIDIA 1080Ti GPU. On an average, it takes 7.65 ms to make an action decision, which can be ignored during active object detection.
Though the efficiency and real-time of the proposed DQN for multistep action prediction has been evaluated by comparison with random policies. There is still some limitation, as shown in Fig. 10 . When the proposed method predicts an action, it can introduce occlusion into its view, which makes it lose its target. Different from an initial occlusion view, this kind of situation is more intractable to deal with without structural information of whole environment.
V. CONCLUSION
In this paper, we focus on active object detection. By formulating active object detection as a sequential action decision problem, we developed a DQN to learn an optimal action policy. By introducing dueling architecture into the network, action is decomposed into action type and action range. By this way, the robot can explore action space more efficiently.
To show efficiency of our method, we trained and evaluated our network in active vision dataset. By analyzing the dataset, we prefer to use the SR and APL to compare different action prediction methods. The experiment result has shown that the proposed DQN with multistep action prediction can help the robot to detect objects more efficiently. Furthermore, the real time of the proposed method has also been verified.
Although an attempt have been made in multistep action prediction, which is still an open problem to explore continuous action space of mobile robots for active object detection, and it will be our further work.
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