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We introduce concepts of minimal immersions and bandlimited (Paley–Wiener) immer-
sions of combinatorial weighted graphs (ﬁnite or inﬁnite) into Euclidean spaces. The notion
of bandlimited immersions generalizes the known concept of eigenmaps of graphs. It is
shown that our minimal immersions can be used to perform interpolation, smoothing
and approximation of immersions of graphs into Euclidean spaces. It is proved that
under certain conditions minimal immersions converge to bandlimited immersions. Explicit
expressions of minimal immersions in terms of eigenmaps are given. The results can
ﬁnd applications for data dimension reduction, image processing, computer graphics,
visualization and learning theory.
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1. Introduction and main results
It became rather popular to use eigenvalues and eigenfunctions of discrete Laplace operators to perform such tasks as
shape and image recognition, image smoothing, graph partitioning [1–3,5–7,9,11,19–21]. In [1–3] eigenfunctions were used
for dimensionality reduction of high-dimensional data sets and such notion as eigenmap was introduced which attracted
attention of many researches.
In our paper we consider vector-valued functions on ﬁnite and inﬁnite graphs and treat them as immersions of graphs
into Euclidean spaces. In many situations in applications there is a necessity to map a high-dimensional data (a graph) to
a low-dimensional Euclidean space. In such cases one cannot expect to have a one-to-one map. We use the term immer-
sion since it is a common term in differential geometry when one considers mappings between manifolds which are not
necessarily one-to-one.
A notion of the so-called minimal immersions is introduced and investigated. These minimal immersions are minimizers
of Sobolev norms on graphs and for this reason can be considered as vector-valued variational splines.
We also introduce such concept as bandlimited (Paley–Wiener) immersions of graphs into Euclidean spaces. This
concept generalizes the notion of eigenmaps to inﬁnite graphs. If graph is ﬁnite then bandlimited functions are just combi-
nations of eigenfunctions. Note that eigenmaps were ﬁrst considered in [1–3] and since then were investigated and explored
in numerous papers.
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approximation of immersions into Euclidean spaces. It is also shown that bandlimited immersions and in particular eigen-
maps can be reconstructed from their uniqueness sets as limits of interpolating minimizers. Conversely, in the practically
important case of ﬁnite graphs we give a constructive way to express minimal immersions in terms of our generalized
eigenmaps.
The following is a summary of main notions and results. We consider ﬁnite or inﬁnite and in this case countable con-
nected graphs G = (V (G), E(G)), where V (G) is its set of vertices and E(G) is its set of edges. A weighted undirected graph
G is equipped with a weight function a : V × V → R+ satisfying
a(u, v) = a(v,u) ≡ avu
and a(u, v) = 0 if vertices v , u are not adjacent.
The space L2(V (G);RN ) is the Hilbert space of all vector-valued functions (≡ immersions)
f : V (G) → RN
with the following inner product
〈f,g〉 = 〈f,g〉L2(V (G);RN ) =
∑
v∈V (G)
〈
f(v),g(v)
〉
RN
and the following norm
‖f‖ = ‖f‖L2(V (G);RN ) =
( ∑
v∈V (G)
∥∥f(v)∥∥2
RN
)1/2
.
The letter A will be used for the corresponding adjacency matrix whose entries are avu , and D will denote a diagonal
matrix whose diagonal entries are
dvv =
∑
u∈V (G)
avu, v ∈ V (G).
The discrete Laplace operator can be deﬁned as
L = D − A. (1.1)
It is common to think about L as a “2-nd order” operator. If f= ( f1, f2, . . . , fN ) is an immersion of a graph G into RN then
by deﬁnition the operator L is introduced as
Lf= (L f1, L f2, . . . , L fN ). (1.2)
This formula deﬁnes a self-adjoint and positive deﬁnite operator in L2(V (G);RN ). The term “scalar Laplace operator” will
refer to a situation when N = 1. The following “gradient” is a measure of smoothness of functions in L2(V (G);RN )
‖∇f‖ =
( ∑
v,u∈V (G)
∥∥f(v)− f(u)∥∥2
RN
avu
)1/2
, (1.3)
where the sum is taken over all unordered pairs {v,u} of vertices. The notation Lo2(V (G);RN ) is used for the space of
functions which are orthogonal to the space of all constants on V (G).
For every graph G = (V (G), E(G)) the space L2(V (G),RN ) of all immersions of G into RN one has the following or-
thonormal basis of vector-valued functions {Υv, j}, v ∈ V (G), 1 j  N , of the form
Υv, j(u) =
(
0, . . . , δv(u), . . . ,0
)
(1.4)
where Dirac measure δv concentrated at a vertex v appears in the place of j-th coordinate. The functions Υv, j are perfectly
localized in the sense that to ﬁnd inner product of a function from this family with any immersion f one has to know only
the value of f at a single vertex v .
On the other hand, one has the orthonormal basis of L2(V (G),RN ) which consists of eigenmaps of the form
Φk, j(u) =
(
0, . . . ,ϕk(u), . . . ,0
)
, 1 k
∣∣V (G)∣∣, 1 j  N, (1.5)
where k-th eigenfunction ϕk of the scalar operator L appears in the place of the j-th coordinate. Functions from this
basis exhibit the worst possible localization in the sense that to ﬁnd inner product of a function from this basis with an
immersion f one has to know values of f at all vertices.
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of L2(V (G),RN ). These bases are intermediate between two extreme bases (1.4), (1.5) in the sense that their localization
and smoothness can be regulated. The minimal immersions we construct allow to perform interpolation, extension and
approximation tasks on graphs. They are optimal in terms of smoothness (since they are solutions to Variational Problems
1–4 bellow) and in terms of approximation (Theorem 3.1).
Theorem 2.5 implies that to ﬁnd explicit expressions for minimal immersions one has to solve certain linear systems
which are usually sparse. To solve a linear system is in general simpler task than to ﬁnd eigenfunctions of a matrix. Thus it
can be considered as another reason to use Sobolev-norm minimizers instead of bases of eigenfunctions.
To explain main results of the paper let us consider for simplicity a ﬁnite graph G . We are interested in the following
optimization problem. Find an immersion f in Lo2(V (G);RN ) which takes prescribed values on a selected set of vertices
W ⊂ V (G)
f(w) = yw ∈ RN , W ⊂ V (G), w ∈ W ,
and whose high-order derivative Lt/2 f , t  0, is “small” in the sense it minimizes the following Sobolev-type norm for a
ﬁxed ε  0
ε‖ f ‖2 + ∥∥∇Lt/2f∥∥2 = ε‖ f ‖2 + ∑
v,u∈V (G)
∥∥Lt/2f(v)− Lt/2f(u)∥∥2
RN
. (1.6)
The ﬁrst objective of the paper is to present a solution to this problem. Namely, it is shown that the solution exists and
unique. The most important result about minimal immersions is Theorem 2.5 which shows that minimal immersions are
“polyharmonic” functions with “singularities” on W . This result can be used to obtain a computational algorithm to ﬁnd
minimal immersions.
Let us remind [8,22], that according to the min–max principle for a self-adjoint positive deﬁnite operator L in the Hilbert
space L2(V (G),RN ) the j-th eigenfunction can be deﬁned as a minimizer of the following quotient
inf
F⊂L2(G)
sup
f ∈F
‖L1/2 f ‖2
‖ f ‖2 , f = 0, (1.7)
where inf is taken over all j-dimensional subspaces F of L2(V (G);RN ). In this sense eigenfunctions are always optimal.
This characterization can be extended to eigenmaps [1]. In our article other optimal properties of eigenmaps are revealed.
According to our deﬁnition an ω-bandlimited immersion has the form
f= ( f1, . . . , fN), (1.8)
where every fν ∈ Lo2(V (G);RN ) belongs to a span of eigenfunctions of the scalar operator L and corresponding eigenvalues
of these eigenfunctions are not greater ω. In particular one has an eigenmap when every fν is an eigenfunction of the
scalar operator L.
In general one cannot expect that there exists a bandlimited immersion or an eigenmap that takes prescribed values on
a randomly chosen set of vertices.
It is shown in the paper that bandlimited immersions and eigenmaps in particular are uniquely determined by their
values on certain subgraphs which we call the uniqueness sets (see Section 4).
Our main Theorems 6.2 and 6.3 show that bandlimited immersions and in particular eigenmaps can be recovered from
their values on uniqueness sets as limits of minimal immersions when degree of smoothness t in (1.6) goes to inﬁnity.
As a further concretization let us consider a cycle graph Cn of n vertices which are identiﬁed with numbers 1,2, . . . ,n.
The combinatorial Laplace operator on vector-valued functions
f= ( f1, f2, . . . , fN) : Cn → RN
is given by
Lf(v) = −f(v − 1)+ 2f(v)− f(v + 1), v ∈ Cn. (1.9)
This operator has n different eigenvalues
λk = 2− 2cos 2πkn , 1 k n, (1.10)
and every of this eigenvalues has multiplicity 2N . The corresponding orthonormal eigenfunctions are
Φsk, j(v) =
(
0, . . . ,0, sin
2πk
n
,0, . . . ,0
)
, 1 k n, 1 j  N, v ∈ Cn, (1.11)
and
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(
0, . . . ,0, cos
2πk
n
,0, . . . ,0
)
, 1 k n, 1 j  N, v ∈ Cn, (1.12)
where non-zero term appears on the place with number 1  j  N . The space Lo2(Cn;RN ) contains all immersions which
are orthogonal to immersions of the form
Φ0, j(v) = (0, . . . ,0,1,0, . . . ,0), 1 k n, 1 j  N, v ∈ Cn. (1.13)
Thus, the total number of all orthonormal eigenfunctions Φ0, j,Φck, j,Φ
s
k, j is (2n + 1)N . In this situation an ω-bandlimited
immersion into RN has the form
f= ( fk1 , . . . , f KN ), (1.14)
where every fk j ∈ Lo2(Cn;RN ) belongs to a span of eigenfunctions
sin
2πk j v
n
, cos
2πk j v
n
, v ∈ Cn (1.15)
which correspond to eigenvalues that are not greater ω. In particular, an eigenmap is an immersion of the form
Φ = (ϕk1 , . . . ,ϕkN ), (1.16)
where eigenfunctions ϕk j are given by (1.15) and bandwidth of Φ is
ω = max
k j
(
2− 2cos 2πk j
n
)
.
Suppose we consider immersions of C103 into R
2. In this case one can estimate (see our Example 3 in Section 4 bellow)
that about 100 (out of 103 × 2) ﬁrst eigenfunctions of the scalar operator L are completely determined by their values on
just about 170 (out of 103) uniformly distributed vertices of the graph C103 and can be reconstructed as limits of minimal
immersions.
Also, about 200 (out of 103 × 2) ﬁrst eigenfunctions of the scalar operator L are completely determined on just about
350 (out of 103) uniformly distributed vertices and can be reconstructed as limits of minimal immersions.
It implies that corresponding bandlimited immersions and eigenmaps of C103 into R
3 are also uniquely determined by
their values on the same sets of points and can be recovered from them as limits of minimal immersions.
Let us summarize and explain the main achievements of the paper.
1. Our notion of bandlimited or Paley–Wiener immersions extends the notion of eigenmaps (which is suitable only for
ﬁnite graphs) and thus gives a way to construct “intrinsic” immersions of inﬁnite graphs. We are sure that the frame work
of inﬁnite graphs can be useful when dealing with really large graphs.
2. Our notion of variational interpolating splines on graphs gives another new tool of immersing graphs into Euclidean
spaces. Note that on any graph there are two extreme classes of functions: delta functions and bandlimited functions
(eigenfunctions on ﬁnite graphs in particular). The delta functions have perfect localization but not smooth in contrast to
bandlimited functions which are spread over the graph and very smooth. The point is that localization and smoothness of
our variational splines can be controlled. For example, if on a ﬁnite graph one will prescribe a single non-trivial value at a
single vertex and will try to ﬁnd a function with a minimal L2(G) norm, the result will be a corresponding delta function.
On the other hand, if in the same situation one will try to ﬁnd functions that minimize Sobolev norms of high degrees,
then such functions (which are variational splines) will converge to a constant which is completely spread out and very
smooth. Localized bases (variational splines form Riesz bases in Paley–Wiener spaces) are very popular in contemporary
harmonic analysis and can be utilized in harmonic analysis in many different ways. For example, if an image is represented
by a large graph and one is visualizing a relatively small potion of the image it make sense to use localized splines rather
than eigenfunctions which are spread out over the graph.
A different attempt to construct localized bases on graphs can be found in [6,7].
3. Since our variational interpolating splines approximate eigenfunctions (see Theorem 6.3) one can replace the problem
of ﬁnding eigenfunctions (which is infeasible for large graphs) by the problem of ﬁnding interpolating variational splines.
It is explained after Theorem 2.4 that to ﬁnd explicit formulas for splines of ﬁxed smoothness one has to solve a certain
number of linear systems and this number is essentially less than the number of vertices in the graph.
4. Our results can ﬁnd applications to ﬁltering, denoising, approximation and compression of functions on graphs. These
tasks are of central importance to data dimension reduction, image processing, computer graphics, visualization and learning
theory.
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For a given graph G and a subset of vertices W = {w} ⊂ V (G) we ﬁx a vector-valued sequence y= {yw}, w ∈ W , yw ∈ RN
which belongs to the space l2(RN ), of all RN -valued sequences y= {yw} with the norm
‖y‖l2(RN ) =
( ∑
w∈W
‖yw‖2RN
)1/2
.
In what follows we will systematically use a self-adjoint positive deﬁnite operator
Dt,ε = ε
2
I + Lt+1, (2.1)
where t  0, ε  0, and I is the identity operator. Note, that if f= ( f1, f2, . . . , fN ) : G → RN , then
Dt,εf= (Dt,ε f1,Dt,ε f2, . . . ,Dt,ε fN). (2.2)
Consider the following bilinear form in the space L2(V (G);RN )
〈Dt,εh,h〉L2(V (G);RN ) =
〈D1/2t,ε h,D1/2t,ε h〉L2(V (G);RN ), h ∈ L2(V (G);RN), (2.3)
where D1/2t,ε is a positive square root from the operator (2.1).
Remark 1.
(1) Since the Laplace operator L is positive deﬁnite the form (2.3) deﬁnes a Hilbert norm on the space L2(V (G);RN ) for
every ε which is strictly positive.
(2) If L is invertible (what happens, for example, on a homogeneous tree) then the form (2.3) deﬁnes a Hilbert norm even
if ε is zero.
(3) A situation when a graph G is ﬁnite and ε = 0 is of special interest for applications. In this case the Laplacian L is not
invertible and (2.3) does not generate a Hilbert norm on L2(V (G);RN ). But it generates such norm on a subspace
Lo2
(
V (G);RN)⊂ L2(V (G);RN),
which contains only immersions which are orthogonal to all constant immersions. Note that f ∈ Lo2(V (G);RN ) if and
only if the following property holds∑
v∈V (G)
f(v) = 0, f ∈ Lo2
(
V (G);RN). (2.4)
Variational Problem 1. For a graph G , any ε  0 and any t  0 consider the following optimization problem. Given a set
W ⊂ V (G) and a sequence {yw}, w ∈ W , yw ∈ RN , ﬁnd an immersion f in L2(V (G);RN ) such that
(1) f(w) = yw ∈ RN for all w ∈ W ⊂ V (G);
(2) for a t ∈ R+ vector-valued function f minimizes the functional
f→ ε‖f‖2 + ∥∥∇Lt/2f∥∥2 = ε∑
v∈V
∥∥f(v)∥∥2
RN
+
∑
v,u∈V
∥∥Lt/2f(v)− Lt/2f(u)∥∥2
RN
avu . (2.5)
Variational Problem 2. For a graph G , any ε  0 and any t  0 consider the following optimization problem. Given a set
W ⊂ V (G) and a sequence {yw}, w ∈ W , yw ∈ RN , ﬁnd an immersion f in L2(V (G);RN ) such that
(1) f(w) = yw ∈ RN for all w ∈ W ⊂ V (G);
(2) for a t ∈ R+ vector-valued function f minimizes the functional
f→ ∥∥D1/2t,ε f∥∥2 = 〈Dt,εf, f 〉L2(V (G);RN ), (2.6)
where Dt,εf is deﬁned in (2.1).
Lemma 2.1. An immersion f ∈ L2(V (G);RN ) is a solution of the Variational Problem 1 if and only if it is a solution of the Variational
Problem 2.
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ε‖f‖2 + ∥∥∇Lt/2f∥∥2 = ε ∑
v∈V (G)
∥∥f(v)∥∥2
RN
+
∑
v,u∈V (G)
∥∥Lt/2f(v)− Lt/2f(u)∥∥2
RN
avu
= ε
∑
v∈V (G)
∥∥f(v)∥∥2
RN
+
∑
v,u∈V (G)
〈
Lt/2f(v)− Lt/2f(u),Lt/2f(v)− Lt/2f(u)〉
RN
avu . (2.7)
Since avu = auv and dvv =∑u avu we obtain
ε‖f‖2 + ∥∥∇Lt/2f∥∥2 = ε ∑
v∈V (G)
∥∥f(v)∥∥2
RN
+
∑
v∈V (G)
∥∥Lt/2f(v)∥∥2
RN
dvv +
∑
u∈V (G)
∥∥Lt/2f(u)∥∥2
RN
duu
− 2
∑
v,u∈V (G)
〈
Lt/2f(v),Lt/2f(u)
〉
RN
avu
= ε
∑
v∈V (G)
∥∥f(v)∥∥2
RN
+ 2
( ∑
v∈V (G)
∥∥Lt/2f(v)∥∥2
RN
dvv −
∑
v,u∈V (G)
〈
Lt/2f(v),Lt/2f(u)
〉
RN
avu
)
= ε
∑
v∈V (G)
∥∥f(v)∥∥2
RN
+ 2(〈DLt/2f,Lt/2f 〉− 〈ALt/2f,Lt/2f 〉), (2.8)
where D and A are the same as in (1.1). Thus, we have
ε‖f‖2 + ∥∥∇Lt/2f∥∥2 = ε ∑
v∈V (G)
∥∥f(v)∥∥2
RN
+ 2〈LLt/2f,Lt/2f 〉= 2(〈ε
2
f, f
〉
+ 〈Lt+1f, f 〉).
By using the operator (2.1) we can write
ε‖f‖2 + ∥∥∇Lt/2f∥∥2 = 2〈Dt,εf, f 〉 = 2∥∥D1/2t,ε f∥∥2, (2.9)
where D1/2t,ε is the positive square root from a positive self-adjoint operator Dt,ε . The lemma is proved. 
Variational Problem 3. For a ﬁnite graph G and any t  0 consider the following optimization problem. Find an immersion
f in Lo2(V (G);RN ) such that
(1) f(w) = yw ∈ RN for all w ∈ W ⊂ V (G);
(2) for a t ∈ R+ vector-valued function f minimizes the functional∥∥∇Lt/2f∥∥2 = ∑
v,u∈V
∥∥Lt/2f(v)− Lt/2f(u)∥∥2
RN
avu . (2.10)
Variational Problem 4. For a ﬁnite graph G and any t  0 consider the following optimization problem. Find an immersion
f in Lo2(V (G);RN ) such that
(1) f(w) = yw ∈ RN for all w ∈ W ⊂ V (G);
(2) for a t ∈ R+ vector-valued function f minimizes the functional
f→ ∥∥L t+12 f∥∥2. (2.11)
Lemma 2.2. An immersion f ∈ Lo2(V (G);RN ) is a solution of the Variational Problem 3 if and only if it is a solution of the Variational
Problem 4.
The proof of this lemma is the same as the proof of the previous one with replacing ε by zero and taking into account
that Lo2(V (G);RN ) is invariant under L.
In the following theorem we consider a general graph G and make the assumption that ε is strictly positive.
Theorem 2.3. Suppose that a positive ε > 0 is given, then for every set of vertices W = {w}, every t  0 and any given sequence
y= {yw} ∈ l2(RN ), the Variational Problem 2 is solvable and its solution is unique.
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zero. This is a closed subspace of L2(V (G);RN ).
Given a sequence of complex numbers y = {yw} ∈ l2(RN ), the linear manifold M(W , y) of all immersions f from
L2(V (G);RN ) such that f(w) = yw is a shift of the closed subspace M0(W ), i.e.
M(W ,y) = M0(W )+ g, (2.12)
where g is any immersion from L2(V (G);RN ) such that for all w ∈ W one has g(w) = yw .
Consider the orthogonal projection ht,ε of the function g ∈ L2(V (G);RN ) from (2.12) onto the space M0(W ) with
respect to the inner product (2.3).
The vector-valued function YW ,yt,ε = g − ht,ε is the solution to the Variational Problem 2. Indeed, it is clear that YW ,yt,ε ∈
M(W ,y). To show that YW ,yt,ε minimizes the functional (2.6) on the set M(W ,y) we note that any function from M(W ,y)
can be written in the form YW ,yt,ε + F, where F ∈ M0(W ). Since YW ,yt,ε = g − ht,ε is orthogonal to M0(W ) with respect to
inner product (2.3) we obtain for any F ∈ M0(W ) and any σ ∈ C〈D1/2t,ε (YW ,yt,ε + σF),D1/2t,ε (YW ,yt,ε + σF)〉= ∥∥D1/2t,ε YW ,yt,ε ∥∥2 + |σ |2∥∥D1/2t,ε F∥∥2,
that means that the function YW ,yt,ε is the minimizer.
The fact that the minimizer is unique follows from the well-known properties of Hilbert spaces. The proof is com-
plete. 
The proof of the theorem gives the following corollaries.
Corollary 2.1. A function minimizes the functionals (2.5) and (2.6) if and only if it is orthogonal to the subspace M0(W ) with respect
to the inner product (2.3).
Corollary 2.2. The set of all solutions of the Variational Problems 1 and 2 is a linear space. In particular, every YW ,yt,ε has the following
representation
YW ,yt,ε =
∑
w∈W
N∑
j=1
(yw) jYw, jt,ε , (2.13)
where (yw) j is the j-th coordinate of the vector yw ∈ RN and Y w, jt,ε is the solution of the same Variational Problem 2 such that for
w ∈ W
Yw, jt,ε (w) = (0, . . . ,1, . . . ,0),
where 1 appears in the place of j-th coordinate and if u = w, then
Yw, jt,ε (u) = 0, u ∈ W .
Note that the fact which was crucial for the proof of the last theorem is that the inner product (2.3) generates a norm.
As it was pointed out in Remark 1, if a graph G is ﬁnite then the inner product (2.3) generates a norm in the subspace
Lo2(V (G);RN ) (but not on the entire space L2(V (G);RN )). It implies that the following theorem can be proved along the
same lines.
Theorem 2.4. For every set of vertices W = {w}, every t > 0 and any given sequence y= {yw} ∈ l2(RN ), the Variational Problem 4 is
solvable and its solution is unique.
The following result shows that if YW ,yt,ε is a solution of the Variational Problem 2 then the support of Dt,εYW ,yt,ε is the
set W . In this sense every solution of the Variational Problem 2 is a “polyharmonic function” with “singularities” on the
set W .
Theorem 2.5. For every set of vertices W = {w}, w ∈ V (G), every t  0, ε > 0, and for any given sequence y = {yw} ∈ l2(RN ), the
solution YW ,yt,ε of the Variational Problem 2 satisﬁes the following equation
Dt,εYW ,yt,ε =
∑
w∈W
N∑
j=1
αw, jΥw, j, (2.14)
where αw, j = αw, j(YW ,yt,ε ) and Υw, j was deﬁned in (1.4). Conversely, if a function satisﬁes an equation of the type (2.14) then it is a
solution of the Variational Problem 2.
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Dirac measure concentrated at a vertex w ∈ V (G). We construct functions
ψ j = φ j −
∑
w∈W
φ j(w)δw , 1 j  N,
and consider the corresponding immersion Ψ = (ψ1,ψ2, . . . ,ψN ). In other words, if we introduce the immersion
ΦW (u) =
( ∑
w∈W
φ1(w)δw(u),
∑
w∈W
φ2(w)δw(u), . . . ,
∑
w∈W
φN(w)δw(u)
)
, u ∈ V (G),
then we will have
Ψ = Φ −ΦW .
It is easy to verify that the immersion ψ belongs to M0(W ). As it was shown above every solution of the Variational
Problem 2 is orthogonal to M0(W ) with respect to (2.3) and we obtain
0= 〈D1/2t,ε YW ,yt,ε ,D1/2t,ε Ψ 〉= 〈Dt,εYW ,yt,ε ,Ψ 〉= 〈Dt,εYW ,yt,ε ,Φ〉− 〈Dt,εYW ,yt,ε ,ΦW 〉,
or 〈Dt,εYW ,yt,ε ,Φ〉= 〈Dt,εYW ,yt,ε ,ΦW 〉.
It shows that if
Dt,εYW ,yt,ε =
((Dt,εYW ,yt,ε )1, . . . , (Dt,εYW ,yt,ε )N),
then for any immersion Φ = (φ1, φ2, . . . , φN) ∈ L2(V (G);RN ) we have the following formula for any u ∈ V (G)
〈Dt,εYW ,yt,ε (u),Φ(u)〉=
N∑
j=1
(Dt,εYW ,yt,ε (u)) j
( ∑
w∈W
φ j(w)δw(u)
)
=
∑
w∈W
( N∑
j=1
(Dt,εYW ,yt,ε (u)) jδw(u)
)
φ j(w). (2.15)
Thus,
Dt,εYW ,yt,ε (u) =
∑
w∈W
N∑
j=1
αw, j(u)Υw, j =
( ∑
w∈W
αw,1(u)δw(u), . . . ,
∑
w∈W
αw,N(u)δw(u)
)
, (2.16)
where
αw, j(u) =
(Dt,εYW ,yt,ε (u)) jδw(u). (2.17)
The formula (2.16) clearly shows that for any immersion Φ the support of the function 〈Dt,εYW ,yt,ε ,Φ〉 is in the set W .
The converse is obvious since if the support of an immersion is the set W then this immersion is orthogonal to the set
M0(W ). The theorem is proved. 
Remark 2 (Algorithm for computing variational splines). The above results give a constructive way for computing variational
splines. For the sake of simplicity we consider the case N = 1 and replace the Laplace operator L by invertible operator
ε I + L for some ε > 0 and I being the identity operator. Suppose we are going to construct splines which have prescribed
values on a set W ⊂ V (G) minimize the functional f → ‖(ε I + L)s f ‖, s > 0.
First, one has to solve the equations
(ε I + L)s Eu2s,ε = δu, u ∈ W , s ∈ R,
to ﬁnd explicit expressions for the “fundamental solution”
Eu2s,ε =
∑
v∈V (G)
βv,uδv , s ∈ R.
It gives the following representation of the corresponding Lagrangian spline
Lws,ε =
∑
αu
(
Lws,ε
)( ∑
βv,uδv
)
, w ∈ W . (2.18)u∈U v∈V (G)
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linear system
δw,γ =
∑
u∈W
αu
(
Lws,ε
)( ∑
v∈V (G)
βv,uδv,γ
)
, w, γ ∈ W .
If Φ is a matrix whose entries are
∑
v∈V (G) βv,uδv,γ , u, γ ∈ W , and for every w ∈ W the column δTw is such that its entries
are Kronecker deltas δw,γ , γ ∈ W , then (α(Lws,ε)) will denote the solution to the linear system
Φ
(
α
(
Lws,ε
))T = δTw , w ∈ W . (2.19)
Having coeﬃcients αu(Lws,ε), u,w ∈ W , and {βv,u}, v ∈ V (G), u ∈ W , we can determine Lagrangian splines
Lws,ε =
∑
v∈V (G)
( ∑
u∈W
αu
(
Lws,ε
)
βv,u
)
δv , w ∈ W .
Now, if Y(W , s, ε) is a collection of all splines on the set W then every spline Y ys,ε ∈ Y(W , s, ε) which takes prescribed
values y = {Y ys,ε(w) = yw}, w ∈ W , can be written explicitly as Y ys,ε =
∑
w∈W ywLws,ε .
3. Minimal immersions as optimal approximations
Now we are going to show that minimal immersions provide optimal approximation to vector-valued functions.
Deﬁnition 1. The notation Ht,ε(G) will be used for a Hilbert space on the set L2(V (G),RN ) with the norm generated by
the inner product (2.3).
Deﬁnition 2. For the given W ⊂ V (G), f ∈ L2(V (G),RN ), t > 0, ε > 0, K > 0, the notation Q (W , f, t, ε, K ) will be used for a
set of all functions g in L2(V (G),RN ) such that
(1) g(w) = f(w), w ∈ W , and
(2) ‖g‖Ht,ε(G)  K .
It is easy to verify that every set Q (W , f,k, ε, K ) is convex, bounded, and closed. The next theorem shows that for a given
function f ∈ L2(V (G),RN ) its interpolating spline YW ,ft,ε is always an optimal approximation (modulo given information).
Theorem 3.1. Every minimal immersion YW ,ft,ε is the center of a convex set Q (W , f, t, ε, K ). As a result the following inequalities holds
true for any g ∈ Q (W , f , t, ε, K )
∥∥YW ,ft,ε − g∥∥Ht,ε(G)  12 diam Q (W , f, t, ε, K ),
and ∥∥YW ,ft,ε − g∥∥L2(V (G),RN )  12
∥∥D−1/2t,ε ∥∥diam Q (W , f, t, ε, K ),
where diam is taken with respect to the norm of the Sobolev norm generated by the inner product (2.3).
Proof. We are going to show that for a given immersion f the interpolating minimal immersion YW ,ft,ε is the center of the
convex, closed and bounded set Q (W , f, t, ε, K ) for any K  ‖YW ,ft,ε ‖Ht,ε(G) . In other words it is suﬃcient to show that if
YW ,ft,ε + h ∈ Q (W , f, t, ε, K )
for some immersion h from the Sobolev space Ht,ε(G), then the function Y
W ,f
t,ε − h also belongs to the same set
Q (W , f, t, ε, K ). Indeed, since h is zero on the set W and Dt,εYW ,ft,ε is supported on W one has〈D1/2t,ε YW ,ft,ε ,D1/2t,ε h〉= 〈Dt,εYW ,ft,ε ,h〉= 0.
But then∥∥D1/2t,ε (YW ,ft,ε + h)∥∥= ∥∥D1/2t,ε (YW ,ft,ε − h)∥∥.
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∥∥D1/2t,ε (YW ,ft,ε − h)∥∥ K
and because YW ,ft,ε +h and YW ,ft,ε −h take the same values on W the function YW ,ft,ε −h belongs to Q (W , f, t, ε, K ). It is clear
that the following inequality holds true
∥∥YW ,ft,ε − g∥∥Ht,ε(G)  12 diam Q (W , f, t, ε, K )
for any g ∈ Q (W , f, t, ε, K ). Using this inequality one obtains
∥∥YW ,ft,ε − g∥∥= ∥∥D−1/2t,ε D1/2t,ε (YW ,ft,ε − g)∥∥ 12
∥∥D−1/2t,ε ∥∥diam Q (W , f, t, ε, K ).
The theorem is proved. 
So far we considered only cases (1) and (3) according to Remark 1 above. But the case (2) can be handled in a similar
way. We just formulate the result. We keep the same notations.
Theorem 3.2. If the operator L is invertible then the variational problem of ﬁnding f ∈ L2(V (G),RN ) such that
(1) f(w) = yw , w ∈ W ⊂ V (G), yw ∈ RN , and
(2) f minimizes the functional ‖∇Lt/2f‖2 , t  0,
is equivalent to the problem of ﬁnding f in L2(V (G);RN ) such that
(1) f(w) = yw ∈ RN for all w ∈ W ⊂ V (G);
(2) for a t  0 function f minimizes the functional
f→ ∥∥L t+12 f∥∥2. (3.1)
Moreover, the latest problem has a unique solution.
4. Bandlimited immersions and their uniqueness sets
To deﬁne spaces of bandlimited immersions (Paley–Wiener immersions) on combinatorial graphs we use the fact that the
Laplace operator L is a self-adjoint positive deﬁnite operator in the Hilbert space L2(V (G);RN ). According to the spectral
theory [4] there exist a direct integral of Hilbert spaces X = ∫ X(λ)dm(λ) and a unitary operator F from L2(V (G);RN )
onto X , which transforms domain of Ls , s 0, onto Xs = {x ∈ X | λsx ∈ X} with the norm
∥∥x(τ )∥∥Xs =
( ∫
σ (L)
λ2s
∥∥x(λ)∥∥2X(λ) dm(λ)
)1/2
and F(Lsf) = λs(F f). We introduce the following notion of Paley–Wiener spaces of immersions.
Deﬁnition 3. Given an ω  0 we will say that an immersion f from L2(V (G);RN ) belongs to the Paley–Wiener space
PWω(L) if its “Fourier transform” F f has support in [0,ω].
Note, that when L has a discrete spectrum, the space PWω(L) is exactly the span of all eigenfunctions whose eigenvalues
are not greater ω.
Since the operator L is bounded every function from L2(V (G),RN ) belongs to a certain Paley–Wiener space PWω(L) for
some ω ∈ σ(L) and we have the following relations
L2
(
V (G),RN
)= PWωmax(L) = ⋃
ω∈σ (L)
PWω(L), PWω1(L) ⊆ PWω2(L), ω1 <ω2.
The next theorem can be considered as a form of the Paley–Wiener theorem and it essentially follows from our more
general results in [12–18].
I.Z. Pesenson, M.Z. Pesenson / J. Math. Anal. Appl. 366 (2010) 137–152 147Theorem 4.1. The following statements hold true:
1) f ∈ PWω(L) if and only if for all s ∈ R+ the following Bernstein inequality takes place∥∥Lsf∥∥ωs‖f‖; (4.1)
2) the norm of the operator L in the space PWω(L) is exactly ω;
3) an [0,ω] is the smallest interval containing support of F f if and only if the following holds true
lim
s→∞
∥∥Lsf∥∥1/s = ω, s ∈ R+;
4) f ∈ PWω(L) if and only if for every g ∈ L2(V (G);RN ) the scalar-valued function of the real variable t ∈ R1〈
eitLf,g
〉= ∑
v∈V (G)
〈
eitLf(v),g(v)
〉
RN
is bounded on the real line and has an extension to the complex plane as an entire function of the exponential type ω.
One can easily to verify that an immersion f= ( f1, . . . , fN ) belongs to PWω(L) if and only if every f j,1 j  N , belongs
the space PWω(L) where L is the scalar operator.
For a subset S ⊂ V (G) (ﬁnite or inﬁnite) the notation L2(S;RN ) will denote the space of all vector-valued functions from
L2(V (G);RN ) with support in S:
L2
(
S;RN)= {Φ ∈ L2(V (G);RN), f(v) = 0, v ∈ V (G)\S}.
Deﬁnition 4. We say that a set of vertices U ⊂ V (G) is a uniqueness set for a space PWω(L), ω > 0, if for any two functions
from PWω(L) the fact that they coincide on U implies that they coincide on V (G).
Deﬁnition 5. We say that a set of vertices S ⊂ V (G) is a Λ-set if for any f ∈ L2(S;RN ) it admits a Poincaré inequality with
a constant Λ> 0
‖f‖Λ‖Lf‖, f ∈ L2
(
S;RN), Λ > 0. (4.2)
The inﬁmum of all Λ> 0 for which S is a Λ-set will be called the Poincaré constant of the set S and denoted by Λ(S).
It is shown in Theorem 4.2 that if a set S ⊂ V (G) is a Λ-set, then its complement U = V (G)\S is a uniqueness set for
any space PWω(L) with ω < 1/Λ. Since L2(V (G),RN ) = PWωmax (L) every function in L2(V (G),RN ) belongs to a certain
Paley–Wiener space. If d(G) = maxv∈V (G) d(v) then the spectrum of L is contained in [0,2d(G)] (see [10]).
Example 1. Assume that G is unweighted graph and N = 1 and let S be a single vertex v ∈ V (G) and δv be a Dirac measure
at v . One can easily ﬁnd that
Lδv(v) = d(v), Lδ(u) = −1, u ∼ v.
It implies that the best possible constant in (4.2) for any vertex in any graph is
Λ(v) = 1√
2d(v)
. (4.3)
The importance of Λ-sets is explained in the following theorem.
Theorem 4.2. If a set S ⊂ V (G) is a Λ-set, then the set U = V (G)\S is a uniqueness set for any space PWω(L) with ω < 1/Λ.
Proof. If f,g ∈ PWω(L) then f− g ∈ PWω(L) and according to Theorem 3.1 the following Bernstein inequality holds true∥∥L(f− g)∥∥ω‖f− g‖. (4.4)
If f and g coincide on U = V (G)\S then f− g belongs to L2(S;RN ) and since S is a Λ-set we have
‖f− g‖Λ∥∥L(f− g)∥∥.
Assume that ω < 1/Λ and that f is not identical to g. We have the following inequalities
‖f− g‖Λ∥∥L(f− g)∥∥Λω‖f− g‖ < ‖f− g‖, ω < 1/Λ,
which provide the desired contradiction if f− g is not identical zero. It proves the theorem. 
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all vertices adjacent to at least one vertex in S .
The last theorem and the formula (4.3) show that for any unweighted graph G and any vertex v ∈ V (G) the set V (G)\{v}
is a uniqueness set for any space PWω(L) with ω <
√
2d(v).
It implies, that if W ⊂ V (G) is such that {bv} and {bu} do not intersect, v = u, v,u ∈ W , then V (G) \ W is a uniqueness
set for any space PWω(L) with
ω <
√
2min
v∈W d(v).
Example 3. Suppose that G is the n-dimensional lattice Zn . Let
M j = {M1, j, . . . ,Mn, j}, j ∈ M,
be a sequence n-tuples of natural numbers. For every j the notation S(M j) will be used for a “rectangular solid” of “dimen-
sions” M1, j × M2, j × · · · × Mn, j . The following theorem follows from [14,15].
Theorem 4.3. If S is a ﬁnite or inﬁnite union of rectangular solids {S(M j)} of vertices of dimensions M1, j × M2, j × · · · × Mn, j such
that the sets S j = S(M j)∪ bS(M j) are disjoint, then
(1) the Poincaré constant Λ(S) of the set S is
Λ(S) 1
4min(sin π2M1, j+2 , sin
π
2M2, j+2 , . . . , sin
π
2Mn, j+2 )
;
(2) if the following inequality holds true for all j
ω < 4min
(
sin
π
2M1, j + 2 , sin
π
2M2, j + 2 , . . . , sin
π
2Mn, j + 2
)
,
then every f ∈ PWω(Zn) is uniquely determined by its values on U = V (Zn)\S.
5. Fourier series of minimal immersions with respect to eigenmaps
In this section we consider the case of a ﬁnite graph G . In this situation one can assume that eigenfunctions and
eigenvalues of the corresponding scalar Laplace operator L are known. In fact they can be calculated or at least approximated
for graphs of a “reasonable” size. The goal of this section is to describe Fourier series of minimal immersions in terms of
eigenmaps. According to Corollary 2.2 it is enough to ﬁnd Fourier series of the minimal immersions Y w, jt,ε .
Theorem 5.1. For every 1 j  N the Fourier series of Y w, jt,ε with respect to eigenmaps Φk, j is given by
Yw, jt,ε =
|V (G)|∑
k=1
∑
w∈W
αw, j
(Yw, jt,ε )(λt+1k + ε/2)−1ϕk(w)Φk, j, (5.1)
where αw, j(Y w, jt,ε ) are solutions of the following |W | × |W | linear system
∑
w∈W
αw, j
(Yw, jt,ε )
[ |V (G)|∑
k=1
(
λt+1k + ε/2
)−1
ϕk(w)ϕk(u)
]
= δu,w , w,u ∈ W , (5.2)
where δu,w is the Kronecker delta.
Proof. Consider the following equation
Dt,εEt,εv, j = Υv, j, v ∈ V (G), 1 j  N, (5.3)
where Υv, j form an orthonormal basis of L2(V (G);RN ) such that
Υv, j(u) =
(
0, . . . , δv(u), . . . ,0
)
, (5.4)
where Dirac measure δv concentrated at a vertex v appears in the place of j-th coordinate. According to (2.14) and (5.3)
we obviously have
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∑
w∈W
N∑
j=1
αw, jE
t,ε
w, j. (5.5)
Let us consider another orthonormal basis in L2(V (G);RN ) which consists of the following eigenmaps
Φk,i = (0, . . . ,ϕk, . . . ,0), 1 k
∣∣V (G)∣∣, 1 i  N, (5.6)
where ϕk is the k-th eigenfunction of the corresponding scalar Laplace operator.
The Fourier coeﬃcients of the function Υv, j with respect to the basis {Φk,i} are not zero only if j = i and in this case
〈Υv, j,Φk, j〉 =
∑
u∈V (G)
ϕk(u)δv(u) = ϕk(v). (5.7)
Thus, the Fourier series of Υv, j is
Υv, j =
|V (G)|∑
k=1
ϕk(v)Φk, j, 1 j  N. (5.8)
Along with (5.3) it gives the Fourier series for Et,εv, j
Et,εv, j =
|V (G)|∑
k=1
ck, j
(
Et,εv, j
)
Φk, j (5.9)
where for any 1 j  N
ck, j
(
Et,εv, j
)= (λt+1k + ε/2)−1ϕk(v), 1 k ∣∣V (G)∣∣. (5.10)
Combining formula (5.5) with (5.9) we obtain the following Fourier series
YW ,yt,ε =
|V (G)|∑
k=1
N∑
j=1
bk, jΦk, j, (5.11)
where Fourier coeﬃcients are given by formulas
bk, j = bk, j
(
YW ,yt,ε
)= ∑
w∈W
αw, j
(
λt+1k + ε/2
)−1
ϕk(w). (5.12)
We are going to describe an algorithm to determine coeﬃcients αw, j(Y w, jt,ε (w)) where minimal immersions Y w, jt,ε (w) were
introduced in Corollary 2.2.
From one hand we have for every 1 j  N
Yw, jt,ε =
|V (G)|∑
k=1
∑
w∈W
αw, j
(Yw, jt,ε )(λt+1k + ε/2)−1ϕk(w)Φk, j . (5.13)
By the very deﬁnition of the minimal immersion Y w, jt,ε we have that, if u = w , then
Yw, jt,ε (u) = 0, (5.14)
and
Yw, jt,ε (u) = e j, (5.15)
where e j = (0, . . . ,1, . . . ,0) is the j-th standard basis vector in RN . Thus, for every ﬁxed 1  j  N we have |W | linear
equations to determine coeﬃcients αw, j(Y w, jt,ε ). Namely, if u = w , u ∈ W , we have |W | − 1 equations
∑
w∈W
αw, j
(Yw, jt,ε )
[ |V (G)|∑
k=1
(
λt+1k + ε/2
)−1
ϕk(w)ϕk(u)
]
= 0, (5.16)
and when u = w ∈ W we have another equation
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w∈W
αw, j
(Yw, jt,ε )
[ |V (G)|∑
k=1
(
λt+1k + ε/2
)−1
ϕk(w)ϕk(w)
]
= 1. (5.17)
The theorem is proved. 
By solving (5.16) and (5.17) for αw, j(Y w, jt,ε ) we can ﬁnd explicit expressions for Fourier series of Y w, jt,ε and then by using
Corollary 2.2 the Fourier series of any given minimal immersion.
Note, that the formula (5.5) holds true for graphs which are not necessary ﬁnite. Thus, we have the following corollary.
Corollary 5.1. Every minimal immersion of G into RN has the form
YW ,yt,ε =
∑
w∈W
N∑
j=1
αw, jE
t,ε
w, j, (5.18)
where αw, j are the same coeﬃcients as in the next equation
Dt,εYW ,yt,ε =
∑
w∈W
N∑
j=1
αw, jΥw, j. (5.19)
6. Bandlimited immersions into Euclidean spaces as limits of minimal immersions
This section describes relations between minimal and bandlimited immersions of graphs into Euclidean spaces. It shows
in particular that bandlimited immersions are “almost” optimal.
We will need the following lemma [12–15].
Lemma 6.1. If A is a self-adjoint positive deﬁnite operator in a Hilbert space H and for a ϕ ∈ H and a positive a the following inequality
holds true
‖ϕ‖ a‖Aϕ‖,
then for the same ϕ ∈ H, and all m = 2l , l = 0,1,2, . . . the following inequality holds
‖ϕ‖ am∥∥Amϕ∥∥.
In the next theorem we consider the case of a ﬁnite connected graph G . Let us recall that it implies that the Laplace
operator has a discrete spectrum
0= λ0 < λ1  λ2  · · · λ|V (G)|−1,
where |G| is the cardinality of G . As before, we will use notation Lo2(V (G);RN ) for the space of all immersions of G into a
space RN which are orthogonal to constant immersions.
Theorem 6.2. Assume that a graph G is ﬁnite, S is a Λ-set S and f : V (G) → RN is an immersion that belongs to a space PWω(L)
where
0<ω <
1
Λ
.
Then f is uniquely determined by its values on the set U = V (G) \ S and can be reconstructed from these values as the following limit
f= lim
k→∞
YU ,fk,0 , k = 2l − 1, l ∈ N,
where YU ,fk,0 is the minimal immersion interpolating f on the set U = V (G) \ S and the error estimate is given by∥∥f− YU ,fk,0∥∥ 2γ k+12 ‖f‖, γ = Λω < 1, k = 2l − 1, l ∈ N.
Proof. First, we consider immersions which belong to the following intersection
f ∈ PWω(L)∩ Lo
(
V (G);RN). (6.1)2
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U = V (G) \ S where
k = 2l − 1, l = 0,1,2, . . . ,
then f− YU ,fk,0 ∈ L2(S) and we have∥∥f− YU ,fk,0∥∥Λ∥∥L(f− YU ,fk,0 )∥∥. (6.2)
We apply Lemma 6.1 with the exponent
k + 1
2
= 2l−1, l = 0,1,2, . . . ,
and obtain the inequality∥∥f− YU ,fk,0∥∥Λ k+12 ∥∥L k+12 (f− YU ,fk,0 )∥∥. (6.3)
An application of minimization property of YU ,fk,0 gives the inequality∥∥f− YU ,fk,0∥∥ 2Λ k+12 ∥∥L k+12 f∥∥. (6.4)
For f ∈ PWω(L) the Bernstein inequality implies∥∥L k+12 f∥∥ω k+12 ‖f‖
and then∥∥f− YU ,fk,0∥∥ 2(Λω) k+12 ‖f‖.
If Λω = γ < 1 we obtain the theorem. 
The proof of the next theorem is absolutely similar.
Theorem 6.3. If the Laplace operator L is invertible, then for any Λ-set S every vector-valued function f : V (G) → RN , from the space
PWω(L), with
0<ω <
1
Λ
,
can be reconstructed from its values on U = V (G) \ S as the following limit
f= lim
k→∞
YU ,fk,0 , k = 2l − 1, l ∈ N,
where YU ,fk,0 is the minimal immersion interpolating f on the set U = V (G) \ S and the error estimate is given by∥∥f− YU ,fk,0∥∥ 2γ k+12 ‖f‖, γ = Λω < 1, k = 2l − 1, l ∈ N.
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