We consider stochastic systems involving general -non-Gaussian and asymmetric -stable processes. The random quantities, either a stochastic force or a waiting time in a random walk process, explicitly depend on the position. A fractional diffusion equation corresponding to a master equation for a jumping process with a variable jumping rate is solved in a diffusion limit. It is demonstrated that for some model parameters the equation is satisfied in that limit by the stable process with the same asymptotics as the driving noise. The Langevin equation containing a multiplicative noise, depending on the position as a power-law, is solved; the existing moments are evaluated. The motion appears subdiffusive and the transport depends on the asymmetry parameter: it is fastest for the symmetric case. A special case of the one-sided distribution is discussed.
I. INTRODUCTION
Long jumps and divergent fluctuations are observed in various areas: in physics, biology, finance and sociology [1] [2] [3] , indicating the existence of the power-law tails of the distributions, ∼ |x| −1−α , where 0 < α < 2 is a stability index (Lévy flights). In contrast to the Gaussian distribution, the general stable Lévy distribution can be asymmetric and, in the limiting cases, assume a stretched exponential tail. In particular, the distribution may be restricted to a half-axis. Specifically the asymmetric processes, where the asymmetry is measured by a 'skewness' parameter β, emerges in many problems and are frequently discussed in the literature. A complicated picture of the anomalous diffusion in the reaction-diffusion systems is due to asymmetric Lévy flights and the right-moving fronts accelerate exponentially. They develop an algebraic tail, while the left-moving fronts have exponential decaying tails and move at a constant speed [4] . A fractional advection-dispersion equation with any degree of skewness in several dimensions was analysed in [5] , whereas the problem of the diffusion in the porous media, which display a fractal structure, was studied by a stochastic equation driven by the asymmetric Lévy process in [6] . The first passage times for the asymmetric Lévy flights were evaluated in [7] [8] [9] and properties of the stochastic resonance discussed in [10, 11] . A model of a granular material, which takes into account disordered packings of rigid, frictionless disks in two dimensions under gradually varying stress, predicts a dependence of a strain on the stress direction in a form of the asymmetric Lévy distribution [12] . Strongly asymmetric Lévy flights were observed in cracking of heterogeneous materials [13, 14] . It was demonstrated in the field of finance that prices of the derivatives satisfy a fractional partial differential equation corresponding to the asymmetric Lévy processes [15] . In the framework of the jumping processes, a diffusion equation, fractional both in space and time, corresponding to a master equation for the random walk with the asymmetric Lévy distribution, was discussed in [16] ; the appropriate algorithms were derived in order to numerically simulate the time-evolution.
The presence of long jumps in physical systems may be attributed to a complicated, nonhomogeneous structure of the medium. However, a typical approach to systems with jumps does not take into account a dependence of the noise on those properties. The Langevin equation with the additive noise is usually applied, as well as -in the case of the random walk -a decoupled form of the jump probability function. In such approaches, the medium nonhomogeneity is actually reduced to a homogeneous distribution of the noise activation times and a description of some phenomena, like multifractals, becomes problematic [17] . Taking into account effects related to the nonhomogeneous space structure requires introducing a multiplicative noise into a dynamical equation. Only few studies of this kind exist. A master equation, describing a thermal activation of jumping particles within the folded polymers, contains a variable diffusion coefficient [18] . A stochastic Lotka-Volterra model has been applied to the case when the extreme events exhibit the Lévy statistics [19] and a Verhulst equation to a population density description [20] . A recent analysis [21] of a tumour growth includes a coupling between the tumour and an immune cell which leads to a multiplicative noise; since the cancer progress usually proceeds with jumps, a generalisation to include the Lévy flights seems appropriate. Also a modification of the Black-Scholes model for option pricing, to take into account both jumps and medium inhomogeneities, was suggested [17] .
Studies of the Langevin equation with the multiplicative Lévy noise [22, 23] for the symmetric case demonstrate that physical conclusions qualitatively depend on a particular interpretation of the stochastic integral. The dynamics in the Stratonovich interpretation may be characterised by a finite variance, even in the absence of any potential, and then the solution exhibits fast falling power-law tails and a subdiffusive behaviour. On the other hand, the Itô interpretation predicts the same asymptotics the driving noise has. In this paper, we consider a general, asymmetric case and demonstrate, in particular, how the asymmetry parameter influences the anomalous transport. We begin with the continuous time random walk (CTRW) theory, well-known for the Lévy flights, but usually restricted to homogeneous distributions of the waiting time.
II. RANDOM WALK WITH A VARIABLE JUMPING RATE
CTRW is defined in terms of the two distributions: the waiting-time distribution w(t) and the jump-length distribution Q(x). Usually, one assumes that they are independent stochastic variables (the decoupled version of CTRW) and the resulting process appears non-Markovian, except the case of the Poissonian w(t). If w(t) has long tails and Q(x) is the Gaussian, the Fokker-Planck equation, which emerges from the master equation in the limit of small wave numbers, is fractional in time [3] . Then the trapping times hamper the transport and one observes the subdiffusion. When, on the other hand, Q(x) obeys the general Lévy statistics with α < 2, the variance is infinite.
We consider the Markovian case and assume, in contrast to the usual approach, that the jumping rate depends on the process value: ν = ν(x) [24] . Then
and the process is defined by an infinitesimal stationary transition probability,
The first term on the right-hand side of Eq. (2) is the probability that no jump occurred in the time interval (0, ∆t) and the term ν(x ′ )∆t means the probability that one jump occurred. The master equation derived from Eq. (2) is the following
The distribution Q(x) = Q α,β (x) is assumed as a general stable distribution defined by the parameters α and β: 0 < α ≤ 2 and |β| ≤ α for 0 < α < 1 and |β| ≤ 2 − α for 1 < α < 2. The case α = 1 is special and will not be considered; we also neglect parameters related to translation and scaling of the distribution. The characteristic function has the form
and the density follows from the inverse Fourier transform,
Eq. (3) is known as the Kolmogorov-Feller equation for a pure discontinuous Markovian process [25] . It can be derived from the Langevin equation as a generalisation of the Kolmogorov equation for the Markovian non-Gaussian processes [26, 27] . A description of CTRW in terms of a fractional, both in space and time, differential equation is possible in the diffusion limit, i.e. for small arguments of the Fourier-Laplace transform [3] . In that limit, the characteristic function reads,
Transforming Eq.(3) and applying Eq.(6) yields the equation,
that leads, after applying Eq.(5) and for ν(x)=const, to a fractional differential equation [28] . The nonhomogeneity of the medium is reflected by the x−dependence of the jumping rate: the sojourn time of the particle in a trap depends on the position and then the diffusion coefficient in Eq. (7) is variable. We assume
where K has been introduced for dimensional reasons; in the following we take K = 1. In particular, when θ > 0 the average jumping rate is large near the origin whereas the average waiting time becomes large at large distances. To solve Eq. (7) we assume α > 1 but a generalisation to the case α < 1 is straightforward. There is no general method to exactly solve the fractional equation with a variable diffusion coefficient. However, since the equation itself was derived by applying the condition (6), we may restrict our considerations to the limit |k| → 0 without introducing any additional idealisation. The solution is not unique since one can construct, in principle, a family of solutions the characteristic functions of which differ at orders higher than |k| α . Can this family include the stable distributions? We will demonstrate that it is indeed the case but only in a limited range of the model parameters. The Lévy stable distribution can always be expressed in a form of the Fox H-function with welldetermined coefficients [29] [30] [31] . Therefore, the variability of the diffusion coefficient may manifest itself in the solution only as a time-dependent scaling factor and the required solution of Eq. (7) with the initial condition p(x, 0) = δ(x) must have the form
where ǫ = 1/α, γ = (α − β)/2α and the function σ(t) is to be determined. The derivation, presented in Appendix A, shows that (9) satisfies Eq. (7) to the lowest order in |k| and yields a power-law time-dependence
where
and −α < θ < 1. The latter inequality specifies the conditions under which it is possible to express the solution of Eq. (7), valid in the diffusion limit, in the form of the stable process. The solution (9) satisfies the following scaling relations,
where κ = 1/(α + θ) and λ > 0 is an arbitrary scaling parameter. Eq. (7) can be solved also for θ ≥ 1 and for that purpose the H-function coefficients must be modified similarly to the symmetric case [32, 33] . However, then we would leave a domain of the stable distributions.
The asymptotic shape of the solution is the same as that of the driving noise and all moments of the order δ ≥ α diverge. The transport properties may be quantified by the fractional moments. The existing fractional moments, corresponding to the solution (9) , are given by the Mellin transform from the H-function,
where χ ± (−s) denotes the Mellin transform corresponding to ±β, and x = 0; therefore, |x| δ ∼ t δ/(α+θ) . The proportionality coefficient, presented in Fig.1 as a function of β for some values of θ, rises with θ and a maximum always corresponds to the symmetric case. For θ = 0, |x| δ (β) has a cosine shape.
III. LANGEVIN EQUATION
The stochastic dynamics driven by a multiplicative, algebraic random force and a linear deterministic force is governed by the Langevin equation,
where we assume that the increments dη(t) are distributed according to (5) , λ ≥ 0 and the constant K = 1 cm θ/α will be dropped in the following. Since η represents the white noise, Eq.(13) requires a clarification how a stochastic integral is to be evaluated. The Itô interpretation is frequently used due to its simplicity; it has been demonstrated both for the Gaussian [34] and the general Lévy case [35] that this interpretation is suited for problems with a large inertia. The dynamics involving the multiplicative noise and an arbitrary potential resolves itself in the Itô interpretation to a fractional equation with a variable diffusion coefficient [17] which in our case takes the form [28, 36] ,
Eq. (14) involves, beside a usual fractional diffusion term -present in the Fokker-Planck equation for the symmetric case -a contribution to the convection due to existence of the preferred direction [28] . The equation which determines the characteristic function is a generalisation of Eq. (7):
We look for a solution in a limit of small |k|, which corresponds to the asymptotic limit at large |x|, and apply a procedure similar to that in Sec.II. The solution with the initial condition p(x, 0) = δ(x) is given by Eq.(9) and σ(t) satisfies the equationσ
which has the solution
where c θ = 1 + θ/α. p(x, t) converges with time to a stationary state and the tails ∼ |x| −1−α (|β| < 2 − α) make the variance divergent for any t. Numerical values of p(x, t) can be obtained by expanding the H-function near x = 0 and |x| = ∞, by means of Eq.(A5). The case |β| = 2 − α has a different asymptotics which is presented in Appendix B. On the other hand, the density distributions can be calculated from a direct numerical integration of Eq.(13). Fig.2 presents examples of such distributions, close to the stationary states, where the driving noise was sampled according to a standard procedure [37] . The tails indicate a power-law shape except the case β = 2 − α when the left tail falls faster than exponentially. An important property of the above solution is that all moments of the order ≥ α diverge. The existence of the infinite variance was reported for some physical problems, e.g. for the rain and clouds fields [38] ; according to that study, the experimental radar rain reflectivities indicate the divergence of all moments higher than the value 1.06. However, the infinite variance is often unphysical and its presence in such problems as the advecting field for porous media and atmospheric turbulence has been questioned [17] . Usually, one observes the power-law distributions with the tails falling faster than for the stable Lévy distributions. It is the case for the financial market [39] [40] [41] and the minority game [42] ; fast falling power-law tails result from a multifractal analysis of the extreme events [43] and emerge when one introduces a power-law truncation to the distribution [33, 44] . We shall demonstrate that Eq.(13) predicts such fat tails, without introducing any truncation, but in a different interpretation of the stochastic integral.
The physical importance of the Stratonovich interpretation, in which the random driving is evaluated at a middle point between its consecutive activations, stems from the fact that it corresponds to a white-noise limit of the coloured noises. Then the usual change of the variable leads to the Langevin equation with the additive noise -for one-dimensional systems and for the Gaussian noise [45] . If α < 2, one can formally define the white noise η as a limit of a coloured noise: construct a coloured-noise process, change the variable and finally take the white-noise limit. This procedure can be easily accomplished for the generalised Ornstein-Uhlenbeck process,
where dL(t) has the stable Lévy distribution [35] ; then dη(t) is given by a limit of the vanishing relaxation time, dη(t) = lim γn→∞ dη c (t). The numerical analysis for the symmetric noise demonstrates [22, 23] that results obtained by means of the variable transformation agree with those for the white noise in the Stratonovich interpretation. Then we solve the equationẏ
obtained from Eq. (13) by the transformation
assuming α + θ > 0. Eq. (20) is easy to solve [46] and applying the identity p(x, t) = p(y(x), t)dy/dx yields the final solution. Since the higher and lower domain of α are qualitatively different, it is expedient to consider them separately.
A. The case α > 1
The solution of Eq. (20) for this case can be expressed in the same form as Eq. (9) [29] . After the variable transformation, the solution of Eq.(13) for x > 0 reads
and one should change β → −β to get the solution for x < 0. The numerical values of p(x, t) for small |x| follow from the H-function expansion, Eq.(A5). The derivation yields the series:
Similarly, after transforming the argument of the H-function x → x −1 , we get the asymptotic expansion,
Therefore, the asymptotic form of the distribution, ∼ |x| −1−α−θ , differs from the Itô version: the slope depends on θ and may be arbitrary large. The above results are valid for β = |α − 2|; otherwise the distribution falls faster than exponentially (see Appendix B). Though all the integer moments higher than the fist of this extremely asymmetric process are still infinite, the existence of the right-sided Laplace transform for β = α − 2 makes it useful for the applications e.g. in finance, where it is known as the FMLS model. A particular feature of the FMLS process is that it only exhibits downwards jumps, while upwards movements have continuous paths [15] . (24) and (25), with those obtained from the numerical simulations for some values of θ; a relatively large time, sufficient to reach the stationary state, was chosen. For a positive θ the density vanishes at x = 0 and the peak is split, in contrast to θ < 0 when p(0, t) is infinite.
The dependence of the distribution slope on θ makes this parameter responsible for the existence of the moments, in contrast to the Itô case, and that property implies important consequences for the diffusion (λ = 0). It may be accelerated, as it was for the Itô interpretation, but if θ is chosen sufficiently large, the moment of an arbitrary high order exists, namely n−th moment exists if θ > n − α. Let us evaluate the variance assuming α + θ > 2. Using the Mellin transform from the H-function yields
(26) Therefore, the variance, if exists, always rises with time slower than linearly and we observe the subdiffusion. Eq. (26) is illustrated with Fig.4 . The coefficient |x| 2 /t 2/(α+θ) has a cosine shape as a function of β and its value strongly depends on θ near β = 0. On the other hand, the dependence on θ is relatively weak for the strongly asymmetric cases. The linear growth with time of the variance (the normal diffusion) is expected on time scales larger than a microscopic time scale and is a consequence of the central limit theorem. If, on the other hand, correlations decay slowly, that theorem does not apply and the anomalous transport emerges. Subdiffusion in CTRW results from a particle trapping which effect increases with time since the waiting time distribution has long tails [3] ; the medium in that theory is regarded as homogeneous. The anomalous transport predicted by Langevin equation with the multiplicative noise has a different origin: it results from the noise intensity which decreases with the distance. Not only the multiplicative noise is able to increase the distribution slope and make the variance finite; this also happens when one introduces a nonlinear deterministic force into the Langevin equation [23, 47] . However, then a stationary state exists and the subdiffusion does not occur. The finite moments have been found in the Verhulst model for the population density in which the random force is multiplicative and given by the one-sided Lévy distribution [48] . Moreover, they emerge due to the trapping inside a potential when the dynamics is driven by short overdamped Josephson junctions and distributions of the noise signals have long tails [49] .
The anomalous diffusion is a generic property of the complex systems and emerges in many fields [3] . In those systems nonhomogeneity effects are important and the central limit theorem does not apply. It is the case, in particular, for transport in the media with a quenched disorder [2] , as well as in the biological systems: in a cytoplasm and cellular membranes, where macromolecules are densely packed and exhibit heterogeneous structures; the in vitro experiments reveal the subdiffusion in those systems (for a recent review see [50] ).
B. The case α < 1 Also very long jumps, i.e. possessing the infinite first moment, are observed in realistic physical systems. For example, the molecular dynamics calculations in the framework of a granular material model [12] , in which rigid spheres are densely and randomly packed under gradually varying stress, yield the Lévy-distributed large strain increments with a value of α in the 0.4-0.6 range. A numerical handling of the dynamics driven by a noise with α < 1 is difficult. Moreover, those processes can be non-ergodic: it has been proved [51] that a weak non-ergodic behaviour emerges in the CTRW when the the waiting-time distribution is given by a one-sided Lévy distribution. Now, the H-function representation of the stable distribution is different than for the case α > 1 [29] and it leads to the following solution of Eq.(13),
where γ =0, 1. The series expansions for small and large arguments are the same as for α > 1, they are given by Eq. (24) and (25), respectively. Also an expansion for the intermediate values can be derived (see [52] for the symmetric case).
The cases β = α and β = −α represent one-sided distributions, restricted to x < 0 and x > 0, respectively. Those maximally asymmetric Lévy flights are useful to describe multifractal processes with α < 2 [53] , applied e.g. as a model of the atmospheric phenomena [38] . The one-sided processes were discussed from the point of view of the first passage time and first passage leapover problems in [7, 54] . For β = −α, the terms on the main diagonal in Eq. (27) are identical and can be eliminated; the reduction formula of the H-function yields
Similarly to the two-sided case, the n−th moment exists if α + θ > n and now the mean value does not vanish. The variance var(t) = (x − x ) 2 for λ = 0, given by the Mellin transform from Eq. (28), rises with time slower than linearly:
The expression (29) is illustrated in Fig.5 for some values of θ as a function of α. The variance rapidly decreases with θ and the dependence on α is weak for large θ, except a vicinity of α = 1. If θ > 2, var(t) < ∞ for any α. The H-function becomes an elementary function for α = 1/2 and β = −1/2 (the Lévy-Smirnov distribution):
The distributions corresponding to the stationary states are presented in Fig.6 . They exhibit a maximum at x m = [λ 2 (3/2 + θ)] −1/(1+2θ) which rises with θ and shifts towards x = 1. Then lim θ→∞ p(x, t) = δ(x − 1) for any t > 0 and we observe an instantaneous jump x = 0 → x = 1. The curves corresponding to small θ, in particular negative, disclose a uniform pattern with long tails. The diffusive case, λ = 0, also is characterised by a strongly localised density for large θ and the peak moves with time to the infinity, x m ∼ t 1/(1/2+θ) .
IV. SUMMARY AND CONCLUSIONS
We have discussed stochastic processes defined in terms of the asymmetric stable distributions in which nonhomogeneity effects of the media are taken into account in such a way that both the temporal random quantities and the random force may explicitely depend on the position. Those processes may no longer be stable. However, in the diffusion limit of small wave numbers, when the master equation for a jumping process becomes the fractional Fokker-Planck equation, one can approximate them by the stable processes. We have considered a coupled version of CTRW where the jumping rate depends on the position as a power-law function, |x| −θ , and demonstrated that such an approximation is possible but only in a limited range of the parameters: −α < θ < 1. The resulting density has the same form as the jump-size distribution, with the asymptotic slope independent of β and θ, and only its time-dependence is affected by the variable jumping rate. This property is in contrast to the Gaussian case, α = 2, characterised by a stretched exponential asymptotics. All fractional moments of the order δ ≥ α are infinite for any β and θ, they are largest for the symmetric case. -can possess finite moments. If the variance is finite, i.e. if α + θ > 2, it rises with time slower than linearly: |x| 2 (t) = Dt 2/(α+θ) . We observe a subdiffusion as a result of diminishing of the noise intensity with the distance. The coefficient D is largest for the symmetric case and then strongly depends on θ. On the other hand, the very asymmetric cases exhibit a moderate growth of D with θ. The above conclusions can be generalised to other forms of the multiplicative noise in Eq.(13) if they fall with the position sufficiently fast.
The extremely asymmetric case for α < 1 corresponds to a one-sided distribution which also can possess the finite variance. If θ is sufficiently large, D appears almost constant as a function of α in a wide range of this parameter but the variance rapidly falls to zero for α → 1. The one-sided case has been illustrated with the Lévy-Smirnov density. The role of the multiplicative noise is clearly visible for this simple process: it makes the distribution wide and uniform when θ is negative, whereas for large values of θ the distribution shrinks to the delta function.
It is not a priori clear which of the two solutions of Eq.(13), (9) or (22), applies to a concrete physical system; the main difference between them consists in a different slope of the tails. Some experimental work would be helpful. Shape of the probability distributions can be determined experimentally and such studies, applied to the heterogeneous systems, could reveal effects of the variable diffusion coefficient. From that point of view, the analysis of fractures of the disordered materials and measuring the crack propagation is promising since in those systems complex processes proceed on a broad range of scales and exhibit self-similar properties. A recent study [14] demonstrates that the experimental distribution of the local velocities of the crack front is characterised by a power-law tail, v 2.7 , and the global velocity distribution converges by upscaling to the asymmetric stable distribution for scales larger than the spatial correlation length. At smaller scales, in turn, only the tail agrees with the stable distribution which conclusion may indicate, in view of our results, the Itô interpretation of Eq. (13) and presence of the strong nonhomogeneity (|θ| relatively large). The analysis presented in this paper shows namely that p(x, t) can converge to the stable distribution only if ν(x) is sufficiently smooth; otherwise, p(x, t) still possesses a fat tail corresponding to the stable distribution but behaviour near x = 0 may depend on θ [32] . A distinguished feature of systems governed by Eq.(13) (λ = 0) is a specific time-dependence of the fractional moments, similar for both interpretations, which can both decrease and increase the transport speed, compared to the homogeneous case. This property appears robust in respect to the nonhomogeneity parameter θ and has been observed not only for the stable solutions (9) [32] . It has been argued in Ref. [14] that the experimentally estimated variance of the global crack front velocity assumes a finite value since the system is actually finite. It would be interesting to verify whether that quantity, measured for a small resolution to make the self-similar structure apparent, obey Eq.(12).
