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a b s t r a c t
This paper discusses a model of constraint satisfaction problems known as uniquely
extendible constraint satisfaction problems. Thismodel includes and generalizes XOR-SAT,
and the model includes an NP-complete problem that appears to share many of the
threshold characteristics of random SAT. In this paper we find an exact threshold in the
behavior of two versions of DPLL on random instances of this problem. One version uses the
unit clause heuristic, and the other uses the generalized unit clause heuristic. Specifically,
for DPLL with the unit clause heuristic, we prove that there is a clause density c , smaller
than the satisfiability threshold, such that for random instances with density smaller than
this threshold, DPLL with unit clause will find a satisfying assignment in linear time, with
uniformly positive probability. However, for random instances with density larger than
this threshold, DPLLwith unit clausewill require exponential time, with uniformly positive
probability, to find a satisfying assignment. We then find the equivalent threshold density
for DPLLwith the generalized unit clause heuristic. We also prove the analog of the (2+p)-
SAT Conjecture for this class of problems.
© 2011 Elsevier B.V. All rights reserved.
1. Main results
The study of random constraint satisfaction problems has attracted a significant amount of research over the past two
decades. One focus of the research is to determine the existence and location of the satisfiability threshold. Themost famous
example is the search for the satisfiability threshold of k-SAT. In this research we consider a uniformly random instance of
k-SATwith n variables and cn clauseswhere c is a constant. The basic question is this: does there exist a constant c∗k such that
the uniformly random instance is asymptotically almost surely (a.a.s.)1 satisfiable if c < c∗k and a.a.s. unsatisfiable if c > c
∗
k ?
A second focus of the research is to study the difficulty of solving a uniformly random instance of the CSP. The primary
motivation for much of this work was the empirical observation by Selman, et al. [1] that 3-SAT has a sharp satisfiability
threshold at around c = 4.25 and that random instances of 3-SAT with clause density near the conjectured threshold are
difficult to solve. There has been a large body of experimental studies [2] to find the approximate location of the satisfiability
threshold and to determine the difficulty of solving random instances of various CSP models.
While much of the study of algorithm behavior is empirical, we can analytically prove the following for 3-SAT and DPLL.
Using the unit clause heuristic (DPLL+ UC), DPLL+ UCwill run in linear time, with uniform positive probability (w.u.p.p.),2
if c < 83 [3], and it will run in exponential time, w.u.p.p., if c ≥ 3.81 [4]. For DPLL using the generalized unit clause heuristic
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(DPLL + GUC), DPLL + GUC will run in linear time, w.u.p.p., if c < φ [5] where φ is the unique solution larger than 23 of
3c − 2 ln c = 6 − 2 ln 23 , giving φ = 3.003 . . ., and DPLL+ GUC will run in exponential time, w.u.p.p., if c ≥ 3.98 [4]. As a
result, there is a gap between the greatest density for which we know the algorithms will run in polynomial time, w.u.p.p.,
and the least density forwhichwe know the algorithms require exponential time,w.u.p.p. In addition, we have the following
conjecture about the satisfiability threshold for a SAT instance that contains a mixture of clauses of size 2 and size 3. If the
conjecture is true, then 23 and φ are the thresholds for DPLL+ UC and DPLL+ GUC, respectively, separating w.u.p.p. linear
time and w.u.p.p. exponential time. This conjecture was made in both [6,7]. We denote it the (2 + p)-SAT Conjecture, and
summarize the conjecture here.
Conjecture 1 ((2+ p)-SAT Conjecture [6,7]). For every constant δ > 0 there exists a constant ϵ > 0 such that a uniformly
random instance of SAT with (1− ϵ)n clauses of size 2 and 23 (1+ δ) n clauses of size 3 is a.a.s. unsatisfiable.
Note that if we have (1− ϵ)n clauses of size 2 and up to 23 (1− ϵ)n clauses of size 3, the formula is a.a.s. satisfiable [6].
This paper discusses a CSP model known as uniquely extendible CSPs (UE-CSP). The k-UE-CSP model generalizes and
includes k-XOR-SAT. Therefore, all the proofs concerning UE-CSP in this paper also apply to XOR-SAT. This paper proves
an analog of the (2 + p)-SAT Conjecture for UE-CSP, and by extension for XOR-SAT, and it finds exact thresholds for the
behavior of DPLL+ UC and DPLL+ GUC on UE-CSP. These are the first proven bounds for the behavior of DPLL on XOR-SAT.
The UE-CSP analog of the (2+ p)-SAT Conjecture is the following theorem proven in Section 5.
Theorem 2. For any constant ϵ > 0 a uniformly random instance of UE-CSP with 12 (1− ϵ) n clauses of size 2, at most 16 (1−ϵ)n
clauses of size 3, and no other clauses is w.u.p.p. satisfiable.
For any constant δ > 0 there exists a constant ϵ > 0 such that a uniformly random instance of UE-CSP with 12 (1− ϵ) n
clauses of size 2 and 16 (1+ δ) n clauses of size 3 is a.a.s. unsatisfiable.
Theorem 2 lends support to the (2 + p)-SAT Conjecture because UE-CSP is in some sense SAT-like. In fact, one specific
problem, (3, 4)-UE-CSP (each clause has size 3, the variable domain has size 4) is currently the only CSP that has all of the
following properties either known or conjectured to hold for k-SAT, k ≥ 3. It is NP-complete, it has constant-sized domain
and constraints, it has a known satisfiability threshold that occurs when the number of clauses is linear in the number of
variables, and a uniformly random instance with a linear number of clauses a.a.s. has exponential resolution complexity.
See [8] for details. Theorem 2 does not lead to a proof of Conjecture 1 though. The proof of Theorem 2 depends on the
uniquely extendible property of UE-CSP (given any assignment to k − 1 variables of a clause of size k, there is always a
unique assignment to the kth variable that satisfies the clause), but SAT is ‘‘at least one’’ extendible (given any assignment
to k− 1 variables of a clause of size k, there is always at least one assignment to the kth variable that satisfies the clause).
This paper also reveals other important differences between SAT and UE-CSP. For one, some results that can be proven
to hold a.a.s. in SAT can only be proven to hold w.u.p.p. in UE-CSP. This difference is not a weakness of the techniques, but
it is indicative of the nature of UE-CSP and is a consequence of the fact that 2-SAT has a sharp satisfiability threshold while
2-UE-CSP does not.
WhileXOR-SAT is in P, studying the behavior ofDPLL onXOR-SAT, andUE-CSP in general, is interesting for several reasons.
One is that, as described above, UE-CSP is SAT-like, and results for UE-CSP can give insight to the behavior of SAT. Second,
the Gaussian elimination algorithm for XOR-SAT will not work on the NP-complete versions of UE-CSP. Third, many SAT
instances can contain XOR-SAT subproblems, for example instances that come from circuit verification. Knowledge of how
DPLL works on XOR-SAT will give insight into how DPLL-based SAT solvers will do on those portions of the SAT instance.
Applying the same techniques used in the study of DPLL on SAT yields similar gaps in the clause densities for proven
DPLL behavior on UE-CSP as those described above for SAT (see [9] for a preliminary study of DPLL + UC on UE-CSP), and
one of the main results of this paper is that we can take advantage of Theorem 2 to close these gaps for DPLL+ UC and DPLL
+ GUC on UE-CSP. The result is the following theorems proven in Section 7.
Theorem 3. Let c be a positive constant. Given a random instance of 3-UE-CSP with n variables and cn clauses and fixed domain
size d ≥ 2 as input, DPLL+ UC takes, w.u.p.p., linear time if c < 23 and exponential time if c > 23 .
Theorem 4. Let c be a positive constant. Given a random instance of 3-UE-CSP with n variables and cn clauses and fixed domain
size d ≥ 2 as input, DPLL+ GUC takes, w.u.p.p., linear time if c < Γ0 and exponential time if c > Γ0 where Γ0 = 0.75087 . . . is
the solution to
3Γ − 1
2
lnΓ − 1
2
ln 6− 1
2
= 1.
Following the preliminary study of [9], a more recent paper [10] also traces the behavior of UC and GUC on k-UE-CSP. That
study is non-rigorous, but reaches similar conclusions.
The proof of Theorem 3 consists of four steps. From Lemma 14 presented in Section 4.1, if c < 23 , w.u.p.p. DPLL+ UCwill
find a satisfying assignment without backtracking. From Lemma 22 in Section 5, if c > 23 , w.u.p.p. the unit clause heuristic
will guide the algorithm to a subformula on γ n variables, 12 (1− ϵ) γ n 2-clauses and 16 (1+ δ)γ n 3-clauses where γ , ϵ, and
δ are positive constants, ϵ depends on δ, and the subformula is uniformly random on those parameters. By Theorem 2 such
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a formula is a.a.s. unsatisfiable, and from Lemma 24 presented in Section 6, DPLL requires, w.u.p.p., 2Ω(γ n) steps to backtrack
out of this configuration.
The proof of Theorem 4 uses a similar analysis. From Lemma 18 presented in Section 4.2, if c < Γ0, w.u.p.p. DPLL +
GUC will find a satisfying assignment without backtracking. From Lemma 23 in Section 5, if c > Γ0, w.u.p.p. the unit clause
heuristic will guide the algorithm to a uniformly random subformula on γ n variables, 12 (1− ϵ) γ n 2-clauses and 16 (1+δ)γ n
3-clauses. The rest of the proof exactly follows that of Theorem 3.
While the DPLL variations studied in this paper are much simpler than the DPLL algorithms used in practice, studying
these variations provides insight into the behavior of the more complicated variants. In particular, most DPLL variations
include either a unit clause or generalized unit clause heuristic. Two other common additions to DPLL algorithms are clause
learning and restarts. In clause learning, the standard DPLL algorithm with unit clause propagation (all unit clauses are
satisfied before testing for a conflict) executes until a conflict occurs. A new clause that identifies the cause of the conflict is
added to the set of clauses, and DPLL backtracks. If we allow restarting, DPLL may throw away all variable assignments and
start again, but if clause learning is implemented, all learned clauses are retained. The running time of the DPLL algorithm
without clause learning is lower bounded by the size of the smallest tree-resolution proof. It is known that tree-resolution
can require proofs that are exponentially larger than those for regular resolution [11,12], and regular resolution can require
proofs that are exponentially larger than those for general resolution [13]. Beame, et al. [14] proved that adding clause
learning to DPLL can lead to exponentially smaller proofs of unsatisfiability than regular resolution, and adding unlimited
restarts and the assumption that an unknown clause is learned on every encountered conflict gives general resolution. This
result implies that adding clause learning and restarts will not improve on the exponential bounds of Theorems 3 and 4.
DPLL will not learn a clause until a conflict occurs. From the proof of Theorem 3, and similarly Theorem 4, when the first
conflict occurs, w.u.p.p. the unassigned variables induce a uniformly random subformula that both is a.a.s. unsatisfiable and
w.u.p.p. requires an exponentially long resolution proof of refutation. This implies the following remark.
Remark 5. Adding clause learning to DPLL can give an exponentially faster algorithm, but the exponential lower bounds of
Theorems 3 and 4 still hold even if we supplement clause learning with unlimited restarts.
Section 2 provides the necessary background on what is known about random k-SAT and the behavior of DPLL on it.
Section 3 defines UE-CSP, the random model for UE-CSP, and the (2+ p)-UE-CSP model, similar to the (2+ p)-SAT model.
In Section 4, we apply the same techniques used in the study of SAT to study the behavior of the greedy, non-backtracking
algorithms unit clause and generalized unit clause on UE-CSP, and we get analogous results to those known for SAT. In
Section 5 we prove that, by taking advantage of the uniquely extendible nature of UE-CSP, we can answer the (2 + p)
conjecture affirmatively for UE-CSP, and this result tightens the bounds we get in Section 4. In Section 6 we prove that,
analogous to (2+ p)-SAT, a uniformly random instance of (2+ p)-UE-CSP w.u.p.p. has exponential resolution complexity.
Finally, Section 7 gives the proofs of Theorems 3 and 4.
2. Preliminaries
A constraint satisfaction problem (CSP) consists of the following structures. We have a set of n variables where each
variable has a non-empty domain of possible values; we have a set of m clauses where each clause is an ordered subset of
variables; and a constraint is applied to each clause where a constraint is a list of legal tuples of values that we may assign
to the variables of the clause. One of the most studied CSPs is k-SAT. In k-SAT, each variable may be assigned true or false,
each clause contains exactly k variables, and the constraint on each clause permits all but exactly one of the 2k possible
assignments to the variables of the clause. Equivalently, we can consider each clause to contain k literals where a literal is
either x or x, and each clause is satisfied if at least one literal is true. We sometimes state that a clause is satisfied to mean
that the constraint on the clause is satisfied. We also denote a clause with k variables as a clause of size k or a k-clause.
The Davis–Putnam–Logemann–Loveland (DPLL) algorithm [15,16] forms the basis ofmost current complete3 CSP solvers.
The algorithm is a simple backtracking framework. At each step, an unassigned variable v is assigned a value. Any clause
whose constraint is satisfied by the assignment is removed, v is removed from any clauses in which it occurs, and the
constraint on each of those clauses is appropriatelymodified. DPLL then recurses on this reduced formula. If a conflict occurs,
DPLL backtracks and tries a different value for v. Because DPLL is a basic framework, there are many possible variations of
the algorithm. Current CSP solvers use complex heuristics for choosing the next variable to assign a value, choosing the value
to assign, and trimming the search space to prevent DPLL from trying assignments that are known to fail.
This paper examines two different heuristics for choosing the next variable to assign a value. In the unit clause (UC)
heuristic, if a unit clause (a clause of size 1) exists, the variable from that clause is assigned the appropriate value in order
to satisfy the clause. Otherwise, UC chooses the next variable that will be assigned a value uniformly randomly from all
unassigned variables. In generalized unit clause (GUC), a clause is selected uniformly randomly from the shortest clauses in
the formula, a variable is chosen uniformly randomly from that clause, and, if it is possible to assign the variable a value
that satisfies the constraint (e.g., k-SAT), then that value is chosen. Otherwise, the value assigned to the variable is chosen
arbitrarily. We use DPLL + UC and DPLL + GUC to denote the versions of DPLL that use these heuristics. While DPLL + UC
3 A solver is complete if it is able to recognize all satisfiable and all unsatisfiable instances.
28 H. Connamacher / Theoretical Computer Science 421 (2012) 25–55
and DPLL+GUC are simplified versions of CSP solvers used in practice, results on these versions give insight to the behavior
of more complicated variations. Most solvers include some form of unit clause propagation. Also, it should be noted that
in SAT it is possible to satisfy a clause without assigning values to all of its variables. As a result, DPLL on SAT will remove
clauses of various sizes. However, for UE-CSP only singleton clauses will be removed.
In 1992, the conference paper Mitchell, et al. [17] (the journal version was published in 1996 as Selman, et al. [1])
described the results of an experiment where a DPLL version that included unit propagation was run on various instances
of random 3-SAT. The paper made two interesting observations. First, it demonstrated that random 3-SAT appears to have
a sharp threshold of satisfiability when the number of clauses is approximately 4.25 times the number of variables. Second,
DPLL appears to require exponential time only for random problems drawn from near this clause density. For random
problems with densities well below or above 4.25, DPLL can quickly either find a satisfying assignment or verify that the
formula is unsatisfiable.
As noted by the authors, the idea thatDPLL quickly proves unsatisfiable a problemdrawn fromwell above the satisfiability
threshold is somewhat misleading and is an artifact of the small problem sizes used in the studies. A resolution proof of
unsatisfiability for a SAT instance is a sequence of clauses, ending with the empty clause, and such that each clause is either
a clause of the instance or is derived from two previous clauses of the sequence, Ci and Cj, by the following rule. Clause Ci
contains the literal x, clause Cj contains the literal x, and the derived clause contains all literals of Ci and Cj not involving the
variable x. Chvátal and Szemerédi [18] proved that an unsatisfiable random k-SAT instance with a linear number of clauses
a.a.s. requires a resolution proof with an exponential number of clauses. We define the length of a resolution proof to be the
number of clauses in the proof. The length of the shortest resolution proof of unsatisfiability is the resolution complexity, and
a well known observation of Galil [19] is that exponential resolution complexity implies that DPLL requires an exponential
amount of time to prove the problem unsatisfiable.
In the same year as the Mitchell, et al. [17] paper, another conference paper by Chvátal and Reed [20] proved that 2-SAT
has a sharp threshold of satisfiability when the number of clauses equals the number of variables (this result was
independently proved in [21] and [22]), and the paper includes the now famous Satisfiability Threshold Conjecture which
states: for each k ≥ 2, there exists a constant c∗k such that a uniformly random k-SAT formula on n variables and cn clauses
is a.a.s. satisfiable if c < c∗k and is a.a.s. unsatisfiable if c > c
∗
k .
These papers helped launch a significant area of research. One focus is in attempting to analytically prove the location of
the k-SAT threshold for each k ≥ 3. Additional empirical studies have supported the location of the satisfiability threshold
for random 3-SAT [23–27], but we can currently prove neither the location nor the existence of this threshold, nor any
threshold for k-SAT, k ≥ 3. However, Friedgut [28] proved that the satisfiability threshold for k-SAT is sharp; although, it is
possible that the threshold location is a function of n that does not converge. If c∗k exists, we know it is between 2k log 2 [29]
and 2k log 2− O(k) [30]. For k = 3, the current state of the research has 3.52 [31,32]≤ c∗3 ≤ 4.4898 [33]. (See, eg., [34] for
a survey of this area.)
A second focus of the research is to better understand the behavior of DPLL on random instances of k-SAT. This focus
is related to the study of the satisfiability threshold because each improvement in the lower bound for c∗3 was found by
analyzing an algorithm that attempts to solve a 3-SAT instance. For example, if you can prove that an algorithm, w.u.p.p.
finds a solution to any 3-SAT instance with n variables and cn clauses, then Friedgut’s result implies that formulae with
(c − ϵ)n clauses, for any ϵ > 0, are a.a.s. satisfiable. The result also gives a bound on the behavior of DPLL because if
algorithm A succeeds w.u.p.p. on a formula with cn clauses, then, w.u.p.p., DPLL using algorithm A to choose and assign the
next variable finds a satisfying assignment without backtracking on a formula with cn clauses. Of interest to this paper are
the results of Chao and Franco [3] that proved that UC succeedsw.u.p.p. on 3-SATwhen the clause density c is less than 83 and
of Frieze and Suen [5] that proved that GUC succeeds w.u.p.p. when c < φ where φ = 3.003 . . . is the unique solution larger
than 23 of 3c − 2 ln c = 6− 2 ln 23 . In both cases, the analysis was of the behavior of the algorithm without backtracking. As
a result, we know that DPLL+ UC w.u.p.p. runs in linear time if c < 83 and DPLL+ GUC w.u.p.p. runs in linear time if c < φ.
(Note that [5] also considered GUC with a limited amount of backtracking in order to prove that formulae with c < φ are
a.a.s. satisfiable.)
One might think that at a slightly higher clause density, DPLL will backtrack a few times but still run in linear or
polynomial time. However, the above bounds for DPLL + UC and DPLL + GUC are the best known, and it is conjectured
that the above bounds are tight. Given that a uniformly random 3-SAT instance a.a.s. has exponential resolution complexity,
we know that DPLL requires exponential time, a.a.s., if c > 4.4898 to prove that the random instance is unsatisfiable. It is
possible to lower the bound for exponential behavior through more careful analysis. This analysis requires another model
for random SAT, the (2+ p)-SAT model.
With random 2-SAT and random 3-SAT behaving differently and in order to understand what happens between k = 2
and k = 3, Monasson, et al., [35] introduced the (2+p)-SATmodel which contains pcn clauses of size 3 and (1−p)cn clauses
of size 2. The analogous conjecture to the satisfiability threshold conjecture is that (2 + p)-SAT has an exact satisfiability
threshold for each value of p. Clearly, the results for SAT give us an exact satisfiability threshold for p = 0, and the threshold
is not known to exist for p = 1. Likewise, it is clear that the random (2+p)-SAT instance is a.a.s. unsatisfiable if the 2-clauses
alone are a.a.s. unsatisfiable, when (1− p)c > 1, or when the 3-clauses alone are a.a.s. unsatisfiable, when pc > 4.4898.
For the current bounds on the satisfiability threshold for random (2+p)-SAT, Achlioptas, et al. [6] proved that Friedgut’s
[28] result that k-SAT has a sharp threshold also applies to (2+p)-SAT, and they proved that the exact satisfiability threshold
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exists for p ≤ 25 and is at the clause density 11−p . As the location of the satisfiability threshold indicates, when p ≤ 25 the
(2+ p)-SAT formula is a.a.s. satisfiable if the 2-SAT problem induced by the 2-clauses is a.a.s. satisfiable. This result implies
that if we have (1− ϵ)n random 2-clauses, we can add up to 23 (1− ϵ)n random 3-clauses and still be a.a.s. satisfiable. The
(2 + p)-SAT Conjecture, given as Conjecture 1 in Section 1, is that this bound on the behavior of (2 + p)-SAT is tight. That
is, the conjectures states that once we add
 2
3 + δ

n random 3-clauses, where δ > 0 may depend on ϵ, the formula is a.a.s.
unsatisfiable. Equivalently, the conjecture states that for p > 25 , the satisfiability threshold for (2+ p)-SAT, if it exists, is at a
clause density strictly less than 11−p . On the other hand, [6] proved that there exists an ϵ > 0 such that a random (2+p)-SAT
formula with (1 − ϵ)n 2-clauses and 2.28n 3-clauses is a.a.s. unsatisfiable. The proof comes from an upper bound on the
satisfiability threshold for (2+ p)-SAT that is strictly less than 11−p when p > 0.695.
The (2 + p)-SAT model is useful for algorithm analysis because in the middle of the execution of DPLL, the resulting
formula contains a mixture of clauses of different sizes. To find the bound for exponential behavior, Achlioptas, et al. [4]
started with a random (2 + p)-SAT instance with 2.28n 3-clauses and (1 − ϵ)n 2-clauses, for sufficiently small ϵ > 0. As
mentioned above, such a random formula is proven a.a.s. unsatisfiable, and [4] proved the formula a.a.s. has exponential
resolution complexity. Results of Chao and Franco [36] for UC and Frieze and Suen [5] for GUC, both of which are simplified
in Achlioptas [34], give systems for tracing the behavior of UC and GUC. Using these systems, [4] worked backward to find
the smallest clause density of a random3-SAT instance onwhichUC andGUCwill w.u.p.p. reach the unsatisfiable (2+p)-SAT
instance without backtracking. As a result, DPLL+ UC requires exponential time w.u.p.p. to solve a random 3-SAT instance
with n variables and cn clauses if c ≥ 3.81. For DPLL+ GUC, the exponential behavior occurs w.u.p.p. when c ≥ 3.98.
To summarize, we know that DPLL + UC takes linear time, w.u.p.p., for c ≤ 2.66 and exponential time, w.u.p.p., if
c ≥ 3.81. For DPLL+ GUC, the bounds are 3.003 and 3.98. We would like to close the gap, and if the (2+ p)-SAT Conjecture
is true, then the lower bounds listed are in fact the border between linear and exponential running times for the algorithms.
Experimental evidence of [37] supports the conjectured threshold in the DPLL running time.
A third focus of the research following the [17] and [20] papers is to repeat that work on various other CSPs. Research
on the satisfiability threshold has extended to generalizations of k-SAT such as the Schaefer [38] generalizations: 1-in-k
SAT [39], NAE-SAT [39,40], and XOR-SAT [41,42]. For more general CSPs, there have been various models proposed and
studied for random constraint satisfaction problems [43–47]. For each such model and generalization of the satisfiability
conjecture, the primary focus of the research has been to determine the satisfiability threshold for the generalized model.
In addition, there has been a large body of experimental studies [2] to find the approximate location of the satisfiability
threshold and to study the difficulty of solving random instances of the CSP models. Two reasons these generalizations are
studied are that some of these generalizations are interesting problems in their own right, and some of these generalizations
have led to a greater understanding of random 3-SAT [40]. In addition, researchers have studied models where the domain
size grows with n [48–52] or where the constraint size grows with n [53,54].
Interestingly, the exact satisfiability threshold is known for very few SAT-like problems. In fact, except for (3, 4)-UE-
CSP [8], each problem for which we know the exact satisfiability threshold appears to be fundamentally different from
random k-SAT, k ≥ 3. For example, we know the exact satisfiability threshold for 2-SAT [20–22] and 3-XOR-SAT [41,42], but
neither of these problems is NP-complete, and 2-SAT instances have polynomial resolution complexity. Exact thresholds are
known for some models where the domain size grows with n [51,52] or where the constraint size grows with n [53,54], but
the satisfiability threshold for these models occurs when the number of clauses is superlinear in the number of variables,
and the structure of a random constraint satisfaction problem with a superlinear number of clauses is very different from
one with a linear number of clauses. In addition, we know the satisfiability threshold for a few NP-complete problems with
constant sized domain and constraints: 1-in-k-SAT [39], a mixture of 2-SAT and 3-SAT when the number of clauses of size 3
is kept small [55], and a model of [56]. However, in each of these cases the proofs of the threshold demonstrate that, unlike
k-SAT, k ≥ 3, the models are very similar to random 2-SAT at the satisfiability threshold and thus easy to solve a.a.s.
3. UE-CSP
In this section, we present a new class of constraint satisfaction problems with constant sized domain and constraints
as defined in [57]. The inspiration for this class of problems is from the proof of the satisfiability threshold for random
3-XOR-SAT of Dubois andMandler [41]. That proof does not depend on theGaussian elimination algorithm, and this suggests
that the computational complexity of 3-XOR-SAT is not the property that yields the satisfiability threshold. The initial goal
of defining UE-CSP was to generalize XOR-SAT to an NP-complete problem such that the same techniques used in the proof
for 3-XOR-SAT satisfiability threshold would also apply to the NP-complete problem.
The key property of 3-XOR-SAT that permits the technique of [41] to determine its precise threshold of satisfiability is
that each constraint is uniquely extendible. That is, for each possible assignment to any k− 1 variables of a clause, there is a
unique legal value for the kth variable that satisfies the constraint on the clause.
Definition 1 (Uniquely Extendible Constraint). A uniquely extendible constraint on a canonical ordered set of variables
restricts the valueswe can assign to the variables as follows. For any subset of k−1 of these variables and for any assignment
to those k− 1 variables, there is exactly one value we can give to the unassigned variable such that the constraint permits
that tuple.
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Definition 2 (UE-CSP). A UE-CSP instance is a constraint satisfaction problemwhere every variable is assigned a value from
the same domain, every clause has exactly one constraint, and every constraint is uniquely extendible.
Definition 3 (k-UE-CSP). An instance of k-UE-CSP is an instance of UE-CSP where we restrict every clause to have size k.
Definition 4 ((k, d)-UE-CSP). An instance of (k, d)-UE-CSP is an instance of k-UE-CSP where we specify that the domain
size is d.
In k-XOR-SAT, each clause is a parity constraint on the values of the variables in the clause. The parity of the variables
assigned to true (or 1) is the opposite parity of the negative literals in the clause. For example, a clause with two negative
literals requires an odd number of variables to be assigned true. Similarly, we can show using induction on k that there are
only two different uniquely extendible constraints of size kwith d = 2. Consider a constraint C as a list of acceptable tuples
of values, (v0, v1, . . . , vk) where vi ∈ {0, 1}. Let Cα = {(v1, . . . , vk) | (α, v1, . . . , vk) ∈ C}. As an abuse of notation, we can
write C = {(0, C0), (1, C1)} where (α, Cβ) represents the set {(α, v1, . . . , vk) | (v1, . . . , vk) ∈ Cβ}. Note that each Cα is a
uniquely extendible constraint. If we apply C to a clause and assign α to the first variable, then for any assignment to k− 1
of the other variables of the clause, there is a unique assignment to the remaining unassigned variable that satisfies C . Also
note that, because C is a uniquely extendible constraint, C0 ≠ C1, and C ′ = {(0, C1), (1, C0)} is also a uniquely extendible
constraint. By the induction hypothesis, C0 and C1 are the only uniquely extendible constraints of size k so C and C ′ are the
only uniquely extendible constraints of size k + 1. This observation implies that k-XOR-SAT is exactly (k, 2)-UE-CSP, and
thus (k, 2)-UE-CSP is in P.
In addition, we have the following theorems. First, if the domain size is 3, the problem can be solved using Gaussian
elimination.
Theorem 6 ([57,58]). (k, 3)-UE-CSP is in P for all k ≥ 2.
For larger domain sizes and clause size at least 3, the problem becomes NP-complete. In [59], we prove that a variation of
(3, 4)-UE-CSP where we allow multiple constraints per clause is NP-complete. This proof is extended in [57] to clause size
3, domain size at least 4, and the restriction that each clause has exactly one constraint. Finally, we complete the complexity
characterization in [58].
Theorem 7 ([58]). (k, d)-UE-CSP is NP-complete for k ≥ 3 and d ≥ 4.
Also relevant to this work is the location of the satisfiability threshold.
Theorem 8 ([8]). The satisfiability threshold for random (3, 4)-UE-SAT is c∗ = 0.917935 . . . .
Theorem 8 also appears in the conference paper [59], but the proof sketch provided in that conference paper contains an
error. Note that the threshold for (3, 4)-UE-CSP is exactly the same as for 3-XOR-SAT [42,41], and there is strong numerical
evidence that this is the threshold for (3, d)-UE-CSP with d ≥ 2 [57].
While resolution is formally defined for CNF formulae, Mitchell [45] described two natural extensions of resolution to a
CSP, denoted C-RES and NG-RES, and proved that for every CSP instance I, C-RES(I) ≤ poly(NG-RES(I)). In addition, the
behavior ofmost resolution-based CSP solvers can bemodeled by one of these extensions. The following theorem states that
k-UE-CSP, k ≥ 3, has exponential resolution complexity for both models, and it implies that DPLL a.a.s. takes exponential
time to prove that a formula with a linear number of clauses is unsatisfiable.
Theorem 9 ([8]). For any constant c > 0, and any k ≥ 3, d ≥ 2, the C-RES resolution complexity of a uniformly random instance
of (k, d)-UE-CSP with n variables and cn clauses is a.a.s. 2Θ(n).
3.1. The random model
For each appropriate n,m, we define Ω(k,d)n,m to be the set of (k, d)-UE-CSP instances with m clauses on variables
{v1, . . . , vn} and one uniquely extendible constraint on each clause. We define U (k,d)n,m to be a uniformly random member of
Ω
(k,d)
n,m .We are interested in the casewherem = cn for some constant c. Thismodel is equivalent to first choosing a uniformly
randomhypergraph on n vertices andm hyperedges to be the underlying hypergraph of the (k, d)-UE-CSP instance, and then
for each hyperedge, arbitrarily ordering the vertices of the hyperedge and choosing a uniformly randomuniquely extendible
constraint of size k and domain size d.
We can consider a second random model. Define U (k,d)n,p to be an instance of (k, d)-UE-CSP on n variables where each of
the
n
k

clauses occurs in U (k,d)n,p with probability p and a uniformly random constraint is applied to each clause.
From results of [60,61] on random structures, the two models are asymptotically equivalent in the sense that
lim
n→∞ Pr

U (k,d)n,m has propertyA
 = lim
n→∞ Pr

U (k,d)n,p has propertyA

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if A is a monotone (increasing or decreasing) property and m and
n
k

p are ‘‘close’’ to each other. Formally, m is ‘‘close’’ ton
k

p if
m =

n
k

p+ O

n
k

p(1− p)

,
and p is ‘‘close’’ to m
(nk)
if
p = mn
k
 + O
m nk−mn
k
3
 .
The ability to switch between the two models will be useful in some of the proofs of this paper.
3.2. The (2+ p)-UE-CSP model
In order to model the subformulae produced during an execution of DPLL, we introduce the random ((2+ p), d)-UE-CSP
model, similar to the (2 + p)-SAT model. In this model, a UE-CSP instance on n variables and m constraints has pm clauses
of size 3 and (1− p)m clauses of size 2. To generate a random instance, we first choose U (3,d)n,pm , a uniformly randommember
of the setΩ(3,d)n,pm of all (3, d)-UE-CSP instances with pm 3-clauses on the variables {v1, . . . , vn}. Then we choose U (2,d)n,(1−p)m, a
uniformly randommember of the setΩ(2,d)n,(1−p)m of all (2, d)-UE-CSP instances with (1− p)m 2-clauses over the same set of
variables. The uniformly randommember of ((2+p), d)-UE-CSP is formed bymerging the two clause sets together. As with
(k, d)-UE-CSP, when the domain size can be any arbitrary value greater than 1, we drop the d from the notation.
Unlike with SAT, (2 + p)-UE-CSP does not have a sharp satisfiability threshold for p < 1. The reason is similar to the
proof from [57] of why 2-UE-CSP does not have a sharp threshold. If we consider just the (1− p)cn 2-clauses, w.u.p.p., each
cycle in the 2-clauses makes the formula unsatisfiable. By a well known property of random graphs, first observed in [62], if
(1− p)c < 12 , the number of cycles in the 2-clauses is upper bounded, in distribution, by a Poisson random variable with a
mean that depends on (1−p)c and not on n. As a result, the threshold for (2+p)-UE-CSP distinguishes the random formulae
that are a.a.s. unsatisfiable from the random formulae that are w.u.p.p. satisfiable.
4. Behavior of various non-backtracking algorithms
To study the behavior of DPLL + UC and DPLL + GUC on 3-UE-CSP, we consider both unit clause and generalized unit
clause as non-backtracking algorithms. If a linear time, stand-alone algorithm finds a satisfying assignment, w.u.p.p., for a
random instance with a given clause density, then a DPLL variation using that algorithm as a heuristic for choosing the next
variable to assign runs in linear time, w.u.p.p., on a random instance with the same clause density.
The algorithms considered in this section have the following structure. At each step of the algorithm, a variable is selected
and assigned a value. Either the variable is selected uniformly at random from all unassigned variables or a particular clause
is identified and a variable is chosen uniformly at random from the variables in that clause. Such algorithms are called ‘‘card
games’’ in Achlioptas [34] becausewe can represent a random formula as a pack of cardswith one card for each occurrence of
a variable in the formula. The card face records the variable, and the cards are placed face down inm columnswhere column
i gets the same number of cards as there are variables in clause i. The algorithmmay select a variable either by naming it or
by pointing to a card, and in the latter case the variable selected is the variable on the card face. All cards that contain the
selected variable are turned face up. A key observation for SAT, see e.g. [34], that can be trivially extended to UE-CSP, or any
CSP for that matter, is that the distribution of the face down cards is still uniformly random over the unselected variables.
This is formalized in the following fact.
Fact 10. Until a card game algorithm backtracks, the subproblem produced at each step by the algorithm is uniformly random.
Specifically, the 2-clauses form a uniformly random instance of 2-UE-CSP, and the 3-clauses form a uniformly random instance of
3-UE-CSP.
4.1. Unit clause
In this section we model the behavior of unit clause, without backtracking, by a system of differential equations. This
analysis closely follows the technique described in Achlioptas [34] for UC on SAT. Let Ci(t) be the number of i-clauses at step
t of the algorithm. Note that at each step of the algorithm, an unassigned variable is given a value. Since no backtracking
occurs, the number of steps is the same as the number of assigned variables. From Fact 10, if we select a random variable
to assign, we expect that variable to occur in 3C3(t)n−t 3-clauses and
2C2(t)
n−t 2-clauses. As a result, we expect the number of
3-clauses to decrease by 3C3(t)n−t , and since each 3-clause becomes a 2-clause, we expect the number of 2-clauses to change by
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3C3(t)
n−t − 2C2(t)n−t . To simplify the analysis, we will not stop the algorithmwhen a contradiction is reached. Instead, we have the
algorithm continue until all variables are assigned a value, and then we check for contradictions in the form of null clauses.
To model this behavior as a system of differential equations, let x be the number of variables assigned a value and ci(x)
the number of i-clauses with ci and x normalized to the range [0, 1], and we have
dc3
dx
= − 3c3(x)
(1− x) (1)
dc2
dx
= 3c3(x)
(1− x) −
2c2(x)
(1− x) , (2)
and solving the differential equations gives
c3(x) = c3(0)(1− x)3 (3)
c2(x) = (c2(0)+ 3c3(0)x)(1− x)2. (4)
These equations are almost identical to the analogous equations for the behavior of UC on SAT. The only difference is that,
for 3-SAT, half of the 3c3(x)1−x 3-clauses will be satisfied by the assignment to the variable and half will become 2-clauses while
for UE-CSP, all will become 2-clauses. Therefore, the justifications found in Achlioptas, et al. [6] and Achlioptas [34] that use
a theorem ofWormald [63] to prove the analogous differential equations describe the a.a.s. behavior of UC on SAT also imply
that the above equations describe the a.a.s. behavior of UC on UE-CSP. Specifically, for any ϵ > 0 and for 0 ≤ t ≤ (1− ϵ)n,
a.a.s.
Ci(t) = ci(t/n) · n+ o(n), (5)
and therefore,
C3(t) = c3(0)(1− t/n)3 · n+ o(n) (6)
C2(t) = (c2(0)+ 3c3(0)(t/n))(1− t/n)2 · n+ o(n). (7)
The justifications of [6,34] depend on three properties holding. One is a technicality, that the functions 3c3(x)
(1−x) and
3c3(x)
(1−x) − 2c2(x)(1−x) satisfy a Lipschitz condition. The second property is that as long as x and ci(x), 0 ≤ i ≤ 3, stay within
some domain, the change in the number of 3-clauses and 2-clauses at each step has constant expectation and is highly
concentrated. Specifically, the probability the change in the number of i-clauses at step t is more than n1/5 is o(n−3). This
property holds because if we let Xi,v be number of i-clauses that contain the variable v, then Xi,v is a binomial random
variable, and the property follows from an application of the Chernoff bound. The third property is that, while x and ci(x) are
within some domain, changing the value of t , C3(t), C2(t), and C1(t) by o(n) only affects the expected change in the value of
C3 and C2 at step t by o(1). Refer to [6,34] for specific details.
Given (6) and (7), the important observation is that as long as no clause of length 0 is generated, no contradiction is
reached, and a clause of length 0 can only be generated if we have more than one clause of length 1. From Fact 10, the
subformula at each step is uniformly random. Recall that d is the domain size. The probability that a unit clause contains a
specific variable is 1n−t , and the probability that an arbitrary assignment to the variable of a unit clause satisfies that clause is
1
d . So the probability that, if we satisfy a unit clause at step t , no clause of length 0 is generated at step t is

1− 1n−t d−1d
C1(t)−1.
If we run the algorithm for (1− ϵ)n steps, the probability that no contradiction is generated during all (1− ϵ)n steps is
(1−ϵ)n
t=1

1− 1
n− t ·
d− 1
d
a(t)
where a(t) =

C1(t)− 1 if C1(t) ≥ 1
0 otherwise,
and this probability is lower bounded by
1− 1
ϵn
· d− 1
d
(1−ϵ)n
t=1 a(t)
.
The expected number of clauses of length 1 generated at step t is 2C2(t)/(n − t). So if this density is bounded by (1 − δ)
for some δ > 0, the expected number of unit clauses generated at each step is less than the rate at which unit clauses
are satisfied by the algorithm, and a.a.s. the unit clauses will not accumulate. As noted in [34] the number of unit clauses
behaves like the queue size in a stable server system. Therefore, the total number of unit clauses generated during s steps
of the algorithm is a.a.s. less than Ms where M depends only on δ. As a result, we can lower bound the probability that no
clause of length 0 is generated during the first (1− ϵ)n steps by a constant independent of n:
1− 1
ϵn
d− 1
d
(M−1+ϵ)n
≥

1− 1
ϵn
d− 1
d
Mn
≥ e−Mϵ d−1d .
Therefore, w.u.p.p. there will be no contradictions. In addition, because the expected number of unit clauses generated at
each step is less than 1, we can lower bound the probability that no unit clauses are generated at a specific step. These
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observations are summarized in the following lemma which is a direct extension of a lemma for SAT in both [6,34], and this
lemma of [6,34] is a compilation of results in Chao and Franco [36].
Lemma 11. Let A be any algorithm expressible in the card game with the property that it always satisfies some unit clause
whenever unit clauses exist. Fix δ, ϵ > 0 and let t0 = n − ⌊ϵn⌋. If for all 0 ≤ t ≤ t0 a.a.s. C2(t) < 12 (1 − δ)(n − t) then
w.u.p.p. C1(t0)+ C0(t0) = 0.
Because a proof of Lemma 11 is identical to a proof of the analogous lemma for SAT with the only changes being in the
coefficient on the differential equation (2) (from 3c3(x)2(1−x) to
3c3(x)
1−x ) and the coefficient on the bound on C2(t) (from (1−δ)(n−t)
to 12 (1− δ)(n− t)) the proof of Lemma 11 is omitted.
We can use the differential equations (1) and (2) to a.a.s. trace the first t0 = n − ⌊ϵn⌋ steps of UC yielding Eqs. (6) and
(7). If we add the condition that C2(t) < 12 (1 − δ)(n − t) for all 0 ≤ t ≤ t0, we can apply Lemma 11 and the result is the
following. Assuming we start with c3(0)n 3-clauses and c2(0)n 2-clauses, w.u.p.p. UC will not generate any contradictions
for the first t0 steps, and after step t0 we are left with a formula with ϵn variables, w.u.p.p. no clauses of length 1, and a.a.s.
C3(t0) clauses of length 3 and C2(t0) clauses of length 2 where
C3(t0) = c3(0)ϵ3n+ o(n)
C2(t0) = (c2(0)+ 3c3(0)(1− ϵ))ϵ2n+ o(n).
To prove that UC finds a satisfying assignment w.u.p.p., we need to analyze the algorithm to termination, and so we must
deal with the final n− t0 steps.We prove that if we pick ϵ small enoughw.u.p.p. the remaining subproblem is simple enough
that UC always finds a satisfying assignment.
We define a cycle in the remaining clauses to be a sequence of l distinct variables v1, . . . , vl and l distinct clauses
e1, . . . , el, with l ≥ 2 such that each pair vi, v(i mod l)+1 is contained in clause ei. Because the subformula remaining
after t0 steps is uniformly random, we can switch to the model where we have ϵn vertices and each of the

ϵn
3

possible
3-clauses is added with probability p3 = C3(t0)(ϵn3 ) + o(n
−2) and each of the

ϵn
2

possible 2-clauses is added with probability
p2 = C2(t0)(ϵn2 ) + o(n
−1). Therefore, the probability that a pair of variables exists in a clause is at most p2 + 1 − (1 − p3)ϵn−2.
Given a sequence of l variables, since we require each pair in the sequence to be in a different clause, the probability that
the sequence forms a cycle is the probability that each sequential pair of variables exists in a clause. This latter probability
is

p2 + 1− (1− p3)ϵn−2 + o(n−1)
l, and hence the expected number of cycles of length l is
ϵn
l

l!
2l

p2 + 1− (1− p3)ϵn−2 + o(n−1)
l
.
Using the fact that p2 + 1− (1− p3)ϵn−2 = p2 + ϵnp3 + o(ϵnp3), we can find an upper bound on the expected number of
cycles of length l, for any constant l, as follows.
ϵn
l

l!
2l

p2 + 1− (1− p3)ϵn−2
l = ϵn
l

l!
2l
(p2 + ϵnp3 + o(ϵnp3))l
= (ϵn)!
(ϵn− l)!
1
2l

2 (c2(0)+ 3c3(0)(1− ϵ)) ϵ2n
(ϵn)2
+ 6c3(0)ϵ
4n2
(ϵn)3
+ o(n−1)
l
∼ (ϵn)
ϵn+ 12 e−ϵn
(ϵn− l)ϵn−l+ 12 el−ϵn
1
2l

2c2(0)+ 6c3(0)(1− ϵ)
n
+ 6c3(0)ϵ
n
l
=

ϵn− l
ϵn
−ϵn−l+ 12 
(ϵn)le−l
1
2l

2c2(0)+ 6c3(0)
n
l
≤ el(ϵn)le−l 1
2l

2c2(0)+ 6c3(0)
n
l
= (ϵ (2c2(0)+ 6c3(0)))
l
2l
.
The expected number of cycles of length l, for any constant l, is a constant that does not depend on n. If we choose
ϵ < 12c2(0)+6c3(0) then the expected number of cycles of length l vanishes as l grows large, and the expected total number
tends to a constant. Using an application of the same method of moments technique (see [64]) used to prove results on
the number of cycles in a random graph, we can show that if ϵ < 12c2(0)+6c3(0) the total number of cycles in the formula is
asymptotic to a Poisson random variable with constant mean. Therefore, w.u.p.p. there is no such cycle in the formula.
Consider a formula F where there are no such cycles and no unit clauses. UC always finds a satisfying assignment for this
formula. At each point in the execution of UC on F , the subformula induced by the unassigned variables never containsmore
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than one unit clause in each connected component. Consider, as a means of contradiction, the first time in the execution of
UC on F that two unit clauses appear in the same connected component. Let uk be the variable that was assigned a value
during this step. Let Fk be the subformula induced by the unassigned variables immediately before UC assigns a value to uk,
and let F
′
k be the subformula induced by the unassigned variables immediately after UC assigns a value to uk. Let v1 and v2 be
two variables that exist in unit clauses in the same connected component of F
′
k. Note that v1 and v2 must also be in the same
connected component of Fk, and because the assignment to uk caused either v1 or v2 to be in a unit clause, uk must be in the
same connected component of Fk as v1 and v2. Because v1 and v2 are in the same connected component of F
′
k, they must be
connected by a path P ′ of 2- and 3-clauses in F ′k. An analogous path P must exist in Fk where P has the same sequence of
variables as P ′ and each clause of P corresponds to an analogous clause of P ′ where the clause of P is either the same clause
as its corresponding clause in P ′ or a superset of the clause in P ′. Next we observe that neither v1 nor v2 can appear in a unit
clause in Fk. If either v1 or v2 is in a unit clause of Fk then uk must also be in a unit clause or UCwould not have chosen it as the
next variable to assign a value. This implies that Fk would have two variables in the same connected component that are in
unit clauses, and this contradicts the assumption that Fk does not have two unit clauses in the same connected component.
Therefore, if neither v1 nor v2 are in unit clauses in Fk and both are in unit clauses if F
′
k then Fk must contain both 2-clauses
(v1, uk) and (v2, uk). These clauses form the path v1, uk, v2 in Fk, and combining this path with P forms a cycle, C , of 2- and
3-clauses in Fk. An analogous cycle C∗ exists in F where C∗ has the same sequence of variables as C and each clause of C∗ is
either a clause of C or a superset of a clause of C . This contradicts the assumption that F has no cycles. As a result, UC always
finds a satisfying assignment for F because, by the extendible nature of UE-CSP, there will always exist an assignment that
satisfies the at most one unit clause of each connected component.
For the proofs of Lemmas 13 and 14, we use the Eqs. (6) and (7) to a.a.s. trace the first t0 = n − ⌊ϵn⌋ steps of UC, for
ϵ sufficiently small. Assuming we do not reach a contradiction during the first t0 steps, then the analysis above shows that
w.u.p.p. there will not be a cycle in the subformula induced by the unassigned variables, Lemma 11 implies that w.u.p.p.
there will also be no unit clauses, and UC will always find a satisfying assignment for such a subformula.
As one more preliminary step, we need the following result on the satisfiability of the 2-clauses alone.
Lemma 12. Let c be a positive constant. For 0 < c < 12 , a uniformly random instance F of (2, d)-UE-CSP, d ≥ 2with n variables
and cn clauses is w.u.p.p. satisfiable, and for c > 12 , it is a.a.s. unsatisfiable.
Proof. Given c , let F be a uniformly random instance of (2, d)-UE-CSP on n variables and cn clauses. Consider the random
graph G that is the underlying graph of F . The proof follows from the following well known properties of random graphs
on n vertices and cn edges. For any constant c , the number of cycles of constant length in G is asymptotically equivalent to
a Poisson random variable with a mean that depends on c , not on n. If c < 12 then G a.a.s. has no cycles with a length that
tends to∞ as n grows. If c > 12 then the number of cycles with lengthΩ(log n) grows unbounded as n increases.
Choose an arbitrary variable v of F and assign it a value. We then expose the rest of the formula in rounds. We start by
exposing, one at a time, the clauses that contain v. We then expose, one at a time, the clauses containing a neighbor of v,
and then the clauses containing a variable at distance 2 from v, and so on. We continue this process until all clauses of the
connected component containing v are exposed, and then we repeat the process with another component until the entire
formula is exposed.
In this exposure process, when we expose a clause, at least one of the variables in that clause will have been assigned a
value. If the other variable has not been assigned a value, then we assign it the value forced by the constraint on that clause
from the value of the already assigned variable. If the clause contains two variables that have already been assigned values,
thenwith probability 1d the constraint on that clause permits the pair of assigned values. This probability is derived from the
observation that uniquely extendible constraints on two variables correspond to permutations. If we consider the constraint
as a mapping from the domain of the first variable of the clause to the domain of the second variable, the mapping is a one-
to-one correspondence. There are d! possible constraints, and (d− 1)! of these constraints contain a particular ordered pair
of values.
We only expose a clause in which both variables already have assigned values if the underlying hypergraph of F contains
cycles. From the above properties of random graphs, if c < 12 , w.u.p.p. the underlying hypergraph of F has no cycles, and
so the exposure process will never expose a clause containing two variables that have already been assigned a value. As
a result, w.u.p.p. the formula can be satisfied given any initial assignment to v. If c > 12 , then the number of times the
process exposes a clause between two already assigned variables grows as n grows and so the probability that the formula
is satisfiable tends to 0 as n tends to infinity. In particular, a well known property of random graphs with c > 12 is that the
giant component contains Ω(n) more edges than vertices. This implies that when we try to assign a value to a variable in
this component, wewill exposeΩ(n) clauses with both variables already assigned.With probability
 1
d
Ω(n)
the assignment
satisfies all the constraints on all of these clauses, and so any assignment a.a.s. fails. 
Lemma 13. For p ≤ 14 , the satisfiability threshold for (2+ p)-UE-CSP, denoted cp, exists and is at the location cp = 12(1−p) .
Proof. From Lemma 12 and the observation that if the 2-clauses alone are unsatisfiable then the (2+ p)-UE-CSP formula is
unsatisfiable, we know that cp ≤ 12(1−p) . To prove that cp = 12(1−p) for p ≤ 14 , we show that UC succeeds w.u.p.p. on random
formulae with clause density c < 12(1−p) .
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Given p, we run UC on a random formula with cp 3-clauses and c(1 − p)n 2-clauses. By the justifications above
for (5), we can plug c3(0) = cp and c2(0) = c(1 − p) into (7) and a.a.s. after each step t there will be C2(t) =
c(1− p)+ 3cp tn
 
1− tn
2 n + o(n) 2-clauses. From Lemma 11, if we add the bound C2(t) < 12 (1 − δ)(n − t), w.u.p.p.
UC will reach step t0 without producing a contradiction and there will be no unit clauses. From the above observation,
w.u.p.p. there are no cycles in the remaining clauses, and in this case, UC will find an assignment for the remaining n − t0
unassigned variables. Substituting the value for C2(t) into the bound gives
c(1− p)+ 3cp t
n

1− t
n
2
n <
1
2
(n− t).
Letting x = tn and simplifying yields
2c(3px− p+ 1)(1− x) < 1, (8)
and UC succeeds w.u.p.p. if (8) holds for all x in the range [0, 1).
Following the same technique as [6], we note that if p ≤ 14 , the l.h.s. of (8) is a decreasing function of x, and thus the
inequality holds if and only if it holds for x = 0, and plugging in x = 0 gives
c <
1
2(1− p) . 
Lemma 14. Let c be a positive constant, and let F be a uniformly random instance of 3-UE-CSP with n variables and cn clauses
with c < 23 . Then w.u.p.p. DPLL+ UC finds a satisfying assignment for F without backtracking.
Proof. Plug c2(0) = 0 into (7), and a.a.s. after each step t of UC there will be C2(t) =

3c3(0) tn
 
1− tn
2 n+ o(n) 2-clauses.
From Lemma 11, if C2(t) < 12 (1−δ)(n− t) after each step t ≤ t0, w.u.p.p. UCwill reach step t0 without producing a conflict,
and there will be no unit clauses in the remaining subformula after step t0. In addition, from the above observation, w.u.p.p.
there will be no cycles in the remaining subformula, and UC always succeeds in assigning values to a subformula with no
cycles and no unit clauses. Therefore, UC succeeds w.u.p.p. if 3c3(0) nt

1− nt

< 12 . Since the l.h.s. of the inequality has its
maximum when nt = 12 , UC succeeds w.u.p.p. if c3(0) < 23 . 
4.1.1. Extending unit clause to large clause sizes
As noted in Achlioptas [34], using differential equations to analyze the behavior of UC on 3-SAT can easily be extended
to general k-SAT. The same observation holds for k-UE-CSP. The differential equations for k-UE-CSP are:
dck
dx
= −kck(x)
1− x
...
dci
dx
= (i+ 1)ci+1(x)
1− x −
ici(x)
1− x ,
and solving yields
ci(x) = (1− x)i

k
j=i

j
i

xj−icj(0)

.
If we let ci(x) = 0 for all 2 ≤ i < k and add the bound that 2c2(x)1−x < 1 − δ for any constant δ > 0, UC succeeds w.u.p.p.
on k-UE-CSP with n variables and cn clauses if c < 1k
 k−1
k−2
k−2
.
4.2. Generalized unit clause
In this section, we model the behavior of GUC (DPLL+ GUC but without backtracking) on a uniformly random instance
of UE-CSP. Asmentioned in Section 4.1, one property of unit clause that permitted [6,34] to use the theorem of [63] tomodel
UC with differential equations is the property that changing the value of t , C3(t), C2(t), and C1(t) by o(n) only affects the
expected change of C3 and C2 at time t by o(1). However, for GUC, this property no longer holds because the expected change
of C2 at time t depends on whether C1(t) = 0. Instead of differential equations, the proof for DPLL+ GUC uses the Markov
chain argument used in Frieze and Suen [5] for GUC on random 3-SAT, but we can shorten the proof by using Lemma 11,
listed in the previous section. Later, in Section 4.2.1, we convert theMarkov chain results to differential equations in order to
simplify the analysis of GUC on larger clause sizes. We begin with some technical lemmas. These lemmas are modifications
of the Markov chain technique of [5].
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Lemma 15. Let B(m, p) denote a binomial random variable with parameters m and p, let λ = mp, and assumemp < 1. Consider
a Markov chain Xt with transition probabilities
1Xt = Xt+1 − Xt =

B(m, p)+ 1 if Xt = 0
B(m, p)− 1 otherwise.
(1) Let X0 = r for any integer r ≥ 1, and let Hr = min{t | Xt = 0}. Then for any A > 0,
Pr
Hr − r1− λ
 ≥ Ar1/2 = O(e−A). (9)
Also, we have for any A > 0 that
Pr

∃t ≤ Hr s.t. Xt ≥ r1− λ + Ar
1/2

= O(e−A). (10)
(2) Let NT be the number of times Xt equals 0 in the time interval [0, T ], given that X0 = O(log10 T ). Then for any A > 0, we
have for any constant A′ > 0 that
Pr
NT − T (1− λ)2
 ≥ AT 1/2 = O e−A + T−A′ . (11)
(3) Suppose X0 = 0. For each t, let Rt = min{k ≥ 1 | Xt+k = 0}. That is, Rt is the waiting time after t until the next return to 0.
Then for any A > 0, there is a constant ρ ∈ (0, 1) such that as T →∞,
Pr(max
t≤T
Rt ≥ A) = O(TρA), (12)
and
Pr(max
t≤T
Xt ≥ A) = O(TρA). (13)
Note that the big O terms are uniform in m and p but may depend on the product mp.
The proof of Lemma 15 follows the technique used in [5] to give analogous results for a Markov chain that has a slightly
different transition function. Because only very minor modifications of the proof of [5] are needed, the proof is moved to the
appendix in order to shorten the presentation in this section. The next lemma is also a modification of a lemma from [5] on
the behavior of GUC on SAT.
Lemma 16. For any Γ > 16 , let α be the unique positive solution to 3Γ x (2− x)+ ln(1− x) = 0. Let α0 = α− n−0.24. Suppose
that t ≤ α0n. Let h = ⌊n1/2⌋ and t ′ = t + h. Suppose that at step t,
C3(t) = Γ

1− t
n
3
· n+ z(n)
C2(t) = 12

3Γ
t
n

2− t
n

+ ln

1− t
n

1− t
n

· n+ y(n)
C1(t) ≤ ln10 n
and 2C2(t) < (1− δ)(n− t) where δ > 0 is a constant, z(n) is o(n) and y(n) is o(n0.76). Then a.a.s.
C3(t ′) = Γ

1− t
′
n
3
· n+ O(z(n)+ n1/4 ln n) (14)
C2(t ′) = 12

3Γ
t ′
n

2− t
′
n

+ ln

1− t
′
n

1− t
′
n

· n+ O(y(n)+ z(n)n−1/2 + n1/4 ln n) (15)
C1(t ′) ≤ ln2 n. (16)
In addition, let I = {t, t + 1, . . . , t ′ − 1}. For each j ∈ I , a.a.s.
C3(j) = C3(t)+ O(n1/2) (17)
C2(j) = C2(t)+ O(n1/2). (18)
The reason for requiring y(n) to be o(n0.76) is so that we can apply Lemma 16 in the proof of Lemma 17. In Lemma 17,
we trace the behavior of GUC on random 3-UE-CSP, and because we are considering ⌊n1/2⌋ steps at a time, the number of
2-clauses after each ⌊n1/2⌋ steps of GUC is a.a.s. within O(n1/4 ln n) of its expected value. Also, in the proof of Lemma 16, we
assume that if t ≥ n0.76 then C2(t) isΩ(n0.76). To ensure that, we require t ≤ (α − n−0.24)n.
H. Connamacher / Theoretical Computer Science 421 (2012) 25–55 37
Proof. The proof follows the proof of an equivalent lemma in [5] for SAT, with the necessary changes required for UE-CSP.
First, note that for 0 ≤ t ≤ α0n, C3(t) is Θ(n − 3t) and C2(t) is O(t) + o(n0.76). Let 1Ci(t) = Ci(t + 1) − Ci(t). Let C be
the clause selected at step t , and let v be the variable of C that is assigned a value in step t . Let χi(t) = 1 if the smallest
non-empty clause at step t has size i, and let χi(t) = 0 otherwise. Let1i(t) be the number of clauses of size i at step t , other
than C , that contain v.1i(t) = B(Ci(t)−χi(t), in−t )where B(m, p) is a binomial random variable with parametersm and p.
Then
1Ci(t) = 1i+1(t)−1i(t)+ χi+1(t)− χi(t).
Let ζi(I) =j∈I χi(j). Then
C3(t ′)− C3(t) = −

j∈I
13(j)− ζ3(I) (19)
C2(t ′)− C2(t) =

j∈I
(13(j)−12(j))+ ζ3(I)− ζ2(I). (20)
We prove Lemma 16 by getting bounds on the right hand side of (19) and (20).We begin the proof by getting tight bounds
on

j∈I 13(j) and

j∈I 12(j). Let 1′ = B(C3(t), 3n−t ′ ) and let 1′′ = B(C3(t) − O(h), 3n−t ). For each 13(j) with j ∈ I , we
can upper bound 13(j) with 1′. Therefore, we can upper bound

j∈I 13(j) with the sum of h independent copies of 1′.
This implies that E

j∈J 13(j)
 ≤ hE[1′] = h 3C3(t)n−t ′ = O(h), and by Chebyshev’s inequality, a.a.s.j∈I 13(j) = O(h). This
implies that a.a.s. we can lower bound each 13(j) with 1′′, and a.a.s. we can lower bound

j∈I 13(j) with the sum of h
independent copies of1′′. Also, as ζ3(I) ≤ h, we have proven (17).
To get a tight bound for

j∈I 13(j), note that
E(1′) = 3C3(t)
n− t − h =
3C3(t)
n− t + O(n
−1/2),
E(1′′) = 3C3(t)− O(h)
n− t =
3C3(t)
n− t − O(n
−1/2).
Also note that Var(1′) = E(1′)+ O(n−1) and Var(1′′) = E(1′′)+ O(n−1). As a result,
Var

j∈I
13(j)

= E

j∈I
13(j)

+ O(n−1/2) = h3C3(t)
n− t + O(1) = O(h).
By Chebyshev’s inequality,
Pr

j∈I
13(j)− E

j∈I
13(j)
 ≥ √h ln n

≤ exp

O(h)
h(ln n)2

.
Therefore, a.a.s.

j∈I 13(j) = h 3C(t)n−t + O(
√
h ln n) = h 3C(t)n−t + O(n1/4 ln n).
As ζ3(I) ≤ h, we can upper bound C2(j)with C2(t)+O(h). By a similar argument to that used for13(j) above,we can upper
bound

j∈I 12(j) by a sum of independent copies of B

C2(t)+ O(h), 2n−t ′

. This implies that E

j∈J 12(j)
 ≤ h 2C2(t)n−t ′ =
O(h), and by Chebyshev’s inequality, a.a.s.

j∈I 12(j) = O(h). This both proves (18) and implies that a.a.s. we can upper
and lower bound

j∈I 12(j)with the sum of h independent binomial random variables, each with parameters C2(t)+O(h)
and 2n−t+O(h) . By a similar computation as above, we have a.a.s.

j∈I 12(j) = h 2C2(t)n−t + O(
√
h ln n) = h 2C2(t)n−t + O(n1/4 ln n).
To prove (14), we start with (19), and we apply the above bound on

j∈I 13(j) to get
C3(t ′) = C3(t)− h3C3(t)n− t + O(n
1/4 ln n)− ζ3(I)
= C3(t)

1− 3h
n− t

+ O(n1/4 ln n)− ζ3(I)
= C3(t)

1− h
n− t
3
+ O(n−1)

+ O(n1/4 ln n)− ζ3(I)
=

Γ

n− t
n
3
· n+ z(n)

n− t ′
n− t
3
+ O(n−1)

+ O(n1/4 ln n)− ζ3(I)
= Γ

n− t ′
n
3
· n+ O(z(n)+ n1/4 ln n)− ζ3(I).
To complete the proof of (14), we prove that ζ3(I) is O(n1/4 ln n).
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In particular, we prove ζ3(I) is O(n0.1) by considering cases. First, if n0.76 ≤ t ≤ α0n, then C2(t) is Ω(n0.76). The total
number of 2-clauses reduced to 1-clauses between time t and time t ′ is

j∈I 12(j) + ζ2(I). From the above bound on
j∈I 12(j) and the bound that ζ2(I) ≤ h, a.a.s.

j∈I 12(j) + ζ2(I) is O(n1/2), Therefore, at each step from t to t ′, there is a
positive number of 2-clauses, a.a.s., and so a.a.s. ζ3(I) = 0. For the other case, let t < n0.76. Consider any step k ∈ I with
k ≥ t + n0.1. We prove that a.a.s. C2(k) ≠ 0, and that implies ζ3(I) is a.a.s. O(n0.1). Let h′ = k− t . Using the same argument
as above, a.a.s.,
k−1
j=t 13(j) = h′ 3C3(t)n−t + O(
√
h′ ln n), and substituting for C3(t) gives a.a.s.
k−1
j=t
13(j) = 3Γ h
′(n− t)2
n2
(1+ o(1)) = 3Γ h′(1+ o(1)).
Similarly, a.a.s.
k−1
j=t 12(j) = h′ 2C2(t)n−t + O(
√
h′ ln n). As t is o(n), C2(t) is a.a.s. o(n), and
k−1
j=t 12(j) is o(h′). For C2(k) = 0,
wemust have
k−1
j=t (13(j)−12(j)+χ3(j)−χ2(j)) ≤ 0. Note that as Γ > 16 , a.a.s.
k−1
j=t (13(j)−12(j)) > h
′
2 . Also note thatk−1
j=t χ2(j) ≤ h
′
2 because for each j that χ2(j) = 1, a unit clause is generated and χ2(j+ 1) = 0. As a result, a.a.s. C2(k) > 0.
Therefore, a.a.s. ζ3(I) is O(n0.1), and this proves (14).
Now to prove (15), the remaining task is to bound ζ2(I). Note that ζ2(I) = h − ζ1(I) − ζ3(I), and from the preceding
bound on ζ3(I), we have ζ2(I) = h − ζ1(I) − O(n0.1). Therefore, we can bound ζ2(I) by first bounding ζ1(I), and to do that
as well as to prove (16), we need to examine the behavior of C1(j) for all j ∈ I .
Similar to what was done in [5], consider the simplified process {X(j) | j ≤ n} such that1X(j) = 12(j)+ χ2(j)− χ1(j)
and initialized with X(t) = C1(t). Note that X(j) ≥ C1(j) for all j ≥ t . For the remainder of this proof, we use Lemma 15 to
give an a.a.s. bound on the behavior of X(j), and this proves (16). We then prove that the cumulative behaviors of X(j) and
C1(j) do not differ by much a.a.s., and from that we can bound ζ1(I), and by extension ζ2(I). Finally, we apply the bounds to
(20) to prove (15).
For the proof technique used below, we need a bound on the behavior of X(j) for slightly longer than the interval I . Let
I ′ = {t, t + 1, . . . , t ′ + ln3 n}. As mentioned above, 12(j) for j ∈ I can a.a.s. be upper and lower bounded in distribution
by binomial variables with parameters C2(t) + O(h) and 2n−t−O(h) . Note that the same bound on 12(j) holds for all j ∈ I ′.
As 2(C2(t)+O(h))n−t−O(h) = 2C2(t)n−t + o(1), and as 2C2(t) < (1 − δ)(n − t), we have 2(C2(t)+O(h))n−t−O(h) < 1. As a result, a.a.s. X(j), for all
j ∈ I ′, can be upper and lower bounded in distribution by the states of two Markov chains described in Lemma 15 with
λ = 2(C2(t)+O(h))n−t−O(h) .
Let τ ′ = min{k ≥ t | X(k) = 0}. If C1(t) = 0 then τ ′ = t . Otherwise, we consider part (1) of Lemma 15 with A = O(ln n)
and r = C1(t). From (9) and the fact that 2C2(t) < (1− δ)(n− t) for constant δ > 0, we get a.a.s.
τ ′ − t = O

C1(t)+

C1(t) ln n

,
and from (10) and the fact that 2C2(t) < (1− δ)(n− t), we get a.a.s.
X(j) = O

C1(t)+

C1(t) ln n

for all j from t to τ ′. With C1(t) ≤ ln10 n, a.a.s. τ ′ − t = O(ln10 n), and thus a.a.s. τ ′ < t ′. Also, a.a.s. X(j) = O(ln10 n) for all j
between t and τ ′, and so a.a.s.
τ ′
j=t
X(j) = O(ln20 n). (21)
Next, we apply part (3) of Lemma 15 setting A = ln2 n and T = h. If we let τ ′j = min{k ≥ 1 | X(j + k) = 0}, then (12)
plus the fact that we are approximating X(j) for all j ∈ I ′ gives a.a.s.
τ ′j ≤ ln2 n (22)
and (13) gives a.a.s.
X(j) ≤ ln2 n (23)
for all j from τ ′ to t ′. Combining (23) with the fact that C1(t ′) ≤ X(t ′) proves (16).
Let ξX (I) be the number of times that X(j) = 0 for j ∈ I . If we apply part (2) of Lemma 15 setting T = h and A = O(ln h),
we get a.a.s.
ξX (I) = h2 −
hC2(t)
n− t + O(
√
h ln h). (24)
Let ξ(I) be the number of times that C1(j) = 0 for j ∈ I , and note that ξ(I) = h − ζ1(I). Therefore, we bound ζ1(I), and by
extension ζ2(I), by showing that ξ(I)− ξX (I) is small.
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Weprove that X(j) is a good approximation for C1(j) by showing that

j∈I(X(j)−C1(j)) is small. As X(t+1)−C1(t+1) =
X(t)− C(t)+11(t), we have X(t + r)− C1(t + r) =t+r−1k=j′ 11(k)where j′ = max{i ≤ t + r | X(i) = 0} or j′ = t if there
is no such i. (Recall that X(t) = C1(t).) Therefore,
j∈I
(X(j)− C1(j)) =
τ ′
j=t
(X(j)− C1(j))+
t ′
j=τ ′+1
j−1
k=j′
11(k).
Note that each 11(j), for j between τ ′ + 1 and t ′ − 1, occurs τ ′j times in the double summation in the above formula. As a
result,
j∈I
(X(j)− C1(j)) ≤
τ ′
j=t
X(j)+
t
j=τ ′+1
11(j)τ ′j .
Recall that 11(j) = B(C1(j) − χ1(j), 1n−j ). Therefore, from (23), we can bound
t ′
j=τ ′+111(j) from above with a binomial
random variable with parameters O(h ln2 n) and O
 1
n

. As done in [5], we use the bound that for any u ≥ e, Pr(B(m, p) ≥
ump) ≤  eu ump to get a.a.s.
t ′
j=τ ′+1
11(j) = O(ln n).
Combining (22) gives a.a.s.
t
j=τ ′+1
11(j)τ ′j = O(ln3 n).
Adding this bound to (21), we have a.a.s.
j∈I
(X(j)− C1(j)) = O(ln20 n).
Therefore, a.a.s.
ξ(I)− ξX (I) = O(ln20 n),
we can use (24) as a tight bound on ξ(I) = h− ζ1(I), and it follows that a.a.s.
ζ2(I) = h− ζ1(I)− O(n0.1) = h2 −
hC2(t)
n− t + O(
√
h ln h).
Applying our bounds to (20) gives, a.a.s.,
C2(t ′) = C2(t)+ h · 3C3(t)n− t − h ·
2C2(t)
n− t −
h
2
+ h · C2(t)
n− t + O(
√
h ln h)
= C2(t)− h · C2(t)n− t + h ·
3C3(t)
n− t −
h
2
+ O(√h ln h)
= 1
2

3Γ
t
n

2− t
n

+ ln

1− t
n

1− t
n

· n+ y(n)
− h
2

3Γ
2
t
n

2− t
n

+ ln

1− t
n

− h
n− t · y(n)
+ h3Γ

1− n
t
2 + 3h
n− t · z(n)−
h
2
+ O(√h ln h)
= 1
2

3Γ
t
n

2− t
n

+ ln

1− t
n

1− t
n

· n
− h
2

3Γ
2
t
n

2− t
n

+ ln

1− t
n

+ h3Γ

1− t
n
2
− h
2
+ O y(n)+ ·z(n)n−1/2 + n1/4 ln n .
We prove that this equality matches the right hand side of (15). Note that
1− t + h
n

ln

1− t + h
n

=

1− t
n

ln

1− t
n

+ h
n

− ln

1− t
n

− 1

− O(n−1).
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As a result, the right hand side of (15) is equal to
1
2

3Γ
t ′
n

2− t
′
n

+ ln

1− t
′
n

1− t
′
n

· n
= 3Γ
2
t
n

2− t
n

1− t
n

· n− h · 3Γ
2
t
n

2− t
n

+ h3Γ

1− t
n
2
− 3Γ h
2
2n

3− 3t + h
n

+ 1
2

1− t + h
n

ln

1− t + h
n

· n
= 3Γ
2
t
n

2− t
n

1− t
n

· n− h · 3Γ
2
t
n

2− t
n

+ h3Γ

1− t
n
2
+ 1
2

1− t
n

ln

1− t
n

· n+ h
2

− ln

1− t
n

− 1

+ O(1)
= 1
2

3Γ
t
n

2− t
n

+ ln

1− t
n

1− t
n

· n
− h
2

3Γ
t
n

2− t
n

+ ln

1− t
n

+ h3Γ

1− t
n
2
− h
2
+ O(1),
and this proves (15) and completes the proof of the lemma. 
Lemma 17. For any Γ > 16 , assume C3(0) = Γ n, C2(0) = 0, and C1(0) = 0. Let α be the unique positive solution to
3Γ x (2− x) + ln(1 − x) = 0. Let β be the smallest positive solution to 3Γ x (2− x) + ln(1 − x) = 1, if it exists, and let
β = ∞ otherwise. Let αˆ = min{α, β}. For any ϵ > 0, a.a.s. for all 0 ≤ t ≤ (αˆ − ϵ)n,
C3(t) = Γ

1− t
n
3
· n+ o(n) (25)
C2(t) = 12

3Γ
t
n

2− t
n

+ ln

1− t
n

1− t
n

· n+ o(n). (26)
Proof. Using the same technique of [5], we let h = ⌊n1/2⌋ and ti = ih. Define J as the greatest integer such that Jh ≤ αˆn. We
prove by induction on i that for all i ≤ J , a.a.s.
C3(ti) = Γ

1− ti
n
3
· n+ O(in1/4 ln n) (27)
C2(ti) = 12

3Γ
ti
n

2− ti
n

+ ln

1− ti
n

1− ti
n

· n+ O(in1/4 ln n) (28)
C1(ti) = O(ln2 n). (29)
For i = 0, (27)–(29) are obviously true. Assume (27)–(29) are true for an arbitrary i = j < J . As j < J , j = O(n1/2). Also, the
definition of β implies that 2C2(t) < (1− δ)(n− t)where δ = δ(ϵ) > 0 is a constant that depends on ϵ. Therefore, we can
apply Lemma 16 to prove that (27)–(29) are true for i = j+ 1 ≤ J .
To prove (25) holds for all 0 ≤ t ≤ (αˆ − ϵ)n, let Ii = {ti, ti + 1, . . . , ti+1 − 1} for i < J , and note that that for all
tk ∈ Ii, Γ

1− tkn
3 · n− Γ 1− tin 3 · n = O(n1/2). Recall that (17) of Lemma 16 above states that C3(tk) = C3(ti)+O(n1/2).
Combining these facts proves that (25) holds for all tk ∈ Ii, and therefore (25) holds for all 0 ≤ t ≤ (αˆ − ϵ)n. A similar
computation for C2(tk) using (18) of Lemma 16 proves (26). 
We are now ready to prove the main lemma of this section.
Lemma 18. Let c be a positive constant, and let F be a uniformly random instance of 3-UE-CSP with n variables and cn clauses
with c < Γ0 where Γ0 = 0.75087 . . . is the solution to
3Γ − 1
2
lnΓ − 1
2
ln 6− 1
2
= 1. (30)
W.u.p.p. DPLL+ GUC finds a satisfying assignment for F without backtracking.
Proof. Consider a uniformly random instance with Γ n 3-clauses for Γ a positive constant. We first consider the case that
Γ > 16 . Fix ϵ, δ > 0, let t0 = n(α − ϵ)where α is the positive root of 3Γ x(2− x)+ ln(1− x) = 0. From Lemma 17, for all
t ≤ t0 a.a.s.
C2(t) = 12

3Γ
t
n

2− t
n

+ ln

1− t
n

1− t
n

· n+ o(n).
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From Lemma 11 in Section 4.1, if 2C2(t)n−t < 1 − δ, then w.u.p.p. there will be no contradictions generated by t0. Adding this
bound gives
2C2(t)
n− t = 3Γ
t
n

2− t
n

+ ln

1− t
n

+ o(1) < 1− δ.
To find Γ0, we set
3Γ
t
n

2− t
n

+ ln

1− t
n

+ o(1) = 1. (31)
The derivative of the left side of (31) with respect to t is
6Γ

1− tn
2 − 1
1− tn
.
Thus the maximum of the left side of (31) occurs when
t
n
= 1− (6Γ )−1/2. (32)
Plugging (32) into (31) gives (30).
As a result, if 16 < Γ < Γ0, then,w.u.p.p., runningGUCuntil step t0 on a 3-UE-CSP formulawithΓ n 3-clauseswill produce
no contradictions. Similar to the proof for UC, we now analyze the algorithm to termination. From Lemma 11, the formula
at step t0 w.u.p.p. has no unit clauses. Using a very similar argument to the the argument for UC given in the paragraph after
Lemma 11, we show that we can choose a t0 such that, if we condition on the formula having no unit clauses, the formula,
w.u.p.p., is simple for GUC to solve.
Let γ = 1− α + ϵ so t0 = (1− γ )n. Then from Lemma 17, we have
C3(t0) = Γ γ 3n+ o(n)
C2(t0) = 12

3Γ (1− γ 2)+ ln γ  γ n+ o(n).
As is done in the analysis of UC, we switch to the model where we have γ n variables and each of the

γ n
3

possible 3-clauses
is added with probability
p3 = C3(t0)γ n
3
 + o(n−2) = 6Γ
n2
+ o(n−2),
and each of the

γ n
2

possible 2-clauses is added with probability
p2 = C2(t0)γ n
2
 + o(n−1) = 3Γ (1− γ 2)+ ln γ
γ n
+ o(n−1).
As a result, the probability that a pair of variables is together in a clause of size 2 or 3 is
p = p2 + γ np3 + o(n−1) = 3Γ (1+ γ
2)+ ln γ
γ n
+ o(n−1).
From the same argument as for UC, if 3Γ (1 + γ 2) + ln γ < 1 then there, w.u.p.p., are no cycles in the clauses, and GUC
easily finds a solution to a formula with no cycles. The final step to complete the proof for the case Γ > 16 is to show that
we can pick ϵ small enough so that this inequality holds.
We consider the limit as ϵ tends to 0 of 3Γ (1+ γ 2)+ ln γ which we rewrite as 3Γ (1− γ 2)+ ln γ + 6Γ γ 2. Note that
as ϵ tends to 0, 3Γ (1 − γ 2) + ln γ tends to 0 by the definition of α, and so 3Γ (1 + γ 2) + ln γ tends to 6Γ γ 2. Setting
6Γ γ 2 < 1 requires that (1 − α + ϵ) < (6Γ )−1/2, and so α > 1 − (6Γ )−1/2. Note that 1 − (6Γ )−1/2 + o(1) is the point
where 2C2(t)n−t is at its maximum. Let
t ′
n be this point. By the definition of α, α >
t ′
n . Therefore, we can set ϵ small enough so
that t0n > 1− (6Γ )−1/2, and so 3Γ (1+ γ 2)+ ln γ < 1.
To complete the proof, note that ifΓ < 16 , then by a very similar calculation, the resulting formula has no cycles, w.u.p.p.,
and GUC solves such a formula easily. Finally, the case Γ = 16 holds by continuity. 
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4.2.1. Extending generalized unit clause to large clause sizes
We can extend the results on the behavior of GUC on 3-UE-CSP to general k-UE-CSP. Given Lemma 17, we can use
differential equations to simplify the presentation. Similar to what we did with UC, let x = tn , and let ci(x) = Ci(x)n + o(1),
then from (25) and (26), we have
c3(x) = c3(0)(1− x)3
c2(x) = 12 (3c3(0)x(2− x)+ ln(1− x)) (1− x).
If we take the derivatives of the above equations, we get
dc3
dx
= −3c3(0)(1− x)2
dc2
dx
= 3c3(0)(1− x)2 − 12 (3c3(0)x(2− x)+ ln(1− x))−
1
2
,
and combining gives
dc3
dx
= −3c3(x)
1− x
dc2
dx
= 3c3(x)
1− x −
c2(x)
1− x −
1
2
.
From Lemma 17, we can model the behavior of GUC on 3-UE-CSP with the above differential equations for all x ∈ [0, αˆ)
where αˆ is defined in the statement of Lemma 17.
We can extend this analysis for GUC to general k-UE-CSP. The differential equations for k-UE-CSP are:
dck
dx
= −kck(x)
1− x
dci
dx
= (i+ 1)ci+1(x)
1− x −
ici(x)
1− x ,
for 3 ≤ i < k, and
dc2
dx
= 3c3(x)
1− x −
c2(x)
1− x −
1
2
.
Solving yields
ci(x) = (1− x)i

k
j=i

j
i

xj−icj(0)

for i > 2 and
c2(x) = 12 (1− x)

ln(1− x)+
k
j=2
jcj(0)xj−2((j− 1)− x(j− 2))

.
If we let ci(x) = 0 for all 2 ≤ i < k, then
c2(x) = 12 (1− x)

ln(1− x)+ kck(0)xk−2((k− 1)− x(k− 2))

.
If 2c2(x) < 1− x, we need
ln(1− x)+ kck(0)xk−2((k− 1)− x(k− 2) < 1.
The derivative of the left hand side is
− 1
1− x + k(k− 1)(k− 2)ck(0)x
k−3(1− x).
Thus, GUC succeeds w.u.p.p. on a k-UE-CSP instance, for k ≥ 3, with n variables and cn clauses if c < Γ0 where Γ0 is the
solution to
ln(1− x0)+ kΓ xk−20 ((k− 1)− x0(k− 2)) = 1
such that x0 is the largest solution smaller than 1 to
xk−3(1− x)2 = (Γ k(k− 1)(k− 2))−1.
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4.3. Other algorithms for selecting the next variable in DPLL
This paper limits its analysis to UC and GUC. Other algorithms have been used for SAT such as the pure literal rule, setting
the variable that satisfies the most clauses, and selecting and satisfying a literal based on its degree and the degree of its
complement. However, these algorithms do not apply to XOR-SAT, and by extension to UE-CSP. Implicit in these algorithms
is the fact that in SAT, you can satisfy a clause with an assignment to a subset of its variables. In particular, if you set one
literal to true, the assignment to the rest of the variables in the clause does not matter. This property does not hold in a
uniquely extendible CSP.
5. Resolving the (2+ p) conjecture for UE-CSP
We now give a proof of Theorem 2 which states the UE-CSP version of the (2 + p) SAT Conjecture. We consider the
underlying hypergraph H of a formula F . Define H to have as vertices the set of variables of F , and define the hyperedges
of H to be exactly the clauses of F . The proof involves reducing a formula F with a mixture of clauses of size 2 and 3 to its
2-core, the unique maximal subformula where each variable occurs in at least two clauses. Let F ′ be the 2-core of F . Cores of
random graphs and uniform hypergraphs are well understood (see, for example, [65–71]), and we can extend these results
to non-uniform hypergraphs. Consider the following procedure to find the 2-core:
CORE: While the formula has any variable that occurs in at most one clause, choose an arbitrary such variable and
delete it along with any clause that contains it.
The order in which variables are chosen to be deleted is easily seen to be irrelevant in that it does not affect the final
output of the procedure. Note that F is satisfiable if and only if its 2-core F ′ is satisfiable. Clearly, if F ′ is unsatisfiable then
so is F . Assume that F ′ is satisfiable. Start with a satisfying assignment to F ′. Now add back in the variables deleted by CORE,
but in reverse order. Because each constraint is extendible, each timewe add back a variable and the at most one clause that
was deleted, there is a value that can be assigned to the variable that does not violate the constraint on the clause.
Next we prove that F ′ is uniformly random conditional on the number of variables, clauses of size 2, and clauses of size
3. LetΨn,m,p denote the set of all formula with n variables, (1−p)m 2-clauses, pm 3-clauses, and in which every variable lies
in at least 2 clauses.
Fact 19. Consider any n,m, p, n′,m′, p′. Let F be a uniformly random (2+p)-UE-CSP formula with n variables, pm3-clauses and
(1− p)m 2-clauses. Let F ′ be the 2-core of F . If we condition on the event that F ′ has n′ variables, p′m′ 3-clauses, and (1− p′)m′
2-clauses, then F ′ is a uniformly random member of Ψn′,m′,p′ .
Proof. This proof is a variation of the proof of Claim 1 in the proof of Lemma 4(b) from [67], which is itself a very standard
argument. Consider a non-uniform hypergraph H that contains a mixture of hyperedges of size 2 and 3. Let Hc be the 2-core
of H . Assume Hc has n′ variables and p′m′ hyperedges of size 3 and (1 − p′)m′ hyperedges of size 2. Replace Hc in H by a
arbitrary member of Ψn′,m′,p′ , H ′c . Call this new hypergraph H ′. Note that H ′c is the 2-core of H ′ and that H ′ and H have the
same number of hyperedges. Thus, the probability a random hypergraph is equal to H is the same as the probability it is
equal to H ′, and this implies the probability that the 2-core of a random hypergraph is Hc is equal to the probability that the
2-core is H ′c . 
As mentioned above, cores of graphs and uniform hypergraphs are well understood, and we can extend these results to
non-uniform hypergraphs. Theorem 6.1 in [57] extends results of [67] on the size of the cores of uniform hypergraphs to
give the a.a.s. size of the r-core of a non-uniform hypergraph for r ≥ 2. The next theorem is a simple restriction of that
theorem to the case when r = 2 and we have only edges of size 2 and 3.
Theorem 20. Let c2, c3 ≥ 0. Let x be the largest solution to
x = (1− e−x)23c3 + (1− e−x)2c2. (33)
If x > 0, then a uniformly random hypergraph with c2n 2-edges, c3n 3-edges and no other edges a.a.s. has a 2-core with
α(c2, c3)n + o(n) vertices, β2(c2, c3)n + o(n) 2-edges and β3(c2, c3)n + o(n)3-edges where α(c2, c3) = 1 − e−x − xe−x,
β2(c2, c3) = c2(1− e−x)2, and β3(c2, c3) = c3(1− e−x)3.
We restate Theorem 2.
Theorem 2. For any constant ϵ > 0 a uniformly random instance of UE-CSP with 12 (1− ϵ) n 2-clauses, at most 16 (1 − ϵ)n
3-clauses, and no other clauses is w.u.p.p. satisfiable.
For any constant δ > 0 there exists a constant ϵ > 0 such that a uniformly random instance of UE-CSP with 12 (1− ϵ) n 2-
clauses and 16 (1+ δ) n 3-clauses is a.a.s. unsatisfiable.
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Proof. From Lemma 13, if p ≤ 14 , a uniformly random instance of (2 + p)-UE-CSP is satisfiable w.u.p.p. if the instance has
n variables and cn clauses for some constant c < 12(1−p) . Assume the instance has
1
2 (1 − ϵ)n 2-clauses for some constant
ϵ > 0 and x(1 − ϵ)n 3-clauses. We have c =  12 + x (1 − ϵ) and p = x1
2+x
. The inequality p ≤ 14 is satisfied if x ≤ 16 , and
the inequality c =  12 + x (1− ϵ) < 12(1−p) = 12 + x is satisfied if ϵ > 0. And this proves the first part of Theorem 2.
Now, consider a random UE-SAT formula F on n variables with
 1
2 − ϵ

n clauses of size 2 and
 1
6 + δ

n clauses of size 3
for some δ, ϵ = ϵ(δ) > 0 where δ is arbitrary and ϵ will be chosen later.
Assume F has a 2-core F ′ with αn variables and βn clauses. From Fact 19, F ′ is uniformly random conditional on the
number of variables, clauses of size 2, and clauses of size 3. Consider any assignment σ of values to the variables of F ′.
Since each constraint is uniquely extendible, for each possible setting of k − 1 variables in a constraint, there is exactly
one possible value for the kth variable. Given domain size d, because the random model considered includes all possible
uniquely extendible constraints and because there are d possible values for the kth variable, the probability that a particular
constraint is satisfied by σ is 1d .
E(# of satisfying assignments) = dαn

1
d
βn
= o(1) if β > α.
Thus, if β > α, F ′ is a.a.s. unsatisfiable and so F is a.a.s. unsatisfiable.
Nowwe prove F a.a.s. has a 2-core withmore clauses than variables. LetH be the underlying hypergraph of F , and if F has
a 2-core F ′, let H ′ be the underlying hypergraph of F ′. Note that H ′ is the 2-core of H . Next, we apply Theorem 20 to H with
c2 = 12 (1− ϵ) and c3 = 16 (1+ δ). Lemma 21 proves that for all δ > 0 there exists an ϵ > 0 such that the x of Theorem 20
is positive and β = β2(c2, c3)+ β3(c2, c3) > α(c2, c3) = α. Thus, we pick an ϵ which satisfies Lemma 21 and complete the
proof. 
Lemma 21. For any δ > 0, there exists ϵ > 0 such that the largest solution to
x = (1− e−x)23

1
6
(1+ δ)

+ (1− e−x)2

1
2
(1− ϵ)

(34)
is greater than 0 and
1− e−x − xe−x <1
2
(1− ϵ) (1− e−x)2 + 1
6
(1+ δ) (1− e−x)3. (35)
Proof. We fix an arbitrary δ > 0, and the proof has two steps. First, we find a value xδ such that for all x > xδ , if we plug δ
and x into (34) and solve for ϵ, these values also satisfy (35). Second, we prove that there exists an ϵ > 0 such that plugging
δ and ϵ into (34) yields an x such that x > xδ .
Solving (34) for (1− ϵ) gives
1− ϵ = 2x− (1− e
−x)2(1+ δ)
2(1− e−x) (36)
and solving (35) for (1− ϵ) gives
1− ϵ > 6(1− e
−x − xe−x)− (1+ δ) (1− e−x)3
3(1− e−x)2 (37)
To find xδ , set the r.h.s.’s of (36) and (37) equal to each other and solve for δ:
δ = 6x+ 6xe
−x + 12e−x − 12
(1− e−x)3 − 1. (38)
Consider the r.h.s. of (38). Its derivative is positive if x > 0, it tends to 0 as x tends to 0, and it tends to infinity as x tends to
infinity. Therefore, for any δ > 0, there is an x > 0 such that (38) holds. For our fixed δ, we denote as xδ the positive value
of x that satisfies (38).
Note that, for fixed δ, xδ is the point at which the r.h.s.’s of (36) and (37) are equal. Also note that for all x > 0, the r.h.s.
of (37) grows slower than the r.h.s. of (36). Therefore for all x > xδ , the (1− ϵ) value from the equality (36) always satisfies
the inequality (37). As a result, for any δ and x > xδ , both (34) and (35) hold.
Now prove that for any δ > 0, there exists ϵ > 0 such that x > xδ . From (34) we have
δ = 2x− 2(1− e
−x)(1− ϵ)
(1− e−x)2 − 1. (39)
Consider the δ of (38) as a function of x, denote this function δ(38)(x), and consider the δ of (39) as a function of x and ϵ,
denote this function δ(39)(x, ϵ). Note that xδ = δ−1(38)(δ), and let x0 = limϵ→0 δ−1(39)(δ, ϵ). Examining derivatives and limits,
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we see that for any x > 0, lime→0 δ(39)(x, ϵ) < δ(38)(x), and thus for any δ > 0, x0 > xδ . Therefore, for any δ > 0, there
exists ϵ > 0 such that x > xδ . 
In addition to proving Theorem 2, we can use Lemma 21 along with the results of Section 4 to prove Lemmas 22 and
23. Lemma 22 states that on random instances of 3-UE-CSP drawn from above the threshold of Lemma 14, UC will produce
uniformly random subformulae with γ n variables, for γ a positive constant, 12 (1− ϵ) γ n 2-clauses, and a linear number of
3-clauses, and the subformulae are a.a.s. unsatisfiable. This result is used in Theorem 3 of Section 7 to prove that DPLL+ UC
takes exponential time, w.u.p.p., on such random instances. Lemma 23 states an analogous result for GUC.
Lemma 22. Let c be a positive constant, and let F be a uniformly random instance of 3-UE-CSP with n variables and cn clauses.
If c > 23 , then executing the UC algorithm on F will w.u.p.p. produce a uniformly random subformula on γ n variables with
1
2 (1− ϵ) γ n 2-clauses and 16 (1+ δ) γ n 3-clauses where δ, ϵ, and γ are positive constants, and δ and ϵ satisfy Lemma 21.
Proof. Let c3(x)1−x = 16 (1 + δ), and let c2(x)1−x = 12 (1 − ϵ). If we plug these values into (3) and (4), set c2(0) = 0, and solve for
c3(0), we get c3(0) = 23 · (1+δ/2−ϵ/2)
2
1+δ . As δ and ϵ tend to 0, c3(0) tends to
2
3 .
For any δ > 0, we set ϵ = ϵ(δ) > 0 so that δ and ϵ satisfy (34) and (35) of Lemma 21, and for any c > 23 , we can find
an appropriate δ so that c = 23 · (1+δ/2−ϵ/2)
2
1+δ . As a result, if we run UC on a uniformly random instance of 3-UE-CSP with n
variables and cn clauses, UC will reach a subformula with γ n variables, 16 (1+ δ) γ n 3-clauses, and 12 (1− ϵ) γ n 2-clauses
such that γ is a positive constant and δ and ϵ satisfy (34) and (35). By Fact 10 such a formula is uniformly random. 
Lemma 23. Let c be a positive constant, and let F be a uniformly random instance of 3-UE-CSP with n variables and cn clauses.
If c > Γ0 where Γ0 is the solution to (30) of Lemma 18, then executing the GUC algorithm on F will w.u.p.p. produce a uniformly
random subformula on γ n variables with 12 (1− ϵ) γ n 2-clauses and 16 (1+ δ) γ n 3-clauses where δ, ϵ, and γ are positive
constants, and δ and ϵ satisfy Lemma 21.
Proof. The proof is very similar to the one for Lemma 22. If we plug C3(t)n−t = 16 (1 + δ) and C2(t)n−t = 12 (1 − ϵ) into (25) and
(26), combine and simplify, we have
3Γ − 1
2
lnΓ − 1
2
ln 6− 1
2
= 1+ δ
2
− ϵ − 1
2
ln(1+ δ)+ o(1). (40)
Letting δ and ϵ approach 0 gives (30), and for any c = Γ > Γ0 we can find a δ and ϵ such that (40) holds. As a result, if we
run GUC on a uniformly random instance of 3-UE-CSP with n variables and cn clauses, GUC will reach a subformula with
γ n variables for γ a positive constant, 16 (1+ δ) γ n 3-clauses, and 12 (1− ϵ) γ n 2-clauses such that δ and ϵ satisfy (34) and
(35). By Fact 10 such a formula is uniformly random. 
6. Resolution lower bound for (2+ p)-UE-CSP
The final step to prove Theorems 3 and 4 is the following lemma.
Lemma 24. For any1, ϵ > 0, DPLL requires 2Ω(n) steps w.u.p.p. to backtrack out of a uniformly random UE-CSP instance with
n variables, 12 (1− ϵ) n 2-clauses, and1n 3-clauses, if that instance is unsatisfiable.
Mitchell [45] defined two natural extensions to resolution, NG-RES and C-RES. The length of a NG-RES proof that a UE-CSP
instance has no solution is identical to the minimum number of steps required by DPLL to backtrack out of an unsatisfiable
formula. On the other hand, the C-RES model converts the CSP to CNF and uses ‘‘normal’’ resolution. and this allows us to
apply known results of resolution. Mitchell [45] proved that the length of a C-RES refutation of a CSP instance I is at most a
polynomial of the length of a NG-RES refutation of I. Therefore, Lemma 24 follows from the following lemma.
Lemma 25. For any1, ϵ > 0, the C-RES resolution complexity of a uniformly random instance of (2+p)-UE-CSPwith n variables,
1
2 (1− ϵ) n 2-clauses, and1n 3-clauses is w.u.p.p. 2Θ(n).
Resolution complexity is the smallest size of a resolution proof of unsatisfiability. From techniques developed in [72,73],
the shortest C-RES resolution proof of unsatisfiability for a CSP has exponential size if there exist constants α, ζ with
0 < α, ζ ≤ 1 such that the following three conditions hold.
1. Every subproblem on at most αn variables is satisfiable.
2. Every subproblem on v variables where 12αn ≤ v ≤ αn has at least ζn variables of degree at most 1.
3. If x is a variable of degree at most 1 in a CSP instance F then, letting F ′ be the subproblem obtained by removing x and its
clause, any satisfying assignment of F ′ can be extended to a satisfying assignment of F by assigning some value to x.
Note that the third condition is trivially true for UE-CSP. However, w.u.p.p. the first condition does not hold for a random
UE-CSP formula with 12 (1− ϵ) n 2-clauses because, as first observed in [62], the number of cycles induced by the 2-clauses
has a Poisson distribution with a constant mean. As a result, w.u.p.p. the formula has a small unsatisfiable cycle. On the
other hand, w.u.p.p. the formula has no cycles in the 2-clauses and hence no unsatisfiable cycle in the 2-clauses. As a result,
Lemma 25 reduces to the following lemma.
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Lemma 26. For any constants1, ϵ > 0 there exist constants α, ζ with 0 < α, ζ ≤ 1 such that, if we consider a random UE-CSP
problem F on n variables with 1n 3-clauses and 12 (1 − ϵ)n 2-clauses where every such formula is equally likely, a.a.s. either F
has a cycle of only 2-clauses or the following two conditions hold:
(a) every subformula on at most αn variables is satisfiable, and
(b) every subformula on v variables where 12αn ≤ v ≤ αn has at least ζn variables of degree at most 1.
The proof of this lemma closely follows a similar one from [56].
Proof. Consider any (2 + p)-UE-CSP problem F and its underlying hypergraph H . A pendant path of H is a path of 2-edges
whose internal vertices each have degree 2 and do not lie in any 3-edge of H . Trivially, a single vertex is a pendant path of
length 0.
For any r ≥ 1, a Yr configuration consists of:
• r pendant paths and
• a collection of t2 additional 2-edges and t3 additional 3-edges whose vertices are all endpoints of the r pendant paths for
some t2, t3 with
3
2
t2 + 3t3 ≥ 23 r0 +
5
3
r1 (41)
where r0 is the number of pendant paths of length 0 and r1 = r − r0.
If F∗ is a minimally unsatisfiable subformula of F , then F∗ must be connected and have no vertices of degree at most
1. In addition, the lemma statement assumes F , and therefore F∗, has no cycle in the 2-clauses. From Lemma 27, proven
below, such a F∗ must have a Yr configuration for some r ≥ 1. From Lemma 28, proven below, there exists a constant α with
0 < α ≤ 1 such that there a.a.s. cannot be a Yr configuration on at most αn variables for any r ≥ 1, and so F a.a.s. has no
unsatisfiable formula on at most αn variables.
Consider any subformula F ′ on v variables where 12αn ≤ v ≤ αn. Consider a minimal set of pendant paths of the
underlying hypergraph of F ′ such that every variable of F ′ appears on exactly one path and it is impossible to reduce the
number of paths by adding to the set an additional 2-edge from the underlying hypergraph. Let r be the number of paths
in this set. Lemma 27 shows that if F ′ has at most r3 variables of degree at most 1 then F
′ has a Yr configuration. Since a.a.s.
every such formula does not have a Yr configuration, a.a.s. for each such F ′, there exists an r ≥ 1 such that F has at least r3
variables of degree at most 1 and a collection of r pendant paths that contain all its variables.
Nowwe show that r must beΘ(n). Recall that H is the underlying hypergraph of F . Let H ′ be the underlying hypergraph
of F ′. Let G be the subgraph of H consisting of the vertices and the 2-edges of H . By Lemma 29, for every constant θ > 0, G
a.a.s. has at most 2ne2θ−θ pendant paths of length θ . Since every pendant path of H is also a pendant path of G, H a.a.s. has
at most 2ne2θ−θ pendant paths of length θ . Since any path of length more than θ contains a path of length exactly θ , H , and
by extension H ′, a.a.s. has at most 2ne2θ1−θ vertices on pendant paths of length at least θ . Pick θ so that 2e2θ1−θ < α4 . Thus,
at least α4 n variables of H
′ lie on paths in P of length less than θ . Therefore, r > α4θ n, and so H
′ has at least ζn vertices of
degree at most 1 for ζ = α12θ . 
The following two lemmas closely follow lemmas from [56].
Lemma 27. For each non-uniform hypergraph H that contains hyperedges of only size 2 and 3 there exists an r ≥ 1 such that if
H has at most r3 vertices of degree at most 1 and no cycles in the 2-edges then H has a Yr configuration.
Proof. LetP be a set of r pendant paths ofH such that (i) every vertex ofH appears on exactly one path and (ii)P is minimal
in the sense that it is impossible to form a collection of r − 1 paths satisfying (i) by adding a 2-edge from H to P . Let r0 be
the number of paths of length 0, and let r1 = r − r0.
We call the edges of P path edges and the other edges of H non-path edges. Note that every non-path edge contains
only vertices that are endpoints of the paths in P . Let t2 be the number of non-path 2-edges, and let t3 be the number of
(non-path) 3-edges. We prove H has a Yr configuration by proving 32 t2 + 3t3 ≥ 23 r0 + 53 r1.
We define a set X to contain exactly those vertices that are an endpoint of a path of P . Thus, |X | = 2r1 + r0. We form a
graph GX with vertex set X , and the edges of GX are the 2-edges of H that do not lie on a path of P . Note that t2 = |E(GX )|.
Let l1 be the number of components of GX with exactly one vertex, and let l2 be the number of components with exactly
two vertices. The remaining components have size at least 3, and thus these components contain |X | − l1− 2l2 vertices and
at least 23 (|X | − l1− 2l2) edges. Therefore, t2 ≥ l2+ 23 (|X | − l1− 2l2), and rearranging gives 32 t2+ l1+ 12 l2 ≥ |X | = r0+ 2r1.
Now note that every vertex that had degree 0 in GX must either be in a 3-edge or have degree at most 1 in H . Also note
that every component of GX that has size 2 must have at least one vertex that is either in a 3-edge or has degree at most 1 in
H . Otherwise, the two vertices are either the two endpoints of the same path inP which would form a cycle in the 2-edges
of H , or endpoints of different paths in P which would violate the minimality of P . This yields l1 + l2 ≤ 3t3 + s where s is
the number of vertices of degree at most 1 in H . Thus,
r0 + 2r1 ≤ 32 t2 + l1 +
1
2
l2 ≤ 32 t2 + l1 + l2 ≤
3
2
t2 + 3t3 + s.
Since s ≤ r3 , H has a Yr configuration. 
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Lemma 28. For any 1, ϵ > 0, consider a random hypergraph H on n vertices with 1n 3-edges and 12 (1 − ϵ)n 2-edges where
every such graph is equally likely. There is some constant α with 0 < α ≤ 1 such that a.a.s. H has no Yr configuration for any
r < αn.
Proof. Fix an r < αn and compute the expected number of Yr configurations. Consider any list of 2-edges e1, . . . , ek. The
probability that they all appear in H is (n2)−k
1
2 (1−ϵ)n−k

 (n2)
1
2 (1−ϵ)n
 =
n
2
− k!  12 (1− ϵ)n!n
2
!  12 (1− ϵ)n− k!
=

1
2 (1− ϵ)nn
2
  · · · 12 (1− ϵ)n− kn
2
− k

≤

1
2 (1− ϵ)nn
2
 k
=

1− ϵ
n− 1
k
<

1− ϵ′
n
k
for some 0 < ϵ′ < ϵ.
As before, we let X be the set of vertices that are endpoints of the pendant paths of the Yr configuration. Let r0 be the
number of paths of length 0, and let r1 = r − r0. We use t2 and t3 to represent the number of 2- and 3-edges that are not on
a pendant path of the Yr configuration but whose vertices are all endpoints of the r pendant paths.
There are atmost
n
r

nr1 choices for the endpoints of the r paths. Suppose the number of 2-edges in the paths are l1, . . . , lr ,
and let L = l1 + · · · + lr . Then there are nL−r choices for the interior vertices of the paths. We multiply by the probability
that all L of these edges appear and that there are t2 other 2-edges and t3 3-edges on the endpoints. First, assume that t2 and
t3 are both at least r100 . This gives an upper bound of
l1,...,lr≥0

n
r

nr1nL−r

1− ϵ′
n
L  1
2 (1− ϵ)n
t2

1n
t3
 |X |
n
2t2+3t3
≤
ne
r
r
nr1−r

1
2ne
t2
t2 
1ne
t3
t3 2r
n
2t2+3t3 
l1,...,lr
(1− ϵ′)L
≤
 r
n
t2+2t3−r1
et2+t3+r1t32t2+3t3100t2+t3

l≥0
(1− ϵ′)l
r
(42)
≤
 r
n
t2+2t3−r1
ζ 3t2+6t3+2r
≤
γ1r
n
t2+2t3−r1
(43)
≤
γ1r
n
r1/9
(44)
for some ζ , γ1 > 0. Inequality (42) follows because t2, t3 ≥ r100 . Multiplying (41) by 23 gives t2 + 2t3 − 49 r0 − 109 r1 ≥ 0, and
(43) follows because
ζ 3t2+6t3+2r ≤ ζ 3t2+6t3+2r+45

t2+2t3− 49 r0− 109 r1

≤ ζ 48t2+2t3−r1 .
To get (44), we note that t2 + 2t3 − r1 = 23
 3
2 t2 + 3t3
− r1, and from (41),
2
3

3
2
t2 + 3t3

− r1 ≥ 23

2
3
r0 + 53 r1

− r1 ≥ 23

5
3
r1

− r1 = r19 .
If t2 ≤ r100 then from (41), t3 ≥
 2
9 − 1200

r0 +
 5
9 − 1200

r1. For such a t2, compute the expected number of collections
of r pendant paths along with t3 3-clauses on their endpoints. As above, the expected number is upper bounded with:
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ne
r
r
nr1−r

e1n
t3
t3  |X |
n
3t3 
l≥0
(1− ϵ ′)l
r
<
γ2r
n
r1/10
for some γ2 > 0.
If t3 ≤ r100 then from (41), t2 ≥
 4
9 − 2100

r0 +
 10
9 − 2100

r1. For such a t3, and similar to above, the expected number of
collections of r pendant paths and t2 2-edges on the endpoints is upper bounded by:ne
r
r
nr1−r

1
2ne
t2
t2  |X |
n
2t2 
l≥0
(1− ϵ ′)l
r
<
γ3r
n
r1/11
for some γ3 > 0.
Let γ = max{γ1, γ2, γ3}. As there are O(r) choices for t2, t3, it suffices to show that
αn
r=1
r
γ r
n
r1/11 = o(1).
The first log n terms of this sum add up to atmost O

log n
n1/11

, and if α < 12γ then the rest add up to atmost

i≥log n i
 1
2
i/11 =
o(1). 
The proof of this final lemma is an exercise in the second moment method on random graphs.
Lemma 29. For any constants ϵ > 0, ζ > 0, and θ > 0, a uniformly random graph with n vertices and 12 (1 − ϵ)n edges has
a.a.s. at most (1+ ζ )ne2θ−θ pendant paths of length θ .
Proof. Using a well known property of random graphs, we can consider a model with n vertices and each of the
n
2

edges
existing independently with probability p < 1n .
Let X be the number of pendant paths of length θ . The expected value of X is bounded above by the number of choices
for the θ vertices, the probability that each edge on the path exists, the probability there is no edge from the interior path
vertices to the rest of the graph, and the probability the path is induced:
E(X) ≤

n
θ

pθ−1(1− p)(n−θ)(θ−2)(1− p)(θ−12 )
∼
ne
θ
θ 1
n
θ−1
e2−θ
= ne2θ−θ .
Using the second moment method, we show the expected number is highly concentrated about its mean by summing
over all sets of θ vertices that intersect with a given path multiplied by the probability that the intersecting set is also a
pendant path. In the calculations below, k is the number of the θ vertices that intersect with the given path.
E(X2) = E(X)

1+
θ−1
k=1
2

n− θ
k

pk(1− p)(n−θ−k+1)k−1(1− p)(k2)
+

n− θ
θ

pθ−1(1− p)(n−2θ+2)(θ−2)(1− p)(θ−12 )

∼ E(X)

1+
θ−1
k=1
2
ne
k
k 1
n
k
e−k + E(X)

∼ E(X)2(1+ o(1)).
So by Chebyshev’s Inequality, the probability that for any ζ > 0, X > (1+ ζ )E(X) is o(1). 
7. The proofs of Theorems 3 and 4
Finally, we close this paper with proofs of Theorems 3 and 4. The two proofs follow the same analysis.
Theorem 3. Let c be a positive constant. Given a random instance of 3-UE-CSP with n variables and cn clauses and fixed domain
size d ≥ 2 as input, DPLL+ UC takes, w.u.p.p., linear time if c < 23 and exponential time if c > 23 .
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Proof. The proof consists of four steps. From Lemma 14, if F is a random instance of 3-UE-CSPwith n variables and cn clauses
with c < 23 , then w.u.p.p. DPLL+ UC finds a satisfying assignment without backtracking.
From Lemma 22 if c > 23 , executing the unit clause algorithm on F will w.u.p.p. produce a uniformly random subformula
on γ n variables for γ a positive constant with 12 (1 − ϵ)γ n 2-clauses and 16 (1 + δ)γ n 3-clauses where δ and ϵ are positive
constants such that the largest solution to
x = (1− e−x)23

1
6
(1+ δ)

+ (1− e−x)2

1
2
(1− ϵ)

is greater than 0 and
1− e−x − xe−x <1
2
(1− ϵ)(1− e−x)2 + 1
6
(1+ δ)(1− e−x)3.
From the proof of Theorem 2, we know that such a subformula has more edges than vertices and is a.a.s. unsatisfiable.
From Lemma 24, DPLL requires, w.u.p.p., 2Ω(γ n) steps to backtrack out of any random UE-CSP instance with 12 (1− ϵ)γ n
2-clauses and a linear number of 3-clauses. 
Theorem 4. Let c be a positive constant. Given a random instance of 3-UE-CSP with n variables and cn clauses and fixed domain
size d ≥ 2 as input, DPLL+ GUC takes, w.u.p.p., linear time if c < Γ0 and exponential time if c > Γ0 where Γ0 = 0.75087 . . . is
the solution to
3Γ − 1
2
lnΓ − 1
2
ln 6− 1
2
= 1.
Proof. The proof of Theorem 4 is identical to the proof of Theorem 3 with the following change. Let F be a random instance
of 3-UE-CSP with n variables and cn clauses. From Lemma 18, if c < Γ0 then w.u.p.p. DPLL + GUC will find a satisfying
assignment without backtracking. From Lemma 23 if c > Γ0, executing the generalized unit clause algorithm on F will
w.u.p.p. produce a uniformly random subformula on γ n variables with 12 (1−ϵ)γ n 2-clauses and 16 (1+δ)γ n 3-clauses with
the appropriate positive constants δ, ϵ, and γ . The rest of the proof exactly follows the proof of Theorem 3. 
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Appendix. Proof of Lemma 15
The proof of Lemma 15 is a minor modification of results of Frieze and Suen [5] for a similar Markov chain with
slightly different transition probabilities. Using the same notation as [5], B(m, p) denotes a binomial random variable with
parameters m and p. We assume mp ≤ λ∗ < 1. The big O terms in this section are uniform in m and p but may depend on
λ∗. We consider a Markov chain Xt with transition probabilities
1Xt = Xt+1 − Xt =

B(m, p)+ 1 if Xt = 0
B(m, p)− 1 otherwise.
We assume X0 ≥ 0.
The first step is to prove the existence of a steady state distribution π for theMarkov chain. The following proof is a small
modification of a similar proof given in [5] and attributed to Boris Pittel.
Consider the chain as a randomwalk, and let Ti, i > 0, denote the expected number of steps to visit the state 0 if the walk
starts at i. Then Ti = limn→∞ T (n)i , where T (n)0 = T (0)i = 0 and for n ≥ 1 and i ≥ 1,
T (n)i = 1+ E[T (n−1)i+B(m,p)−1]
is the expected value of min {n, Ti}.
Ifmp < 1 then T i = i1−mp satisfies
T i = 1+ E[T i+B(m,p)−1].
By induction on n, T (n)i ≤ T i, and thus Ti ≤ T i. Thus T0, the expected time of return to zero is at most
1+

j≥0
Pr(B(m, p) = j) · T j+1 = 1+ 11−mp (E[B(m, p)] + 1)
= 1+ mp+ 1
1−mp =
2
1−mp <∞.
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Thus, the stationary distribution {πi} exists and π0 = 1T0 ≥
1−mp
2 . Below we prove π0 = 1−mp2 , and so Ti = T i, i ≥ 0.
Note that π satisfies
πi = π0bi−1 +
i+1
j=1
πjbi−j+1, ∀i ≥ 0
where bj = Pr(B(m, p) = j). ConsiderGX (s) =∞i=0 siπi, the probability generating function of the steady state distribution.
It follows from the above equations that
GX (s) = π0

i≥1
sibi−1 +

j≥1
πjsj−1

i≥0
bisi
= π0s

j≥0
sjbj + 1s

j≥1
πjsj

i≥0
bisi
= π0s(1− p+ ps)m + 1s (GX (s)− π0)(1− p+ ps)
m,
giving
GX (s) = π0(s
2 − 1)
s(1− p+ ps)−m − 1 .
As GX (1) = 1, we have
1 = lim
s→1
π0(s2 − 1)
s(1− p+ ps)−m − 1 =
2π0
1−mp . (A.1)
Thus π0 = 1−mp2 , and
GX (s) = (1−mp)(s
2 − 1)
2(s(1− p+ ps)−m − 1) . (A.2)
Since (1− p+ ps)m ≤ exp(−λ+ λs) for all s, we see that
GX (s) ≤ G(s) := (1− λ)(s
2 − 1)
2(s(exp(λ− λs))− 1) , (A.3)
for all s between 1 and the radius of convergence of G. Since λ ≤ λ∗, G(s) exists for all s < r∗1 where r∗1 is the unique root
bigger than 1 of s exp(λ∗ − λ∗s) = 1. Thus, (A.3) holds for all s satisfying 1 < s < r∗1 .
From (A.2), the mean of the steady state distribution of Xt is
i≥0
iπi = G′X (1) =
mp(2− p−mp)
2(1−mp) +
1
2
. (A.4)
Also,
Pr(Xt = 0) = GX (0) = 1−mp2 . (A.5)
As done in [5], we consider the number of times that Xt returns to 0 in a certain time period. Let HX1 be the number of
steps until Xt first hits 0 if X0 = 1, and let HX0 be the number of steps until Xt returns to 0 if X0 = 0. Note that
HX1 = 1+ L1 + · · · LB and,
HX0 = 1+ L1 + · · · LB+1 in distribution
where B = B(m, p) in distribution and L1, . . . , LB+1 are independent copies of HX1 . These equation follow from the fact that
the first step of the walk jumps to state B from state 1 and to state B + 1 from state 0. Then in the first case, it takes B
independent copies of HX1 for the walk to get back to 0 and in the second case it takes B+ 1 independent copies because all
moves of the walk toward 0 have magnitude 1.
Now consider the moment generating functions for HX1 and HX0 . The notationMX (θ) is used for the moment generating
function of random variable X . To somewhat reduce the number of subscripts, we use MX1(θ) to represent MHX1 (θ) and
MX0(θ) to represent MHX0 (θ). Let MX1(θ) = E[exp(θHX1)] and let MX0(θ) = E[exp(θHX0)]. As MX1(θ) = M1+BHX1 (θ) =
eθMB(θHX1), we have
MX1(θ) = eθ (1− p+ p exp(θHX1))m = eθ (1− p+ pMX1(θ))m, (A.6)
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and asMX0(θ) = M1+(B+1)HX1 (θ) = E[exp(θHX1) exp(θ(1+ BHX1))], we have
MX0(θ) = MX1(θ)M1+BHX1 (θ) =

MX1(θ)
2
. (A.7)
Using the same technique as [5], we consider the Markov chain Yt which is similar to Xt except that in the one step
transitions of Yt we have a Poisson random variable P(λ) in place of B(m, p). We assume λ = mp. We define H1 and H0
analogous to HX1 and HX0 . That is, H1 is the number if steps until Yt first hits 0 if Y0 = 1, and H0 is the number of steps until
Yt first returns to 0 if Y0 = 0. As done for HX1 and HX0 , we consider the moment generating functions for H1 and H0. We use
M1(θ) to represent MH1(θ) and M0(θ) to represent MH0(θ). As M1(θ) = E[exp(θH1)] = eθMP(θH1) where P is a Poisson
random variable with parameter λ, we have
M1(θ) = exp(θ − λ+ λM1(θ)) (A.8)
M0(θ) = (M1(θ))2 . (A.9)
Also, defineM∗1 (θ) andM
∗
0 (θ) as the smallest roots of
M∗1 (θ) = exp(θ − λ∗ + λ∗M∗1 (θ)) (A.10)
M∗0 (θ) =

M∗1 (θ)
2
. (A.11)
Next, we show that
MX1(θ) ≤ M1(θ) ≤ M∗1 (θ), and (A.12)
MX0(θ) ≤ M0(θ) ≤ M∗0 (θ) (A.13)
for 0 ≤ θ < r∗2 where r∗2 is the radius of convergence of M∗1 (θ). To verify (A.12), consider, as done in [5], the functions
f1(y) = eθ (1 − p + py)m, f2(y) = exp(θ − λ + λy), f3(y) = exp(θ − λ∗ + λ∗y). We have f1(y) ≤ f2(y) for all θ and y and
f2(y) ≤ f3(y) for all θ and all y ≥ 1. If θ ≥ 0 then (A.13) holds becauseMX1 ≥ 1. As noted in [5], r∗2 is the value of θ at which
the line f (y) = y is tangent to the curve f3(y) = exp(θ − λ∗ + λ∗y), and from this analysis, we see that λ∗M∗1 (θ) < 1 for
0 ≤ θ < r∗2 .
In order to boundM
′′
0 (θ) = d
2M0
dθ2
, from (A.8) and (A.9),
M
′
1(θ) =
M1(θ)
1− λM1(θ)
M
′′
1 (θ) =
M1(θ)
(1− λM1(θ))3
M
′
0(θ) =
2M0(θ)
1− λM1(θ)
M
′′
0 (θ) =
2M0(θ)
(1− λM1(θ))2 +
2M0(θ)
(1− λM1(θ))3 .
Similar to [5], for 0 ≤ θ < r∗2 , from (A.12) and from the fact that λM∗1 (θ) ≤ λ∗M∗1 (θ) < 1, we have
M
′′
1 (θ) ≤
M∗1 (θ)
(1− λ∗M∗1 (θ))3
.
For θ ≤ 0, from the fact thatM1(θ) ≤ 1, we have
M
′′
1 (θ) ≤
1
(1− λ∗)3 ,
and for 0 ≤ θ < r∗2 , M∗1 (θ) is upper bounded by a constant that depends only on λ∗. Thus, for any θ ≤ (1 − ϵ)r∗2 (where
ϵ > 0 is any fixed constant), we have
M
′′
1 (θ) ≤ A1,
where A1 is a fixed constant that depends only on λ∗.
By the same reasoning, for 0 ≤ θ < r∗2 we have
M
′′
0 (θ) ≤
2M∗0 (θ)
(1− λ∗M∗1 (θ))2
+ 2M
∗
0 (θ)
(1− λ∗M∗1 (θ))3
,
and for θ ≤ 0 we have
M
′′
0 (θ) ≤
2
(1− λ∗)2 +
2
(1− λ∗)3 .
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Thus, for any θ ≤ (1− ϵ)r∗2 , we have
M
′′
0 (θ) ≤ A0, (A.14)
where A0 is a fixed constant that depends only on λ∗.
From the moment generating functions, we have
E[HX1 ] = E[H1] =
1
1− λ, (A.15)
and
E[HX0 ] = E[H0] =
2
1− λ . (A.16)
Assume X0 = 0. For r ≥ 1, let τr be the number of steps until Xt returns to 0 for the rth time. As in [5], we shall obtain a
concentration result for τr when r is large. τr is distributed as a sum of r independent copies of HX0 . So, E[τr ] = 2r/(1− λ).
We shall use the Chernoff bounds and (A.13):
Pr(τr ≥ A) ≤ MX0(θ)re−Aθ ≤ M0(θ)re−Aθ
Pr(τr ≤ A) ≤ MX0(−θ)reAθ ≤ M0(−θ)reAθ ,
for any θ > 0. From Taylor’s theorem,
M0(θ) = 1+ 2θ1− λ +
M
′′
0 (ξ)θ
2
2
,
for some ξ between 0 and θ . Using (A.14), we have for θ ≤ (1− ϵ)r∗2 ,
M
′′
0 (θ) = O(1)
which implies that
M0(θ) = 1+ 2θ1− λ + O(θ
2).
As a result, for any A > 0 and θ < (1− ϵ)r∗2 ,
Pr

τr ≥ 2r1− λ + Ar
1/2

≤ M0(θ)r exp

− 2rθ
1− λ − Aθr
1/2

= exp

r lnM0(θ)− 2rθ1− λ − Aθr
1/2

≤ exp

r(M0(θ)− 1)− 2rθ1− λ − Aθr
1/2

= exp

r

2θ
1− λ + O(θ
2)

− 2rθ
1− λ − Aθr
1/2

= exp O(rθ2)− Aθr1/2 .
Also, for any A > 0 and θ < (1− ϵ)r∗2 ,
Pr

τr ≤ 2r1− λ − Ar
1/2

≤ M0(−θ)r exp

2rθ
1− λ − Aθr
1/2

= exp O(rθ2)− Aθr1/2 .
If we let θ = r−1/2, we have for any A > 0 and for large r
Pr(|τr − 2r/(1−mp)| ≥ Ar1/2) = O(e−A), (A.17)
and we have the following lemma.
Lemma 30. Let τr be the time elapsed when Xt first returns to 0 for the r-th time given that X0 = 0. Then for any A > 0, we have
as r →∞,
Pr(|τr − 2r/(1− λ)| ≥ Ar1/2) = O(e−A).
The next lemma proves part (1) of Lemma 15.
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Lemma 31. Suppose that X0 = r for any integer r ≥ 1. Let Hr = min{t | Xt = 0}. Then for any A > 0,
Pr
Hr − r1− λ
 ≥ Ar1/2 = O(e−A). (A.18)
Also, we have for any A > 0 that
Pr

∃t ≤ Hr s.t. Xt ≥ r1− λ + Ar
1/2

= O(e−A). (A.19)
Proof. Observe that Hr is distributed as a sum of r independent copies of HX1 . Using exactly the same analysis done for τr ,
we use the bounds
Pr

Hr ≥ r/(1− λ)+ Ar1/2
 ≤ M1(θ)r exp −rθ/(1− λ)− Aθr1/2
Pr

Hr ≤ r/(1− λ)− Ar1/2
 ≤ M1(−θ)r exp rθ/(1− λ)− Aθr1/2
and from Taylor’s theorem the equation
M1(θ) = 1+ θ/(1− λ)+ O(θ2)
to get (A.18). Eq. (A.19) follows from (A.18) and the fact that Xt decreases by at most 1 in each transition. 
The next lemma proves part (2) of Lemma 15.
Lemma 32. Let NT be the number of times Xt equals 0 in the time interval [0, T ], given that X0 = O(log10 T ). Then for any A > 0,
we have for any constant A′ > 0 that
Pr
NT − T (1− λ)2
 ≥ AT 1/2 = O e−A + T−A′ . (A.20)
Proof. Let H denote the minimum value of t such that Xt = 0. Using (A.18) with r = O(log10 T ) and A = log6 T , we have
for any constant A′ > 0,
Pr(H ≥ log11 T ) = O

e−log
6T

= O

T−A
′
.
If N ′T is the number of times that Xt = 0 in the interval [0, T ], we have N ′T ≥ NT ≥ N ′T−log11 T with probability at least
1− O

T−A′

for any constant A′ > 0.
From Lemma 30, as t →∞,
Pr
N ′t − t(1− λ)2
 ≥ At1/2 ≤ PrN ′t 21− λ − τN ′t
 ≥ 21− λAt1/2

≤ O

exp

− 2
1− λA

= O e−A .
The proof follows by first letting t = T in the above equation, and then letting t = T − log11 T . 
The next lemma proves part (3) of Lemma 15.
Lemma 33. Suppose X0 = 0. For each t, let Rt = min{k ≥ 1 | Xt+k = 0}. That is, Rt is the waiting time after t until the next
return to 0. Then for any A > 0, there is a constant ρ ∈ (0, 1) such that as T →∞,
Pr(max
t≤T
Rt ≥ A) = O(TρA), (A.21)
and
Pr(max
t≤T
Xt ≥ A) = O(TρA). (A.22)
Proof. Recall that τ1 is the number of steps until Xt first returns to 0. Since τ1 equals HX0 in distribution, we have
Pr(τ1 ≥ A) ≤ MX0(θ) exp(−Aθ)
for any A > 0. Set θ = r∗2 /2, let ρ = exp(−θ), and noteMX0(θ) is upper bounded by a positive constant C . We get
Pr(τ1 ≥ A) ≤ CρA. (A.23)
Let Si be the time elapsed between the (i−1)-th and the i-th return to 0, and note that each Si equals τ1 in distribution. LetN
be the number of times that Xt = 0 for t ∈ [0, T ]. Then applying (A.23), we havePr(maxk≤N Sk ≥ A) = 1−(1−Pr(τ1 ≥ A))N .
Since N ≤ T , (A.21) follows because
Pr(max
t≤T
Rt ≥ A) ≤ Pr(max
k≤N
Sk ≥ A) = O(NρA) = O(TρA).
Since Xt decreases by at most 1 in each step, (A.21) implies (A.22). 
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