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Abstract
The moving average (MA) technique, also known as the smoothing technique, has been well established within
the multivariate statistical process monitoring (MSPM) framework since the 1990s. However, it is still limited to
handling independent data, and the optimality of its equal weight scheme remains unproven. This paper aims to
weaken the independence assumption in the existingMA technique, and then extend it to a broader area of dealingwith
autocorrelated stationary process, giving birth to a weighted moving average (WMA) technique. TheWMA technique
is combined with the Hotelling’s T 2 statistic to form a WMA T 2 control chart (WMA-TCC), in order to detect a more
challenging type of fault, i.e., intermittent fault (IF). Different from the MA technique that puts an equal weight on
samples within a time window, WMA-TCC uses correlation (autocorrelation and cross-correlation) information to
find an optimal weight vector for the purpose of IF detection (IFD). In order to achieve a best IFD performance, the
concept of IF detectability is defined and corresponding detectability conditions are provided, which further serve
as selection criteria of the optimal weight. Then, the optimal weight is given in the form of a solution to nonlinear
equations, whose existence is proven with the aid of the Brouwer fixed-point theory. Moreover, symmetrical structure
of the optimal weight is revealed, and the optimality of an equal weight scheme when data exhibit no autocorrelation
is proven. Finally, simulations on a numerical example and the continuous stirred tank reactor process are carried
out to give a comprehensive comparison amongWMA-TCC and several existing static and dynamic MSPM methods.
The results show a superior IFD performance of the developed methods.
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1. Introduction
Fault detection (FD) for industrial processes by mul-
tivariate statistical process monitoring (MSPM) meth-
ods has been a hot topic in the past few decades [1, 2].
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MSPM methods use various control charts to check sta-
tistical properties of process variables, among which T 2
control chart is one of the most effective ones since
the Hotelling’s T 2 statistic is admissible and powerful
in certain classes of hypothesis tests [3]. It is worth
mentioning that existing MSPM methods in the litera-
ture mainly focus on permanent faults (PFs), i.e., as-
suming once faults occur, they take effect permanently
unless removed by external intervention. But more im-
portantly, several studies [4–6] have shown that, in prac-
tice, many kinds of PF evolve gradually from intermit-
tent faults (IFs). That is to say, IF is a prelude to PF. This
implies that if faults are detected in this early stage, se-
vere damage caused by PFs, such as system disruptions,
plant shutdowns and even safety accidents, can be ef-
fectively avoided. IFs have been recently of noticeable
interest [7–9], and thus a review of their current research
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status has been published [10].
The IF is a kind of non-permanent fault that lasts a
limited period of time and then disappears without any
treatment [10]. The IF detection (IFD) and detectability
problems in discrete event systems have been studied
in [7, 11, 12] based on automata, and in [13] based on
Petri nets. Timed failure propagation graphs (TFPGs)
can model the dynamic evolution of failure propagation
over time in practical systems. In [14], the TFPG model
has been modified to make it detect IFs. For a class
of linear stochastic systems with IFs, a set of sliding-
window-based residuals has been designed and a robust
detection scheme has been adopted [15, 16]. Addition-
ally, detection of IFs has been studied for linear time-
varying systems subject to stochastic parameter uncer-
tainty and limited resolution [8]. However, prior knowl-
edge of the system model is required for these meth-
ods. As for data-driven methods, wavelet transform,
short-time fourier transform and undecimated discrete
wavelet transform have been utilized to detect intermit-
tent electrical andmechanical faults in synchronousmo-
tors [17, 18]. In addition, combining the spectral kur-
tosis of vibration signals with k-nearest neighbor dis-
tance analyses, a new method [19] has been developed
to detect intermittent bearing faults in electric motors.
Note that these signal-analysis-based methods are suit-
able to process unidimensional signals that possess pe-
riodicity. Moreover, the decision forest [9] and dynamic
Bayesian network [20] have also been presented to de-
tect IFs in industrial systems, whereas historical data of
various faults are needed.
So far, the IFD problems have not been fully
investigated in the MSPM framework, where high-
dimensional and correlated variables are easy to han-
dle and historical fault data are not necessary. Gen-
erally speaking, IFs have small magnitudes and short
durations [4], which make them even more difficult
to detect than incipient faults. Moreover, system dy-
namics and multi-level closed-loop control make indus-
trial data autocorrelated. Due to the high-speed sam-
pling requirement for capturing IFs, the property of non-
independence in data is stronger and thus non-ignorable
during IFD.
As a result, existing MSPM methods have the fol-
lowing problems that limit their application to IFD. On
the one hand, static MSPM methods such as principal
components analysis (PCA) and partial least squares
(PLS) have been found [21–23] to be inefficient for
small shifts, let alone IFs. While their existing moving-
average (MA) and moving-window (MW) based exten-
sions such as MA-PCA [21], MA-PLS [22], exponen-
tially weighted MA-PCA/PLS [24], multivariate s-term
sum PCA [25] and MW-HMM [26] are sensitive to
small shifts, they cannot handle autocorrelations in data.
Several studies [27–29] have indicated that monitoring
dynamic data using static MSPM methods has the po-
tential to produce excessive false alarms. On the other
hand, dynamic MSPM methods such as dynamic PCA
(DPCA) and canonical variate analysis (CVA) consider
a time sequence of measurements and can capture pro-
cess dynamics (i.e, handle autocorrelations). However,
time lags are chosen only according to system orders,
but not considering the characteristics of IFs (i.e., the
fault duration and magnitude). Therefore, they may
not gain enough sensitivity to IFs, and their efficiency
of detecting intermittent small shifts still needs further
study. These issues constitute the main motivations of
our present study.
This paper investigates the IFD problem in a station-
ary Gaussian process. A time window and a weight vec-
tor are employed to increase the sensitivity to IFs, and
the window length is selected considering the character-
istics of IFs. Main contributions of the paper are sum-
marized as follows: 1) A weighted moving average T 2
control chart (WMA-TCC) with stationaryGaussian ob-
servations is proposed. Different from existing methods
that put equal weight on samples within a time window,
WMA-TCC uses correlation (autocorrelation and cross-
correlation) information to find an optimal weight vec-
tor. 2) The concept of IF detectability is defined and cor-
responding detectability conditions are provided, which
further serve as selection criteria of the optimal weight.
3) The optimal weight is given in the form of a solu-
tion to nonlinear equations, whose existence is proven
with the help of the Brouwer fixed-point theory. More-
over, the uniqueness of the optimal weight is proven
in several special cases. 4) We reveal that the optimal
weight possesses a symmetrical structure, and an equal
weight scheme is optimal when data are independent,
which gives more explanations for the rationality of ex-
isting MA-based methods. 5) Comprehensive compar-
ative studies with existing static and dynamic MSPM
methods, such as PCA, MA-PCA, DPCA and CVA, are
carried out on a numerical example and the benchmark
continuous stirred tank reactor (CSTR) process, which
illustrate the superior IFD performance of the WMA-
TCC.
The remainder of this paper is organized as follows.
In Section 2, the WMA-TCC with stationary Gaussian
observations is introduced for the IFD problem. Then,
the detectability of IFs by the WMA-TCC is analyzed
in Section 3. The detectability conditions are further
utilized to determine the optimal weight in Section 4.
Simulation results are presented in Section 5, and con-
2
clusions are given in Section 6.
Notation: Except where otherwise stated, the nota-
tions used throughout the paper are standard. Np(µ,Σ)
represents a p-dimensional normal distribution with ex-
pectation µ and covariance matrix Σ. Wp(N,Σ) repre-
sents a p-dimensional Wishart distribution with N de-
grees of freedom. F(p,N − p) is a central F distribution
with p and N − p degrees of freedom. Fα(p,N − p) is
the 1 − α percentile of the central F distribution with
p and N − p degrees of freedom. Rn and Rn×m de-
note the n-dimensional Euclidean space and the set of
all n × m real matrices. ‖ξ‖ and ‖ξ‖∞ denote the Eu-
clidean norm and infinity norm of a vector ξ, respec-
tively. AT , A−1, |A| and adj(A) stand for the transpose,
the inverse, the determinant and the adjoint of a matrix
A, respectively. ∇~aWL(~aW , λ) is the gradient of L with
respect to ~aW . ∇
2
~aW
L(~aW , λ) is the Hessian matrix of L
with respect to ~aW . Scalars a1 · · · aW form a row vec-
tor by [a1, a2, · · · , aW], and form a column vector by
[a1; a2; · · · ; aW]. , is to give definition. Hl,l′ or [H]l,l′
is an element of matrix H located in the lth row and
l′th column. Hl,: and H:,l are the lth row and lth column
of matrix H, respectively. T\i\ j is the matrix obtained
from T by deleting the row and column containing Ti, j.
Ip and epi denote the p-dimensional identity matrix and
its ith column, respectively; 1W and 0W denote the W-
dimensional column vectors with all of its entries be-
ing one and zero, respectively. The symbol ⊗ denotes
the Kronecker product and δi j is the Kronecker func-
tion. λmin(Γ) and λmax(Γ) are the minimum and maxi-
mum eigenvalues of matrix Γ, respectively. A ≺ B and
A  B mean that A − B is negative definite and negative
semidefinite, respectively.
2. Methodology
In this section, the WMA-TCC is proposed for the
purpose of FD in stationary Gaussian processes.
2.1. Preliminaries
The following lemma is the key result regarding
Hotelling’s T 2 distribution, see [30].
Lemma 1. Let T 2 = XTS −1X, where X and S are
independently distributed random variables with X ∼
Np(µ,Σ) and NS ∼ Wp(N,Σ), where N ≥ p. Then
T 2 ∼
Np
N − p + 1
F(p,N − p + 1; ǫ2), (1)
where the noncentrality parameter ǫ2 = µTΣ−1µ.
2.2. Weighted moving average T 2 control chart
The IFD task with stationary Gaussian observations
concerns the analysis of latest W new current process
data X
f
k−W+1
, · · · , X
f
k−1
, X
f
k
∈ Rp at each time k, to de-
termine whether the process is statistically fault-free
or not. Different from existing MA- or MW-based
MSPM methods [21, 22, 24–26] that ordinarily have
independence and identically Gaussian distribution as-
sumptions, we only assume that systems’ normal oper-
ation follows a stationary Gaussian process whose au-
tocovariance function reduces to nearly zero for large
time lags. That is, for all k, E(X
f
k
) = µ f and the autoco-
variance function Cov(X
f
k
, X
f
k−l
) = Rl depends only on
the lag l. Moreover, we have ‖Rl‖ ≈ 0 for large l.
To constitute the WMA-TCC, we collect N sets
of W consecutive observations X
j
i
∼ Np(µ,R0), i =
1, 2, · · · ,N, j = W,W − 1, · · · , 1 from the stationary
Gaussian process as training data, which can represent
the statistic characteristics of systems’ normal operating
conditions. Moreover, X
j1
i1
and X
j2
i2
are independent and
identically distributed for i1 , i2. This can be achieved
by taking samples with long enough intervals between
different sets, and thus liml→∞ ‖Rl‖ = 0. Note that in
the same set, the sampling rate of training data should
be equal to that of current process data. To sum up,
the sampling strategy for training data is shown in (2),
where ·˜ · ·means a long enough interval.
{XW1 , X
W−1
1 , · · · , X
1
1}, ·˜ · · , {X
W
2 , X
W−1
2 , · · · , X
1
2}, ·˜ · ·
... (2)
{XWN−1, X
W−1
N−1 , · · · , X
1
N−1︸                      ︷︷                      ︸}, ·˜ · · , {XWN , XW−1N , · · · , X1N︸                 ︷︷                 ︸}.
{aW , aW−1, · · · , a1} {aW , aW−1, · · · , a1}
The IFD problem is equivalent to a hypothesis test-
ing problem concerning testing H0 : µ f = µ versus
H1 : µ f , µ. Let ~aW = [a1, a2, · · · , aW]
T be the weight
vector. For the WMA-TCC, we put different weights on
samples in the time window, as shown in (2) and (3).
· · · , X
f
k−W
,{X
f
k−W+1
, X
f
k−W+2
, · · · , X
f
k︸                         ︷︷                         ︸}, X fk+1, · · ·
{aW , aW−1, · · · , a1} (3)
In practice, parameters µ f , µ,Rl are unknown, and we
only know the sample means X˜, X˜
f
k
and the sample co-
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variance matrix S˜W instead:
X˜
f
k
=
W∑
j=1
a jX
f
k− j+1
, X˜i =
W∑
j=1
a jX
j
i
, X˜ =
1
N
N∑
i=1
X˜i,
S˜W =
1
N − 1
N∑
i=1
(X˜i − X˜)(X˜i − X˜)
T ,
W∑
j=1
a j = 1. (4)
Here, X˜
f
k
, X˜i, X˜, S˜W are abbreviations for X˜
f
k
(~aW),
X˜i(~aW), X˜(~aW), S˜W (~aW) respectively, since they are ac-
tually matrix- or vector-valued functions of ~aW . We also
know that the sample means X˜
f
k
, X˜ and the sample co-
variance matrix S˜W are independently distributed, with
(N − 1)S˜W ∼Wp(N − 1, Σ˜W), Σ˜W =
W∑
i=1
W∑
j=1
aia jRi− j,
(X˜
f
k
− X˜) ∼ Np(µ f − µ,
N + 1
N
Σ˜W ), (5)
where Σ˜W is an abbreviation for Σ˜W (~aW).
According to Lemma 1, theWMA-TCCwith window
length W, denoted as WMA-TCC(W), with stationary
observations at time instance k is then
T˜ 2k (W) = (X˜
f
k
− X˜)T S˜ −1W (X˜
f
k
− X˜)
∼
p(N +W)(N − 1)
NW(N − p)
F(p,N − p). (6)
Here, we assume that S˜W (~aW) is nonsingular for any
weight vector ~aW , 0W . Detailed explanations are given
in Assumption 1 and Proposition 1 of Section 4. For
a given significance level α, the process is considered
normal at time instance k, i.e., to accept H0 : µ f = µ, if
T˜ 2k (W) ≤ δ
2 =
p(N2 − 1)
N(N − p)
Fα(p,N − p), (7)
where δ2 is the control limit of the WMA-TCC(W).
Otherwise, an alarm occurs at time instance k. Inequal-
ity (7) gives the acceptance region of the hypothesis
testing.
3. Detectability analyses
For the WMA-TCC, the window length and the
weight vector are crucial parameters that can directly
affect the IFD performance. They should be carefully
selected so that the detection capability for IFs is max-
imized. Thus, in this section, we analyze the IF de-
tectability.
Time instance (k)
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Figure 1: An example of intermittent faults.
3.1. Guaranteed detectability
Consider the following widely used fault model in the
MSPM framework [23, 31, 32]:
X
f
k
= X∗k + ΞkFk, (8)
where X∗
k
represents the process fluctuation under nor-
mal conditions, Ξk is the direction of the fault in time
instance k, and Fk is its magnitude. By introducing the
time window, we have
X˜
f
k
= X˜∗k + Ξ˜kF˜k, X˜
∗
k =
W∑
j=1
a jX
∗
k− j+1, (9)
where Ξ˜kF˜k is the effect of all faults in the time win-
dow, and X˜∗
k
∼ Np(µ, Σ˜W ). When we analyze the fault
detectability, we make the following additional assump-
tion:
‖S˜
−1/2
W
(X˜∗k − X˜)‖
2 ≤ δ2. (10)
Remark 1. Inequality (10) is commonly assumed by lit-
erature addressing fault detectability problems in the
MSPM framework [22, 31–33]. The assumption means
that the fault-free process X˜∗
k
fluctuates within its accep-
tance region (7). Since a small significance level (i.e.,
α = 0.01) is always selected, this assumption holds with
high probability. Note that this assumption is only intro-
duced to analyze detectability, and thus has no limita-
tion to the practical application of the method.
In the case of IFs, as shown in Fig. 1, the correspond-
ing fault model can be represented [10, 16, 34] by
ΞkFk =
∞∑
q=1
[
Γ(k − µq) − Γ(k − νq)
]
ξq fq, (11)
where Γ(·) is the step function; µq, νq represent the ap-
pearing and disappearing time of the qth IF, satisfying
4
µq < νq < µq+1; and ξq ∈ R
p, fq ∈ R
1 are the direc-
tion and magnitude of the qth IF, satisfying ‖ξq‖ = 1.
Moreover, the active and inactive duration of the qth
IF are τoq = νq − µq and τ
r
q = µq+1 − νq, respectively.
Thus, the qth IF can be denoted by five parameters, i.e.,
IF(ξq, fq, τ
r
q−1
, τoq, τ
r
q).
Remark 2. Recall that the characteristics of IFs are
small magnitude and short duration. In most cases,
since the fault magnitude is small, when an IF becomes
active, after exhibiting a short transient behavior, the
system will be driven to another steady state soon by the
closed-loop control, instead of being continuously sharp
fluctuations or out of control. Similarly, when the IF be-
comes inactive, after a short transition, the closed-loop
control will drive the system back to its normal steady
state soon. Moreover, since the fault duration is short,
we can assume the fault direction and magnitude within
each IF to be constant. Therefore, IFs can be repre-
sented by the form of intermittent biases as (11). This
statement will be confirmed by a realistic simulation of
the practical CSTR benchmark in Section 5.
The fault detectability concept was first defined in
[35, 36] within the MSPM framework, and has been
widely adopted by a variety of MSPMmethods [22, 31–
33, 37] to study the FD performance. However, the con-
cept has been mainly concerned with PFs. Compared
with a PFD task, additional requirements for an IFD
[10, 16, 38] are to determine each appearance (disap-
pearance) of an IF before its subsequent disappearance
(appearance), otherwise missing or false alarms occur.
Following these considerations, this paper extends and
generalizes the original fault detectability concept [35]
to make it suitable for both PFs and IFs.
Definition 1. For a given significance level α, the dis-
appearance of the qth IF is said to be guaranteed
detectable (DPG-detectable) by the WMA-TCC(W), if
there exists a time instance νq ≤ k
# < µq+1 such that for
each k# ≤ k < µq+1, the detection statistic T˜
2
k
(W) ≤ δ2
is guaranteed for all values of X˜∗
k
in (10).
Definition 2. For a given significance level α, the ap-
pearance of the qth IF is said to be guaranteed de-
tectable (APG-detectable) by the WMA-TCC(W), if the
disappearance of the (q − 1)th IF is guaranteed de-
tectable, and there exists a time instance µq ≤ k
∗ < νq
such that for each k∗ ≤ k < νq, the detection statistic
T˜ 2
k
(W) > δ2 is guaranteed for all values of X˜∗
k
in (10).
Definition 3. For a given significance level α, the qth
IF is said to be guaranteed detectable (G-detectable)
by the WMA-TCC(W), if both the qth appearance and
disappearance of the IF are guaranteed detectable.
3.2. Detectability conditions
Intuitively, to detect the disappearance/appearance
of an IF, we can choose a window length that is no
more than the IF’s inactive/active duration, so that the
WMA-TCC(W) is free from interference of previous
faulty/fault-free samples after some delay.
Lemma 2. For the WMA-TCC(W) and a given signifi-
cance level α, when W ≤ τrq, the disappearance of the
qth IF is guaranteed detectable (DPG-detectable).
Proof. According to the IF model (11), when W ≤ τrq,
there exists a time instance νq ≤ k
# < µq+1, such that
for each k# ≤ k < µq+1, all W current process samples
within the time window are fault-free. Then we have
X˜
f
k
= X˜∗
k
and
T˜ 2k (W) = ‖S˜
−1/2
W
(X˜
f
k
− X˜)‖2 = ‖S˜
−1/2
W
(X˜∗k − X˜)‖
2.
Thus, for each k# ≤ k < µq+1, the detection statistic
T˜ 2
k
(W) ≤ δ2 is guaranteed for all values of X˜∗
k
in (10). 
Lemma 3. For the WMA-TCC(W) and a given signifi-
cance level α, when W ≤ min{τr
q−1
, τoq}, the appearance
of the qth IF is guaranteed detectable (APG-detectable)
if and only if ∥∥∥S˜ −1/2
W
ξq fq
∥∥∥ > 2δ. (12)
Proof. According to Lemma 2, whenW ≤min{τr
q−1
, τoq},
the disappearance of the (q−1)th IF is guaranteed de-
tectable. Moreover, there exists a time instance µq ≤
k∗<νq, such that for each k
∗≤ k<νq, all W current pro-
cess samples within the time window are faulty. Then
we have X˜
f
k
= X˜∗
k
+ ξq fq and
T˜ 2k (W) = ‖S˜
−1/2
W
(X˜∗k − X˜ + ξq fq)‖
2
≥
(
‖S˜
−1/2
W
ξq fq‖ − ‖S˜
−1/2
W
(X˜∗k − X˜)‖
)2
. (13)
Then by following (12), (10) and (13), we derive that for
each k∗≤ k < νq, T˜
2
k
(W)>δ2 is guaranteed for all values
of X˜∗
k
in (10) and the proof of sufficiency is complete.
We now prove the necessity by contraposition. The
contrapositive of the necessity statement is: When W ≤
min{τr
q−1
, τoq}, if
∥∥∥S˜ −1/2
W
ξq fq
∥∥∥ ≤ 2δ, then the disappear-
ance of the (q−1)th IF is not guaranteed detectable, or
for any time instance µq ≤ k
∗ < νq, there exists a time
instance k∗ ≤ k < νq and a value of X˜
∗
k
in (10), mak-
ing T˜ 2
k
(W) ≤ δ2 valid. This contrapositive statement
can be proven as follows. For any given µq ≤ k
∗ < νq,
we consider time instance k = νq − 1 which satisfies
k∗ ≤ k < νq. We further consider the following value
5
of X˜∗
k
: S˜
−1/2
W
(X˜∗
k
− X˜) = −S˜
−1/2
W
ξq fq/2, which satisfies
(10) if ‖S˜
−1/2
W
ξq fq‖ ≤ 2δ. Note that at time instance
k = νq−1, we have X˜
f
k
= X˜∗
k
+ ξq fq and consequently
T˜ 2
k
(W) = ‖S˜
−1/2
W
ξq fq/2‖
2 ≤ δ2. Having proven the con-
trapositive, we infer the original statement and the proof
of necessity is complete. 
Theorem 1. For the WMA-TCC(W) and a given signif-
icance level α, when W≤W#,min{τr
q−1
, τoq, τ
r
q}, the qth
IF is guaranteed detectable (G-detectable) if and only if
inequality (12) holds.
Proof. Directly derived from Lemmas 2 and 3. 
4. Determination of the weight and window length
In this section, methods to determine the weight vec-
tor and window length are provided, along with discus-
sions on the existence, symmetry and uniqueness of the
optimal weight.
4.1. Problem formulation and main results
Now, we are in the position to find the optimal weight
vector based on the above derived detectability condi-
tions, and present the main problem as follows.
Problem 1. For the WMA-TCC(W), W ≤ W#, find the
optimal weight ~a∗
W
that
max
~aW
β(~aW ) =
1
2
‖S˜
−1/2
W
ξq‖
2, (14)
s.t. g(~aW) =
W∑
j=1
a j = 1. (15)
Theorem 2. The optimal weight ~a∗
W
maximizing β(~aW)
of Problem 1 satisfies
Tˆ (~a∗W)~a
∗
W = b, (16)
and
(−1)k
∣∣∣∣Hk(~a∗W)∣∣∣∣ ≥ 0, k = 2, 3, · · · ,W, (17)
where Tˆ (~aW) ∈ R
W×W , b = [0, · · · , 0, 1]T ∈ RW ,
Tˆl, j(~aW) =
{
ξTq S˜
−1
W
(
Rˆl j − Rˆ(l+1) j
)
S˜ −1
W
ξq, l < W,
1, l = W.
Rˆl j =
1
N − 1
N∑
i=1
(Xli − X¯
l)(X
j
i
− X¯ j)T ,
X¯ j =
1
N
N∑
i=1
X
j
i
, (18)
and S˜W is short for S˜W (~aW) calculated by (4),
∣∣∣∣Hk(~aW)∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 · · · 1
1 Hˆ1,1(~aW) · · · Hˆ1,k(~aW)
...
...
. . .
...
1 Hˆk,1(~aW) · · · Hˆk,k(~aW)
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
Hˆl,l′ (~aW) = h
T
l hl′ − ξ
T
q S˜
−1
W Rˆll′ S˜
−1
W ξq,
hˆl(~aW) = S˜
−1/2
W

W∑
j=1
a j(Rˆl j + Rˆ
T
l j)
 S˜ −1W ξq. (19)
Proof. For this nonlinear constrained optimization
problem, we can construct a Lagrange function given
by
L(~aW , λ) =
1
2
‖S˜
−1/2
W
ξq‖
2 + λ(
W∑
j=1
a j − 1), (20)
where λ is a Lagrange multiplier. According to the
Karush-Kuhn-Tucker conditions (first-order necessary
conditions) [39], the optimal weight ~a∗
W
should satisfy
∇~aWL(~aW , λ) = 0W , ∇λL(~aW , λ) = 0. (21)
Note that
∂L(~aW , λ)
∂al
= −
1
2
ξTq S˜
−1
W
(
∂S˜W
∂al
)
S˜ −1W ξq + λ
= −ξTq S˜
−1
W

W∑
j=1
a jRˆl j
 S˜ −1W ξq + λ. (22)
By setting the above derivative of L(~aW , λ) with respect
to ~aW to zeros, the following equations can be obtained.
ξTq S˜
−1
W

W∑
j=1
a j(Rˆl j − Rˆl′ j)
S˜ −1W ξq=0, 1 ≤ l, l′ ≤ W. (23)
Thus, integrating (23) with (15), the first-order neces-
sary conditions for the constrained optimization prob-
lem are derived as (16).
When ~a∗
W
meets (16), it is considered an extremum
point or saddle point for function (14) subject to con-
straint (15). According to [40], second-order neces-
sary conditions for ~a∗
W
to be a maximum point are:
the leading principal minors of H(~a∗
W
) of order k + 1
(k=2, 3,· · ·,W) have sign (−1)k or equal to zero, where
H(~aW) =
[
0 ∇T
~aW
g(~aW)
∇~aWg(~aW) Hˆ(~aW)
]
, (24)
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is a bordered Hessian matrix and
Hˆ(~aW)=∇
2
~aW
L(~aW , λ), i.e. Hˆl,l′ (~aW)=
∂2L(~aW , λ)
∂al∂al′
.
Thus, the second-order necessary conditions for the op-
timization problem are derived as (17). 
4.2. Existence of the solution
In this subsection, we prove the existence of the so-
lution of nonlinear equations (16) with the help of the
well-known Brouwer fixed-point theory. We begin with
the following assumption and the result is given in The-
orem 3 at last. Additionally, methods to obtain the op-
timal weight are discussed and a bound of the optimal
weight is given.
Assumption 1. ΓˆW is nonsingular, where
Γˆk =

Rˆ11 Rˆ12 · · · Rˆ1k
Rˆ21 Rˆ22 · · · Rˆ2k
...
...
. . .
...
Rˆk1 Rˆk2 · · · Rˆkk
 ∈ R
pk×pk. (25)
Remark 3. Assumption 1 is the same as the assumption
for Yule-Walker equations, which are well-known in the
field of parameter identification of time series models.
In real applications, Assumption 1 holds due to the ex-
istence of process and measurement noises.
Proposition 1. Suppose Assumption 1 holds, then
S˜W(~aW) and Tˆ (~aW) are nonsingular for any ~aW , 0W .
Proof. By following a few reformulations, we have
S˜W =
W∑
i=1
W∑
j=1
aia jRˆi j =
(
~aW ⊗ Ip
)T
ΓˆW
(
~aW ⊗ Ip
)
. (26)
For any ~aW , 0W , the matrix ~aW⊗Ip is full column rank.
Then, by followingAssumption 1, we know that S˜W (~aW)
is nonsingular. Let γˆW ∈ RW×W be the abbreviation of
γˆW(~aW), and define
γˆWl, j = ξ
T
q S˜
−1
W Rˆl jS˜
−1
W ξq. (27)
Then, it follows from Assumption 1 that
γˆW =
(
IW ⊗ S˜
−1
W ξq
)T
ΓˆW
(
IW ⊗ S˜
−1
W ξq
)
,
is nonsingular and positive definite. By following a few
reformulations, we can rewrite Tˆ (~aW) = Jˆγˆ
W , where
Jˆ =

1 −1 0 · · · 0
0 1 −1
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1 −1
1T
W
(γˆW)−1

∈ RW×W .
Thus, Tˆ (~aW) is nonsingular if and only if Jˆ is nonsin-
gular. We assume that Jˆ is singular, then there exists
~αW = [α1, α2, · · · , αW ]
T
, 0W , such that
α1 Jˆ1,: + α2 Jˆ2,: + · · · + αW−1 JˆW−1,: + αW JˆW,: = 0
T
W .
Multiplying both sides by 1W on the right, we have
αW1
T
W
(γˆW )−11W = 0. Since γˆ
W is positive definite, we
obtain αW = 0. This means that the first W − 1 rows of
Jˆ are linearly dependent, which contradicts the fact that
Jˆ\W\∅ has full row rank. Thus, Jˆ is nonsingular and the
proof is complete. 
Remark 4. According to Proposition 1, we can rewrite
~a∗W = Tˆ
−1(~a∗W)b , Fˆ (~a
∗
W) ∈ R
W . (28)
It can be seen that ~a∗
W
is a fixed-point of function Fˆ . Ac-
cording to our practical experience, ~a∗
W
can be obtained
by successive approximations within 1000 iterations as
follows
~ak+1W = Fˆ (~a
k
W), ∀~a
0
W , 0W . (29)
Since Fˆ (~aW) , 0W , Proposition 1 further guarantees
this process is always implementable.
Lemma 4. For any column vectors x, y and matrix P 
0, the following inequality holds:
2‖xTPy‖ ≤ xTPx + yTPy. (30)
Proof. Directly derived from 0 ≤ (x − y)TP(x − y) and
0 ≤ (x + y)TP(x + y). 
Proposition 2. Suppose Assumption 1 holds, then
‖Fˆ (~aW)‖∞ ≤
W+1
2W
λmax(Γˆ
W )
λmin(ΓˆW )
, dW and g
(
Fˆ (~aW)
)
= 1,
for any ~aW , 0W .
Proof. Let ~cW = [c1, · · · , cW]
T , according to (28), we
have
Fˆ (~aW)= |Tˆ (~aW)|
−1adj
(
Tˆ (~aW)
)
b= |Tˆ (~aW)|
−1~cW , (31)
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with ci= (−1)
W+i|Tˆ\W\i(~aW)|= (−1)
W+i|Tˇ (~aW , i)|, where
Tˇl, j(~aW , i) =
 Tˆl, j(~aW), l < W,δi j, l = W. (32)
Note that g
(
~cW
)
= |Tˆ (~aW)|. Thus, g
(
Fˆ (~aW)
)
=
|Tˆ (~aW)|
−1g
(
~cW
)
= 1. Moreover, by following a few
reformulations, we can rewrite Tˇ (~aW , i) = Jˇ
iγˆW , where
Jˇi =

1 −1 0 · · · 0
0 1 −1
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1 −1
eT
Wi
(γˆW )−1

∈ RW×W .
Note that 0 < λmin(Γˆ
W )IpW ≤ Γˆ
W ≤ λmax(Γˆ
W )IpW . Then
0 < λmin(Γˆ
W )̺(~aW)IW ≤ γˆ
W ≤ λmax(Γˆ
W)̺(~aW)IW ,
where ̺(~aW ) = ξ
T
q S˜
−2
W
ξq. For |Jˆ| and |Jˇ
i|, adding its jth
column to its j− 1th column in turn, we obtain |Jˆ| =
1T
W
(γˆW)−11W and |Jˇ
i| = eT
Wi
(γˆW )−11W . Note that
W
λmax(ΓˆW)̺(~aW)
≤ |Jˆ| = 1TW(γˆ
W )−11W ≤
W
λmin(ΓˆW )̺(~aW)
,
1
λmax(ΓˆW)̺(~aW)
≤ eTWi(γˆ
W)−1eWi ≤
1
λmin(ΓˆW )̺(~aW)
.
Then, according to Lemma 4, we have
‖ci‖ =
∥∥∥|Jˇi|∥∥∥ |γˆW | ≤ 1
2
(
eTWi(γˆ
W)−1eWi + |Jˆ|
)
|γˆW |
≤
W + 1
2λmin(ΓˆW)̺(~aW)
|γˆW |.
For the ith element of Fˆ (~aW), we have
‖Fˆi(~aW)‖ =
‖ci‖
|Jˆ||γˆW |
≤
W + 1
2W
λmax(Γˆ
W)
λmin(ΓˆW )
.
Note that ‖Fˆ (~aW)‖∞ = maxi=1,··· ,W ‖Fˆi(~aW)‖, then the
proof is complete. 
Remark 5. Proposition 2 presents a bound of the op-
timal weight, i.e., ~a∗
W
∈ MW given in (33). Moreover,
Proposition 2 further guarantees the iteration process
(29) is always bounded. In the following, we give the
well-known Brouwer fixed-point theorem.
Lemma 5. [41] Suppose that M is a nonempty, convex,
compact subset of Rn, where n ≥ 1, and that F : M →
M is a continuous mapping. Then F has a fixed point.
Theorem 3. Suppose Assumption 1 holds, then the
nonlinear equations (16) have a solution.
Proof. Define a subset of RW as
MW = {~aW ∈ R
W : g(~aW) = 1, ‖~aW‖∞ ≤ dW}, (33)
and let ~ax
W
, ~a
y
W
∈ MW . Then for any 0 ≤ θ ≤ 1, we have
~az
W
= θ~ax
W
+ (1− θ)~a
y
W
∈ MW , which means the setMW
is convex. This can be seen by
g(~az
W
) = θg(~axW) + (1 − θ)g(~a
y
W
) = 1,
‖~az
W
‖∞ ≤ θ‖~a
x
W‖∞ + (1 − θ)‖~a
y
W
‖∞ ≤ dW .
Since MW is closed and bounded in the finite dimen-
sional normed space RW , it is compact. Moreover, for
any ~a0
W
∈ MW , Fˆ (~aW) → Fˆ (~a
0
W
) as ~aW → ~a
0
W
. Thus,
Fˆ (~aW) is continuous on MW . According to Proposi-
tion 2, we have Fˆ (MW ) ⊆ MW , where Fˆ (MW) is
the images of MW . Now Fˆ is a continuous map of
the nonempty, convex, compact set MW into itself. By
Lemma 5, there exists a fixed point for Fˆ and conse-
quently the nonlinear equations (16) have a solution. 
4.3. Symmetry of the optimal weight
Intuitively, since the process is assumed to be station-
ary, the first and last samples in a time window always
have the same contributions to the covariance matrix
Σ˜W , as can be seen in (5). Therefore, they should have
the same weight when N is sufficiently large. This is
also true for the second and the penultimate samples,
and so on. In this subsection, we reveal that the optimal
weight possesses a symmetrical structure, see Theorem
4.
Proposition 3. When N is sufficiently large, we have
E(Rˆl j) = Rl− j, lim
N→∞
Rˆl j = Rl− j, a.s. (34)
E(S˜W ) = Σ˜W , lim
N→∞
S˜W = Σ˜W , a.s. (35)
Proof. According to (26), we can derive (35) directly if
(34) holds. As for (34), note that X
j1
i1
and X
j2
i2
are inde-
pendent for i1 , i2. Thus, E(X
l
i
(X¯ j)T ) = E(X¯l(X
j
i
)T ) =
1
N
Rl− j + µµ
T and E(X¯l(X¯ j)T ) = 1
N
Rl− j + µµ
T . Then
E(Rˆl j) =
1
N−1
N∑
i=1
E
(
Xli(X
j
i
)T−Xli(X¯
j)T−X¯l(X
j
i
)T+X¯l(X¯ j)T
)
= Rl− j.
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Moreover, it is well known that the stationary Gaussian
process is ergodic. Thus,
lim
N→∞
X¯ j = lim
N→∞
1
N
N∑
i=1
X
j
i
= E(X
j
i
) = µ, a.s.,
lim
N→∞
1
N−1
N∑
i=1
Xli(X
j
i
)T =E
(
Xli(X
j
i
)T
)
=Rl− j + µµ
T , a.s.
Substituting them into (18), we derive (34). 
Theorem 4. Suppose Assumption 1 holds and N is suf-
ficient large, then the optimal weight ~a∗
W
maximizing
β(~aW) of Problem 1 satisfies
a∗j = a
∗
W− j+1, 1 ≤ j ≤ W. (36)
Proof. According to Proposition 3, when N is suffi-
ciently large, we almost surely have
Tl, j =
{
ξTq Σ˜
−1
W
(
Rl− j − Rl+1− j
)
Σ˜−1
W
ξq, l < W,
1, l = W,
where T is short for T (~aW), such that
T (~a∗W)~a
∗
W = b.
Following R−l = R
T
l
, it can be seen that
Tl, j = Tl+1, j+1, l < W − 1, j < W,
Tl, j = −T j−1,l, l ≤ W − 1, j ≤ W.
Denote A\l\∅ and A\∅\ j as the matrices obtained from
A by deleting the lth row and jth column, respectively.
Then, T\W\∅ ∈ R
W−1×W has the following form
T\W\∅ =

−t1 t1 t2 · · · tW−2 tW−1
−t2 −t1 t1 t2
. . . tW−2
−t3 −t2 −t1 t1
. . .
...
...
. . .
. . .
. . .
. . . t2
−tW−1 · · · −t3 −t2 −t1 t1

,
where tl = ξ
T
q Σ˜
−1
W
(R−l − R1−l) Σ˜
−1
W
ξq. Define cen(A) ∈
Rm×n as the centrosymmetry of a matrix A ∈ Rm×n,
namely, [cen(A)]l, j= [A]m−l+1,n− j+1. It can be easily veri-
fied that the operator cen() has the following properties:
cen (cen(A)) = A, cen(−A) = −cen(A). (37)
Besides, if A is a square matrix, then we have |cen(A)| =
|A|. Moreover, if A is centrosymmetric, that is to say,
cen(A) = A, then we have
cen(A\∅\ j) = A\∅\n− j+1. (38)
Note that [T\W\∅]l, j = −[T\W\∅]W−l,W− j+1, i.e.
cen(T\W\∅) = −T\W\∅. According to (37) and (38),
we have
cen(T\W\ j) = −T\W\W− j+1. (39)
Thus,
|T\W\ j| = | − cen(T\W\W− j+1)| = (−1)
W−1|T\W\W− j+1|.
Since T (~aW) is nonsingular for any weight vector
~aW , 0W , similar to the Cramer’s rule, we have ~a
∗
W
=
T −1(~a∗
W
)b = |T (~a∗
W
)|−1adj
(
T (~a∗
W
)
)
b. Then
a∗j = (−1)
W+ j|T (~a∗W)|
−1|T\W\ j(~a
∗
W)|
= (−1)2W− j+1|T (~a∗W)|
−1|T\W\W− j+1(~a
∗
W)| = a
∗
W− j+1,
which completes the proof. 
4.4. Further results in several special cases
Note that Theorem 2 only gives the necessary condi-
tions. Nevertheless, in some special cases, we can fur-
ther find necessary and sufficient conditions, and deter-
mine the optimal weight exactly.
Proposition 4. If ~a∗
W
meets (16) and makes the strict in-
equality in (17) hold, then it is the optimal weight max-
imizing β(~aW) of Problem 1.
Proof. According to [40], when ~a∗
W
meets the first-order
necessary conditions (16), the second-order sufficient
conditions for ~a∗
W
to be a maximum point (rather than
a minimum or saddle point) are: the leading principal
minors ofH(~a∗
W
) of order k+1 (k=2, 3,· · ·,W) have sign
(−1)k. By following Theorem 2, we obtain this proposi-
tion. 
Proposition 5. For the optimal weight ~a∗
W
maximizing
β(~aW) of Problem 1, we have
2β(~a∗W) = γˆ
W
l,: (~a
∗
W)~a
∗
W , 1 ≤ l ≤ W. (40)
Proof. It follows from (26) that∥∥∥S˜ −1/2
W
ξq
∥∥∥2 = ξTq S˜ −1W (~aW ⊗ Ip)T ΓˆW (~aW ⊗ Ip) S˜ −1W ξq
=
(
~aW ⊗ S˜
−1
W ξq
)T
ΓˆW
(
~aW ⊗ S˜
−1
W ξq
)
= ~aTW
(
IW ⊗ S˜
−1
W ξq
)T
ΓˆW
(
IW ⊗ S˜
−1
W ξq
)
~aW = ~a
T
W γˆ
W~aW .
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Note that we have γˆW
l,:
(~a∗
W
)~a∗
W
= γˆW
l′ ,:
(~a∗
W
)~a∗
W
from (16).
Thus,
2β(~a∗W) =
∥∥∥S˜ −1/2
W
(~a∗W)ξq
∥∥∥2 = (~a∗W)T γˆW (~a∗W)
= (~a∗W)
T [γˆW:,l (~a
∗
W), · · · , γˆ
W
:,l (~a
∗
W)]~a
∗
W = (~a
∗
W)
T γˆW:,l (~a
∗
W).
The last equality is because 1T
W
~a∗
W
= 1. Then by follow-
ing (γˆW
:,l
)T = γˆW
l,:
, we obtain (40). 
Theorem 5. When process data are independent, R0
is nonsingular and N is sufficiently large, the optimal
weight ~a∗
W
maximizing β(~aW) of Problem 1 is uniquely
determined as
a∗1 = a
∗
2 = · · · = a
∗
W = 1/W. (41)
Proof. When process data are independent, we have
Rl = 0, ∀l , 0. By following the proof of Theorem 4,
when N is sufficiently large, we almost surely have
T (~aW) =

t0 −t0 0 · · · 0
0 t0 −t0
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 t0 −t0
1 · · · 1 · · · 1

, (42)
where t0 = ξ
T
q Σ˜
−1
W
R0Σ˜
−1
W
ξq > 0. Note that
|T (~aW)| = W(t0)
W−1, |T\W\ j(~aW)| = (−1)
W− j(t0)
W−1.
Thus, a∗
j
= (−1)W+ j|T (~a∗
W
)|−1|T\W\ j(~a
∗
W
)| = 1/W. Then,
Σ˜W (~a
∗
W
) = 1
W
R0. Substituting them into (19), we have
Hˆl,l′(~a
∗
W
) → Hl,l′(~a
∗
W
) = 4Wϑ − W2ϑδll′ almost surely
when N is sufficiently large, where ϑ = ξTq R
−1
0
ξq. Thus,
∣∣∣∣Hk(~a∗W)∣∣∣∣ =
∣∣∣∣∣∣ 0 1Tk1k −(W2ϑ)Ik
∣∣∣∣∣∣ = k(−1)k(W2ϑ)k−1.
Following Proposition 4, (41) is the optimal weight. 
Remark 6. Theorem 5 explains why the MA scheme
with equal weight is always adopted in FD tasks where
samples are assumed to be independent, such as in
[21, 22, 25, 42].
Theorem 6. When p = 1, suppose Assumption 1 holds,
then the optimal weight ~a∗
W
maximizing β(~aW) of Prob-
lem 1 is uniquely determined as
~a∗W = Aˆ
−1b, (43)
where
Aˆl, j =
{
Rˆl j − Rˆ(l+1) j, l < W,
1, l = W.
(44)
Proof. When p = 1, we have ξq = 1, and S˜W (~aW) is a
scalar. Thus, (16) degenerates into linear equations with
unique solutions (43). It follows from Proposition 5 that
2β(~a∗W) = S˜
−1
W (~a
∗
W) = γˆ
W
l,: (~a
∗
W)~a
∗
W , 1 ≤ l ≤ W. (45)
Multiplying both sides by S˜ 2
W
(~a∗
W
) and following (27),
we obtain S˜W (~a
∗
W
) = ΓˆW
l,:
~a∗
W
. Substituting it into (19),
we have
Hˆl,l′ (~a
∗
W) = 4S˜
−1
W (~a
∗
W) − S˜
−2
W (~a
∗
W)Rˆll′ ,
and thus,
∣∣∣∣Hk(~a∗W)∣∣∣∣ =
∣∣∣∣∣∣ 0 1
T
k
1k S˜
−2
W
(~a∗
W
)Γˆk
∣∣∣∣∣∣
= (−1)k
(
S˜ 2W (~a
∗
W)1
T
k (Γˆ
k)−11k
) ∣∣∣S˜ −2W (~a∗W)Γˆk∣∣∣ .
Note that S˜W , Γˆ
k are positive definite, then
(−1)k
∣∣∣∣H k(~a∗W)∣∣∣∣ > 0, k = 2, 3, · · · ,W.
Following Proposition 4, (43) is the optimal weight. 
Theorem 7. When W = 2, suppose Assumption 1 holds
and N is sufficiently large, then the optimal weight ~a∗
W
maximizing β(~aW) of Problem 1 is uniquely determined
as
a∗1 = a
∗
2 = 1/2. (46)
Proof. When W = 2, (46) can be derived directly from
Theorem 4. When N is sufficiently large, we have
hˆl(~aW)→ hl(~aW) = Σ˜
−1/2
W

W∑
j=1
a j(Rl− j + R
T
l− j)
 Σ˜−1W ξq.
Note that whenW = 2, we have h1(~a
∗
2
) = h2(~a
∗
2
). Thus,
∣∣∣∣H k(~a∗2)∣∣∣∣ =
∣∣∣∣∣∣ 0 1Tk1k −γˆk
∣∣∣∣∣∣ = (−1)k (1Tk (γˆk)−11k) |γˆk|.
Following Proposition 4, (46) is the optimal weight. 
Remark 7. Note that the derived weights (41), (43) and
(46) are optimal regardless of the direction of IFs in
these three cases, respectively.
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4.5. Selection of the window length
One drawback of introducing a time window is that
it causes detection delays. Generally speaking, an over-
large window length may incur serious detection delays.
As a result, we suggest choosing the smallest window
length that guarantees the detection of IFs.
Theorem 8. For the WMA-TCC with W ≤ W# and a
given significance level α, the qth IF is guaranteed de-
tectable (G-detectable) if and only if
β(~a∗
W#
) f 2q > 2δ
2. (47)
Then the window length W can be chosen such that
W# ≥ W ≥ W∗, where
W∗ = argmin
W
β(~a∗W) f
2
q > 2δ
2. (48)
Proof. Note that β([~a∗
W−1
; 0]) ≤ β(~a∗
W
). Thus, we can
conclude that when W ≤ W#, the maximum of β(~aW)
achieves with W = W# and ~aW = ~a
∗
W
. Then, this theo-
rem holds according to Theorem 1. 
In practice, IFs’ parameters may not be know ex-
actly, but in most cases lower bounds of fault param-
eters are available through expert knowledge or ana-
lyzing historical data and operating conditions. Denote
f˜q, τ˜
r
q−1
, τ˜oq, τ˜
r
q as the lower bounds of fq, τ
r
q−1
, τoq, τ
r
q, re-
spectively. Then we have the following corollaries.
Corollary 1. For the WMA-TCC(W) and a given sig-
nificance level α, when W ≤ W˜# , min{τ˜r
q−1
, τ˜oq, τ˜
r
q},
the qth IF is guaranteed detectable (G-detectable) if
IF(ξq, f˜q, τ˜
r
q−1
, τ˜oq, τ˜
r
q) is guaranteed detectable.
Proof. Directly derived from Theorem 1. 
Corollary 2. For the WMA-TCC with W ≤ W˜# and a
given significance level α, the qth IF is guaranteed de-
tectable (G-detectable) if
β(~a∗
W˜#
) f˜ 2q > 2δ
2. (49)
Then the window length W can be chosen such that
W˜# ≥ W ≥ W˜∗, where
W˜∗ = argmin
W
β(~a∗W) f˜
2
q > 2δ
2. (50)
Proof. Directly derived from Theorem 8 and Corollary
1. 
Remark 8. A PF can be viewed as an IF with infinite
active duration. Thus, all the above analyses, includ-
ing all the theorems, propositions and corollaries, are
applicable to PF by setting τr
q−1
, τoq, τ
r
q → ∞.
5. Simulation studies
In this section, two simulation examples are used to
demonstrate the efficiency of the WMA-TCC, by com-
paring with existing static and dynamic MSPM meth-
ods.
5.1. A numerical example
A multivariate AR(1) process model used in the orig-
inal DPCA literature [27] is employed here to illus-
trate the effectiveness and efficiency of the developed
method, in comparison with several well-known meth-
ods. The process model under normal operating condi-
tions is
zk =
[
0.118 −0.191
0.847 0.264
]
zk−1 +
[
1 2
3 −4
]
uk−1,
yk = zk + vk, (51)
where u is the correlated input:
uk =
[
0.811 −0.226
0.477 0.415
]
uk−1 +
[
0.193 0.689
−0.320 −0.749
]
wk−1.
According to [27], the noises w and v are zero means,
and follow Gaussian distribution with variance 1 and
0.1, respectively. Both u and y are measured so that
we can form the process data as Xk = [yk; uk].
Both 5000 sets of 10 consecutive observations (train-
ing samples) and 800 consecutive observations (test
samples) are generated according to (51), and intermit-
tent process faults are subsequently introduced in the
test dataset since sample 401. The first 400 test sam-
ples are used to calculate false alarm rates (FARs) of
different methods. The introduced IFs have an additive
form as modeled by (11) with the fault direction ξq =
[0.0319,−0.2740, 0.9611,−0.0098]T, the lower bound
of each fault magnitude f˜q = 0.42, the lower bound of
each fault active and inactive duration τ˜oq = 15, τ˜
r
q = 20.
The actual fault magnitude, fault active and inactive
duration are all generated randomly according to their
lower bounds and are shown in Fig. 2 with a black line
(the Y-axis shows the fault magnitude multiplied by 2.3,
and the X-axis shows the fault active and inactive dura-
tion).
Training samples are used to determine the optimal
weight vector and the significance level α is set as
0.01. Then, we can conclude that the introduced IFs
are guaranteed detectable by the WMA-TCC with win-
dow lengthW ∈ [10, 15], according to Theorems 1 and 8
and Corollary 2. The WMA-TCC with window length
W=10 is given in Fig. 3 with a red line. To demonstrate
11
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Figure 2: IFD results using different methods in the numerical simu-
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Figure 3: IFD using the WMA-TCC and MA-TCC with window
length W =10 in the numerical simulation.
the importance of employing an optimal weight vector,
theWMA-TCCwith equal weight scheme, denoted here
as MA-TCC, with window length W = 10 is also given
in Fig. 3 for comparison. It is noted that the MA-TCC
fluctuates around its control limit whereas the WMA-
TCC goes beyond its control limit clearly. This phe-
nomenon can be explained by Theorem 1, which says
that the introduced IFs are not guaranteed detectable by
theMA-TCC(10). Overall, their detailed IFD results are
given in Fig. 2 with blue and red lines, respectively.
Several static and dynamic MSPM methods are used
here to show their limitations on dealing with IFs. An-
other 50000 consecutive observations are generated ac-
cording to (51) as training samples for these MSPM
methods. The traditional PCA and its MA-based exten-
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Figure 4: IFD using PCA-based and MA-PCA-based (W=10) control
charts in the numerical simulation.
sion (i.e., the MA-PCA [22]), are selected as the repre-
sentatives of static MSPM methods. For PCA and MA-
PCA models, the cumulative percent variance (CPV)
criterion says that three PCs should be chosen, which
account for more than 95% of the variance in origi-
nal variables. The MA-PCA-based T 2 and Q statistics
with window length W = 10, denoted here as PCA-
based T¯ 2(10) and PCA-based Q¯(10), are utilized for
comparison. The PCA-based and MA-PCA-based con-
trol charts of the test data are given in Fig. 4. More-
over, their detailed IFD results are given in Fig. 2 with
yellow and green lines, respectively. It can be seen
that traditional PCA is inefficient for IFs and the MA-
PCA has an unacceptable high FAR (11%). This high
FAR is expected since several studies [27–29] have al-
ready indicated that monitoring autocorrelated data us-
ing static MSPM methods tends to produce excessive
false alarms.
As for dynamic MSPM methods, we select DPCA
[27] as their representative in this subsection, because
the simulation model (51) was first introduced therein.
According to [27], the time lag is determined as l = 1,
and five PCs are chosen for the DPCA model. The
DPCA-based T 2 and Q statistics of the test data are
given in Fig. 5. Moreover, their detailed IFD results are
given in Fig. 2 with solid and dashed cyan lines, respec-
tively. It is obvious that the IFD performance of both
statistics is far from satisfactory. For further compari-
son, the time lag is chosen as l = 9, so that the same
number of samples with WMA-TCC(10), i.e., 10 sam-
ples, can be utilized to detect IFs at each time instance.
According to the CPV criterion, twelve PCs should be
chosen for the DPCA model at this time, which account
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Figure 5: IFD using DPCA-based control charts with time lag l = 1
and l = 9 in the numerical simulation.
for more than 99% of the variance in original variables.
The DPCA-based T 2(l = 9) and Q(l = 9) statistics of
the test data are given in Fig. 5, along with their de-
tailed IFD results given in Fig. 2 with solid and dashed
magenta lines, respectively. It can be seen that the IFD
performance is still unsatisfactory.
To appreciate the performance of different methods,
their IFD results are shown together in Fig. 2. It is
noted that only WMA-TCC goes beyond its control
limit clearly when an IF occurs. By contrast, the others
all tend to fluctuate around their corresponding control
limits. Thus, it can be seen that the developed method
shows the best IFD performance among several static
and dynamic MSPM methods.
5.2. The CSTR process
In this subsection, a continuous stirred tank reactor
(CSTR) simulation is utilized to demonstrate the effec-
tiveness and efficiency of the proposedmethods through
comparative studies. The CSTR process can be de-
scribed by the following differential equations
dCA
dt
=
q
V
(CAf −CA) − k0 exp
(
−
E
RT
)
CA + v1, (52)
dT
dt
=
q
V
(T f − T ) −
∆H
ρCp
k0 exp
(
−
E
RT
)
CA +
UA
VρCp
(Tc − T ) + v2,
whereCA, T, Tc, q,CA f , T f are the outlet concentration,
reactor temperature, cooling water temperature, feed
flow rate, feed concentration and feed temperature, re-
spectively. v1 and v2 are independent Gaussian white
noises. The measured variables are [CA, T, Tc, q]
T,
where [CA, T ]
T are controlled variables with nominal
values, and [Tc, q]
T are manipulated variableswith feed-
back control. More detailed descriptions of the CSTR
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Figure 6: IFD results using different methods in the CSTR process.
process can be found in [43], where the settings of the
process, including system parameters and conditions as
well as controller information, are also given therein.
Different from most existing literature that always sets
the sampling interval as 1min (in this situation, pro-
cess data are nearly independent), we choose the sam-
pling interval as 3s here because of the higher sam-
pling frequency requirement for capturing IFs. Note
that shortening the sampling interval results in autocor-
related process data.
The unmeasurable feed temperature T f is a main dis-
turbance in the process, and has been used by many
studies [44, 45] to evaluate different FDmethods. In this
simulation, intermittent increases of feed temperature
T f are introduced since sample 401, with a lower bound
of each fault magnitude f˜q = 2.5K, a lower bound of
each fault active, and inactive duration τ˜oq= τ˜
r
q=10 sam-
pling times, i.e., 30s. The first 400 samples are used to
calculate FARs of different methods. A total of 700 con-
secutive observations are collected as test samples. The
actual fault magnitude, fault active and inactive dura-
tion are all generated randomly according to their lower
bounds and are shown in Fig. 6 with a black line (the Y-
axis shows the fault magnitude multiplied by 0.45, and
the X-axis shows the fault active and inactive duration).
According to the process model (52), T f directly
affects the reactor temperature T . However, since T
is controlled by manipulating the cooling water tem-
perature Tc, when T deviates from its nominal value,
Tc is immediately adjusted to compensate the change.
In this way, the entire process is always under con-
trol, rendering the system parameters and conditions un-
changed. Therefore, when intermittent disturbances of
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Figure 7: Measured CSTR process variables with intermittent distur-
bances in the feed temperature T f .
T f occur, CA, T, q are still around their set-point values,
whereas Tc exhibits intermittent biases instead. This
phenomenon is also shown in Fig. 7, where collected
process data with intermittent disturbances in T f are
plotted and the gray shadows represent the active du-
ration of IFs. Moreover, note that the correlations (au-
tocorrelation and cross-correlation) of process variables
in this scenario remain unchanged. This can be seen
from (52) that time constants ofCA, T are irrelevant with
T f , Tc. As a result, the introduced intermittent distur-
bances in T f can be well modeled by (11) with fault
direction ξq= [0, 0, 1, 0]
T .
Five thousand sets of 10 consecutive observations are
collected under normal conditions as training samples,
which are subsequently utilized to determine the opti-
mal weight vector and the control limit with signifi-
cance level α = 0.01. Then, we can conclude that the
introduced intermittent disturbances in T f are guaran-
teed detectable by the WMA-TCC with window length
W = 10, according to Theorems 1 and 8 and Corollary
2. Several well-known static and dynamicMSPMmeth-
ods are also employed here for comparison. The Maha-
lanobis distance D (also known as the global Hotelling’s
T 2 test) [2], and its MA-based extension [22] with win-
dow length W = 10, i.e., D¯(10), are chosen as repre-
sentatives of static MSPM methods. As for dynamic
MSPM methods, CVA is chosen as their representative.
Another 50,000 consecutive observations are collected
under normal conditions as training samples for these
MSPM methods.
The WMA-TCC(10), D(1) and D¯(10) control charts
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Figure 8: IFD using WMA-TCC, Mahalanobis distance and MA-
Mahalanobis distance in the CSTR process.
of the test data are given in Fig. 8. Moreover, their de-
tailed IFD results are given in Fig. 6 with red, magenta
and blue lines, respectively. It can be seen that the D(1)
statistic is inefficient for IFs. While the traditional MA
technique can indeed improve the statistics’ sensitivity
to IFs, it causes an unacceptable high FAR (10.25%)
when process data are autocorrelated, and consequently
invalidates the online monitoring approach. By contrast,
the proposed WMA-TCC goes beyond its control limit
clearly when IFs occur, and the FAR is consistent with
its theoretical value, i.e., less than 1%. As for the CVA
model, according to [46], the number of time lags for
past (p) and future ( f ) observations is determined using
autocorrelation analysis on the training samples. For
the simulation, it has been found that three time lags are
the maximum, after which autocorrelations become in-
significant for the summed squares of all measurements
as well as for all the process variables, at 99% confi-
dence level. Thus, we set p = f = 3. In addition,
the number of states is chosen as four according to the
dominant singular value (SV) method (to find the point
where a “knee” appears in the SV curve). The CVA-
based T 2,Q,D statistics [46] of the test data are given in
Fig. 9, and their detailed IFD results are given in Fig. 6
with yellow, cyan and green lines, respectively. The IFD
results indicate that CVA also has limitations on dealing
with IFs. The time lags of CVA are chosen only based
on system dynamics without taking the characteristics
of IFs into account, resulting in a lack of sensitivity to
IFs of the method.
Finally, to appreciate the performance of different
methods, their IFD results are shown together in Fig. 6.
It is noted that only WMA-TCC alarms continuously
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Figure 9: IFD using CVA-based control charts in the CSTR process.
when an IF occurs. By contrast, the others all tend
to alarm sporadically, and thus behave more like false
alarms. Overall, it can be seen that the developed
method shows the best IFD performance among the
static and dynamic MSPM methods being compared.
6. Conclusion and future perspective
In this paper, a weighted moving average (WMA)
scheme has been combined with the Hotelling’s T 2
statistic to form a WMA T 2 control chart (WMA-TCC).
Compared with static MSPM methods such as PCA,
WMA-TCC employs a time window and an optimal
weight vector to improve its detection capability for
IFs that always manifest themselves as repeated small
and short fluctuations. Compared with traditional MA-
based methods such as MA-PCA, WMA-TCC over-
comes the problem of producing excessive false alarms
when data exhibit autocorrelation, because it does not
assume data to be independent. Moreover, WMA-
TCC can use the correlation (autocorrelation and cross-
correlation) information to increase its sensitivity to IFs
by finding an optimal weight. Compared with dynamic
MSPM methods such as DPCA and CVA, WMA-TCC
selects the window length considering the characteris-
tics of IFs, i.e., the fault duration and magnitude, and
then gains additional sensitivity to IFs by optimizing its
weight.
Existence of the optimal weight has been proven with
the help of the Brouwer fixed-point theory and an it-
eration process to obtain the optimal weight has been
provided. These ensure that the optimal WMA-TCC
is implementable in real applications. Moreover, we
have found that the optimal weight possesses a sym-
metry structure, and an equal weight scheme is opti-
mal when data exhibit no autocorrelation. This veri-
fies the optimality of existing MA-based MSPM meth-
ods when applied to independent data. The proposed
method has been evaluated using a numerical example
and the CSTR process. Simulation results have shown
that for IFs with same direction, magnitude and du-
ration, the compared methods, including several well-
known static and dynamic MSPM methods, fail to de-
tect them whereas WMA-TCC succeeds in detecting
them.
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