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Abstract
To address the demand for high bandwidth data transmission over tele-
phone transmission lines, International Telecommunication Union (ITU)
has recently completed the fourth generation broadband (4GBB) copper
access network technology, known as G.fast.
Throughout this thesis, extensively investigates the wired broadband
G.fast coding system and the novel impulsive noise reduction technique
has been proposed to improve the performance of wired communications
network in three different scenarios: single-line Discrete Multiple Tone
(DMT)- G.fast system; a multiple input multiple-output (MIMO) DMT-
G.fast system, and MIMO G.fast system with different crosstalk cancel-
lation methods. For each of these scenarios, however, Impulsive Noise
(IN) is considered as the main limiting factor of performance system.
In order to improve the performance of such systems, which use higher
order QAM constellation such as G.fast system, this thesis examines the
performance of DMT G.fast system over copper channel for six different
higher signal constellations of M = 32, 128, 512, 2048, 8192 and 32768 in
presence of IN modelled as the Middleton Class A (MCA) noise source.
In contrast to existing work, this thesis presents and derives a novel
equation of Optimal Threshold (OT) to improve the IN frequency do-
main mitigation methods applied to the G.fast standard over copper
channel with higher QAM signal constellations. The second scenario,
Multi-Line Copper Wire (MLCW) G.fast is adopted utilizing the pro-
posed MLCW Chen model and is compared to a single line G-fast system
by a comparative analysis in terms of Bit-Error-Rate(BER) performance
of implementation of MLCW-DMT G.fast system. The third scenario,
linear and non-linear crosstalk crosstalk interference cancellation meth-
ods are applied to MLCW G.fas and compared by a comparative analysis
in terms of BER performance and the complexity of implementation.
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Successive generations of digital subscriber line (DSL) technology combined with the
evolution from full copper architecture to fiber-to-the-home (FTTH) has brought
fiber closer to the customer and gradually shortened the remaining copper loop
[1]. The International Telecommunication Union (ITU) has recently established an
advanced xDSL technology which is considered as the fourth generation broadband
over copper communications infrastructure under the working name G.Fast, where
Fast means Fast Access to Subscriber Terminals [2].
One of the major benefits of DSL technology is the leverage of the existing
infrastructure of telephone networks to afford feasible broadband services. This
feature means a thorough understanding of the telephony environment is of vital
significance for the effective design and deployment of DSL technology [3]. The
investigation of the upcoming fast access to subscriber terminals (G.fast.) standard
is a niche research area and there is excessive scope for producing novel works in this
research area by combining G.fast coded system with signal processing techniques
such as equalization, Discrete Multiple Tone (DMT), channel estimation and MIMO,
and justify how this improves the quality of communications over copper and help
DSL modems to overcome the channel impairment such as path loss, fading, and
noise.
In this thesis, the fourth generation of broadband DSL technology over copper
will be examined in harsh environments caused by the impact of impulsive noise in
combination with signal processing techniques to improve the BER performance of
1
1.2 Aims and Objectives
G.fast system. The thesis begins with, an overview of the state of the art G.fast.
Then, we have designed the DMT G.fast coding system model on the Additive
White Gaussian Noise (AWGN) channel using six different cross QAM modulation
techniques of order 32,128,512, that can reach 215 QAM. And the BER is obtained
and compared for all QAM schemes. The proposed MLCW channel model is shown
in this work. We have consider a model for 2×2, 4×4, 8×8 and 16×16 MIMO con-
figurations of the G.fast copper channel system using high order QAM techniques.
Analogous to the MIMO in the wireless system, MLCW refer to same concept in
wired system. Throughout my thesis MLCW and MIMO refer to same concept and
can be used interchangeably. Furthermore, two well-known MIMO crosstalk de-
tection,linear and non-linear successive interference cancellation schemes. All these
techniques are evaluated and compared in terms of BER performance and complex-
ity criteria.
1.2 Aims and Objectives
The focus of this thesis is the fourth generation broadband system, abbreviated
as G.fast, with DMT modulation and concatenated Reed-Solomon(RS) and four-
dimensional trellis-coded modulation(4D-TCM) codes RS+4D-TCM. This concate-
nated coding system plus various signal processing techniques have been evaluated
to enhance the BER performance of G.fast system in the presence of impulsive noise
on wired copper channels. To achieve this, the following intermediate objectives are
addressed:
• To conduct a comprehensive review on the state of the art in DSL broadband
communications system.
• To investigate the different existing decoding algorithms such as RS , Viterbi
decoding and study methodologies to make them advantageous for impulsive
channels.
• To present a simulation analysis of the BER of G.fast coded systems on impul-
sive noise channels, where time-domain and frequency- domain IN cancellation
techniques are studied.
• Employ the well-known twisted pair cable models defined by Chen’s model
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with, an overview of near-end crosstalk (NEXT) and far-end crosstalk (FEXT)
interference.
• To examine the DMT-based G.fast coding system on MIMO channel with
Middleton class A noise. MIMO-DMT transmission methods are applied for
crosstalk interference cancellation. The computation complexity of interfer-
ence cancellation techniques required by each detector is estimated and tabu-
lated to provide a reasonable trade-off in the system.
1.3 Statement of Originality
The thesis contributions are focused on the BER performance of G.fast based on
the combined RS 4D-TCM coding systems in the presence of IN. The novelty of the
thesis is illustrates as follows:
• Chapter 3 presents the BER performance of the G.fast system over a copper
channel model for different six cross QAM modulation techniques of order
32,128,512, that can reach 215 QAM. Moreover, in this chapter, the perfor-
mance of G.fast in the presence of Middleton class A noise is studied. This
chapter improves on the performance of impulsive noise (IN) mitigation by
proposing and deriving a new threshold-calculation equation for the iterative
Zhidkov algorithm, which uses a fixed threshold value. A fair comparison of
the signal-to-noise (SNR) performance with an optimal threshold (OT) at dif-
ferent levels of IN using different values of impulsive Index A and the noise
ratio Γ, is presented.
• Chapter 4 validates the construction and verification of the proposed MLCW
G.fast channel model under the effect of IN. The Zhidkov algorithm using
the proposed optimal threshold is proposed as a solution to the IN impact.
The contribution of this chapter is a comparative analysis of the bit error
probability of a MIMO DMT G.fast system using, firstly, high–order QAM in
the presence of Gaussian noise only and the presence of Gaussian and impulsive
noise using the Zhidkov algorithm IN cancellation method.
• In chapter 5, the main novelty is implementing a robust MIMO communication
system that can mitigate the impact of FEXT which is the dominant limiting
3
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factor on the performance of the twisted-pair based access networks. Then,
a performance comparison of linear and non-linear detection techniques are
analysed for various MIMO system configurations such as the 4 × 4, 8 × 8,
16×16, using high order M-QAM, 32QAM , 128QAM and 512QAM . Finally,
the complexity comparison of crosstalk detection techniques is presented to
offer a trade-off between the optimal performance and the reduced complexity
implementation.
1.4 Thesis Outline
The thesis is configured as follows:
Chapter 2 begins by providing a theoretical background and literature review
of the main aspects that are dealt with in this thesis. Accordingly, a historical
overview of the copper access technologies, introduction of coding systems RS and
TCM, Middleton’s noise model and the state-of-the-art of the fast access to sub-
scriber terminals (G.fast standard) is given. In addition, a general concept of the
copper channel models and MIMO system model of wired broadband communication
networks is presented.
In chapter 3, a G.fast system model and the encoding and decoding procedures
for concatenated RS + 4D − TCM in the presence of Middleton class A impulsive
noise are presented. This chapter, gives an overview of the Middleton class A noise
channel and the BER performance analysis of the G.fast system on additive Middle-
ton class A noise. Accordingly, a performance comparison between three different IN
cancellation methods, Clipping, Blanking, and Zhidkov’s algorithm with Middleton
Class A impulse noise is presented to investigate the effect of IN on a G.fast sys-
tem. Finally, an optimal threshold expression is evaluated and applied to Zhidkov’s
algorithm to accomplish the optimal simulation results of the BER performance of
IN cancellation in the frequency domain.
Chapter 4 considers the proposed MIMO copper channel model and explains it in
detail with a pair of direct lines, combined with the far-end cross talk (FEXT) effect
between the pair of direct lines. Furthermore, a performance analysis comparison
between single-line and MLCW G.fast system is introduced. Here different MIMO
configurations such as 2×2, 4×4, 8×8, 16×16 are modelled to show the impact in
terms of SNR by increasing the number of twisted copper pairs in the same binder
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over a 1×1 configuration. An outline of IN cancellation methods for a MIMO G.fast
system is studied in this chapter which is used here as a solution to IN mitigation.
Finally, the BER is obtained and compared for all MIMO system configurations
and it is observed that a significant performance enhancement is provided which
mitigates the impact of Middleton Class A noise.
Chapter 5 focuses on studying the behaviour of the MIMO-DMT G.fast system
by using linear and non-linear crosstalk cancellation methods under different envi-
ronments with and without the impact of Impulsive Noise(IN).Then, the effect of
increasing the order of cross QAM on the BER performance of the system is also
accomplished in this chapter.
Three different MIMO configurations 4× 4, 8× 8, 16× 16 with 32, 128 and 512
cross QAM constellations are used to calculate the BER performance comparison
between linear and non-linear MIMO cancelling schemes. Next, the computational
complexity for these detection techniques on different MIMO configurations are ex-
plained. Finally, it is clearly understood that the balance between the BER per-
formance and the complexity criteria can be accomplished by using the Succsesive
Interference SIC ZF and SIC MMSE as a MIMO detectors.
Chapter 6 presents the thesis conclusion and suggestions for upcoming investi-
gation in this field study.
1.5 Publications Related to the Thesis
1. I. Al-Neami, G. Al-Rubaye, M. Johnston and C. Tsimenidis, “Optimal thresh-
old calculation for improved impulsive noise mitigation in the frequency do-
main”, in Proc. IEEE 11th International Symposium on Communication Sys-
tems, Networks & Digital Signal Processing (CSNDSP), Budapest, 2018,pp.1-
5.
2. I. Al-Neami, C. Healy, M. Johnston and C. Tsimenidis, “Investigation into
Impulsive Noise Techniques for a G.fast System”, in Proc. IEEE 11th Inter-
national Symposium on Communication Systems, Networks& Digital Signal
Processing (CSNDSP),Budapest,2018, pp.1-5.
3. Israa Al-Neami, Ali J. Al-Askery, Martin Johnston, Charalampos Tsimenidis,
“Performance of Coded Multi-Line Copper Wire for G.fast Communications
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in the Presence of Impulsive Noise”, in Proc. International Conference on







Chapter 2 gives a general background and literature review on DMT based G.fast
coding systems in the presence of Impulsive Noise. The next sections will present
the basic principles of wired communication system using DMT techniques that are
employed in this work. Accordingly, a brief overview of wireline access network
technologies such as DSL will be introduced with DMT transmission technology.
Historical overview of the various generations of the most pertinent twisted pair
access technologies are shown in table 2.1 [4].
During the last three decades, two generation of broadband access systems were
employed:The first generation, is considered as the start of data communication
voice-band modems and it is based on integrated service digital networks(ISDN)with
data rates of 56kb/s that achieved by using a voice band bandwidth of only 3kHz
(developed by Bell Labs in 1958 [5]). And the second generation, which started with
the ADSL(asymmetric digital sub-scriber line)technology that overcomes the basic
limitation of the voice band channel by extending the bandwidth and shortening the
loops(< 5km). This gradual increase in bandwidth(up to 1.1MHz in ADSL1 and
ADSL2, and 2.2MHz in ADSL2plus)and loop distance led to increase the data rates
of the order of 10-20Mb/s [5], [4].
The very high speed DSL(VDSL) which is the third generation that provided




































































































































































































































































































































































2.2 Broadband Access Network
This chapter describes the fundamental theory behind the concatenated coding
method and the modulation used for G.fast. Furthermore, the concepts of copper
access models used with wired communications, Middleton’s Noise model, MIMO
G.fast and different models of MIMO Detectors are discussed. Finally, a survey on
previous works related to the systems are presented.
2.2 Broadband Access Network
Generally, the term broadband refers to high-speed data communications. Broad-
band targets numerous high-speed transmission technologies such as:





• Power Lines (PL)
However, the focus in this work will be on upcoming DSL technologies named
G.fast (fast access to subscriber terminals) standard system. Wired broadband
essentially means there is a physical connection to a physical location (a home or
business) through a cable. Mainly, DSL is one of Broadband wireline access networks
that targeted high speed internet services by providing a stable bandwidth to the
user. These targeted high services such as teleconferencing, e-mail, web browsing,
video-on-demand, voice over IP over the Copper telephone lines already installed
to homes and businesses [6]. The DSL transmission medium to user can be coaxial
cable, optical fiber, twisted pair, or hybrid of fiber and copper [7].
Traditionally, broadband or cable television services (CATV) is delivered via
coaxial cables which carry radio frequency signals. The fiber optic technology are
comprised of glass fiber strands over which electrical signals are converted to light
pulses (on/off) and then optical (light) pulses are sent through these glass fibers
around the diameter of a human hair. Another well-established network for wired
broadband is Broadband over Power Lines (BPL). Wired Broadband services also
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are delivered over the existing low- and medium-voltage electric power distribution
network.
2.3 Concept and Review of Twisted Pair Cable
Model
Alexander Graham Bell, the pioneer of telecommunications, invented the Copper
twisted pair cable in 1881, and which are still important in broadband access net-
works. During the end of the 19th century, the copper access network found their
way with the deployment of telephone lines. Each telephone line is composed of two
identical copper wires which are twisted together in order to decreases the electro-
magnetic leakage between lines [8].
The twisted pair cable is dedicated for the edge part of the telephone network
topology, where as particular the broadband access network are connect customers
to the central office or street cabinets and the remaining distance to the user is
joined with optical fibre transmission. Each twisted pair consists of two identical
copper wires, which are twisted together as a single circuit. The twisted pair cable
mainly relies on balanced signal circuit principle, where two wires have the same
conductor length and same impedance [8]. In particular, electromagnetic coupling
signals that increase continuously with frequency in DSL systems and then, the
twisting between each pair is not sufficient and all DSL systems have to cope with
the electromagnetic leakage between lines [9].
2.4 Modelling of Twisted Pair
Nowadays, there are two essential existing twisted pair models , the first is focused on
modelling of the primary line coefficients of series resistance R(f), series inductance
L(f), shunt capacitance C(f) and shunt conductance G(f) or their combination,
the longitudinal impedance ZS(f) and the shunt admittance YP (f), while the sec-
ond group estimates the secondary line coefficients of twisted copper pairs which
consist of the propagation constant γ(f) and the characteristic impedance Z0(f).
Essentially, attenuation constant α(f) is the most significant line frequency charac-
teristic which is considered as a real part of a propagation constant γ(f) besides the
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a phase constant β(f), which denotes the imaginary part of a propagation constant
γ(f) as given by [10], [11]:
γ(f) = α(f) + jβ(f) [dB/km, rad/km] (2.1)
Propagation delay measures the amount of the time required to spread a signal
from one end of the circuit to the other. While attenuation measures the amount of
energy, which is lost as a result of travelling the Electrical signals along the cabling
link. It is important to mention here that all of reference models which equivalent
in frequency domain, are exhibiting unrealistic (non-real) behaviours when applied
to studies in time domain.
In addition to providing an overview of modelling of twisted pair, in the sec-
tions a short review of the most well-known types of cable models; British Telecom
(BT), G.fast ITU-T G.9701, Simple Square Root and Chen Models are given. Par-
ticularly, the main motivation of these cable models is to achieve good accuracy
over the entire frequency range for numerous types of twisted pair cables whereas
keeping low complexity and low number of essential parameters. In this thesis, the
mathematical model named Chen’s model has been applied for the advanced XDSL
technology, G.fast. This model is exhibiting very useful presentation when imple-
mented in frequency domain-based computer simulations for performance evaluation
of twisted-pair [12]. These reference models have been explained briefly bellow.
2.4.1 British Telecom BT Model
The most often used model is a British Telecom model (BT). This model is based on
demonstrating of the primary line coefficients by using 13, 11 or 7 parameters in all.
The simplified versions of BT model with 11 or 7 parameters can be provided a less
complex but lower accuracy, while the full version of BT model with 13 parameters
is commonly suitable for frequency band up to tens or hundreds of MHz and is
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L(f) =
l0 + l∞ × ( ffm )
b




C(f) = c∞ + c0 × f−ce , [F/km],
G(f) = g0 × f ge , [S/km]. (2.2)
Where R(f), L(f), C(f), and G(f) are the primary line coefficients of series
resistance, series inductance, shunt capacitance and shunt conductance respectively.
Each one of 13 parameters in the equations above, r0C , aC , r0S, aS, l0, l∞, fm, b,
c∞, c0, ce, g0 and ge, is pointed out separately one type of metallic cable.
2.4.2 G.fast ITU-T G.9701 Model (KPN)
The model presented in recently presented G.fast recommendation G.9701 is based
on modified KPN model, which is represented by the primary line coefficients, the
longitudinal impedance ZS(f) and the shunt admittanceYP (f) as given by:






















This model following the individual 9 parameters, LS∞, RS0,CP0,qs, qx, qY , qC ,wD
and ws, which is supplied accurate G.fast channel approximation as a minimum up
to 212 MHz. Nevertheless, this model is depended on the large number of parameters
which led to its overall complexity, and therefore not adopted in practice applications
[10], [12].
2.4.3 Simple Square Root Model
The simplest attenuation constant model is described by a square root of a frequency
√
f as given by:
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α(f) = k1 ×
√
f (2.5)
It is clear from above equation, the model is based only on k1 which is the
parameter specified individually for each type of metallic line and
√
f the simple
square root of frequency. It is able to provide a fast attenuation approximation for
selected type of twisted pair cables, particularly for UTP cat.5, 6 and 7 cables at
higher frequencies. So, unfortunately, such simplification is constrained and inaccu-
rate for star-quad telecommunication Type cables and cables with higher dielectric
constant. Therefore, it is not suitable for several types of metallic cables. Also,
make its practical application difficult: this is the reason behind the modification as
will be presented in the following section [12], [13], [10].
2.4.4 Chen Model
In the previous model, a fundamental limitations are that low accuracy for telecom-
munication cables using quad internal configuration as well as higher dielectric con-
stant. Due to that, simple square root model was not very accurate for star-quad
(the proportions of pairs) telecommunication type lines and cables with higher di-
electric constant.
To successfully deal with this difficulty, Chen [12], [13] advised a modification
of simple square root model by adding an additional mathematical term k2 × f for
simulating linear frequency dependence of attenuation as in:
α(f) = k1×
√
f + k2 × f (2.6)
This model became one of the most used twisted pair cable attenuation models.
This is due to the fact, Chen’s model typically provides adequate accuracy with
attenuation constant α(f) approximation over wide frequency band for numerous
types of telecommunication cables. Additionally, The validity of the model was
also provided through mathematical derivations presented by Acatauassu et al. [11],
where the causality of the model was also corrected and a modification was proposed
by adding a phase constant β(f) to be suitable with time domain application in the
future.
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2.5 Wireline DMT Technology
For numerous years, DMT technique has been candidate for DSL systems. Over
wide-bandwidths, the DSL channel is frequency selective and has lengthy transmis-
sion bands. DMT technique, as well known as Orthogonal Frequency Division Mul-
tiplexing (OFDM) technique in the area of wireless communications can effectively
divide a broadband frequency selective channel into a large number of frequency-flat
narrowband sub-carriers (also known as tones or subchannels). On the other hand,
due to long transmission taps the frequency selective channel exhibits frequency de-
pendent attenuation and delay and as a result the transmission symbols are extended
and overlap each other. This influence is known as inter-symbol interference(ISI).
With a sufficient long cyclic prefix inserted in each symbol, the majority of the ISI
impact can be already removed [9].
Originally, ADSL presented in two versions before discrete multi-tone (DMT) was
selected for the first ITU-T ADSL standards, G.992.1 and G.992.2. ADSL and VDSL
are applicants for modern broadband access. Consequently, all today’s installations
of DSL are based on the DMT modulation structure [7]. G.fast uses a common
building block of DMT modulation scheme and is similar to the DSL technologies
such as ADSL/ADSL2. However in contrast to ADSL and VDSL2, G.fast uses
time division duplexing(TDD) rather than frequency division duplexing(FDD) to
separate upstream and downstream transmission [14]. Basically, the idea of DMT
system is to perform signal processing in the frequency domain where the data is
carried by N orthogonal subcarriers as showed in Fig. 2.1, G.fast uses n = 2048
carriers for the 106 MHz profile and n = 4096 carriers for the 212 MHz profile [14].
At the transmitter, a data stream is parallelized into K parallel symbols by the serial
to parallel (S/P) block. Typically, the symbols (also called subcarriers) are mapped
into complex values Cn according to an M-ary quadrature amplitude modulation
(QAM) where k is the subcarrier (subchannel) number, n = 0, 1, 2, ..., N − 1. It
should hereby be mentioned that DMT is a real modulation format that is the
modulated signal can be made real by imposing the Hermitian symmetry in the
frequency-domain signal [15], [16], [6]. More details about Hermitian symmetry will
be discussed in the next chapter, section 3.3.1.
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Figure 2.1: The block diagram of DMT transformation over copper channel
After that, each subcarrier is multiplexed and converted to a time-domain DMT








2N , k = 0, 1, ..., 2N − 1 (2.7)
where ck ia a real valued time domain signal which Followed by a cyclic pre-
fix effect. A cyclic prefix (CP) is appended to each time domain DMT symbol
before transmission to avoid ISI and to maintain effect of the FFT and keep the
channel estimation, equalization and time synchronization as simple as possible. At
the receiver side, the received signal is digitized by an analog-to-digital converter
(ADC). The digital signal is then time synchronized and converted from S/P before
being converted to a frequency-domain DMT symbol by fast Fourier Transforma-
tion (FFT). The CP is removed first, followed by FFT, and the signal is frequency
synchronized and equalized [15], [16], [6].
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2.6 FEXT and NEXT Crosstalk
The interfering crosstalk from adjacent copper twisted-pair in the broadband access
network is considered as one of the most impairments for high-speed DSL system.
This destructive crosstalk between neighbouring DSL systems arises from inherent
electromagnetic coupling between the twisted pair cables in the same copper access
binder. This crosstalk is classified as far-end crosstalk (FEXT) or near-end crosstalk
(NEXT) [9].
FEXT is the interference between upstream lines of different pairs or between
downstream lines of different pairs as seen in Fig. 2.2. FEXT depends on the
physical properties of the copper cable. The original signal at the transmitters
affected by the essential propagation loss of the cable and will be attenuated. In a
real network uses a worst case model, FEXT is consider as a function of the crosstalk
in the cable and the cable topology [2], [17]:
|HFEXT,99(f)|2 = Xfext.l. |H(f)|2 .f 2 (2.8)
where Xfext is a a scaling factor whose value depends on the characteristics of
the line, |H(f)|2 indicates the attenuation(insertion loss) of the line under Consid-
eration,and H(f) is the direct channel transfer function of the victim line. f is the
central frequency of the measured tone [Hz] and l is the coupling length of the dis-
turbing line [9]. Interestingly, studies in[3] have presented that the FEXT effect is
much stronger in short cables than in longer ones. The crosstalk originate from the
transmitters on the same end is referred to the near end crosstalk (NEXT) as shown
in Fig. 2.3. NEXT is thus interference between upstream lines and downstream
lines from different pairs [8], [9]. The transfer function for a 99 worst-case NEXT
channel is given as:
|HNEXT,99(f)|2 = Xnext.f 1.5 (2.9)
where Xnext is a constant. Particularly, the DSL lines are used in a multi-user
perception by involve a multi-user or cable binder channel considered as a multiple-
input multiple-output (MIMO) channel model. Here the cable binder which contains
N number of lines (i.e., users) equipped with DSL Transceivers. each wire pair (i.e.
tranceveier) of the cable binder employs DMT as the transmission technique with K
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independent parallel subchannels(tones) per line. A large electromagnetic couplings
occurs when large number of closely packed twisted pairs are in a typical binder,
which lead to significant “crosstalk” [18]. In chapter five, the FEXT impact in
detected MIMO-DMT transmission schemes is studied.
Figure 2.2: FEXT crosstalk in a copper cable binder for a 2×2 DSL network system
Figure 2.3: NEXT crosstalk in a copper cable binder for a 2×2 DSL network system
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2.7 Middleton Class A Distributions
Three statistical noise classes for non-Gaussian channels have been introduced by
Middleton. These models are; class A, class B, and class C. Middleton class A
was first introduced in 1977, which characterises narrowband noise, while class B,
that defines broadband noise. Class C, which is the sum of class A and B models.
Since Middleton class A is well known and important factor to describe the channel
behaviour in a communications environment, it will be introduced in details in this
section. [19,20].
Middleton class A distributions are commonly used to represent the impulsive



































The parameters σ2G and σ
2
I are the variances of Gaussian noise and impulsive noise,
respectively. Γ is the background to impulsive noise ratio parameter, which indicates
the strength of impulsive noise compared to Gaussian noise. A is the impulsive index,
which increases the impulsive behavior as it becomes larger that takes values 6 1
and becomes Gaussian when A is small. Fig. 2.4 illustrates the Middleton class A
noise PDF vs random variables for various values of A. It also compares AWGN
and the impulsive PDFs.
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Random Variable X


























Figure 2.4: PDF Middleton class A distribution.
For more detail about Middleton class A impulsive noise model, which is ex-
tensively studied and employed in the literature, please refer to chapter 4, and 5
and [21–26].
2.8 Impulsive Noise Cancellation Methods
Generally, various techniques for impulsive noise mitigation have been discussed in
the literature. An overview of simple nonlinearity techniques including blanking
and clipping is given in the following subsection. A frequency-domain method for
impulsive noise cancellation that was proposed by Zhidkov [6] is also described briefly
here.
2.8.1 Time Domain Methods
The function of these techniques is replacing the received time domain affected
samples before demodulation by either zero(nulling) or clipping these samples if the
peak exceeds a paticular threshold. These traditional approaches are based on the
time domain signal rk which received before the demodulation process using FFT,
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i.e., yk = f(rk).
yk =
 rk, |rk ≤ Tc|Tcejarg(rk), |rk > Tc| , k = 0, 1, 2, ..., N − 1. (2.13)
where Tc is the clipping threshold.
yk =
rk, |rk ≤ Tb|0, |rk > Tb| , k = 0, 1, 2, ..., N − 1. (2.14)
where Tb is the blanking threshold.
2.8.2 Frequency Domain Methods
Whereas traditional approaches for impulsive noise cancellation are employed in a
time domain before OFDM demodulation. Another approaches compensate impul-
sive noise in a frequency domain after OFDM demodulation and channel equalizer.
This method is discussed in widely overview, and Zhidkov Compensation Algorithm
is applied to DMT-based G.fast broadband system and its performance is considered
by means of simulation in section 3.3.4 in chapter 3.
2.9 Wireline Multi-Input Multi-Output
Employing more than one twisted pair as a binder at the receiver of the broadband
wired accesss networks has the potential of boosting coverage and capacity. Now a
whole cable binder is considered as a transmission channel with MIMO. The consid-
ered cable binder consists of n wire pairs and therefore a (n, n) MIMO transmission
system arises.
Fig. 2.5 illustrates a general block diagram of the wired communication sys-
tem with multiple transmitting lines Tx and multiple receiving lines Rx on copper
twisted pair channels. Here the multi-pair binder which contains U number of lines
(i.e. users) equipped with DSL Transceivers. each wire pair (i.e. tranceveier) of the
cable binder employs DMT as transmission technique with K independent parallel
subchannels (tones) per line.
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Figure 2.5: General block diagram of wired MIMO system .
In this case the received signal Rx can be calculated at each uth line is given by:
Rxk = HkTxk + wk (2.15)
where
• Txk = [Txk1, Txk2, ..., TxkU ]T is the transmitted signal vector on tone k for all N
users;
• wk = [wk1 , wk2 , ..., wkU ]T is the additive noise vector on tone k including the
extrinsic network impairment, e.g., impulse noise, radio frequency interference
(RFI), thermal noise and alien crosstalk
• Hk corresponds to a U × U is the MIMO channel matrix representing the
channel transfer functions on tone k.
In order to eliminate the effect of MIMO channel crosstalk there are several types
of channel estimations. [27–31]
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Figure 2.6: The flow chart of MIMO detection techniques
What can be clearly seen in Fig. 2.6 is the continual development of MIMO
detection techniques [32]. Detection methods are generally classified into two main
approaches, linear detectors such as Zero Forcing (ZF), Minimum Mean-Square-
Error Detector (MMSE), and non-linear detectors such as ZF, MMSE, and Max-
imum Likelihood Detector(ML). The two main approaches, linear and non-linear
currently being adopted in this research.
• Zero Forcing Detector (ZF)
ZF applies the inverse of the channel frequency response, and the weight matrix




where H is the frequency response of channel.
• Minimum Mean-Square-Error Detector (MMSE). The weight matrix Wmmse of
MMSE detector that is selected to minimize the mean error, can be estimated
as:
Wmmse = (HH
H + σ2I)hi, (2.17)
where I is the Nt×Nr identity matrix, H is the frequency response of channel
and σ2 is the variance of noise.
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• Maximum Likelihood Detector (ML)
ML detector is considered as the optimum non-linear detector for a MIMO
system. At the receiver, ML detector estimates the transmitted signal vector
xn from the received signal ym successfully based on the Subsequent minimum











where x̂i is the estimated transmitted signal.
ML provides optimal error performance but also it suffers from high complex-
ity. ML detector has an exponential complexity increases with MNt , where M
is the number of constellation size. For example, for 128-QAM and 4 transmit
antennas, a total of 1284= 268435456 comparisons per symbol should be exe-
cuted for each transmitted symbol. Consequently, for high modulation order
M which is considered with advanced 4th generation (4G) broadband commu-
nications targeting high data rate, ML becomes usefulness. Due to this, ML
has been already excluded in this work.
2.10 Introduction of Coding
Currently the demand for development of reliable communication and wireless sys-
tems is increasing [33]. Hence detection and correction errors in the information
that received over communication channels take in account. Therefore error control
coding is essential in communication system design for different applications [33]
and then, Channel coding supports the communication system designers to reduce
the effects of a noisy communication channel [34].
Since 1940s particular attention is paid to error control coding theory and now
being vastly used in communication systems. As clarified by Shannon in his paper
published in 1948 [35], there is a parametric quantity called the channel capac-
ity C that is a function of input output characteristics for each physical channel.
Shannon displayed that there exist error control codes such that arbitrary small
error probability of the data to be conveyed over the channel can be accomplished
as long as the data transmission rate is less than the capacity of the channel [34]
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, [35]. Performance value is generally determined by BER (Bit–Error-Rate) during
digital data transmission and storage processes. BER is explained with Number of
error bits/Number of total bits. Forward error correction coding can be classified
into two main types: linear block coding and convolution encoding. Reed-Solomon
codes derive below the class of linear block codes [34], [36]. An optimum design of
coding system is depended on a profound understanding of the channel and noise
environment [37].
A widely used channel encoding method is (Error Correcting Code) ECC, ECC
is belong to the method of transmitting information from a source to a destination
with minimum error. In this system, sequence of digital information data sent to an
encoder; the encoder adds a parity(redundant)bits, so a longer sequence of the coded
bits called a codeword. Then, the codeword is transmitted to a receiver. Finally,
the original data sequences are then recovered by a suitable decoder [34]. Fig. 2.7







Figure 2.7: A Generic Diagram of Typical Communication System with Channel
Coding.
2.10.1 Reed-Solomon code(RS):
RS codes are best for correcting both burst and random errors, so these are more
particularly used in digital communication and data storage systems. RS codes are
non-binary linear error correcting codes invented in paper by Irving Reed and Gus
Solomon On January 2, 1959 [34].
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2.10.1.1 Represantation of Reed-Solomon Code
The RS codes are represented as RS (n, k) with s-bit symbols, where n is the code
word length and k is the number of original data symbols. Number of parity symbols
can be considered by subtracting original data symbols from code word length which
is presented as n− k = 2t [39]. Fig. 2.8 depicts the representation of RS codeword.
This means that the encoder adds parity symbols to k data symbols of s bits each
and make an n symbol code word. There are n-k parity symbols of s bits each. A
Reed-Solomon decoder can correct up to t symbols that contain errors in a code






Figure 2.8: The general structure of RS codeword
The relationship between the symbol size, s, and the size of the codeword n, is
given by: n = 2s−1. For example, known a symbol size (s), the maximum codeword
length (n) for a Reed-Solomon code is n = 2s–1. For example, the maximum length
of a codeword with 7-bit symbols (s=7) is 127 symbols [34], [39].
2.10.1.2 Architectures of RS Encoder and Decoder
Reed-Solomon codes are based on a specialist area of mathematics known as Galois
fields or finite fields. A finite field has the property that arithmetic operations (+,-,
x, / etc.) on field elements always have a result in the field. A Reed-Solomon encoder
or decoder needs to carry out these arithmetic operations. These operations require
special hardware or software functions to implement [34], [40].
A Reed-Solomon codeword generation is responsibility of generator polynomial,
which has a unique Property that all valid codewords are accurately divisible by the
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generator polynomial:
g(x) = (x+ α)(x+ α2)(x+ α3)...(x+ α2t) (2.19)
= g0 + g1x
1 + g2x
2 + ...+ g2t−1x
2t−1 + x2t (2.20)
where α is a primitive element in GF (2m), and g0, g1, g2, . . . , g2t−1 are the co-
efficients from GF (2m) [34]. And the codeword c(x) is constructed using: c(x) =
g(x)m(x) where c(x) is the codeword polynomial, m(x) is message polynomial [39],
[34].
2.10.1.3 RS Encoder:
The 2t parity symbol p(x) is the remainder which is generated by dividing message
block with the generator polynomial and it is represented as:
p(x) = x2tm(x)modg(x) (2.21)
During RS encoding process, the RS codes are encoded by adding the parity
symbols at the end of k-symbols message m(x) which is together named codeword
c(x) as shown in figure below [41]:
c(x) = x(2t)m(x) + p(x) (2.22)
2.10.1.4 RS Decoder:
The RS decoder comprises of a digital circuits and processing components to adopt
the following steps [41]:
1. Syndrome calculations.
2. Finding the error location polynomial σ(x).
3. Find the error positions (the root of the polynomial).
4. Finding the error values.
5. Correct the received codeword r(x) with the error locations and value found.
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The syndrome accumulate is considered the first step in the decoding process, it
is done to verify if there is an error in the received codeword. The received codeword
r(x) is related to the codeword message c(x) which is transmitted and affected by
noise and error polynomial e(x) as:
r(x) = c(x) + e(x) (2.23)
The syndromes can be accumulated by substituting 2t roots of the generator poly-
nomial g(x) into r(x) and can be represented as below:
Si = r(αi), i = 1, 2, 3, ..., 2t
where α, α2, α3, ..., α2t are the roots of g(x) [41], [34].
According to an equation below: e(x) = ej1x
j1 + ej2x
j2 + ...+ ejvx
jh where e(x)is
the error polynomial, it is contains h ≤ t non-zero elements. It means that there are
h errors arises through the transmission process, placed at positions xj1 , xj2 , ..., xjh .
where 0 ≤ j1 < j2 < j3 < . . . < jh ≤ (n− 1). The index 1 refer to first error ,. . . , h
refer to hth error while the index j refer to error location. To correct the corrupted
the received codeword, error locations xji and error values eji should be determined.
The error location number can be defined as:
λl = α
jl where l=1,2,...,v.
Then, 2t syndromes can be accumulated by substituted αi into the received code-
word r(x) where i=1,2, . . . ,2t. Afterward, the roots of this polynomial is calculated
using Chien search algorithm. Finally, Forney algorithm is used to find the error
values. Hence the received codeword can be correct from the positions and values of
errors which are obtained from the above two algorithms by XORing with the error
vector.
2.10.2 Trellis Coded Modulation (TCM)
In communication systems, ECC reduces the power utilization by adding extra (re-
dundant ) bits to the transmitted signal. This procedure requires a high-order
modulation scheme, which requires a wider bandwidth and additional signal power
would be demanded to achieve the same BER level of system [42]. In order to obtain
improved reliability of a digital transmission environment without increasing trans-
mitted power or required bandwidth, TCM is applied to solve the conflict of value
efficiency between transmitted power and channel bandwidth [42]. Therefore, TCM
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is well suited to use as an attractive scheme that combining error correction cod-
ing with modulation in digital communication systems, in particular, the systems
having limitations in their transmission bandwidth requirements [43], [44] .
TCM first introduced by Ungerboeck in 1976 [45]. According to Ungerboeck,
channel coding and modulation techniques are merged by using high-order signal
constellations. Thereby, maximize the minimum Euclidean Distance(ED) between
signal codes. The key idea behind TCM is that channel coding and modulation are
joined together in order to achieve significant coding gain over uncoded modulation
without any bandwidth expansion requirement [46], [38]. As a result, channel cod-
ing and modulation are treated as a single entity in TCM scheme [47], [44]. The









                                  
 
                          
Figure 2.9: General digram of TCM coding system
It is importantly to note, as shown in Fig. 2.9 the TCM encoding system has
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the following input/output relationship: brl = v
r













and v0l represents the parity bit which is generated by the convolutional encoder.
Actually, the TCM system is separated into prominent parts: an encoder and a
mapper. The uncoded bits (vrl . . . v
k+1
l ) are used to choose one subset (partition) in
the constellation map which is segmented into 2r − k partitions as stated by Unger-
boeck’s set partitioning set principle [45]. Whereas the coded bits (vkl . . . v
0
l ) are
used to choose one of the 2k+1 points in a partition which is previously selected by
uncoded bits. Finally, the TCM symbol (vrl , . . . , v
k+1
l , . . . , v
0
l ) is mapped to a point
with specific amplitude and phase in the constellation map [38]. It is significantly
to mention that a memoryless mapper following the encoder creates a one-to-one
correspondence between the k+1 coded bits and a constellation with 2k+1 signals.
The particular mapping of the subset signals by coded bits is not particularly im-
portant [48].
2.10.2.1 Set Partitioning
In TCM, set partitioning is a significant process after convolutional encoder [42].
The basic to integrate modulation and coding method is to invent a current method
for mapping the coded bits into appropriate signal points so that the minimum
Euclidean distance is maximized. In 1982, Ungerboeck developed such method,
based on the principle of mapping by set partitioning [47], [49]. It is important to
remember that is to get the best TCM schemes, the set partitioning method follows
three Ungerboeck rules [42]:
• U1: parallel transitions are assigned members of the same partition;
• U2: neighboring transitions are assigned members of the next partition, i.e.
transitions stemming from, or merging into the same node;
• U3: make all the signals are used equally often.
According to the set partitioning rules, the M-ary constellation is sequentially par-
titioned into 2, 4, 8, . . . , 2(log2M)−1 subsets, with size M/2, M/4, M/8, . . . , 2 with
gradually larger minimum distances.
A set partitioning method of the 16-points QAM constellation is explained in
the Fig. 2.10 [49].
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Figure 2.10: Partitioning of the 16-points QAM constellation
In QAM constellation, each level of partitioning increases the minimum Eu-
clidean distance gradually by
√
2 [42]. In Fig. 2.10, the dmin between points in
the subsets is increased by at least a factor of
√
2 with each partitioning. In the
first partitioning, the 16-points constellation is partitioned into two 8-point subsets.
The square of the minimum Euclidean distance d increases to
√
2d from d. In the
second partitioning, each of the two 8-point subsets is subdivided into two subsets
of 4-point, and the square of the minimum Euclidean distance d is increased to 2d.
This process continues on the subsets until each subset has only two points, and the




In 1967 [50], Andrew Viterbi suggested a standard way to decode convolutional
codes and this became the Viterbi Algorithm. A critical feature of this algorithm is
the complexity of the decoding process grows linearly with the number of symbols
being transmitted, rather than exponentially with the number of the transmitted
30
2.10 Introduction of Coding
symbols.
According to Viterbi algorithm, if a codeword sequence of length K is transmit-
ted, and the received sequence r0, r1, ..., rk−1 is Detected at the output of the AWGN





The branch metrics to be used are obtained as follows: firstly, if there are no
parallel transitions then the branch in the trellis of the convolutional encoder used
for coding is labelled by signal x, so at discrete time i the metric associated with that
branch is calculated by |ri− x|2. While if there are presence of parallel transitions
(because of uncoded bits), the branches have labels x′, x′′, ... in the set x, then the
decoder selects the signal among x′,x′′ ,..., with the minimum distance from ri (this
is a “demodulation” process), then and based on the signal selected, the decoder
structures the metric that is minxiεx |ri− xi|2.
2.10.2.3 Multi-Dimensional Trellis Coding Modulation (TCM)
The performance improvement of TCM can be achieved by increasing the number
of states in trellis coding, this involves the number of shift registers which is used in
the convolutional code). On the other hand, the coding gain saturates at the higher
number of states (the increase of coding gain is more slowly). To solve this conflict
and accomplish higher coding gain, the constellation should be changed. Multi-
dimensional constellations signal model is presented in the TCM as an attractive
solution for this problem [51], [52]. The fundamental concept of multi-dimensional
TCM lies in the fact that it is increasing the number of symbols created in one process
period. Multi-dimensional signals can be transmitted as sequences of constituent
one (1-D) or two-dimensional (2-D) signals [47]. Hence 2K-D TCM methods are
considered, m bits are transmitted per integral 2D signal, and hence mK bits per
2K-D signal are transmitted.
Use of multidimensional constellations in TCM offers a number of advantages,
spaces with larger dimensionality have more room for the signals, which can accord-
ingly be spaced at larger Euclidean distances. Hence, an increased noise immunity
may achieved from the multidimensional constellation itself. An essential cost with
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1-D and 2-D constellations is that when the size of the constellation is doubled
over that of an uncoded scheme. The reason behind that lies in the fact that a
redundant bits which is generated through convolutional encoder are added every
signalling interval. The decoding process of multidimensional TCM begins with
comparing received N -dimensional point pairs then building the accrued error met-
ric for each states branch and path. As a primary step, the point in each of the
multidimensional subset that is closest to the received point is determined and es-
timate its linked metric (the squared Euclidean distance between the two points).
Fig. 2.11 shows the decoding process of 4-D TCM, it is illustrate how to get the







Find the closest 
point in first 2D 
subset 
Find the closest 
point in second 
2D subset 
Find the closest point in 
each 2D-subset  and its 
metric
Extend trellis paths and generate the final 
decision on the previously received 4D 
points
Figure 2.11: Decoding process of 4-D received point in 4-D TCM system
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On account of the way a multidimensional constellation is partitioned, the closest
point in each multi-dimensional subset and its linked metric may be achieved as
follows:
• Each received 2N -dimensional point is divided into a pair of N -dimensional
points;
• The closest point in each 2N -dimensional subset and its associated metric are
found based on the point in each of the N-dimensional subsets that is closest
to the corresponding received N -dimensional point;
• The previous procedure may be used iteratively to get the closest point in
each 2N-dimensional subset and its associated metric based on the closest
point in each of the basic 2D subsets and its associated metric. Based on
these metrics, Viterbi decoder will recover the original signal(i.e., the input of
the convolutional encoder) [42], [51], [53].
2.11 Concatenated Coding Schemes
As stated by Forney in 1966 [54], a ”concatenated” code is designed by combin-
ing two different codes, it works to encounter the obstacle of decoding complexity
by breaking the essential calculation into manageable sections. The concatenated
coding scheme proposed by Forney [54] is an error correcting coding scheme that ac-
complishes a significant immunity against noise and comparatively high coding gain
by using codes that are relatively easy to decode [55], [56]. Coding scheme using the
convolutional coding with Viterbi decoding for the inner code and the Reed-Solomon
(RS) code for the outer code is a special case of the general concatenated coding
scheme proposed by Forney. Fig. 2.12 below shows general concatenated coding
scheme [42].
An attractive approach of increasing coding gain in systems using TCM is by
concatenating the TCM codes with an outer Reed Solomon code [57]. In Fig. 2.13,
a Reed-Solomon block code and TCM code decoded with the Viterbi algorithm are
concatenated [58]. It is interesting to note that the concatenated coding system
using the 4-D TCM with Viterbi decoding for the inner code and the reed Solomon









Figure 2.12: General concatenated coding scheme
AWGN     
Data Out
RS Encoder TCM EncoderInterlever
RS Decoder De-Interlever TCM Decoder
Data In
+
Figure 2.13: Concatenated TCM+RS system scheme
2.12 Literature review
This section surveys previous work related to the DSL Broadband Access System
Networks. The survey covers the forth generation DMT-based G.fast standard over
copper channel in two different scenarios: single-line DMT based G.fast and MIMO
DMT based G.fast systems in the presence of impulsive noise.
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2.12.1 DSL Broadband Access System Networks Wireline
DMT Technology
The purpose of this section is to review recent research into the upcoming genera-
tions of broadband access network. The fast internet access and video on demand
services paved the way to 4th generation G.fast. In order to reach the target date
rates up to 1G/bs used with broadband services, the fourth-generation(G.fast)was
developed and specified in ITU-T G.9700 and G.9701 standards [59]. In which the
used frequency(spectrum)is extended to 106MHz and will expected to 212MHz. This
broadband system will be the interest of this thesis.
VDSL is being developed to work on high frequencies above ADSL and to meet
the rapid growing demand for higher data rates. In 2010, the vectoring is tak-
ing into account and led to creating a vectored VDSL2 which is reach the data
rates to 150Mb/s for upstream and downstream(US+DS)over short distance up to
1km [4], [60]. Vectoring technology suppresses crosstalk interference limitation and
enables VDSL2 rates to crosstalk-free rates. The vectored VDSL2 paved the way
to the fourth-generation G.fast [4], [61]. G.fast is a new standard from the Interna-
tional Telecommunication Union, which targets 1Gb/s over short copper loops using
frequencies up to 212MHz [4]. While gradually transitioning to FTTH architecture
network, many efforts and researches mainly resulted in hybrid fiber-copper archi-
tectural solutions(FTTx)used with broadband technologies [5], [59], [62], [63], [64],
[65], [33] as in Fig 2.14 [66].
In [33] G.fast-based FTTdp(Fiber To The distributed point)deployment is emerg-
ing and provide fiber-like speed (up to 1Gb/s). This work points out that strong
Far-End crosstalk(strong FEXT)is the key limiting factor in G.fast environment.
This explains the need to an approach which reduce the PSD(Power Spectral Den-
sity)of the transmitted signal to fillfull the Power Spectral Denisity(PSD)mask and
maximum Aggregate Transmit Power(ATP). This approach also discussed in [67].
The authors in [67]extend the previous studies which considered the power opti-
mization algorithms in VDSL2 to G.fast.
A similar idea has been proposed in [62], this paper highlights the coexistence
of G.fast-based FTTdp with VDSL2-based FTTC. This mixed-scenario uses G.fast
copper link between DP and CPE(Customer Premise Equipment). As in [33], the
Self-FEXT also play a key bottleneck and it reduced by crosstalk cancellation (Vec-
35
2.12 Literature review
Figure 2.14: G.fast technology
toring).
Another architectural solution which introduced in [64], Pre-G.fast which is con-
sidered a solution to paved the way towards the fourth generation broadband net-
work G.fast. Downstream Power Back-Off(DPBO)procedure has been presented to
achieve equal aggregate bit rates in the(0-17)MHz band between vectored FTTC
and non-vectored FTTdp terminals(mixed scenario). It is important to mention
that data rates over twisted copper pairs is limited by the electromagnetic impair-
ment(crosstalk) [68]. Besides that, Dynamic Spectrum Management(DSM)is con-
sidered an important strategy which aims to cancel the impact of Self-FEXT(that is
caused by the vectored line in the same cable binder) [68]. Vectoring(DSM level3),
as defined by ITU-TG.993.5 standard, can achieve the performance of bit rates of
VDSL2 lines [69], [70].
In the situation of mixed scenario as that mentioned in [64], [62], the coexistence
of vectored lines with the non-vectored lines or in a separate vector lines led to emer-
gence of alien crosstalk(crosstalk arise from non-vectored lines or lines that outside
the vectored group) [69], [71]. According to [69], the issue of ensuring the com-
patibility of vectoring in the presence of alien crosstalk has been addressed.System
36
2.12 Literature review
Level Vectoring (SLV), cross-DSLAM Level Vectoring (xDLV)are introduced in [69]
as a solutions to limit the generation of alien crosstalk. Recently in [71] DSM is
also presented as a tool aimed to mitigate the effect of alien crosstalk and ensure
the compatibility between vectored and non-vectored lines over cable containing two
twisted pairs exploiting that essential dimensions (bonding, phantom, MIMO).
A well-know recent studies ( by Coomans et al., 2014 and 2015) demonstrated a
system concept of XG.FAST using frequency bandwidth of 500MHz and using Time
Division Duplexing (TDD) as duplexing method and Discrete Multiple Tones(DMT)
modulation. It was shown that it is possible to achieve multi-gigabit data on twisted
pairs or coax, and reach 10 Gb/s [4], [72].
G.Fast just like VDSL2, also specifics concatenated Reed Solomon and Trellis
Coded Modulation (RS+TCM) for forward error correction code (FEC) [33]. Shan-
non in 1948 first introduced his famous paper, “A Mathematical theory of com-
munication ” , [73], [74] showed that R is the transmission rate of information (in
bits per second) and C is the channel capacity(in bits per second). R required of
a communication is less than C by a data transmission code. Shannon tell us no
coding method can fulfill reliable performance if R is greater than C [73], [74].
Since then, other researchers have expanded on this work by finding good coding
schemes and different decoders design to improve the implementation of the scheme
in hardware and software. The first proposed of concatenated codes is introduced
by Forney in 1966. As reported by Forney, concatenated is an approach of building
long codes from out the shorter ones. The representation of system as inner and
outer codes is simplified the complexity of decoding [75] , [74].
Viterbi in 1967 first developed an effective algorithm to find code word with min-
imum distance (Euclidean Distance), to the received sequence in a trellis. This algo-
rithm is presently the most efficient decoding procedure for convolutional code [42].
In 1989, concatenating of multiple convolutional code, was introduced and imple-
mented with Soft Output Viterbi Algorithm (SOVA)by Berrue, et.al. In 1993 first
introduced the recent devolvement of channel coding is turbo codes, specifically two
or more, constituent codes and an interleaver i.e.,(parallel concatenated convolu-
tional codes) PCCC [74], [76], [77].
According to [74, 78] turbo code namely (serially concatenated convolutional
code) SCCC which was investigated in 1966, it has better performance than PCCC.
There are two types of convolutional code depend on the presence of information bits
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in the output sequence: NSC(non-systematic code), in which the information bits
is not represent in the encoder output. While the second type called RSC(recursive
systematic code), in which the information bits is directly presented in the encoder
output sequence.
In recent years, A large and growing body of literature has investigated on chan-
nel coding schemes. These schemes are like turbo product codes (TPC) [79], [58], low
density parity check (LDPC) [80], [81], [74] and product accumulate(PA) codes [74].
In 2010 [42], [74] K.Byun, et,al. proposed the performance comparison of RS
code with recursive systematic code RSC and non-systematic convolutional code.
In [82] , [74], a key study comparison of these coding schemes towards plain TCM
is achieved.
Besides, a comparison between the PCC turbo codes and the TCM concatenated
with RS coding is conduct for systems requiring high spectral efficiency and low
delay [74]. Moreover, during 10 years ago, other performance comparisons have
presented in many publishing. In 2010 [38] introduced a new iterative decoding
approach with low-complexity based on soft value modification (SVD) algorithm
which consists of RS code concatenated with TCM scheme with an interlever in
between. In this modified technique, the RS decoder is based on Berlekamp-Massey
(BM) algorithm, and the TCM decoder is based on Viterbi (VB) algorithm which
combined with SVM algorithm to make the soft value more reliable and increase the
VB and RS decoder’s correction capacity.
Other studies [74, 83] in 2014 focus on the performance comparesion of RSC-
RSC and RS-RSC concatenated codes with Viterbi algorithm. According to [34],
it was shown that RSC-RSC concatenated code have best performance rather than
RS-RSC. Recently, in 2015 [38] shows that the performance of serially concatenated
(RSC-RSC) codes system gives better BER (bit error rate) than the non-systematic
convolutional (NSC) code system. Also compared its performance with RSC-RSC
concatenated codes which was introduced in [83], [74]. It is interesting to note
that in 2015 [84], a performance comparison between RS+TCM and low-density
parity-check (LDPC) codes for copper twisted pairs in light of current G.fast stan-
dard. According to [84], the LDPC codes have good error performance more than
convolutional interleaved RS with TCM.
In addition to concatenated coding with TCM, multi-dimensional TCM is con-
sidered an important innovation in TCM technology and introduced in 1984 [85],
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[86], [42]. Many researches have been working on multi-dimensional TCM with
2-dimensional and 4-dimensional modulation mapping using set partitioning rules.
Mapping by set partitioning first introduced in famous paper of Ungerboeck in
1981 [47], which aim was to maximize free Euclidean distance ED between constel-
lation points in each subset. [86], [87] have searched for the first 4-D TCM code,
called GCS (Gallager – Calderbank –Sloane) code that can transmit only an un
integral number of bits in each 2-D signaling interval [88].
2.12.2 Digital Subscriber Line Communications in the Pres-
ence of IN
Throughout the literature,A major problem in several communication systems is the
presence of IN, which is a limiting factor in many applications such as power lines,
digital subscriber line (DSL) and some wireless communication systems [89].
A traditional technique to mitigate the effects of IN on many communication
systems has been proposed in [90], [91]. The concept of time domain (TD) mitigation
methods is to identify high signal amplitudes and then apply clipping or nulling
(Blanking) to these peaks when they are above a fixed threshold value. However,
the literature also proposes using IN cancellation depending on the frequency domain
(FD) signal processing after the multi-carrier demodulator [92], [93], [94]. The idea
of IN frequency domain mitigation is to compensate for the IN samples and subtract
them from the output of the equalizer. In [92], the authors described an iterative
process where the information is exchanged between estimators that operate on the
signal in the FD and TD. Similar work also has appeared in [93] where sub-carriers
with extreme values are identified to detect the impulses in the FD. Furthermore,
in [94] pilot tones are used to identify the position of noise impulses. Recent work
in this topic is described in [95], [96].
The estimation process of the effects of IN are based on preliminary decisions
on the transmitted signals. By using a fixed threshold value, the amplitude of IN
sample exceeding a FT are considered to be an impulse noise pulse, otherwise the
amplitudes are assumed to be noise pulses and then blanked. A FT value does not
always make the correct decision for all assumed IN occurrences. Selecting a very
high value of FT may blank the true IN samples and a very low value of FT may not
blank all the AWGN noise samples. Even so, there is a little volume of published
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studies investigating the effect of IN on the performance of G.fast communications
system. Besides, most work on this topic, which is based on IN mitigation methods
which assume a fixed threshold (FT). Therefore, finding a novel equation of OT
value and mitigate the effect of IN will be essential issue in this work to reach the
best performance of G.fast system in terms of BER. [97], [98].
2.12.3 Wired MIMO Communications
In recent years, there has been an increasing amount of literature on wired MIMO
Communication networks. Of late, the demand for high data rate communication
network has been increasing. Channel’s available bandwidth is a limiting factor of
a maximum bit rate in single-channel wireline communications systems. Therefore,
a single-channel communication system may not be adequate for high data-rate
applications. An effective solution is introduced in this thesis to increase the data
rate by employ multiple transceivers(pairs of wires) communicating over multiple
channels which are usually in close [99].
Researchers in [100], have shown the earliest references to MIMO methods in the
DSL literature, where two sets of transceivers were considered. The concept of the
vectoring method was presented in [101] as a crosstalk reduction technique. In the
DSL literature, it is common to describe DSL systems employing such methods as a
vectored system. Most of these methods are based on multiple twisted pairs which
are represented as a MIMO channel in a vectored system. In [102], discrete multi-
tone modulation (DMT) with orthogonal frequency-division multiplexing (OFDM)
was considered over MIMO cable bundles and was presented alongside a mathe-
matical description of the transmission line.Partial cancellation method in MIMO
based system with simplified vectoring techniques have shown to provide excellent
performance results as presented in [103], [104].
Furthermore, general theory of alien crosstalk cancellation, and an overview of
such MIMO methods are given in [105]. An alternative approach towards MIMO
signal processing was presented in [106], [107]. Thereby, near-end crosstalk (NEXT)
and far-end crosstalk (FEXT) become the dominant limiting disturbances, limiting
the performance of the twisted-pair based access networks. [108], [109]. Crosstalk
cancellation is one technique to moderate the impact of crosstalk. Several crosstalk
cancellation techniques have been suggested in [102], [110], [111], [112], [104]. Dif-
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ferent techniques existed for different applications need, With the advent of Mul-
tiuser signal processing technology, referred to as vectoring proposed by Ginis and
Cioffi in [70], [113] numerous MIMO detection techniques have been developed to
cancel crosstalk in MIMO wireline systems [114]. These techniques include linear
detectors such as zero-forcing (ZF) [104], [115] and minimum mean squared error
(MMSE) [116], [108], and non-linear based detectors such as the ZF generalized deci-
sion feedback equalizer (ZF-GDFE) [117], MMSE-GDFE [118] and ML [119], [120].
Generally, Maximum Likelihood (ML) Detector is considered as the Optimum
receiver for a MIMO channel. Although ML reaches the best performance, it ex-
periences an exponential complexity in the number of signal dimension N and con-
stellation size [119]. Interestingly, investigations in [104], [115] by Cendrillon et al.
have shown that the optimal receiver in typical DSL channels is ZF due to the diag-
onal dominance of the channel matrix. Hence, through the years, the ZF processing
has become well known for upstream decoding as in [117], [114], and downstream
precoding in DSL systems [111], [121].
2.13 Summary
This chapter presented a theoretical background of concepts, such as the basic knowl-
edge on non-Gaussian noise model MCA and its applications. In this chapter, the
essential information for wired channel modelling, concatenated system coding sys-
tems, RS + TCM ,DSL broadband access networks and wired MIMO communica-
tions explained. Then, a brief knowledge of wired copper G.fast channel models
construction gave, as well as a comparison between G.fast coded system over copper
channel with and without impulsive noise. Three different IN cancellation methods
proposed to reduce the impact of impulsive noise. Additionally, an introduction
to channel coding and concatenated coding system clarified. Since trellis and Reed
Solomon codes are the main interest of this thesis, the decoding and encoding proce-
dure of these codes illustrated. Finally, MIMO–G.fast communication system with
proposed copper channel model carried out.
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Chapter 3
G.fast-state of the art and
standardisation
3.1 Introduction
The subject of this chapter is the fourth generation broadband system, abbreviated
as G.fast, with DMT modulation and concatenated RS code and 4D-TCM with an
interleaver in between. This aims to achieve data rates of up to 1 Gb/s over very
short copper loops up to 250 metres. To reach these data rates, the bandwidth has
been extended to 106 MHz [122]. One of the most serious problems in communi-
cations systems is the presence of IN which can be considered as a limiting factor
in many circumstances such as in power lines, DSLs and wireless communication
systems [89], [123].
Middleton’s model, which is a Gaussian-mixture distribution or a Poisson-Gaussian
process [124], can be utilised to model IN. Unlike AWGN, impulse noise has very high
instantaneous power and a wide frequency spectrum, which leads to high BER and
prevents a receiver from correcting and making decisions on the transmitted sym-
bols [125]. Two possible forms of impulse noise exist in DSLs, which are internally or
externally induced. Indicators of externally induced impulses include high-voltage
devices, railways, fluorescent tubes and lighting, while internally induced impulses
are caused by dialling pulses, busy signals or ringing [126].
IN typically originates from electromagnetic and electronic equipment and af-
fects transmission in the form of random bursts of relatively short duration and
very high instantaneous power [127]. The most well-known of the traditional IN
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mitigation methods in OFDM-based communication systems are blanking and clip-
ping techniques, as considered by Zhidkov [91], and these have been employed in
this work as a benchmark for performance comparisons. The application of nonlin-
earity techniques to the received time-domain (TD) signal is a simple and widely
employed technique to reduce the effect of IN, involving clipping or blanking (replac-
ing with zeros) high signal amplitudes above a selected threshold value. However,
the unimpaired amplitude of the original signal may be clipped or blanked due to the
imperfect identification of IN components, resulting in a BER degradation, which is
a disadvantage of this technique [128], [91].
This is particularly likely to happen when the order of the QAM constellation
is high, as is the case for G.fast and motivates us to propose an alternative method
of impulse noise mitigation. The implementation of iterative methods has been
suggested to estimate IN in the TD [124], [129]. It can then be subtracted from
the signal received in the TD or in the FD after the operation of the FFT at the
receiver, by means of either an adaptive or a non-adaptive threshold detector. This
chapter quantifies the BER performance of a G.fast system over a copper channel
in the presence of IN modeled as a Middleton’s class A noise source. We focus on a
practical algorithm for IN mitigation in OFDM receivers proposed by Zhidkov [95]
which is applicable in G.fast systems. The key point of this algorithm is the compen-
sation of impulsive noise in FD after OFDM demodulation and channel equalization
rather than its implementation in the time domain before OFDM demodulation as
in conventional methods.
This chapter proves that the performance of a mitigation noise system is threshold-
dependent. Therefore, the main contribution of this chapter is to propose an optimal
threshold calculation method to enhance the capability of IN cancellation in the fre-
quency domain. A direct relationship between two parameters,namely, impulsive
Index A and the noise ratio Γ, is derived. The proposed method can be applied,
for example, to the G.fast standard and successive generations of Digital Subscriber
Line (DSL) technology, which aim to achieve data rates up to 1 Gb/s over very short
copper loops up to 250 meters [122].
43
3.2 System Model of G.fast Standard
The chapter is organized as follows. In Section II, the G.fast standard is intro-
duced. Section III gives a description of the system model and explains the iterative
Zhidkov algorithm and its application in G.fast system. Section IV shows simulation
results. Finally, Section V concludes the chapter.
3.2 System Model of G.fast Standard
Firstly, error correction and detection methods, such RS coding, Galois Field (GF),
convolutional code and 4D-TCM are investigated during this study. The general
system block diagram of G.fast standard is given in Fig. 3.1.
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3.2 System Model of G.fast Standard
The first block in Fig. 3.1 is (N,K) RS code with symbols which are non-binary
elements belonging to Galois field GF (2s), where s is a positive integer, each code
symbol of RS code is represented by s binary bits based on a definite basis of GF
(2s). The RS (255,223) encoder will considered in this study as an outer code with
N=255 symbols in the code word produced from K=223 information symbols. The
channel will be considered to be an AWGN channel. While t = (N −K)/2, it can
be note that RS(255,223) code has the capability of correcting t = 16 symbol errors
in each block of length N=255.
As described in Fig. 3.1, the encoding operation is achieved in two stages. Pri-
marily, the message stream is divided into m×K blocks of symbols which are applied
to the RS(255,223) encoder as an input. Then, the codeword is formed by attaching
the N − K redundancy symbols to the data symbols. The output of the encoder
is a code word of N symbols (each symbol has 8 bits). It is important to mention
that the m × N encoded codewords by the outer (RS) code are read into a block
interleaver Π, row-by-row, where each row contains of an RS codeword. Then, the
codewords are being fed to the inner 4-Dimensional TCM encoder which is con-
sists of 2/3 binary convolutional encoder and 4-D 32 QAM signal mapper (it being
discussed in details in the following section 3.2.1)
m×N encoded symbols have been passed to 4-D TCM are converted to complex
symbols which are selected according to 4-D 32 QAM constellation points. Then,
these set of complex symbols are fed as the input to the DMT modulation and
transmitted through the AWGN channel. The basic idea of DMT is to split the
available bandwidth into a large number of subchannels. DMT is able to allocate
data so that the throughput of every single subchannel is maximized.
It can be seen that decoding process is accomplished in the reverse order. Firstly,
Ncomplex numbers have been received are passed as the input to The Viterbi de-
coder, Viterbi decoding algorithm is used to decode them and resulting in m × N
decoded codewords. After that, for each of m×N codewords are passed to the RS
decoder, the Redundant bits (N − K) are discarded from each N inner codeword
symbols and the resulting is K decoded codewords of the RS decoder.
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3.2.1 Design of four-dimensional TCM with Cross 32-QAM
constellation
A block diagram of four-dimensional TCM with 32-QAM constellation in Fig. 3.2
is employed as inner encoder in G.fast coding system. It can be seen that The
simulated TCM encoder comprises from the convolutional trellis encoder with 2/3
rate, the bit converter, and a memoryless signal mapper [130], [48].
Converter
  







































Figure 3.2: Partitioning of the 16-points QAM constellation
The TCM encoder works as follows, it receives n=9 information bits at one even
time instance 2t, and generates n+1 information bits which are define two symbols.
Then, the two selected symbols are sent over the channel at times 2t and 2t + 1.
The symbols are presented as complex numbers. As cleared from Fig. 3.2, three
stages are needed With the purpose of create the four-dimensional TCM with 32
QAM constellation code:
1. Define a master constellation;
2. Constellation mapper;
3. Partitioning the master constellation into four subsets.
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3.2.1.1 Define a master constellation
To construct higher 2m-Quadrature Amplitude Modulation (2m-QAM) constella-
tions used with G.fast coding system, a defined algorithmic constellation mapper is
employed here with a minimum number of bits equal to five and a maximum number
of bits equal to 15 for all values of m. Each constellation point is symbolised as a
pair (Real, Imag). The valid values of Real and Imaginary points are odd integers
±1,±3,±5, etc. Figure 3.3 shows the result which obtained from constructing a 5-bit
constellation(i.e., m=5), represents a cross 32-QAM Master constellation which is























Figure 3.3: Mapping result of M = 32 points 2D master QAM constellation
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Figure 3.4: Constellation labels for 32-QAM master constellation
For perfection of representation, each constellation point in Figure 3.3 is labelled
by an integer whose unsigned binary representation is (Vm−1 Vm−2 ... V1 V0), where
m=5. The signal points are labelled according to their distance. The smaller number
corresponds to the signal point that has the shorter distance. When the distance is
the same, the point with the greatest imaginary point is taken first as seen in Figure
3.4. It is significant to comment here that the 7-bit constellation is achieved from
the 5-bit constellation by replacing each label r with the 2 × 2 block of labels and
extend the constellation-size to a 7-bit constellation:
4r+1 4r+3
4r 4r+2
Formerly, the same process is used to build the larger m-bit constellations recur-
sively for odd and even values of m. Basically, all the constellations defined for odd
values of m are cross in shape, while the constellations defined for even values of m
are square in shape. The process of the constellation mapping is be considered in
the following subsection.
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3.2.1.2 Constellation Mapper
Referring to the block diagram of four-dimensional TCM with 32-QAM constellation
in Fig. 3.2, the constellation mapping process of the three encoded bits and the
remaining 6 non-encoded information bits into the 4D constellation symbols are as
follows. The three output bits X0, X1 and X2 of the trellis encoder collected with
third information bit X3 to represented the input to the bit converter. the bits (V0,
V1) and (W0 and W1) are computed on the basis of (X3, X2, X1, X0) by using the
linear equations shown below:
W1 = X1 ⊕ X3,
W0 = X3,
V1 = X0 ⊕ X1 ⊕ X2 ⊕ X3,
V0 = X2 ⊕ X3. (3.1)
It is can be seen from Fig. 3.3, that the master 2D 32-QAM constellation is
consists of four subsets of signal points such as A,B,C and D, each one of these 2D
subsets has eight complex symbols. On the basis of Table 3.1, each one of the pairs
(V0, V1) and (W0 , W1) are used to select a pair of the four 2D subsets A,B,C and
D matching to a 2D subsets in accordance with Table ??. Then, the Signal Mapper
shall select a first point (X, Y) from the constellation based on the v-bits word (Vm−1
Vm−2 ... V1 V0) and the second point is selected based on the w-bits word (Wm−1
Wm−2 ... W1 W0) as outlined in Fig. 3.2.





Table 3.1: Relation between W0, W1 and V0, V1 and four 2D subsets A, B, C, D
Then, the remaining 6 uncoded bits are separated into two groups (each group
has three bits ) renamed as W2,W3,W4 and V2, V3, V4. Related to the mapping
Table below, the first group W2,W3,W4 is used to choice a 2D point from the
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first 2D subsets which is Decided by the W0,W1, and generate the first symbol Xn
(represent as a complex number). While the second group V2, V3, V4 which according
to the same mapping table, select the second 2D point from the second 2D subset
decided by the V1, V0 and generate the second complex symbol Xn+1.










































In a trellis coded modulation system, each expanded constellation is labelled and
partitioned into four subsets(A,B,C and D) using a method named set-partitioning
which is illustrated in expanded manner in the previous chapter in section 2.10.2.1.
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For example, The four basic 2-dimensional subsets, indicated by 0, 1, 2 and 3 for A,
B, C, D correspondingly, are shown in Figure 3.5.
Figure 3.5: Mapping of 2-dimensional subsets of QAM constellation
According to the constellation mapping process, each one of the two LSBs, (V1,
V0) and (W1, W0) of constellation points is representing the ith 2-dimensional
subset Si2 in which the constellation point exists. The bits (V1, V0) and (W1, W0)
are in fact the binary representations of four values of index i as 0,1,2 and 3 as
mentioned before in section 3.2.1.2, see Table 3.1. Each 4-dimensional subset can
be written as the union of two 2-dimensional subsets as Si2 × Si2 as cleared from
Table 3.2. The three bits (X2, X1, X0) are used to determine which one of the eight
possible 4-dimensional subsets Si4 is chosen . Where i is the integer with binary
representation (X2, X1,X0). While the bit X3 (see Figure 3.2) decides which one
of the two 2-dimensional subsets is selected from the 4-dimensional subset. The
relationship is presented in Table 3.2.
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Table 3.3: Correspondence relation between 4-dimensional and 2-dimensional sub-
sets

























































































































































3.3 G.fast Implementation and Channel Model
The following sections will show DMT G.fast System over IN copper channel in
the presence of Middleton class A and introduce the proposed method of threshold
calculation.
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3.3.1 DMT-based G.fast System Over Impulsive Noise Cop-
per Channel
The block diagram for a DMT-based G.fast system over a copper channel with a
blanking non-linear compensator is illustrated in Fig. 3.6. It can be seen that the
G.fast system model is constructed using a concatenated RS code and 4-D TCM
code, which are separated by an interleaver. The information data is first encoded
by the outer RS code and then fed to the inner 4-D TCM encoder which comprises
a 2/3 binary convolutional encoder and 4-D 32 QAM signal mapper. Then the
coded sequence is passed to the DMT modulator. For a standard DMT system,
the FFT algorithm for modulation and demodulation is used. Subsequently, each
subcarrier stream is mapped into complex quadrature amplitude modulation (M-
QAM) symbols Sk (M= 1, 4, 8, . . . , 64) , where k=1,2,. . . K − 1 denotes the
subcarrier number and K-1 is the total number of data-carrying subcarriers used for
transmission.
It should hereby be mentioned that a modulated symbols Sk are a complex
values. Thus, by applying Hermitian symmetry to the modulated symbols SK that
is setting half of it as the mirrored and conjugated copy of the others. The resulting

































































3.3 G.fast Implementation and Channel Model
Moreover, when the K-1 information symbols Sk, where Sk are complex symbols
and K is the number of sub carriers (k = 1, 2, . . . , K − 1) are employed as input
values for a 2K-point inverse FFT (IFFT), where the DC components S0, and are
set to zero (). The discrete output time-domain signal sn generated by means of an









2K , n = 0, 1, ..., 2K − 1 (3.3)
where Sk are complex symbols and K is the number of sub carriers and The
resulting sn is a real-valued, time domain discrete signal containing of 2k sample
points [126,131].
The effect of using parallel transmission of the data is the signal period is much
longer than in the situation of ordinary serial transmission. Hence, only a small
fraction of a time domain signal period effected by ISI. Besides, the use of a cyclic
prefix reduced this ISI and orthogonality among the subcarriers is guaranteed. Then,
parallel to serial converted symbol is Prefixing with a cyclic prefix of length µ which
inserted to the each of DMT symbols, resulting in [126].
s̃ = [sN−µ, sN−µ+1 , ..., s0, s1, sN−1]
T (3.4)
where µ is the length of the cyclic prefix, which should obey the constraint
µ∆t ≥ τmax,
The DMT signal s̃ is transmitted over an IN copper channel modeled by a Mid-
dleton Class A (MCA) distribution [97, 132, 133] and the received signal r (in TD)
is given by:
r = hs̃+ i+ w (3.5)
where the received signal r is a (N + µ) × 1 vector. The impulse response channel
h is an (N + µ)× 1 vector, while i and w are the (N + µ)× 1 IN and AWGN noise
vectors.
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As shown in [132,133], various cable models have been described for DSL copper
channels, such as the BT0H model, Chen’s model and KPN1. The twisted pair
copper channel model used in this chapter is Chen’s model which is suitable in fre-




β = K3f (3.7)
The propagation constant γ is modelled as γ = α+jβ, where α is the attenuation
constant, β is the phase constant and f is the frequency. Figure 3.7 show the transfer
functions and impulse response of the Chen copper channel model.
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Figure 3.7: The transfer functions and impulse response of the Chen copper channel
model.
At the receiver, the cyclic prefix is removed, the received symbols after a FFT
can be recovered as:
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R = HX + I +W (3.8)
where H is an M×1 vector made up of the FFT of the channel impulse response
h, X is an M × 1 vector which represents the DFT of the transmitted signal x, W
is the FFT of w and represents the background noise in the frequency domain and
I is the DFT of the impulsive noise i, respectively.
In order to develop the receiver, we assume ideal channel estimation (i.e. H̃ ≡
H). Now, the received signal R can be equalized by the frequency-domain channel
equalizer (FEQ) and expressed as:
Req = RĤ−1 = X +WĤ−1 + IĤ−1 (3.9)
3.3.2 Middleton Class A Distribution
This section considers a well-known impulsive noise model called a Middleton Class
A distribution [97, 132, 133], which is widely used in communication systems. This
model employed here to represent the effects of IN on the BER performance of
G.fast coding system. For a further demonstration of Middleton class A parameters
influence on the noise pattern, Fig. 3.8 shows Middleton class A random variables
vs samples pattern for a few scenarios and for 10000 samples.
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Figure 3.8: Simulation of 1000 samples of independent Middleton class A noise
channel, for various values of Asand Γ.
It is worth to mention that Using Middleton Class A means that construction
and simulation of an equivalent noise source from real world measured data is pos-
sible. This is a significant benefit, thus providing the opportunity to quantify noise
characteristics based on real world measurements on various devices.
3.3.3 Frequency Domain Method
Impulsive noise mitigation methods in the frequency domain have been presented
in [95, 96, 135]. The basic principle behind this method is to estimate the positions
and amplitudes of IN in the frequency domain after the OFDM demodulator and the
channel equalizer output, then subtract them from the received signal. This method
is very effective for higher-order QAM constellations, such as those used in the G.fast
system. In this work, the Zhidkov algorithm is considered as IN cancellation FD
method.
The received OFDM signal over a copper channel in the presence of IN can be
expressed as [95]:
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Rk = HkXk +Wk + Ik, k = 0, 1, . . . , N − 1, (3.10)
where Wk is the DFT of the AWGN samples and Ik is the DFT of the IN
samples. Based on the algorithm presented in [95], the received signal at the zero












, k = 0, 1, . . . , N − 1, (3.11)
The main idea is based on the estimation of the equalized IN samples Ik
Hk
and then
to subtract this from the equalized received signal samples R
(eq)
k . This operation can
provide the estimated DFT of the transmitted signal X̂k by utilizing the Maximum
Likelihood (ML) criterion based on the minimum Euclidean distance computation.
The total noise samples Dk = Wk + Ik in the frequency domain can be estimated as:
D̂k = Hk(R
(eq)
k − X̂k), k = 0, 1, . . . , N − 1, (3.12)
Therefore, we need to estimate the IN samples Îk from the estimated total noise
samples D̂k. That can be achieved by transforming D̂k into the time domain d̂k by








, n = 0, 1, . . . , N − 1, (3.13)







After that, vector î can be formed based on following rule :
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î =
 d̂l, if
∣∣∣d̂l∣∣∣ > Thσ̂2, l = 0, 1, · · · ,M − 1,
0, Otherwise
(3.15)
where Th is threshold value that corresponds to small probability of false detec-
tion.
Vector î = [î0, î1, · · · , ˆiM−1] is transformed into Î = [Î0, Î1, · · · , ˆIM−1] by means
of DFT. The final step of the compensator process can be done by multiplied vector
Î = [Î0, Î1, · · · , ˆIM−1] by Ĥ−1 = [Ĥ−10 , Ĥ−11 , · · · , ˆH−1M−1], which represents inverse
channel frequency response h=h[ H0,H1]. Then ,subtracted from equalizer output
R(Req) as follow:
R(comp) = R(eq) − ÎĤ−1 (3.16)
where the compensated signal R(comp) is M -element vector represented in FD
by means of FFT. The block-scheme of impulsive noise Zhidkov Compensation al-
gorithm is demonstrated in Fig. 3.9. Here, peak detector is achieves procedures
termed by (3.14) and (3.15).
Figure 3.9: Block diagram of impulsive noise Zhidkov compensator
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As a final point of this procedure, the previous steps are then repeated in order
to improve IN cancellation and get best performance in term of BER. Then the IN
samples in the TD can be estimated using the following condition:
în =
d̂n, if |d̂n| > Thσ̂20, otherwise , , n = 0, 1, · · · , N − 1, (3.17)
where Th is the Fixed Threshold (FT). This is a crucial factor in impulsive
noise compensation process as it is responsible for deciding which amplitude |d̂n| is
to be blanked [136] (i.e., whether the amplitude |d̂n| belongs to the AWGN noise
or to the IN). However, one FT value is not suitable for all the SNR values for
different probabilities of IN. Therefore, an optimal estimation threshold exists which
is derived in the next section.
3.3.4 The Proposed Threshold-Calculation Method for Fre-
quency Domain IN Mitigation Method
We propose that instead of fixing a threshold, blanking will take place at higher SNRs
if it is implemented at an OT value determined by the distribution characteristics
of the IN. The block diagram of the proposed impulsive noise compensation method
is shown in Fig. 3.10. The proposed calculation method for OT is shown as follows
The real and imaginary distributions of the MCAIN model can be expressed as:
Figure 3.10: The block diagram of the proposed impulsive noise compensation
method at the receiver
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This model can be expressed as mixture of two Gaussian PDFs, each with zero




n ) = e
−AN(d̂<n , 0, σ
2
w) + (1− e−A)N(d̂<n , 0, σ2I ),
pA(d̂
=
n ) = e
−AN(d̂=n , 0, σ
2
w) + (1− e−A)N(d̂=n , 0, σ2I ). (3.19)
For complex noise, the magnitude of the simplified IN form in 3.19 exhibits a






















3.3 G.fast Implementation and Channel Model
The decision rule based on the ML criterion [138] can be expressed as:
ML =

















în ∈ impulsive free, elsewhere
. (3.21)















































































While based on Siegert criterion, an additional knowledge of the probability of





















Following similar previous derivation steps, |T optML| can be expressed as:
|T optML| =
√










Subsequently, the estimated samples are transformed to the FD Îk and then
divided over the channel frequency response Hk. The signal after the frequency









where the compensated signal R
(out)
k is an N × 1 vector represented in the FD by
means of the FFT.
3.4 Simulation Results
In this section, the simulation results for a DMT-based G.fast model with the
RS+TCM coding scheme are presented. Using MATLAB as the simulation plat-
form, the received signal vector y of a DMT G.fast system over 32-QAM copper
channel is given in algorithm 3.1. The G.fast system is implemented firstly over
a copper channel using ZF equlaizer at receiver side, with and without the in-
fluence of Middleton’s class A impulsive noise, as shown in Fig. 3.11 and Fig.
3.12, respectively. It is worth mentioning that, the results illustrated in Fig. 3.11
and Fig. 3.12, were implemented with six different QAM cross-constellations of
M = 32, 128, 512, 2048, 8192 and 32768−QAM signal points.
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Algorithm 3.1 Received signal vector of DMT G.fast system using cross 32-QAM
constellation over copper channel and ZF equalizer at receiver side
1: close all; clear all;
2: procedure Input = (M, var, Len− sig, SNRdB,Constl)
3: M = 32 . 32-QAM modulation.
4: L = 1000; . Length of transmit signal.
5: SNRdB; . SNR in dB.
6: SNR = 10.(SNRdB/10);
7: var = 1./(SNR ∗ log2(M));
8: Constl=32 QAM constellation
9: Constl = Constl ∗ sqrt(3/(2 ∗ (M − 1)));
10: s = Constl(randint(L, [1M ])); . Transmitted signal s after modulation.
11: i = 0;
12: for u = 1:L
13: i = i+1;
14: sbin(i,:) = Constl-bin(find(Constl==s(i,u)),:); . transmitted signal in
binary codes.
15: end
16: H = (randn(1, L) + sqrt(−1) ∗ randn(1, L))/sqrt(2); . Channel responce.
17: n = (randn(1, L) + sqrt(−1) ∗ randn(1, L)) ∗ sqrt(var(in))/sqrt(2); .
AWGN noise.
18: y = H ∗ s+ n; . Received signal.
19: ŝzf = zeros(M,L);
20: kset = zeros(1, L);
21: s̃zf = (pinv(H
′ ∗H +H ′) ∗ r; . ZF equlizer
22: for j ← 1 to length(Constl) do
23: ŝzf (j, :) = reshape(abs(s̃zf − Constl(j)).O2, 1, size(r, 1) ∗ size(r, 2));
24: end for
25: end for
26: for q = 1 : size(ŝzf , 2) do
27: hatsbin(q, :) = Constl − bin(kset(q), :);
28: end for
29: end for
30: [dmin, kset] = min(ŝzf );
31: BER = mean(reshape(abs(sbin− hatsbin), 1, L ∗ log2(M)));
32: end procedure 66
3.4 Simulation Results
Fig. 3.11 shows the BER of G.fast system over copper channel under the the
influence of AWGN only. While in Fig. 3.12, we compare the BER performance
of G.fast system over copper channel under the effect MCA IN. It is clear that the
BER performance of G.fast system in Fig. 3.11 over copper channel under effect of
AWGN only exceeds the BER performance of system Fig. 3.12 over copper channel
under the effect of IN by at least 10 dB at a BER of 10−5 for any of six different
QAM cross-constellations signal points.

















Figure 3.11: BER performance of DMT-based G.fast over copper channel with
AWGN only
Fig. 3.13 displays the BER performance comparison between the conventional
nonlinear clipping, blanking schemes and the Zhidkov algorithm. The BER per-
formance is evaluated with three different values of impulsive noise index at A =
0.001, 0.1 and 1 where the noise ratio Γ is 0.1. It should be noted that, the per-
formance result of the proposed system is obtained for each iteration. However,
we only present the results of iterations 1 and 2 in Fig. 3.13, Fig. 3.14 and Fig.
3.15,respectively as there is no change beyond iteration 2.
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Figure 3.12: BER performance of DMT-based G.fast over copper channel with im-
pulsive noise,A=0.1


















Figure 3.13: BER performance comparison in the presence of impulsive noise of
32QAM G.fast copper channel system with different values of impulsive noise index
A=0.001.
As can be observed from Fig. 3.13, the BER curves indicate an additional gain of
approximately 3 dB at a BER=10−4 during the second iteration. It is interesting to
see from Fig. 3.13 that the clipping and blanking methods fail to produce significant
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noise mitigation in the G.fast system when utilizing high order QAM constellations,
while the Zhidkov algorithm significantly outperforms the clipping and blanking
methods at three different values of A, for example, at a BER=10−4 there is a gain
of 8 dB with A = 1, a gain of about 7 dB with A = 0.1, and a gain of up to 6 dB
with A = 0.001. This agrees with the evidence mentioned in a previous study [139]
suggesting that conventional nonlinear methods provide insignificant improvements
as the constellation size increases.



















Figure 3.14: BER performance comparison in the presence of impulsive noise of
32QAM G.fast copper channel system with different values of impulsive noise index
A=0.1.
Furthermore, it is clearly shown from Fig. 3.14 and Fig. 3.15 that, for higher
values of A the noise becomes Gaussian distributed and as a result the noise reduc-
tion capability introduced by the system becomes more significant where A = 1.
Note that 32-QAM cross constellation has been utilized in all simulations.
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Figure 3.15: BER performance comparison in the presence of impulsive noise of
32QAM G.fast copper channel system with different values of impulsive noise index
A=1.
To begin with Fig. 3.16, it is shown that a BER performance comparison between
the nonlinearity FD method, which uses a fixed threshold value as presented in [95],
and the proposed method of calculating the optimal threshold obtained from Eq.
3.23 as given :
=
√







The method presented before in [95] was depend on a fixed threshold value for
the whole range of SNR values. Accordingly, it has been tested for the range of all
possible threshold values. The five BER performance curves close to AWGN are ob-
served at a FT=[Th1=8.5, Th2=8.9, Th3=9.5, Th4=10.5, Th5=11.3] as depicted in
Fig.3.16. It is obvious that the BER performance results from our optimal threshold
calculation method outperforms the closest BER performance curve obtained using
a fixed threshold value Th1 = 8.5 by 1.2dB at BER = 10−4.
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Figure 3.16: BER performance comparison in the presence of IN between the pro-
posed optimal threshold and fixed threshold applied to FD IN mitigation method
over 32-QAM G.fast copper channel system














Figure 3.18: BER performance comparison in the presence of IN of the proposed
optimal threshold method over 32-QAM G.fast copper channel system with different
values of impulsive noise index A = 0.001, A = 0.1 and A = 1
Additionally, the effect of varying A and Γ on the BER performance is shown in
Fig. 3.17 and Fig.3.18, respectively. It is evident that as A and Γ increase the BER
performance improves with increasing SNR as shown in Fig. 3.17.
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Figure 3.17: BER performance in the presence of IN of the proposed method with
three different values of Gamma parameter,simulated results for 32-QAM G.fast
copper channel system
3.5 Summary
The effect of IN on a G.fast system investigated in this chapter and different im-
pulse noise mitigation techniques evaluated. A performance comparison between
three different IN mitigation schemes, namely Clipping, Blanking, and Zhidkov’s
algorithm with Middleton Class A impulse noise, presented. However, Clipping and
Blanking become less effective when the order of the QAM constellation increases.
Performance results showed that Zhidkov’s algorithm is very robust and achieves
a large gain over conventional nonlinear schemes when utilizing high order QAM
constellations in broadband systems such as the G.fast. Therefore, we propose that
Zhidkov’s algorithm would be a very suitable IN mitigation technique for use in
G.fast system.
An optimal threshold expression was derived in this chapter to achieve the op-
timal performance of IN cancellation methods based in the frequency domain. A
direct relationship between the parameters impulsive index A, the noise ratio Γ and
optimal threshold is derived in this work. Moreover, the performance of this FD
mitigation scheme with OT is compared with FT in terms BER using the MCA
IN model. The effect of changing A and Γ was investigated and it was found that
varying A and Γ for three different values does cause a significant change in the
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BER performance. Results also showed that the proposed scheme is more superior
than other existing IN mitigation techniques.
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Chapter 4
A Multi-Line Copper Wire
Channel Model for a Binder of
Twisted Pairs
4.1 Introduction
DSL technology has evolved over generations to face the demand for high bandwidth
data transmission over telephone transmission lines. Generally, DSL communication
can be referred to as multiple independent system having a single transmitter cou-
pled to a single receiver by a twisted pair [140]. Due to the higher reliability of
data transmission it offers and the potential to dramatically increase the capacity
of wireless channels, multiple-input multiple-output (MIMO) technology has been
identified as one of the most practical methods in wireless communication systems to
increase the transmission capacity and improve the link reliability [141]. This tech-
nology can be utilized in wire-line communications by considering multiple copper
line systems bundled together in the same cable binder [142].
One potential method to achieve a high bit rate is to use a bundle of twisted
pairs to transmit the bit stream rather than one pair of wires. Clearly, a system
employing a channel as a single MIMO channel (two pairs of wires) with matrix
transfer function H would increase the bit error rate over a system using one set
of transceivers assuming that the pairs of wires are treat as two sets of wideband
channels [105].
IN has been a limiting factor in DSLs, so the interest in techniques for IN re-
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duction has increased and drawn attention [101]. A well-known IN model in com-
munication systems, called Middleton’s class A (MCA) noise, has been utilized to
model impulse noise in this study. The MCA model is a special case of the popular
multi-component Gaussian mixture model [143].
This chapter is organized as follows: Section 4.2 describes the proposed Nr ×
Nt G.fast system model and demonstrates the construction and verification of the
MLCW channel model. In Section 4.3, the Zhidkov algorithm is presented as a
solution to IN on the proposed MLCW G.fast system model. Simulation results are
detailed in Section 4.4 and Section 4.5 concludes this chapter.
The contribution of this chapter can be summarized in the following points,
• In this chapter, behaviour of the MIMO-DMT G.fast system under different
environments is studied and the effects of increasing the order of cross QAM
modulation on the BER performance of the system are presented.
• The performance of G.fast standard is evaluated on the proposed MLCW
channel which have been verified and tested with the KS test and displays
an independence property between the individual channels. Then, the MIMO
copper channel model is compared to a comparable single line G.fast system,
which was illustrated in the previous chapter.
• Obtaining the BER performance of the MIMO-DMT G.fast system for dif-
ferent M-ary cross QAM modulations with MIMO copper model and ZFE as
a linear equalizer at the receiver side in the presence of IN modelled as the
Middleton Class A noise source. Here different MIMO configurations such as
such as 2× 2, 4× 4, 8× 8 and 16× 16 are used to show the effect in terms of
SNR of increasing the number of twisted copper pairs in the same binder over
the 1× 1configuration.
• Finally, an overview of IN cancellation for a system with multiple pairs as
MIMO G.fast is here presented. IN frequency domain cancellation method(
as given in chapter 3) is used here as a solution for IN mitigation and it
has provided significant performance enhancements to reduce the impact of
Middleton Class A noise.
75
4.2 MLCW G.fast System and Channel Models
4.2 MLCW G.fast System and Channel Models
Consider a G.fast system with Nr × Nt receivers and transmitters over MLCW
copper channel as shown in Fig. 4.1. The data symbols are generated such that
x ∈ GF(2s), where GF(·) is a Galois field with s being a positive integer. Then,
the data symbols are first encoded with a Reed-Solomon (RS (255,223)) encoder
defined in GF(28) as an outer code that produces N = 255 coded symbols from K
= 223 information symbols. Then, the coded symbols are interleaved and encoded
with the inner four-dimensional trellis-coded modulation (4-D TCM) producing the
4D, 32-QAM signal mapper. Utilizing the constellation mapper from [144], the
codewords are mapped into 4-D 32-QAM symbols and fed to the DMT modulator
to be transmitted through the MLCW copper channel.
This chapter considers a MLCW channel with a pair of direct lines, i and j,
combined with the far-end cross talk (FEXT) effect between the pair of direct lines.
The near-end cross-talk (NEXT) effect will not be taken into consideration for this
channel since G.fast is concerned with longer cables [145] therefore, the effect of
NEXT will be negligible. The direct channels are implemented based on Chen’s
model, such that [146]:
hi,i = e
−Lγ(f), (4.1)
where, L is the cable length in meters, γ(f) = α(f) + jβ(f) is the propagation con-
stant with α(f) and β(f), as the attenuation and the phase constants respectively,




β(f) = k3f, (4.2)
where, k1, k2 and k3 represent the Chen model constants and f is the frequency [146].
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DMT Modulation 





















































































































































































4.3 DMT-based MLCW G.fast System Over Impulsive Noise Copper
Channel
The mutual channels (i.e., between links i and j) are implemented utilizing the
FEXT model shown in [145], which represents the American wire gauge (AWG)
with a 0.4 mm loop. First, the insertion loss is calculated using:




where Lm = 1609.344m, kL1 = 4.8× 10−3, kL2 = −1.709× 10−8, and kL3 = 4.907×
10−5. Based on (4.3), the FEXT model can be written as:
HFEXT (f, l) = kxff/f0
√
L/L0HIL(f, l), (4.4)
where f0 = 1MHz, L0 = 1km, and kxf = 10
−45/20.
The channel length was L11 = 100m and L22 = 200m and the transfer func-
tion for the direct channels and the corresponding FEXT channels are presented
in Fig. 4.2. It is imperative to check the independence of the individual channels
to design the relevant detector. By applying the Kolmogrov-Smirnov (KS) test of
independence [147] at a 5% significance level, the result was 0, implying that the
null hypothesis shows the two vectors exhibit the same distribution and the channels
are independent.
In this chapter, the channel is assumed to be perfectly estimated at the receiver.
A zero-forcing detector (ZFE) can then be used to equalize the received signal such
that:
H† = (HHH)−1HH , (4.5)
where H† is the Moore-Penrose pseudo inverse of the channel matrix H.
4.3 DMT-based MLCW G.fast System Over Im-
pulsive Noise Copper Channel
This chapter considers an MLCW system with Nr × Nt receivers and transmitters
with a non-linear IN compensator, as presented in Fig. 4.3. In this work, we
consider the same IN model that is used in [139], MCA which has a probability
density function (PDF) defined as previously in chapter 3 as:
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Figure 4.3: Nr × Nt Multi-line copper wire G.fast system Transceiver with the IN
compensator on the receiver
The channel is modelled as two parallel pairs of copper wire line that carries the
coded data to the users taking into consideration the effect of the far-end cross-talk
(FEXT) effect between the pairs i and j. The received signal per symbol ,rk ∈ CNr×1
in the presence of IN can be written as
rk = Hkdk + (w; i + wk), (4.6)
where, Hk ∈ CNr×Nt represents the channel parameter matrix per symbol, dk ∈
CNt×1 is the transmitted vector per symbol, and (w; i + wk) ∈ CNr×1 is the AWGN
or the AWGN plus IN vector per symbol, respectively. The subscript k will be
dropped from subsequent equations for simplicity. The received signals r1, r2 are
first equalized based on the ZFE detector and demodulated with DMT demodu-
lator. According to Procedure 4.1, the demodulated vector R(comp) is achieved by




Algorithm 4.1 : IN compensation algorithm for MLCW G.fast [95]
1: Demapping and pilot estimation X̂
2: Estimation of total noise D̂ = Ĥ(Req − X̂)
3: d̂ = IDFT(D̂)







∣∣∣d̂l∣∣∣ > Thσ̂2, l = 0, 1, · · · ,M − 1,
0, Otherwise
6: Samples detection Î = DFT(̂i)
7: R(comp) = R(eq) − Î× Ĥ−1





1 , . . . , R
(comp)
M−1 ]
is the compensated signal in the frequency domain by means of a FFT. Procedure
4.1 is repeated for several iterations for better IN cancellation and to improve the
BER performance. Following that, each receiver will apply the decoding process on
the compensated vector R(comp) in reverse order to fully reconstruct the transmitted
vectors.
4.4 Simulation Results
An outline of IN cancellation for MIMO G.fast system with multiple twisted pairs is
presented here. IN frequency domain cancellation method (as illustrated in details
in section 2.8.2) is used here to reduce the influence of impulsive noise over MLCW
channel. According to comparative study, the simulation results presented in the
previous chapter also showed that the proposed scheme is more superior than other
existing IN mitigation techniques. As mentioned before that the performance of a
mitigation noise method is threshold-dependent. Accordingly, an optimal threshold
expression has been derived in subsection 3.3.4 is applied to the MIMO G.fast system
here to achieve the optimal performance of IN cancellation methods based in the
frequency domain.
Therefore, a number of possible fixed threshold values for FD Impulsive noise
cancellation is described. The closest four BER curves to AWGN performance are
observed at a FT = [Th1, Th2, Th3, Th4]. Then, it is clearly understood that
the BER performance results by using optimal threshold-based FD IN mitigation
method outperform all BER performance results obtained using a fixed threshold
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value. Thus, it is shown from the results in this section that, the OT outperforms FT
at higher SNRs than those obtained using a FT. Finally, Simulation results showed
that the performance of this proposed FD mitigation scheme (Zhidkov algorithm)
with OT can suppress an impulsive noise in copper channel and improve bit-error-
rate performance in multi-line copper wire MLCW communication.
In Fig. 4.4, the BER performance of the coded G.fast single-line copper wire
system is compared to the G.fast coded MLCW for two cases of with and without
IN. It is observed that, G.fast MLCW model has improved performance compared to
the single line G.fast scenario regardless of the presence of IN with a gain of 4dB at
BER = 10−4. A comparative analysis between the proposed MLCW G.fast and the
single-line G.fast system in term of BER performance, utilizing Zhidkov’s algorithm
as the IN mitigation method as seen in Fig. 4.5. The MLCW G.fast shows an
improvement in BER performance of 2dB at BER = 10−4 after the second iteration
compared to the single-line G.fast system. While the performance of the proposed
MLCW G.fast system utilizing Zhidkov’s algorithm has improved the performance
by almost5dB compared to single-line G.fast system at BER = 10−4 under the
influence of IN.











G.fast over MLCW Copper only
G.fast over Copper only
G.fast over MLCW Copper +IN
G.fast over Copper+IN
Figure 4.4: The BER performance comparison of the proposed MLCW G.fast vs
single-line G.fast over copper channel.
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Single-line G.fast  with Zhidkov method
MLCW G.fast with Zhidkov method
AWGN+IN
AWGN
Figure 4.5: The BER performance comparison of the proposed MLCW G.fast vs
single-line G.fast utilizing Zhidkov algorithm as an IN mitigation method over copper
channel.
Figures 4.6 through 4.9 present the BER performance of 2 × 2, 4 × 4, 8 × 8
and 16 × 16 MLCW G.fast with six different QAM cross-constellations of M =
32, 128, 512, 2048, 8192 and 32768QAM signal points affected by AWGN noise only.
It can be observed that as the constellation order increases, the capacity of trans-
mission increases while the BER performance decreases.
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Figure 4.6: The BER performance for the proposed 2 × 2 MLCW G.fast with six
different higher M-QAM signal constellations.


















Figure 4.7: The BER performance for the proposed 4 × 4 MLCW G.fast with six
higher M-QAM signal constellations.
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Figure 4.8: The BER performance for the proposed 8 × 8 MLCW G.fast with six
higher M-QAM signal constellations.


















Figure 4.9: The BER performance for the proposed 16× 16 MLCW G.fast with six
higher M-QAM signal constellations.
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More interestingly, The MIMO G.fast system is examined on IN over the pro-
posed MLCW channel throughout Figures 4.10 to 4.13 represent the simulation
results in term of BER performance of four different G.fast MIMO configuration
such as 2 × 2, 4 × 4, 8 × 8 and 16 × 16 using 32-QAM modulation and ZFE as
a linear equalizer at the receiver side in the presence of IN. Through these fig-
ures it is obvious that, the BER performance comparisons between the OT and
all fixed thresholds applied to Zhidkov’s algorithm for four different MIMO-DMT
G.fast configurations outperforms all four BER performance curves obtained using
a fixed threshold values, Th1, Th2, Th3, Th4 by 1dB at BER = 10−4.
Additionally, it has been tested for the range of all different MIMO configurations
such as 2× 2, 4× 4, 8× 8 and 16× 16 through Figures 4.10 to 4.13. It can be seen
that, there is no negative effect on BER performance of MIMO G.fast system using
OT values applied to FD method when the size of MIMO configurations increased.





















(using fixed threshold Th)
Figure 4.10: BER performance comparison between the optimal and fixed threshold
applied to FD IN mitigation method over 32-QAM 2× 2 MLCW G.fast system.
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Figure 4.11: BER performance comparison between the optimal and fixed threshold
applied to FD IN mitigation method over 32-QAM 4× 4 MLCW G.fast system.



















(using fixed threshold Th)
Proposed method
(using optimal Th)
Figure 4.12: BER performance comparison between the optimal and fixed threshold
applied to FD IN mitigation method over 32-QAM 8× 8 MLCW G.fast system.
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(using fixed threshold Th)
Proposed method
(using optimal Th)
Figure 4.13: BER performance comparison between the optimal and fixed threshold
applied to FD IN mitigation method over 32-QAM 16× 16 MLCW G.fast system.
4.5 Summary
This chapter presented an evaluation of data transmission using high order QAM,
DMT and high frequency MIMO for a G.fast system under the influence of Gaussian
and impulsive noise over a copper channel. The goal was the comparative analysis
of the BER of MIMO G.fast system using high–order QAM modulation for the two
cases of the presence of AWGN only and the presence of AWGN and IN using IN
cancellation methods.
Results were also presented for the MLCW channel model affected by Middleton
Class A impulsive noise as a class of impulsive noise. In addition, the simula-
tions are verified for different M-QAM cross constellations and for high M values
to demonstrate how the proposed system behaves with six different values of QAM
cross constellations of M = 32, 128, 512, 2048, 8192 and 32768−QAM . Finally, the
comparative analysis of BER of MIMO DMT G.fast system with IN frequency do-
main cancellation technique (mentioned in chapter 3 previously) was implemented




Linear and Non-linear Crossstalk
cancellation for MLCW Model of
G.fast system
5.1 Introduction
Recent wireline G.fast systems use a frequency spectrum from 2MHz to 106 or
212MHz to reach higher data rates. At these frequencies, crosstalk coupling between
different copper lines as a electromagnetic coupling of the same binder becomes
very strong. These crosstalk coupling can be classified into two categories: near-end
crosstalk (NEXT) that arises from DSL transmitters near the receiver, and far-end








Figure 5.1: NEXT and FEXT interferences in a copper cable binder for 2 the pro-
posed MLCW G.fast system
Consequently, MIMO equalization in the uplink is the key to accomplishing the
desired performance of G.fast. This work focuses on MIMO equalization in the up-
link. Linear zero-forcing(ZF), nonlinear zero-forcing, linear minimum mean square
error (MMSE) and nonlinear MMSE Crosstalk cancellation methods are compared
in terms of achievable data rates vs BER performance.
However, to enhance the noise improvement presented by the ZF canceller, the
MMSE canceller was introduced, where the noise variance is take into account in
the construction of the filtering matrix. The MMSE canceller outperforms the ZF
canceller particularly at higher frequency tones. While prior works in [113], [117]
showed how crosstalk cancellation of DSL systems could be achieved by more ad-
vanced non-linear ZF receivers, simple receivers have been preferred as an operative
scheme, mainly in the computationally intensive crosstalk cancellation. With the
advance of broadband services, multiple input multiple output (MIMO) has drawn
much attention due to its capability of supporting high data rate.
On the other hand, with practical applications, the size of equipment is limited
and the complexity for implementation should be moderate and it is difficult to
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increase the data transmission rate only through increasing the number of MIMO
configurations. Thus, the multiple-input-multiple-output (MIMO) technique com-
bined with multi-level quadrature amplitude modulation (MQAM), such as those
used in G.fast system, has been considered an effective scheme for high transmis-
sion rate in next generation mobile communication systems [148], [149]. It is worth
mentioning that the performance analyses in present literature are mostly focused
on MIMO systems under low-order modulation mode. So far, crosstalk cancella-
tion methods for high order QAM constellations, is more challenging. It is neces-
sary to investigate the performance of these schemes which is applicable for DMT-
based MIMO G.fast system which uses high order QAM Cross-constellations of
M = 32, 128, 512, 2048, 8192, 32768 QAM signal points.
The use of a linear structure of crosstalk mitigation is recommended by the
ITU-T standard for the G.fast 106 MHz [150]. The various crosstalk cancellation
methods have been discussed in the literature and can be evaluated using various
trade-offs between performance and computational complexity. Linear cancellation
schemes provide inferior error performance with much reduced complexity while
Maximum Likelihood Detector (MLD) algorithm provides optimum performance
with high complexity. Based on these observations, the comparative study of vari-
ous cancellation schemes in terms of BER performance and complexity criteria are
analysed for different binder configurations. In the following sections, we discuss
various crosstalk cancellation schemes for upstream transmission.
The contribution of this chapter can be summarized in the following points,
• The BER performance comparison between linear and nonlinear SIC cancel-
lation schemes are carried out here for cancellation at the downlink receiver
in a MIMO-DMT twisted pair G.fast system for the 2 × 2,4 × 4, 8 × 8 and
16× 16 MIMO system configurations and also the performance carried out for
32-QAM, 128-QAM, 512-QAM .
• The computational complexities required by each of the linear and nonlinear
SIC cancellation methods are compared and tabulated in this chapter.
• Finally, obtaining a BER performance comparison between these schemes for
cancellation at the downlink receiver in a MIMO-DMT twisted pair G.fast
system in the presence of impact of MCA impulsive noise.
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5.2 MIMO Crosstalk Cancellation
The impact of the crosstalk growths with the number of copper lines in the same
binder of DSL system. Hence, to challenge this problem crosstalk cancellation can
again be considered. The objective of the MIMO canceller is to recover the trans-
mitted symbols, ŝ, and provides effective approximate solution of the cancellation
problem at receiver with the lowest probability of error by utilizing the lowest level
of precision in the receiver using different decomposition schemes. Several crosstalk
cancellation techniques were proposed in the literature. Through the last two chap-
ters , ZF canceller has been used with G.fast system model. In this chapter, most
of crosstalk cancellation techniques are explained and evaluated in terms of prede-
termined performance and complexity criteria. as shown below in Fig. 5.2, the pro-
posed MLCW G.fast used different four crosstalk cancellation techniques to evaluate
the performance of MLCW G.fast system model. Using MATLAB as the simulation
platform, received signal vector y of a 4 × 4 MLCW G.fast system over 32-QAM
copper channel is presented in algorithm 5.1.
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Crosstalk Cancellation
































































































































































































5.2 MIMO Crosstalk Cancellation
Algorithm 5.1 Received signal vector of a 4× 4 MLCW G.fast system using cross
32-QAM constellation over copper channel
1: close all;
2: clear all;
3: procedure Input = (Nt,Nr,M, var, Len− sig, SNRdB,Constl)
4: Nt = 4; . Number of transmit pair.
5: Nr =4; . Number of received pair.
6: M = 32; . 32-QAM modulation.
7: L = 1000; . Length of transmit signal.
8: SNRdB; . SNR in dB.
9: SNR = 10.(SNRdB/10);
10: var = 1./(SNR ∗ log2(M));
11: Constl = [1+1j1+3j3+1j3+3j1−3j1−1j3−3j3−1j,−3+1j−3+3j−
1+1j−1+3j−3−3j−3−1j−1−3j−1−1j, 5+1j5+3j−5+1j−5+3j1+
5j1−5j3+5j3−5j,−3+5j−3−5j−1+5j−1−5j5−3j5−1j−5−3j−5−1j];
. 32 QAM constellation.
12: Constl = Constl ∗ sqrt(3/(2 ∗ (M − 1)));
13: s = Constl(randint(Nt, L, [1M ])); . Transmitted signal s after modulation.
14: i = 0;
15: for u = 1:L
16: for v = 1:Nt
17: i = i+1;




21: H = (randn(Nr,Nt) + sqrt(−1) ∗ randn(Nr,Nt))/sqrt(2);
. Channel matrix.
22: n = (randn(Nr, L) + sqrt(−1) ∗ randn(Nr, L)) ∗ sqrt(var(in))/sqrt(2);
. AWGN noise.
23: y = H ∗ s+ n; . Received signal.
24: end procedure
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5.2.1 Linear Crosstalk Cancellers
Linear cancellers are simplest cancellers which considered as crosstalk cancellation
techniques, used a very simple strategy to achieve partial crosstalk cancellation.
So, one of the advantages of using a linear canceller is that the complexity can
be effectively reduced by using the linear cancellers. Using the received signal of
MIMO channel in algorithm. 5.1, MATLAB programs of BER simulations for the
ZF, MMSE crosstalk cancellation techniques in algorithms 5.2 and 5.3, respectively.
5.2.1.1 Zero Forcing Canceller (ZF)
The ZF estimator and the estimated symbol vector are given by the general equation






= d+ (HHH)−1HH(W + I) (5.2)
respectively.
The hard decision of d is summarized at the symbol level as follows.
• Step 1. From 5.2, we have d̃zf = [d̃1, d̃2, ..., d̃K ]T .
• Step 2. Let the signal alphabet of M-ary QAM denoting byD =
{
d(1), d(2), ..., d(m)
}
,
the hard decision of mth signal for d is given by
d̂k = arg min
d(m)∈C
∣∣∣d(m) − d̃k∣∣∣ , fork = 1, 2, ..., K. (5.3)
• Step 3. The hard decision of d is generated as d̂ =
[
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Algorithm 5.2 ZF Canceller
1: procedure Input = (r,H, dbin,Nt, L,M,Constl, Constl − bin)
2: d̂zf = zeros(M,Nt ∗ L);
3: kset = zeros(Nt, L);
4: d̃zf = (pinv(H
′ ∗H +H ′) ∗ r;
5: for j ← 1 to length(Constl) do
6: d̂zf (j, :) = reshape(abs(d̃zf − Constl(j)).O2, 1, size(r, 1) ∗ size(r, 2));
7: end for
8: end for
9: for q = 1 : size(d̂zf , 2) do
10: hatsbin(q, :) = Constl − bin(kset(q), :);
11: end for
12: end for
13: [dmin, kset] = min(d̂zf );
14: BER = mean(reshape(abs(dbin− hatdbin), 1, Nt ∗ L ∗ log2(M)));
15: end procedure
5.2.1.2 Minimum Mean-Square Error canceller (MMSE)
To reduce the impact from the background noise, the MMSE canceller employs a
linear filter that can take into account the noise. The MMSE filter can be found by
minimizing the mean-square error (MSE) as 1 The problem of noise enhancement
through zero-forcing has already been addressed. An improved performance can
be achieved by including the noise term in the design of the linear filter matrix G.
This is done by MMSE cancellation schemes, where the filter represents a trade-
off between noise amplification and interference suppression. updated by israa To
reduce the effect of noise enhancement through ZF cancellation scheme, the MMSE
cancellation scheme can be achieved an improved performance by using a linear
filter that can take into account the noise. The MMSE filter matrix can be found by
minimizing the mean-square error (MSE) between the original transmitted signals
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The resulting estimated symbol vector d̃ is given by
d̃mmse = Emmser,
= (HHH + σ2nInt)
−1HHr, (5.5)
The MMSE hard decision d̂ can be obtained from d̃mmse by using the method in
5.3
Algorithm 5.3 MMSE Canceller
1: procedure Input = (r,H, dbin, var,Nt, L,M,Constl, Constl − bin)
2: d̂mmse = zeros(M,Nt ∗ L);
3: kset = zeros(Nt, L);
4: d̃mmse = (pinv(H
′ ∗H + var ∗ eye(Nt)) ∗H ′) ∗ r;
5: for j ← 1 to length(Constl) do
6: d̂mmse(j, :) = reshape(abs(d̃mmse−Constl(j)).O2, 1, size(r, 1)∗size(r, 2));
7: end for
8: end for
9: for q = 1 : size(d̂mmse, 2) do
10: hatdbin(q, :) = Constl − bin(kset(q), :);
11: end for
12: end for
13: [dmin, kset] = min(d̂mmse);
14: BER = mean(reshape(abs(dbin− hatdbin), 1, Nt ∗ L ∗ log2(M)));
15: end procedure
5.2.2 Non-Linear Crosstalk cancellers
To achieve a trade of between the BER performance and computational complex-
ity, Non-linear cancellers are considered. With non-linear crosstalk cancellers, the
received signals are not detected in parallel, but one after another. So, the non-
linear crosstalk Cancellation process can realize improved performance at relatively
high computational complexity. Using the received signal of MIMO channel in al-
gorithm. 5.1, MATLAB programs of BER simulations for the ZF, MMSE crosstalk
cancellation techniques in algorithms 5.4 and 5.5, respectively.
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5.2.2.1 ZF-Successive Interference Symbol(ZF-SIC) Canceller




r1,1 r1,2 · · · r1,M





0 0 · · · rM,M

Algorithm 5.4 ZF-SIC Canceller
1: procedure Input = (r,H, dbin, var,Nt, L,M,Constl, Constl − bin)
2: kset = zeros(Nt, L);
3: ibin = 0;
4: [Q,R] = qr(H);
5: w̃zf−sic = Q
′ ∗ r;
6: for u = 1 : L do
7: for j = 1 : M do
8: d̂2zf−sic(j) = (abs(Constl(j)− (w̃zf−sic(2, u)/R(2, 2))))2;
9: end for
10: [dmin2, kset(2, u)] = min(d̃2zf−sic);
11: hatd(2, u) = Constl(kset(2, u));
12: for forq = 1 : M do
13: d̃1zf−sic(q) = (abs(Constl(q) − (w̃zf−sic(1, u) − hatd(2, u) ∗
R(1, 2))/R(1, 1)))2;
14: end for
15: [dmin1, kset(1, u)] = min(d̃1zf−sic);
16: hatdbin(ibin+ 1, :) = Constl − bin(kset(1, u), :);
17: hatdbin(ibin+ 2, :) = Constl − bin(kset(2, u), :);
18: ibin = ibin+ 2;
19: end for
20: BER = mean(reshape(abs(dbin− hatdbin), 1, Nt ∗ L ∗ log2(M)));
21: end procedure
Where the N ×N matrix Q is unitary and R of size M ×M is upper triangular.
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Here, rg,j represent the (g, j)th entry of R. By multiplying the received signal vector




Note that the QHn and n have the same statistical properties,5.6 is rewritten as








r1,1 r1,2 · · · r1,M



















Where wm and nm represent the mth element of w̃zf−sic and n,respectively.Thus,
we have
wM = rM,MdM + nM .
wM−1 = rM−1,M−1dM−1 + nM−1.
... (5.9)
Then, 5.9 results in a sequential cancellation procedure. Firstly, dM can be









From 5.10, we have d̃zf−sic = [d̃1, d̃2, ..., d̃K ]
T .
• Denoting by C =
{
c(1), c(2), ..., c(m)
}
the signal alphabet of M-ary QAM the
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hard decision of d given by
d̂K = arg min
d(m)∈C
∣∣∣c(m) − d̃K∣∣∣ (5.11)
for k=1,2,...,K.
Then, sequential cancellation procedure is carried out to detect all the data
transmitted symbols of d. The mth symbol of d, dm, can be detected after
cancelling M −m data symbols. This procedure is terminated till all the data
symbols of d are detected.
uk = wk −
K∑
j=k+1
rk,j d̂j, kε1, 2, ..., K − 1, (5.12)
Where d̂j represents the hard decision estimate of dj from uj. Then, the hard
decision of the mth symbol of d, dm, can be estimated as
d̂k = arg min
d(m)∈C








5.2.2.2 MMSE Successive Interference Symbol (MMSE-SIC) Canceller
















performing the QR factorization on Hex, we have
Hex = QexRex (5.15)
whereQex andRex denote a unitary matrix and un upper triangular matrix,respectively.
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with Eq. 5.16, the MMSE-SIC cancellation is carried out by the sequential
cancellation procedure given from 5.6 to 5.13
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Algorithm 5.5 MMSE SIC canceller
1: procedure Input = (r,H, dbin, var,Nt, L,M,Constl, Constl − bin)
2: kset = zeros(Nt, L);
3: ibin = 0;
4: Hex = [H; sqrt(var) ∗ eye(Nt)];
5: rex = [r; zeros(Nt, L)];
6: [Q,R] = qr(Hex);
7: w̃mmse−sic = Q
′ ∗ rex; . comment
8: for u = 1 : L do
9: for j = 1 : M do
10: d̃2mmse−sic(j) = (abs(Constl(j)− (w̃mmse−sic(2, u)/R(2, 2))))2;
11: end for
12: [dmin2, kset(2, u)] = min(d̂2zf−sic);
13: hats(2, u) = Constl(kset(2, u));
14: for forq = 1 : M do
15: d̂1zf−sic(q) = (abs(Constl(q) − (w̃mmse−sic(1, u) − hatd(2, u) ∗
R(1, 2))/R(1, 1)))2;
16: end for
17: [dmin1, kset(1, u)] = min(d̂1zf−sic);
18: hatdbin(ibin+ 1, :) = Constl − bin(kset(1, u), :);
19: hatdbin(ibin+ 2, :) = Constl − bin(kset(2, u), :);
20: ibin = ibin+ 2;
21: end for
22: BER = mean(reshape(abs(dbin− hatdbin), 1, Nt ∗ L ∗ log2(M)));
23: end procedure
5.3 Complexity Analysis
Gaxpy algorithm is presented here to compute an approximate calculation for the
complexity required by each MIMO canceller. According to this algorithm, the
complexity concept is generally defined as the number of mathematical operations
which required to compute the estimate of the transmitted signal. The computa-
tional complexities of linear, nonlinear SIC cancellation technique are Compared in
this section. Fig. 5.9 presents a comparison of ZF, MMSE, ZF-SIC and MMSE-SIC
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cancellation algorithms in terms of computational complexities. Linear cancellers
used in this work have a complexity of O(9Nr+2NrNt(Nt−4)) operations. Referring
back to Subsection 5.2.1.1, Zero Forcing algorithm method is depend on calculation
of pseudo-inverse of the channel transfer matrix H. Pseudo-inverse of H needs to
be calculated only once per transmitted MIMO vector. Non-linear ZF and MMSE
cancellers Based on the QR-factorization of the channel matrix H = QR, which has
been used as a successive interference cancellation procedure with backward sub-
stitution requires calculating MCG procedure and takes O(N2t(2Nr + 1) +NtNr)
operations.
5.4 Simulation Results
In this chapter the impact of crosstalk on the copper channel is mitigated effectively
using linear and non-linear MIMO crosstalk cancellation algorithms. BER perfor-
mance analysis is performed for comparisons between linear and non-linear ZF and
MMSE cancellers are carried out for 4× 4, 8× 8 and 16× 16 MLCW G.fast system
using 32, 128 and 512-QAM signal constellations as cleared from Fig. 5.3, Fig. 5.4
and Fig. 5.5, respectively.
Generally, the performance of MMSE algorithm is better than ZF, however more
interestingly, it is found that with the increase in the constellation size both of
cancellers, ZF and MMSE show the same performance. The reason behind is that
with the increase in the constellation size the power of the transmitted signal and
the data rate also increase due to this it can be concluded from equation that the






















Figure 5.3: BER performance of linear and non-linear crosstalk cancellation tech-
niques for a 4 × 4 MLCW G.fast system using different value of M-QAM cross
constellation(M=32,128 and 512).
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Figure 5.4: BER performance of linear and non-linear crosstalk cancellation tech-























Figure 5.5: BER performance of linear and non-linear crosstalk cancellation tech-
niques for a 16 × 16 MLCW G.fast system using different value of M-QAM cross
constellation(M=32,128 and 512).



















Figure 5.6: BER performance of 4 × 4 MLCW G.fast system with different linear
















 ZF with IN
MMSE using Zhidkov method with Optimum TH
ZF using Zhidkov method with Optimum TH
Figure 5.7: BER performance of 4×4 MLCW G.fast system with linear crosstalk can-
cellation methods utilizing optimal threshold-based Zhidkov algorithm with method
32-QAM cross constellation











ZF -SIC with IN
MMSE-SIC with IN
ZF-SIC using  Optimum TH
MMSE-SIC using  Optimum TH
Figure 5.8: BER performance of 4 × 4 MLCW G.fast system with non-linear
crosstalk cancellation methods utilizing optimal threshold-based Zhidkov algorithm
with method 32-QAM cross constellation
Fig. 5.3 compares the BER performance for four different crosstalk cancellation
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methods ZF, ZF-SIC, MMSE and MMSE-SIC. Generally, it can be noticed that
the performance improved as the size of QAM constellation decreases. In addition,
in each cancellation method (i.e., ZF and MMSE), the gab difference between the
linear and non-linear methods decreases as the QAM constellation increases until
they coincide at 512-QAM.
Besides, it is clearly understood that the growth in the size of QAM constellation
does effect the performance gain of the MMSE canceller, negatively. This effect does
not appear in the ZF canceller which explains the coincident of the MMSE and ZF
performances at high QAM constellations. This can be accounted as a positive
aspect for systems used high-order QAM such as our proposed system design. This
simulation results presented here validated the fact that the BER performance can
be improved and a large amount of computational effort is maintained by simplify
used with ZF as a crosstalk canceller .
More interestingly, by comparing the results in Fig. 5.3 to Fig. 5.5, it can be
recognized that an enormous loss in the BER performance in MIMO G.fast system
as the size of MIMO configuration increases. For example, for 4×4 MIMO using for
32-QAM, BER is equal to 1e-4 at 20dB SNR. Whereas for 8× 8 MIMO using with
32-QAM, BER is close to 2e-2 at 20dB SNR. for 16× 16 MIMO using for 32-QAM,
BER is worst to 1e-1 at 20dB SNR.
From the above analysis, it is clearly understood that, there is a degradation
to the BER performance of the ZF and the MMSE cancellers when the number of
twisted pairs in the same binder is increased.
From the results in Fig. 5.3 to Fig. 5.5, it can be noticed that linear and non-
linear MMSE cancellers are outperform linear and non-linear ZF cancellers by 2dB
at BER =10−3 for all three configuration sizes of MIMO G.fast system; 4× 4, 8× 8
and 16× 16.This can be accounted as a positive aspect of the proposed design. the
use of ZF will be inevitable to ensure improved rates
As cleared from previous analysis results, the last chapter investigated the ef-
fect of IN on the ZF- based MLCW G.fast system model. Ultimately, this chapter
enumerates the BER performance of MLCW G.fast system with higher signal con-
stellations such as 32,128 and 512-Quadrature Amplitude Modulation (QAM) using
different crosstalk cancellation techniques under the influence of Middleton Class A
impulsive noise.
The goal is the comparative analysis of bit error probability of MIMO DMT
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G.fast system in two cases: using high–order QAM constellation with different
crosstalk cancellation techniques in the presence of Gaussian noise only, and us-
ing high–order QAM modulations with different crosstalk cancellation techniques in
the presence of Middleton Class A impulsive noise.
Linear and non-linear crosstalk cancellation techniques such as ZF,MMSE ,ZF-
SIC and MMSE-SIC are investigated and evaluated here in terms of BER perfor-
mance in the presence of IN as cleared in Fig. 5.6. Then, it is clear to understood
from Fig. 5.7 and Fig. 5.8 that, the BER performance results by using optimal
threshold-based IN mitigation method, which has been mentioned in section 4.3,
which applied to non-linear cancellation methods, ZF-SIC and MMSE-SIC outper-
form all BER performance results obtained using OT method applied to linear ZF
and MMSE cancellation methods.
By utilizing Zhidkov’s algorithm as the IN mitigation method with optimal
threshold rather than fixed threshold, the non-linear canceller MMSE confirma-
tion an improvement in BER performance of 2dB after the second iteration at BER
=10−4 compared to the linear canceller MMSE and the same result with linear and
non-linear ZF canceller. Referring to Fig. 5.9, note that the complexity curve for
ZF-based cancellation is almost the same as the complexity curve for MMSE-based
cancellation on different MIMO configurations. More interestingly, as pointed out in
Table 5.1, the SIC cancellation schemes has the highest computational complexity
compared with linear cancellation schemes. This validates the fact that SIC-based
cancellation sustain much computational effort in the calculations of pseudo-inverse
of the channel transfer matrix H. Finally, one of the more significant findings to arise
from this study that, it is provided an affordable trade-off in term of complexity and




Table 5.1: Table of operations required by each method at Nt = Nr and Nr = 4, 8
and 16 pairs.
Detection Method Compixity order Nr = 4 Nr = 8 Nr = 16
Linear ZF O(9Nr + 2NrNt(Nt − 4)) 198 4046 5880
SIC ZF O(N2t(2Nr + 1) +NtNr) 584 6288 8704
Linear MMSE O(9Nr + 2NrNt(Nt − 4)) 198 4046 5880
SIC MMSE O(N2t(2Nr + 1) +NtNr) 584 6288 8704






















Figure 5.9: A comparison of ZF, MMSE, ZF-SIC and MMSE-SIC crosstalk cancel-
lation methods in terms of computational complexity
5.5 Summary
In this chapter, the performance of linear and non-linear cancellation techniques are
analysed for various MIMO system configurations using M-QAM modulation. The
comparison between ZF and MMSE cancellers for both linear and SIC techniques
is presented for the 2 × 2 , 4 × 4 , 8 × 8 and 16 × 16 twisted pair G.fast system
configurations and also the performance is carried out for 32-QAM, 128-QAM and
512-QAM between ZF and MMSE cancellers.
In this chapter, BER performance of M-QAM MIMO DMT-based G.fast systems
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with linear and SIC cancellers is investigated under copper channel [148].
The performance comparison between ZF and MMSE is carried out for the 4×4,
8 × 8, 16 × 16 MIMO system configurations and 32 − QAM , 128 − QAM and
512−QAM between ZF and MMSE cancellers. However, performance improvements
occur for ZF with an increase in modulation bits/symbol [151]. As the number of
pairs in the same binder increases to the order of tens to hundreds, even reduced
complexity cancellers becomes very complex. While, with small number of pairs,
the full potential of MIMO with high capacities is not achieved.
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Chapter 6
Thesis Summary and Future Work
6.1 Thesis Summary
During the last few years, broadband wireline access networks over copper evolved
into a viable technology that increases end-user bit rates to meet the rapid growing
demand for high data rate communications. One of the major compensations of
wireline broadband technology is the use of an existing physical communications
infrastructure, namely, the telephone network. The fourth generation of broadband
over copper communications infrastructure is known as G.Fast, which was started
recently by the International Telecommunication Union (ITU).
Researches in conventional communication systems considered the noise channel
as AWGN. However, it is not always the case, due to man-made or natural phe-
nomena that add unwanted noise to the transmitted signal over the channel. For
example, AWGN is not suitable to model several applications, such as communica-
tion over copper line transmission cables, underwater communications, and power
line communication. The principal impairing factor facing the wireline communica-
tion systems is IN. Middleton’s class A (MCA) noise was considered in this thesis
to model IN.
The main contributions offered in this thesis are summarised below:
• Chapter 3 presented a well-designed overview of the G.fast standard, describ-
ing the modulation and coding method used for the single line G.fast over
copper channel affected by the impact of Gaussian and impulsive noise. This
chapter gave an overview on the copper channel model developed for G.fast
system, which is the basis of our proposed G.fast channel model. The BER
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performance of DMT-based G.fast system over copper channel enumerated for
six different higher QAM signal constellations of M = 32, 128, 512, 2048, 8192
and 32768−QAM based-DMT with RS+TCM in the presence of IN modelled
as the Middleton Class A noise source.
The influence of the Middleton Class A impulsive noise on a G.fast system
investigated in this chapter and three different impulse noise mitigation tech-
niques, clipping, blanking, and Zhidkov’s algorithm, evaluated along with a fair
comparison study in terms of BER performance between these three methods.
It can be observed that the frequency domain IN cancellation method achieves
a significant BER performance over the traditional TD methods, clipping and
blanking, such as, a gain of 8dB where A = 1, a gain of about 7dB with
A = 0.1, and a gain of up to 6dB with A = 0.001 at a BER=10−4 and Γ is
0.1.
It can be observed that frequency domain IN cancellation method achieved
a significant impact on IN compensation process in the G.fast system when
utilizing high order QAM constellations, while the traditional TD methods,
clipping and blanking underperform to produce a substantial effect on the IN
mitigation process. A fixed threshold value used in these three methods for
the whole range of SNR values, which was considered as a crucial factor in the
impulsive noise compensation process. Because one FT value is not appro-
priate for all the SNR values, accordingly a novel method of calculating the
optimal threshold has been proposed and derived for further improvement of
the BER performance of the IN cancellation process based in the frequency
domain. In this work, the characteristic parameters of the MCA model, such
as impulsive index A and the noise ratio Γ is coupled with optimal threshold
value in the derived equation of OT. Moreover, the influence of varying A and
Γ investigated and it was found that the changing A and Γ for three different
values caused a significant change in the BER performance. Finally, the BER
performance results which obtained from the proposed OT calculation equa-
tion tested and compared with FT values implemented on the MCA as an IN
model. Nonlinearity FD Zhidkov method outperformed all BER performance
results achieved using a fixed threshold value by 1.2dB at BER = 10−4.
• Attention towards MIMO data transmission systems increased rapidly, thus
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G.fast coding system based DMT-MIMO on impulsive noise for broadband
wireline applications have been implemented in chapter 4. This chapter fo-
cused on a multi-line copper wire model for MLCW G.fast system under the
influence of Gaussian and impulsive noise. Using different six QAM signal
constellation, M = 32, 128, 512, 2048, 8192 and 32768−QAM , and under dif-
ferent channel conditions, the BER performance was evaluated and compared
for all four different configuration systems 2×2, 4×4, 8×8 and 16×16 MIMO
twisted pair G.fast systems.
Moreover, there was an improved performance attained by applying the de-
signed MLCW channel model to the G.fast system compared to the G.fast
single-line copper wire system affected by Middleton Class A impulsive noise
for all four M × N MIMO G.fast configurations. The BER performance
comparison results between the OT and all fixed thresholds applied to FD
method for 2 × 2, 4 × 4, 8 × 8 and 16 × 16 configurations outperform all
four BER performance curves obtained using a fixed threshold values such as,
Th1, Th2, Th3, Th4 by 1dB at BER = 10−4.
It recognized, through a comparison of BER performance of MLCW G.fast
systems using the IN frequency domain cancellation technique (mentioned
in chapter 3 previously) decreases the influence of Middleton Class A noise.
The derived OT calculation method achieved a positive effect on performance
when it is utilised with Zhidkov’s algorithm for all four M ×N MIMO G.fast
configurations.
• In chapter 5, the performance of linear and non-linear cancellation techniques
analysed for various MIMO system configurations using M-QAM modulation.
The comparison between ZF and MMSE cancellers for both linear and SIC
techniques presented for the 2 × 2, 4 × 4, 8 × 8 and 16 × 16 of twisted pair
G.fast system configurations and also performance carried out for 32-QAM,
128-QAM and 512-QAM between ZF and MMSE cancellers.
The simulation results suggested that, the performance of the both non-linear
ZF and MMSE cancellers showed good performance compared to the linear
ZF MMSE cancellers. From the results, it seen that the non-linear MMSE
improved the BER performance of 2dB after the second iteration at BER
=10−4 compared to the linear canceller MMSE and the same result between
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linear and non-linear ZF canceller. In addition, by comparing the complexity
of the implementation, it observed that the linear algorithms (ZF and MMSE)
were computationally simple and almost comparable to SIC techniques. In
conclusion, it is clearly understood that there was a degradation to the BER
performance of the ZF and the MMSE cancellers when the number of twisted
pairs in the same binder increased.
6.2 Future Work
Investigations into the BER performance of DMT-G.fast access network on wired
applications over IN environments were the main aspects in this thesis. However,
the G.fast system faces new challenges and there are still open problems regarding
the enhancement of BER performance. Thus, to completely achieve the aim of
accomplishing gigabit date rates over copper channel in G.fast standard, further
investigation is still required. In the following, some research points are suggested
for future work.
• There is a large amount of research attention towards reduction of impulsive
noise influences. The combination of RS code and TCM with interleaving is
assumed in the current G.fast standard in chapter 3. It is worth considering
the inability of RS codes to the advantage of soft-decisions in their decoding
algorithms. The first option is to utilize more advanced FEC codes such
as low-density parity-check (LDPC) codes with G.fast standard over copper
channel to investigate their behaviour in impulsive noise environments and
producing a fair comparison between them to discover robust codes for such
harsh environment.
• It is well known that the crosstalk management using MIMO precoding in
the downlink and MIMO equalization in the uplink is important to attain
the required performance of G.fast system as mentioned before in chapter 4.
Therefore, the main considerations for future study would be focus on the
MIMO precoding in downlink in the presence of impulsive noise.
• Chapter 5 provided an overview of the most important crosstalk mitigation
methods (linear and nonlinear) and explained them through a fair comparison
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study. Even so, all these techniques still require high implementation complex-
ity, and more research to reduce the complexity of their mitigation algorithms
would be one of the key respects for future study.
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[142] T. Magesacher, W. Henkel, G. Tauböck, and T. Nordström, “Cable measure-
ments supporting xDSL technologies,” e&i Elektrotechnik und Information-
stechnik, vol. 119, no. 2, pp. 37–43, 2002.
[143] I. Al-Neami, C. T. Healy, M. Johnston, and C. Tsimenidis, “Investigation into
Impulsive Noise Techniques for a G.FAST System,” in 2018 11th International
Symposium on Communication Systems, Networks Digital Signal Processing
(CSNDSP), July 2018, pp. 1–5.
[144] G. ITU-T, “9701–Fast access to subscriber terminals (G. fast)-Physical layer
specification,” ITU-T recommendation, Series G: Transmission Systems and
Media, Digital Systems and Networks, 2014.
[145] T. Magesacher, W. Henkel, G. Tauböck, and T. Nordström, “Cable measure-
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