It is shown that a continuous, absolutely integrable function satisfies the initial value problem t 0 (t − s) q−1 f (s, x(s)) ds on this same interval. In contradistinction to established existence theorems for these equations, no Lipschitz condition is imposed on f (t, x). Examples with closed-form solutions illustrate this result.
D q x(t) = f (t, x(t)), lim
on an interval (0, T] if and only if it satisfies the Volterra integral equation
Introduction
This is the first in a series of papers that will deal with the interplay between the scalar fractional differential equation D q x(t) = f (t, x(t)) (1.1) and the scalar Volterra integral equation
where q ∈ (0, 1), D q is the Riemann-Liouville fractional differential operator of order q, x 0 ∈ R with x 0 = 0, and for an unbounded interval I ⊆ R the function f : (0, T] × I → R is continuous.
Notation
First some words about notation and terminology: R + denotes the set of all strictly positive real numbers. For T > 0, C[0, T] denotes the set of all continuous functions on [0, T]. L 1 [0, T] denotes the set of all measurable functions f on [0, T] for which | f | is Lebesgue integrable on [0, T]. However, generally speaking, we use Riemann integrals (both proper and improper) since most of the functions dealt with in this paper are either continuous on the closed interval [0, T] or on the half-open interval (0, T]. Consequently, T 0 f (t) dt usually refers to a proper or improper Riemann integral. We use the phrase " f is absolutely integrable on the interval (0, T]" to convey that 
The following proposition relating improper Riemann integrals and their Lebesgue counterparts will aid in completing the proofs of some of the results in subsequent sections. (ii) If f ∈ L 1 [0, T] is continuous on (0, T], then f is absolutely integrable on (0, T].
In both (i) and (ii), the improper Riemann integral of f on (0, T] is equal to the Lebesgue integral of f on (0, T]. Also, the Lebesgue and improper Riemann integrals of | f | are equal.
Part (i) follows from an adaptation of Theorem 10.33 in [2, p. 276] for integrals on unbounded intervals to integrals of unbounded functions on a finite interval. Part (ii) follows from a similar adaptation of Theorem 10.31 in [2, p. 274] . Details are left to the reader.
Initial conditions
In such works as [4, p. 77 ] and [5, p. 137] , we find the initial condition
associated with the fractional equation (1.1). But in place of b ∈ R, we prefer to write x 0 Γ(q). Then the initial condition becomes
(3.1)
In point of fact, for continuous, absolutely integrable functions x, it is equivalent to the initial condition (1.3) (cf. Thm. 6.1). This type of initial condition is not only of mathematical interest but is also important in physical applications. For example, the classical tautochrone problem can be modeled by a fractional differential equation of the form D q x(t) = g(t)
with q = 1/2 and subject to an initial condition of the form (3.1).
Inversion of the fractional differential equation
The main result in this section is Theorem 4.10. It states that a continuous function x : (0, T] → I, where I represents some interval, that satisfies the fractional differential equation (1.1) on (0, T] and the initial condition (3.1) will also satisfy the integral equation ( 
(4.1)
Let D q denote the Riemann-Liouville fractional differential operator of order q. For q ∈ (0, 1) and
where D := d/dt. Thus, if (4.2) exists at a given t ∈ [0, T], its value is given by
It readily follows from this that D q is a linear operator. That is, if for a pair of functions h 1 , h 2 , the fractional derivatives D q h 1 (t) and D q h 2 (t) exist at a given t, then
for c 1 , c 2 ∈ R.
Lemma 4.1. Let k ∈ R and q ∈ (0, 1). For t ≥ 0,
For t > 0,
we have 
The second result follows from this equation. 
can also be derived from the Beta function. Remark 4.4. Note that the integral in (4.5) is improper when 0 < n < 1. It is convenient here to say H a is absolutely convergent when n ≥ 1 even though the integral is not improper.
Proof. It suffices to show that
is continuous on an interval [0, T] for any given ϕ ∈ C[0, T] since with an appropriate change of variable we can translate [a, b] to [0, T], where T = b − a, and at the same time change the form of (4.5) to (4.6). Thus we begin with (4.6) but rewritten as
where ϕ ∈ C[0, T]. 
If n ∈ (0, 1), the improper Riemann integral T 0 s n−1 ds converges; so, by Proposition 2.1,
and, a fortiori, measurable on [0, T].
As for the function g t , it is defined and bounded on [0, T] and continuous everywhere except at s = t unless ϕ(0) = 0. Thus, by Lebesgue's criterion for integrability, g t is Riemann
Note the function h(t, s) has the following properties:
(a) For each fixed t ∈ [0, T], the function h t (s), being the product of the measurable functions f (s) and g t (s), is measurable on [0, T].
for almost all s ∈ [0, T]. That is, depending on how ϕ is defined, this may or may not be the case at s = t.
Then, because h has these properties, we can invoke a theorem for integrals whose integrands depend on a parameter, such as the theorem in [2, p. 281] . For this situation, it states 
Finally, for 0 < n < 1, let us show for each t ∈ (0, T] that the value of the Lebesgue integral
For such a fixed t, we see from the definition of h(t, s) that
Thus, as h t (s) is continuous on (0, t], it follows from Proposition 2.1 that it is absolutely integrable on (0, t] and that the improper Riemann integral of h t (s) on (0, t] is equal to the Lebesgue integral of h t (s). Proof. The proof is the same as that of Lemma 4.3, aside from some minor details, if in that proof s n−1 is replaced with ψ(t − s).
In Lemma 4.3 the integrand of the integral (4.6) has a singularity at the upper limit of integration if n ∈ (0, 1). In the next lemma, we add to that a singularity at the lower limit of integration by supposing that the function ϕ(s) has a singularity at s = 0. Lemma 4.6. Let n ∈ R + . If a function ϕ is continuous and absolutely integrable on (0, T], then the improper Riemann integral
defines a function that is also continuous and absolutely integrable on (0, T]. 
for t > 0. Thus, as H(0) = 0, H is continuous at t = 0 if m + n > 1 but discontinuous if m + n ≤ 1. Proof. Choose an arbitrary a ∈ (0, T). Then, for each fixed t ∈ (a, T], we can rewrite H(t) as
where H a is defined by (4.5) and
According to Lemma 4.3, the integral H a (t) converges absolutely. Since t > a, (t − s) n−1 is continuous for 0 ≤ s ≤ a, hence, bounded. Thus, as ϕ(s) is absolutely integrable on (0, a], so is (t − s) n−1 ϕ(s). In other words, the integral I(t) also converges absolutely. Consequently, H(t) converges absolutely. Therefore, H defines a function on (a, T].
As to continuity, we have already established in Lemma 4.3 that H a (t) is continuous on [a, T]. So let us now show that I(t) is continuous on (a, T]. To that end, choose any t 1 ∈ (a, T]. Then for t ∈ (a, T], we have
Consider the three cases: (i) n ∈ (0, 1), (ii) n = 1, and (iii) n > 1.
If
Consequently,
As a result,
which shows that I(t) is continuous at t 1 . Since t 1 is an arbitrary point in (a, T], we conclude I(t) is continuous on this interval. Consequently, H is continuous on (a, T]. In point of fact, H is continuous on the entire interval (0, T] since at the outset of this proof we chose an arbitrary a ∈ (0, T].
For n > 1, a similar analysis again leads to the conclusion that H is continuous on (a, T]and so on (0, T].
If n = 1, then H(t) = To prove H is absolutely integrable on (0, T], define the set 
With Proof. It follows from Lemma 4.6 that
and J m+n ϕ are continuous and absolutely integrable on (0, T]. By that same lemma,
is also continuous and absolutely integrable on (0, T]. Now suppose m + n ≥ 1. Then, as s m+n−1 ∈ C[0, T] and ϕ ∈ L 1 [0, T], we see from Lemma 4.5 that J m+n ϕ is continuous not only on (0, T] but at t = 0 as well. This concludes the proof of the first statement.
Observe that (4.11) holds at t = 0 since both (4.10) and (4.12) are equal to 0. To prove (4.11) holds on the entire interval, select an arbitrary t ∈ (0, T]. Then, because of (4.4), we can rewrite (4.10) as
With the change of variable s = u + v, this becomes
With the intent of justifying interchanging the order of integration, let us first rewrite this as 
From the previous work, we see that this can also be written as
As a result, the Tonelli-Hobson test justifies the following interchange in the order of integration:
Since t denotes an arbitrary point in (0, T], J m+n ϕ(t) = J m J m ϕ(t) holds at every t ∈ (0, T]. And, as was pointed out earlier, it holds at t = 0 as well. This concludes the proof of the second statement. Because the proof of (4.11) is based on |ϕ| ∈ L 1 [0, T], which by hypothesis is the case here, it is also valid here.
With these lemmas we can at last prove the main result of this section. Theorem 4.10. Let q ∈ (0, 1). Let f (t, x) be a function that is continuous on the set
where I denotes an unbounded interval in R. Suppose there is a continuous function x : (0, T] → I such that both x(t) and f (t, x(t)) are absolutely integrable on (0, T]. Suppose further that x(t) satisfies the fractional differential equation D q x(t) = f (t, x(t)) (1.1) on (0, T] and the initial condition
1)
where x 0 = 0. Then x(t) also satisfies the integral equation Proof. Suppose a continuous function x : (0, T] → I exists satisfying the fractional equation (1.1) on (0, T] and the initial condition (3.1) and that it is absolutely integrable on (0, T]. Then, as f is continuous on the set B, the function ϕ defined by
is continuous on (0, T]. From (1.1) and (4.2), we have
is continuously differentiable on (0, T]. An integration of (4.15) yields Therefore,
for 0 < t ≤ T. Now apply J q to both sides of (4.17). Since ϕ(t) is continuous and absolutely integrable on (0, T], Lemma 4.8 allows us to simplify the right-hand side to
where we have also used Lemma 4.1. And as J q J 1−q x(t) = J 1 x(t), this further simplifies to 
is continuous on (0, T]. Differentiating (4.18), we obtain
It is challenging to come up with an example of a nonlinear fractional differential equation or a nonlinear Volterra integral equation with a closed-form solution to illustrate the previous theorem. However, here is an example. Example 4.12. A continuous, absolutely integrable function x(t) that satisfies the fractional differential equation
on (0, ∞) and the initial condition
is
(4.21)
Furthermore, it also satisfies the integral equation
Proof. Comparing (4.19) with (1.1), we see that q = 1/2 and
And comparing (4.20) with (3.1), we see that
The function x : (0, T] → (0, ∞) defined by (4.21) has a singularity at t = 0, but it is continuous on (0, T]. Integrating, with the change of variable u = √ t, we obtain
showing that x is absolutely integrable on (0, T]. Likewise the same is true of f (t, x(t)) as
Let us now directly verify that (4.21) satisfies (4.19) . Substituting it into the left-hand side of (4.19), we get
where
With the change of variable u = √ s, this integral becomes
Using an integration formula from [1, (3.3 .49), p. 13], we find that for η < √ t:
Hence,
And so I(t) = π √ t + 1 for t > 0. Then, for 0 < t ≤ T, we see from (4.24) and (4.21) that
which verifies that (4.21) satisfies (4.19) on (0, T]. The initial condition (4.20) is also satisfied because
Since all of the conditions of Theorem 4.10 are met, we conclude (4.21) satisfies not only the differential equation (4.19) on (0, T] but also the integral equation (4.22) . Since this is true for every T > 0, (4.21) satisfies (4.19) and (4.22) for all t > 0.
Complementary integral equation
We now show that the converse of Theorem 4.10 is also true. Theorem 5.1. Let f (t, x) be a function that is continuous on the set
where I denotes an unbounded interval in R. If there is a continuous function x : (0, T] → I such that both x(t) and f (t, x(t)) are absolutely integrable on (0, T] and if x(t) satisfies the integral equation (1.2), namely
where q ∈ (0, 1) and x 0 = 0, then it also satisfies the fractional differential equation (1.1) on (0, T] and the initial condition (3.1).
We remark that condition (3.1) is shown to be equivalent to condition (1.3) in Section 6.
Proof. By hypothesis, a function x(t) satisfies the integral equation (1.2) . In other words, this function satisfies the equation
To show that it also satisfies (1.1), apply the operator D q to both of the terms on the right-hand side of (5.1).
Beginning with the first term, we have
where, from Lemma 4.1,
Therefore,
for t ∈ (0, T]. Now consider the second term of (5.1):
Since f (t, x(t)) is continuous and absolutely integrable on (0, T], we see from Lemma 4.8 that
for each t ∈ [0, T]. Consequently,
for t ∈ (0, T]. It then follows from (5.2), (5.3), and the linearity property (4.3) that
This, together with (5.1), yields
for 0 < t ≤ T. Finally we prove that x satisfies the initial condition (3.1). Applying the integral operator J 1−q to both sides of (5.1), we obtain
The next example has already been dealt with in Example 4.12. However, let us consider it from the point of view of Theorem 5.1.
Example 5.2.
A function that satisfies the integral equation 
Furthermore, it also satisfies the differential equation Proof. For an arbitrary T > 0, we have already shown in Example 4.12 that x(t) and f (t, x(t)) = − √ π 2 √ t x(t) 3/2 are absolutely integrable on (0, T]. What remains to be shown is that (5.5) satisfies (5.4 ). Then we can simply invoke Theorem 5.1 to assert that (5.5) also satisfies (5.6) and (5.7). From (5.5) we have √ tx(t) 3/2 = 1 1 + t
Consequently, the integral term in (5.4) is
With the change of variable u = √ 1 + s, the function I(t) becomes
Then, letting a = √ 1 + t and using the trig substitution u = a sin θ, we obtain
Therefore, for t > 0 the right-hand of (5.4) is
which verifies that (5.5) satisfies (5.4) on (0, T].
Since all of the conditions of Theorem 5.1 are fulfilled, it then follows that (5.5) also satisfies the differential equation (5.6) on (0, T] and the initial condition (5.7). Moreover, as T > 0 is arbitrary, (5.5) satisfies both (5.4) and (5.6) on (0, ∞). Recall that a direct verification of this is given in Example 4.12.
Equivalent initial conditions and equations
We now prove, under the hypotheses of Theorems 4.10 and 5.1, that the two initial conditions (1.3) and (3.1) are equivalent. 
