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Abstract— In this work we propose enhancing a typical
robotic telepresence architecture by considering olfactory and
wind flow information in addition to the common audio
and video channels. The objective is to expand the range
of applications where robotics telepresence can be applied,
including those related to the detection of volatile chemical
substances (e.g. land-mine detection, explosive deactivation, op-
erations in noxious environments, etc.). Concretely, we analyze
how the sense of smell can be integrated in the telepresence
loop, covering the digitization of the gases and wind flow
present in the remote environment, the transmission through
the communication network, and their display at the user
location. Experiments under different environmental conditions
are presented to validate the proposed telepresence system when
localizing a gas emission leak at the remote environment.
I. INTRODUCTION
Robotic telepresence is an emerging technology with
a great potential in applications such as elder assistance,
surveillance or inspection of dangerous areas. A robotic
telepresence system results from the combination of infor-
mation and communication technologies (ICTs) and mobile
robotic solutions. On the one hand, ICTs permit users to
remotely control mobile robots within realistic environments,
overcoming the still limited performance of autonomous
robots in these scenarios [1]. On the other hand, mobile
robots help in enhancing the capabilities of traditional ICTs,
enabling users to interact within the robot environment as if
they were physically present [2].
Typically, robotic telepresence relies on the human senses
of vision, hearing and, when haptic devices are available, the
sense of touch. This standard configuration has allowed telep-
resence systems to be successfully deployed in applications
such as health care [3], [4], elder assistance [5], or visual
inspection of disaster areas [6], [7]. Moreover, the prevalence
of high quality video conferencing using mobile devices,
tablets and portable computers has enabled a drastic growth
in telepresence robots to enhance the virtual experience of
being physically present at the office [8], [9].
Yet, despite this enhanced ”virtual” presence, applications
exist that require detecting and measuring other entities
or variables of the remote environment. This is the case
of olfaction-related applications, where information about
the volatile chemical substances and the wind flow in the
environment must be provided. Example applications include
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land-mine detection, operations in dangerous areas due to
the presence of hazardous chemicals, or explosive deacti-
vation, among others. Furthermore, traditional telepresence
applications that rely only on videoconferencing, can indeed
enhance the user feeling of being at the remote location by
complementing these senses with olfaction [10], [11].
Telepresence demands the users’ senses to be provided
with such stimuli as to give the feeling of immersion in the
remote site. This requires to capture, transmit, and finally
display each stimuli in a proper way: images/video for
visual awareness, sound for auditory perception, or forces to
simulate the feeling of touch. This is not a simple task, and
many researchers worldwide seek improving how to digitize,
transmit and deliver such information to the tele-operator in
order to enhance its virtual experience.
In the case of olfaction, electronic noses (e-noses) are
the devices aimed at mimicking the humans’ sense of smell
by means of an array of gas sensors and machine learning
algorithms [12], [13]. In a nutshell, e-noses provide an
artificial representation of the airborne volatiles present in
the environment. Naturally, the spectrum of volatiles and the
concentrations that an e-nose can detect strongly depends on
the sensors it hosts, so a specific design and configuration are
usually necessary to adapt to the application requirements.
In this regard, novel e-nose designs as the presented in [14]
aim at providing a modular architecture to simplify this
customization process.
E-noses have been successfully employed in conjunction
with autonomous mobile robots to carry out tasks like: gas
source localization [15], [16], gas distribution mapping [17],
[18] or chemical recognition [19]–[21]. In many cases, olfac-
tion is complemented with wind flow perception by means
of 2D or 3D anemometers, since the dispersion of chemical
volatiles is strongly correlated with the later. Nevertheless,
given the high complexity of real environments, autonomous
systems are not yet fully operational, and human interven-
tion is required in most practical scenarios. Therefore, the
integration of olfactory information in a telepresence system
seems a logical and intuitive line of actuation, allowing a
human operator to take over the reasoning on the remotely
sensed data.
Regarding to how the digitized data is presented to the
user, there are many different screens, virtual-reality goggles,
surround sound systems, haptic devices, etc, but there are just
a few olfactory and wind-flow delivering devices. This makes
explicit one of the main problems of introducing olfaction
in the telepresence loop, the great difficulty to convey the
sensed stimuli to the user. When compared to vision, where
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Fig. 1: Robotic telepresence systems entails three environments: visitor, network, and robot environments.
all the information can be precisely represented with the
well-known RGB color components, we face the problem
that there not exist such a simple odor space, but it is
believed that the human sense of smell has approximately
400 dimensions [22]. Moreover, to reproduce a scent from
its digitized representation, the olfactory display would need
hundred of different primary-odors and some mechanism
to properly combine them in order to generate a similar
stimuli [23].
According to how the odorous stimuli is presented to the
user, we can differentiate two types of olfactory displays:
ubiquitous type, which deliver the smell to the environment,
and wearable type, which are worn by the user [11]. The
former provides users with the ability to sense scents without
wearing encumbering and obtrusive devices on the face or
head, but makes more challenging to switch the scent within
a short time because of the difficult to dissipate the previous
scent [24]. In this regard, some researchers have proposed
the use of sophisticate ”air cannons” [25] to deliver a clump
of smell to a location near the user’s nose, reducing the
volume of scented air released and therefore the time span
at which two different scents can be delivered. On the other
hand, wearable type displays accurately present the odor
directly to or near the user’s nose, enabling its use in large
spaces, including outdoor environments [26]. Their main
limitations reside in the reduced set of smells that can be
generated and the short operation time, in order to keep the
system wearable. Yet, there are some initiatives that propose
analyzing the user’s breathing pattern to reduce the amount
of scent delivered, enabling the use of the display for a longer
period [27].
In this work we analyze how the sense of olfaction can be
introduced in the telepresence loop to enhance the user ex-
perience and to increase the range of applications where this
technology can be employed. We cover the digitization of the
volatiles and wind flow present at the remote environment,
the transmission between the robot and the tele-operator, and
the display of this new information. We propose a basic,
yet illustrative implementation of an olfactory telepresence
system, and present experiments to analyze its validity.
II. OVERVIEW OF THE ROBOTIC TELEPRESENCE SYSTEM
Independently to the application domain, robotic telep-
resence systems, in general, comprise three environments
(see Fig. 1): the robot environment, where a mobile robotic
platform endowed with different sensor modalities, enables
the virtual visit to the robot workplace, the visitor environ-
ment, where a networked device provides the visitor with an
interface to interact with the robot, and a network environ-
ment that supports the communication between visitors and
robots.
In this work we employ the robotic telepresence architec-
ture presented in [28], because of its modularity and ease
of implementation. This generic architecture endorses the
telepresence application with the following features:
• It provides an open-source, web-based user interface for
robot teleoperation, which enriches the solution with
interesting features like cross-platform compatibility,
accessibility and maintainability. The interface relies on
NodeJS, HTML5 and WebRTC technologies to enable
these features.
• It integrates efficient and robust middleware communi-
cations based on the IoT protocols, HTTP, WebSockets,
and MQTT. The use of these standards provides well-
structured mechanisms for communication as well as
it permits the inclusion of third-party components or
plugins.
• It includes interfaces with robotic control architectures,
based on, but not limited to, the widely used ROS [29]
and MOOS [30] robotic frameworks.
The three components of this architecture are detailed
next:
A. Network Infrastructure
The network infrastructure relies on a client/server archi-
tecture to support the communications between visitors an
robots, and if necessary, to provide security mechanisms and
data persistence. The server is implemented in NodeJS, a
runtime environment designed to develop javascript server-
side applications, which offers a rich set of readily available
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Fig. 2: Picture of the Giraff mobile robot and description of
the on-board sensors for the olfactory robotic telepresence.
utilities through a package ecosystem. It offers two local ser-
vices, namely, a message broker enabling the server applica-
tion to communicate with clients using the publish/subscribe
messaging pattern [31], and a database to store application
data and session logs. The utilities selected to implement
these services have been Mosquitto MQTT Message Broker1
and MongoDB Database2. The server transmits and receives
A/V data over websockets using the WebRTC3 API, and
relies on the MQTT data channel to exchange robotic control
data.
B. Robotic Platform
In this work we consider the commercial telepresence
robot Giraff (see Fig. 2), which is built upon a manufacturer-
developed base, endowed with a videoconference set and
a tilting head. The hardware of the standard Giraff has
been enhanced with a laser scanner, an e-nose for gas
detection, and a 2D ultrasonic anemometer for wind flow
measurement (see Section III for a detailed description).
It is controlled through a ROS-based robotic architecture,
including a controller for the robotic base, MQTT compatible
communications, and self-localization capabilities.
C. Visitor Display
The employed robotic telepresence architecture enables
the use of diverse visitor devices, i.e laptop, desktop, tablet,
including different peripherals to capture the user events,
i.e., keyboard, mouse, and touch screens, and media displays
with varied size and different resolutions. The user interface
1http://mqtt.org/
2https://www.mongodb.com/
3https://webrtc.org/
Fig. 3: Visitor UI layout. Left) layout for medium and large
media devices. Right) layout for small media devices.
is provided through a WebRTC compatible web browser,
providing the following features:
• Cross-platform compatibility without installing addi-
tional plugins, nor software. The web-based visitor
interface deals efficiently with hardware, visualization
and communication issues.
• Instant access and updates. Since the user interface
is delivered online by the central server, visitors can
retrieve the most recent version by just accessing the
server URL.
• Simple and responsive design suitable for multiple sizes
and resolutions in the visitor device. The interface
provides different views, automatically adapted to the
client device, and integrates controllers for keyboard,
mouse and touchscreen events.
Figure 3 displays a view of the standard visitor interface
(i.e without olfaction). Presentation elements comprise a
minimalist layout composed of two viewports. The main one
renders the video stream received from the robot environment
and overlays some elements, e.g., graphic helpers, applica-
tion alerts and/or status messages. The secondary viewport
displays a schematic map of the robot environment with the
aim of improving the visitor situation awareness. The map
includes a floorplan of the robot environment enriched with
some structural elements, along with the robot pose.
III. THE OLFACTION COMPONENTS IN THE
TELEPRESENCE ARCHITECTURE
Building on the generic telepresence architecture presented
in Section II, we now integrate olfaction and wind flow data
in the loop. Concretely, we analyze the sensors, the transmis-
sion requirements, and the displays involved to present these
two new information sources to the user. For an overview of
the proposed robotic telepresence architecture, see Fig. 4.
A. Olfaction
As previously introduced, e-nose is the technology which
aims at mimicking the humans’ sense of smell. E-noses are
gas-sensing devices composed by an array of non-selective
gas sensors whose joint response comprise the so called
”fingerprint” of the odor (i.e a distinctive multidimensional
response pattern). This odor-fingerprint is not human-legible,
nor has a direct correlation with the composition of the
gas mixture (i.e each gas sensor in the array responds to
multiple gases, so it is not possible to get the gas composition
from the raw sensors response). This entails that, in most
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Fig. 4: Our Robotic telepresence system with olfaction and wind flow information. Both information sources are transmitted
through the MQTT data channel and presented to the user over the standard visual and sound displays.
cases, the odor-fingerprint must be processed by machine
learning algorithms to infer the volatiles identities and their
concentration. Whether to process the data at the remote or
local environment depends on the particular characteristics
of the application at hand: robots’ computational capacity,
bandwidth of the communication network, preferred user
display (mobile, tablet, PC), etc.
Finally, the digitized olfaction data must be displayed to
the user in a proper way so to contribute with the virtual
presence feeling. However, and despite the recent advances
in this line, there is no yet an olfactory display able to
provide the olfactory stimuli the user would perceive if it
were physically present at the robot environment. More-
over, we seek to maximize the range of client devices that
can be used for teleoperation (PCs, tablets, smartphones...),
providing an interface not relying upon specific hardware.
Therefore, we propose here a minimalist olfaction display
which accounts just for visual and sound stimuli under
the assumption that only one scent is of interest for the
telepresence activity. More specifically, we rely on the always
present visual display to show a bar-plot proportional to the
inferred gas concentration (see Fig. 5), and simultaneously
generate an audible sound signal with a cadence proportional
to the gas concentration (i.e similar to a Geiger counter for
radiation measurement). This second display allows the user
to perceive the gas concentration without having to lose
focus on the robot navigation. For scenarios where more
than one scent is of interest to the user, the e-nose data
must be previously classified to determine the components
of the scent and their concentration. In this case, auditory
stimuli is inadvisable, and the visual display shows the name
of the most probable odor-class (and its % probability) in
conjunction with the concentration.
B. Wind Flow
For detecting and presenting to the user the wind flows
present at the robot environment, we employ an anemometer
which provides the wind speed and direction. This is a very
lightweight information so there is basically no need to pre-
process the data.
As in the case of olfactory information, the display is
the bottleneck of the system. Though some initiatives have
been proposed to force airflows at the user environment by
means of fans [32], they are still on very immature state. We
therefore choose to display the wind information visually.
The simplest option would be to include in the user interface
a wind compass where the wind vector is plotted. This
approach present the drawback of having different reference
systems for the wind flow (following the standard N-S-E-
W schema) and the robot (which continuously changes as it
moves). The latter leads in most cases to confusion more than
an improvement of the telepresence feeling. Consequently,
for the experiments carried out in this work, we transform
the wind vector to the robot’s reference system, and plot a
vector over the robot location indicating the wind direction
and strength that the robot is exposed to.
IV. EXPERIMENTS
This section presents an experiment for the validation
of the proposed robotic telepresence system consisting on
the localization of a gas leak in a remote environment.
The objective is to determine if the proposed architecture
is suitable for the execution of olfaction-related tasks in
telepresence applications. To that end, more than 60 test-
runs have been recorded where a gas leak in an office-like
environment has to be localized.
One important limitation when validating olfaction-related
proposals is the high variability of environmental conditions
in real scenarios, and their significant influence over the
dispersal of gases [33]. This entails that repeatability among
runs of the same experiment usually yield very different
results, making difficult to validate the system. To overcame
this issue, gas dispersal simulation based on computational
fluid dynamics (CFD) tools is usually employed [34], [35],
allowing an accurately control of the gas dispersion, and
consequently enabling comparison among repetitions. Fol-
lowing this approach, we generated a simulated version
of an office-like environment (composed of four rooms
and multiple furniture), and employed OpenFoam CFD4
4http://www.openfoam.com/
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Fig. 5: Proposed visual interface for the robotic telepresence system. In addition to the common video stream and localization
map, gas concentration is displayed by means of a colored bar-plot together with an audible signal. Accordingly, the wind
strength and direction is displayed by a wind vector at the current robot location.
to generate four different scenarios, varying the wind flow
conditions and gas source location (see Fig. 6). The simulated
CFD data was then integrated with a standard ROS5 robotic
simulator, to provide gas and wind measurements in the
virtual environment (for further details on the simulator and
the experimental setup, please see [36] and [35]). It must
be stressed that only the robot environment was simulated,
retaining the same visitor and network environments of the
proposed telepresence loop. That is, the user interacted with
the system as if he/she was teleoperating a real robot (see
Fig. 5).
Table I summarizes the success ratio (i.e. when the user
pinpoint the gas source position at less than 1m from the real
location) and average time needed to complete the localiza-
tion task with the proposed telepresence architecture. As can
be appreciated, we tested two sensor configurations: olfaction
alone, and olfaction plus wind flow, with the aim to to
analyze the influence of the latter in the localization process.
From these results we can infer that the overall success ratio
worsens when wind information is provided to the user (pos-
sibly due to the lack of training and understanding of how the
wind flow affects the gas dispersal in a 3D environment), but
the average search time improves, with a notable reduction
of 25%. In either case, these results demonstrate that the
presented architecture does indeed enable the development of
olfaction-related applications through telepresence. Finally,
the low success rate obtained in these experiments suggests
that there is plenty room for improvement, mostly on the
olfactory interface.
V. CONCLUSIONS
In this work we have proposed a telepresence architecture
which accounts not only for the common visual and hearing
5http://www.ros.org
(a) Scenario 1 (b) Scenario 2
(c) Scenario 3 (d) Scenario 4
Fig. 6: The experimental scenario and its different environ-
mental configurations. Each figure shows a 3D representation
of the environment, the main wind flow (blue arrows), the
gas source location (blue circle), and the simulated gas
distribution after a time period of 100s (red point-cloud).
feedback, but also olfaction and wind flow information at the
remote environment. We have analyzed the challenges and
open issues when related to the digitization and display of
these magnitudes, and proposed a minimalist user interface
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TABLE I: Overall success ratio and average time to locate
the emission source (at 1.5m threshold) in the simulated
environment.
Success ratio Average time
olfaction 21/34 211.2 s
olfaction + wind 16/31 180.6 s
which relys on the always present video and sound stimuli.
Experimental validation with more than 60 test-runs demon-
strate that robotic telepresence is a suitable technology to
solve olfaction-related applications.
For future research we plan to improve the olfaction
display to provide a more inmmersive experience, and to
analyze how the user behaviour may be affected by how this
information is presented. The long-term goal is to learn the
human reasoning related to olfaction (e.g. when localizing a
gas leak), and apply it to autonomous robots.
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