The present study explores the value of machine learning techniques in the classification of communication content in experiments. Previously human-coded datasets are used to both train and test algorithm-generated models that relate word counts to categories. For various games, the computer models of the classification are able to match out-of-sample the human classification to a considerable extent. The analysis raises hope that the substantial effort going into such studies can be reduced by using computer algorithms for classification. This would enable a quick and replicable analysis of large-scale datasets at reasonable costs and widen the applicability of such approaches. The paper gives an easily accessible technical introduction into the computational method.
space, for example in the left-right spectrum (Benoit et al. 2009 ). Similarly, economists have used it to quantify the slant of media (Gentzkow and Shapiro 2010) or the consequences of transparency rules for central banks (Hansen et al. 2017) . To my knowledge, this is the first study to investigate this technique's usefulness for experimental text data. A facilitating feature of experimental data is that the topic of the chat conversation is usually known which simplifies the machine learning analysis. 4 The communication transcripts studied here are obtained from implementations of Burchardi and Penczynski's (2014) intra-team communication design in beauty contest, hide and seek, social learning and asymmetric-payoff coordination games. Among the applications in experimental work, the classification of reasoning in terms of the level-k model is certainly one of the more ambitious tasks.
Still, the results are clearly positive and show that the out-of-sample computer classification is able to replicate many results of the human classification. They suggest that in similar or easier classification tasks, computer classification can be a valid option to reduce the additional effort that comes with communication analyses, especially large ones. The following sections will introduce the data and the machine learning techniques that are used. Afterwards, results will be presented for three different applications. The technical appendix introduces the computational method based on an example code.
Data
All communication transcripts in this study are generated by the intra-team communication protocol that was introduced in Burchardi and Penczynski (2014) . Teams of two subjects play as one entity and exchange arguments as follows. Both subjects individually make a suggested decision and write up a justifying message. Upon completion, this information is exchanged simultaneously and both subjects can enter individually a final decision. The computer draws randomly one final decision to be the team's action in the game. The protocol has the advantage of recording the arguments of the individual player at the time of the decision making. Furthermore, the subject has incentives to convince his team partner of his reasoning as the partner determines the team action with 50% chance.
The original communication analyses have two research assistants (RA)-usually PhD or Master students-classify the messages according to a standard procedure of content analysis. From the authors of the study, they are provided written instructions as to which concepts to look for in the text. Initially, they code the messages individually in order not to be influenced by the opinion of the other. Afterwards, they meet or are informed about disagreements and have the chance to reconcile their classification. Finally, only the coding that the two RAs agree upon is entering the messages' data analysis.
In all analyses of this study, the RAs looked for similar concepts described in the level-k model of strategic reasoning (Nagel 1995; Stahl and Wilson 1995) . RAs were asked to indicate the lower and upper bound of level of reasoning and in some cases the characteristics of the level-0 belief. Due to a possible ambiguity of messages with respect to the level of reasoning, lower and upper bounds are given that determine the interval within which the level of reasoning is likely to lie.
Here, three datasets will be used to investigate the usefulness of machine learning for the classification. Note that the studies were not chosen based on the particular characteristics of the games, but rather on the kinds of results to be replicated and the content extracted from the text, namely levels of reasoning and level-0 belief characteristics.
First, to see the general features of the computerized level classification, I unite observations from the beauty contest game in Burchardi and Penczynski (2014) with observations from the hide and seek game (Penczynski 2016b ). This dataset is referred to as BCHS.
The second, larger dataset is from a study of social learning (SL, Penczynski 2017) and allows me to investigate whether one of the main results of the paper, namely that the mode behavior is level-2 (or "naïve inference" as in Eyster and Rabin 2010) , can be found via the computer classification. It features scenarios from the standard social learning framework as introduced by Anderson and Holt (1997) .
Finally, the third and largest dataset is from a study of asymmetric-payoff coordination games (APC) as investigated in van Elten and Penczynski (2018) based on games introduced by Crawford, Gneezy, and Rottenstreich (2008, CGR) . Beyond the out-of-sample replication of the result that the incidence of level-k reasoning is low in symmetric, pure coordination games and high in asymmetric, "battle of the sexes"-type coordination games, this dataset allows me to go one step further and investigate the classification of level-0 beliefs. Specifically, it can be tested whether the computer classification replicates differences in the relevance of label and payoff salience between symmetric and asymmetric games.
Technique
The classification method studied here combines techniques of Natural Language Processing (NLP, Sect. 3.1) and machine learning (ML, Sect. 3.2). Appendix A provides further technical details and annotated example code in the software language R.
Natural language processing
In order to transform a set of natural language messages-a text corpus-into a computer-friendly dataset, the text of each message is represented by a bag-of-words model as a multiset of its words, abstracting from grammar and word order. Specifically, in a process of tokenization, the messages of a corpus are broken down into single strings of letters, numbers, or marks that are divided by a space. Each of the M messages can then be represented by a vector of the frequencies of the T unique tokens.
5 This way, the set of messages is converted into a highly sparse T × M -dimensional, so-called document-feature matrix. Denote the frequency of token t in message m as x m t and the vector generated by message m as m . Some measures can be taken to usefully reduce the number of features T. Here this is done by a) removing so-called stopwords, common words that are not indicative of the text content 6 , b) reducing inflected words to their stem so that, for example, "team", "teams" and "teamed" all appear under "team", and c) dropping tokens that appear rarely in the whole document ( ∑ m x m t < 5 ). For simplicity and objectivity, I did not remove typos from obviously mistyped words although this could further strengthen the results. 
Machine learning
Due to the large number of independent variables T and the possibly nonlinear relationship between word frequencies and level of reasoning, standard linear regression approaches cannot be used. The statistic method of choice should feature a selection of variables and the ability to represent highly nonlinear relationships. The field of machine learning has available a large variety of algorithms for various purposes. Precedent cases of text analysis with random forests (Agrawal et al. 2013) , the ease of their implementation and their general usefulness (Varian 2014 ) let me choose the random forest technique (Breiman 2001; Hastie et al. 2008, henceforth HTF) .
8 It does not require prior calibration and has featured good accuracy and little overfitting across applications.
Machine learning is generally used for out-of-sample prediction, in our case for the prediction of reasoning characteristics based on word counts in messages. The out-of-sample performance can be easily and precisely measured and is therefore the deciding measure of the usefulness of a model and guides many if not all of the choices of algorithms and parameters. It is thus indispensable to split the data into two separate sets for training and testing of the model. , I chose 5 An alternative to single tokens (unigrams) can be the use of bigrams of two consecutive tokens (or more in n-grams) in order to keep some information on word order and syntax. The use of bigrams has commonly been found of little use, while it increases the number of variables considerably (Verma et al. 2011; Pang et al. 2002) . 6 In English, for example, stopwords are "the", "to", "and", "that", "as", "about", "from", etc. 7 Although increasing the matrix size and not pursued here, it might be useful in some cases to follow linguists' practices and further engage in disambiguation, part-of-speech tagging, adding readability scores, adding number of misspellings, and others (for an example see Pestian et al. 2010) . 8 The exposition on trees follows section 9.2 of HTF. The introduction to random forests is following section 15 of the same book. An excellent introductory online lecture on machine learning is by AbuMostafa (2012) . Varian (2014) gives an economist-friendly introduction to machine learning and specifically random forests.
to have 70% of the observations to formulate the model in-sample ("train") and the remaining 30% of observations to test the model out-of-sample. The in-depth evaluation of the random forest results will make use of cross-validation. For 10 consecutive times, a specific 10% subset of the dataset is taken out for testing and the remaining 90% are used for training. The advantage of this more involved process is that eventually all observations will have been predicted based on a model that was trained exclusively on other observations. In all analyses, the in-sample vs. out-of-sample split is balanced across treatments/games to avoid that results vary due to differences in the number of training observations from particular treatments/games.
As in nature, the concept of a forest is conceptually based on the idea of "trees". Trees partition the space spanned by the independent variables into subspaces. The splits are performed sequentially, dividing a dimension t along a split point s t into two subspaces, as shown in the illustrative tree and variable space in Fig. 1 . For example, one could divide messages into those with less than one token "team", x team < 1 , and messages with more instances of "team", x team ≥ 1 . The first subspace, x team < 1 , could be split again by x urn < 1 and x urn ≥ 1 , the second by x saw < 1 and x saw ≥ 1 . The online appendix A.4 gives details on how the trees are grown in random forests. To each subsample, one can now associate a level of reasoning ŷ ℝ n , as is done illustratively in Fig. 1a .
Models in machine learning are fundamentally different depending on the nature of the dependent variable. With numerical dependent variables for which differences and means are defined like levels of reasoning, one speaks of a "regression model". When the dependent variable takes a limited number of non-ordered values-"discrete variables" in economics-one speaks of a "classification model".
A simple regression model reflects the response as a constant c n in each of the subspaces ℝ n . The dependent variable y is predicted by 
2 . In the case at hand, the random forest algorithm grows 500 trees. In regression, the prediction for a message m of the collection of 500 trees is the average over all trees' predictions, f ( m ) = 1 500
. In classification models, the mean cannot be used for aggregation of outcomes in the subspaces. The mode outcome can and therefore the aggregation works like a ballot, each of the randomly generated trees casts one vote for its predicted category. The winner of the ballot turns into the model prediction for the message. In each subspace ℝ n , the proportion of class d messages is
The majority class d(n) in ℝ n determines the response that the tree model attributes to a message, that is, With 500 trees, the majority class d over all 500 trees is the prediction for m . In classification, various error criteria can be conceived. The misclassification error counts the number of misclassified messages and is thus intuitive but not differentiable. I will report the Gini impurity, which gives the error rate not for majority classification, but for a mixture model of classifying a randomly chosen observation in ℝ n of category d into category d ′ with a probability that corresponds to the proportion p nd ′ : Q Gini = ∑ d≠d �p ndpnd � . This criterion measures dispersion in the categorization and is 0 if all messages in ℝ n fall into one category.
In random forests, many uncorrelated trees are grown and then aggregated. "They can capture complex interactions structures in the data, and if grown sufficiently deep, have relatively low bias. Since trees are notoriously noisy, they benefit greatly from the averaging." (HTF, p. 587f.).
While a single tree as in Fig. 1a is quite transparent about the modelled relationships, a forest clearly is not. Still, the structure of the model is representable by the so-called variable importance, which tracks over all trees the improvement in the model error thanks to each variable. The higher the reduction in the model error, the more important is the variable for the prediction of the model.
While the level-0 characteristics are discrete variables and hence treated in classification models, the level of reasoning can be treated in either regression or classification models. Given my understanding of levels of reasoning, I would probably see them as categories rather than typical numerical variables. However, in order to also treat and show regression models and results in this paper, I will report both regression and classification results for the levels of reasoning.
Results

Beauty contest and hide and seek games
The beauty contest game (Nagel 1995) requires players to indicate an integer between 0 and 100, the winner is the player that is closest to 2/3 of the average
indicated number. In the hide and seek game, hiders hide a treasure at one of four positions, labelled ABAA (Rubinstein and Tversky 1993) . Seekers can search for the treasure at one position. Whoever holds the treasure at the end wins a prize. The BCHS dataset contains 78 BC and 98 HS messages. I use the rounded average of the agreed-upon lower and upper bounds in the hide and seek game and-for robustness-the rounded average of more than 40 level classifications of the BC dataset obtained on Amazon Mechanical Turk (Eich and Penczynski 2016). 9 English stopwords, numbers between 0 and 100, and, due to the game frames, the tokens "a", "b", "a's", "b's", "two", "third", "two-third", "thirds", "two-thirds", "half" are excluded from the analysis. Word clouds illustrate the quantified tokens nicely as they indicate more frequent tokens in larger font size. The tokens in the dataset are represented in Fig. 2 .
In Fig. 3 , splitting the dataset by the level of reasoning as classified by the RAs gives a first idea whether the content in terms of tokens is different and potentially predictive of the level. Indeed, Fig. 3a shows for level-0 the words "just" and "one" to be most frequent and others such as "random", "chance", or "guess" to come up often. In contrast, higher levels feature words such as "think" and "will" more and more prominently and show fewer instances of "guess" or "random".
In the BCHS dataset, the frequency of one single token is significantly correlated with the level of reasoning both in-and out-of-sample: "think". Table 1 reports the correlation coefficients as well as the parameters of the linear model. The R 2 indicates that the word alone accounts for around 48% of the variation in levels.
In a random forest model all tokens are considered. For the two kinds of random forest models, regression and classification, Table 2 tabulates the human classification against the computer model's out-of-sample prediction from cross-validation.
In both cases, the computer prediction correlates significantly with the human classification and explains around 71% and 80% of the variation, respectively. The numbers of correctly classified messages, 105 (60%) and 91 (52%), are also 
considerable. In order to test whether the numbers of correctly classified messages could have possibly been obtained by chance, I randomly permute the levels in the training set and observe the number of correctly classified messages 2000 times (Random permutation test, Golland et al. 2005) . For both regression and classification, the numbers 105 and 91, respectively, are above the 99.9th percentile in the resulting distribution. Hence, chance success is rejected with p < 0.001.
The structure of the random forest model is illustrated by the importance of the explanatory variables. Figure 4 illustrates the 30 most important tokens in the dataset. Between the two models, the ranking of the most important words is fairly correlated, with the tokens "think", "will", "obvious", and "averag" appearing in the top 4 tokens of both models. Looking back at Fig. 3 , the latter are indeed quite discriminatory, since "obvious" is mainly appearing in level-3 and "averag" is strong in level-1. Overall, this first analysis on a small and diverse dataset shows that the method can work. The computer classification is not perfect, but it shows promise for larger datasets. In the machine learning literature, the BCHS dataset would be 
Social learning
The social learning dataset is taken from Penczynski (2017) and studies the framework introduced by Anderson and Holt (1997) . Subjects subsequently receive binary signals ("white", "black") about the binary state of the world, A or B, and can observe the decisions of their predecessors in the sequence. Their aim is to match the state of the world with the decision. The private signals are correct with probability 2/3. The dataset contains M = 348 messages and their agreed level of reasoning classification from 2 RAs. The messages feature T = 115 unique tokens after stemming and disregarding common and rare words. 10 English stopwords and the tokens "a", "b", "a's", "b's", "as", "bs", "A", "B", "black", "white" are excluded from the analysis.
Figure 5 illustrates the token clouds by level of reasoning. As before, a transition can be noticed, from words such as "choose", "random", and "select" in level-0, over "urn" and "ball" in level-1, to a predominant occurrence of considerations including the token "team" in levels 2 and 3. Figure 5 inspired the exemplary decision tree in Fig. 1a .
In this dataset, there is no single token whose frequency in a message correlates with the level of reasoning both in-and out-of-sample. The strongest correlation and R 2 can be observed with the token "team". Close to the previous dataset, this token accounts for 37% of the outcome variation (Table 3) .
In the random forest analyses, the token "team" is turning out to be the most important one in both regression and classification, as Fig. 6 shows. Further, the tokens "just", "chance", and "chose" appear in both models' top 10 important tokens.
One of the major results of the original study is the observation that the level of reasoning of the large majority of subjects is 2. In the prediction of the random forest model from cross-validation as shown in Table 4 , the same conclusion would be drawn from the computer classification. In both regression and classification model, the mode level of reasoning is 2, far ahead of level-1 and level-0.
Here, both models again lead to significant correlation and explain 85% and 88% of the variation. The number of correctly classified messages, 219 (63%) and 239 (69%), is higher than in the BCHS dataset. The random permutation test rejects 
Asymmetric-payoff coordination games
The final dataset in this study results from asymmetric-payoff coordination games (APC) as investigated by Crawford et al. (2008) and van Elten and Penczynski (2018) . The challenge here is not only the replication of the result that, roughly speaking, symmetric coordination games lead to significantly lower levels of reasoning than asymmetric ones, but also the test whether characteristics such as level-0 features can be classified. In particular, the analysis of van Elten and Penczynski (2018) showed that asymmetric, "battle of the sexes"-type games predominantly led to payoff salience in the level-0 belief while symmetric, pure coordination games were mostly approached with reference to the salience of the labels. The dataset consists of M = 851 messages and T = 311 unique tokens. The analysis uses the agreed upon classification for lower bounds of level of reasoning. Similar results are obtained for the upper bounds or averaged bounds. Table 5 describes the 4 X-Y games and 4 Pie games. In contrast to payoff-symmetric games (in bold), payoff-asymmetric games feature a higher coordination payoff for one of the two players, depending on the action on which they coordinate. The miscoordination payoff is 0 for both players. The choice is between letters X and Y in the X-Y games and between 3 pie slices (L, R, B) which are identified by ($, #, §) and of which B is uniquely white. 
Levels of reasoning
As before, Fig. 7 shows the most common tokens by the level of reasoning of the containing message. The experiment communication is in German. 13 As before, one can see a characteristic transition from level-0 to level-3. While take ("nehm"), white ("weiss"), same ("gleich"), first ("erst") are some of the most common tokens in level-0, the levels 1 and 2 feature most prominently "team" and that ("dass"). The incidence of think ("denk") is steadily rising in levels 1 and 2, becoming the most common token in level-3. Table 6 shows the 5 of the 100 most frequent tokens whose frequencies in messages correlate significantly with the level of reasoning in-and out-of-sample. Among those are two related ones, "denk" and "denkt", which surprisingly are not pooled during stemming. Again, for objectivity, I do not correct for this manually. The correlations and R 2 reach similar levels as in earlier data and suggest that the token count can again help predict the level of reasoning. Figure 8 shows that these tokens are among the most important variables for the random forest models. Table 7 shows the predicted levels for the random forest models. While the correlation between human and computer classification is high and above 0.5, the R 2 is 12 German stopwords, numbers between 1 and 100, and the tokens "x", "y", "#", "$", " §" are excluded from the analysis. 13 For the computer algorithm, the language of the messages is irrelevant. The training data are generated by RAs that understand the language. Only the compilation of the dataset in R, such as the dropping of stopwords or the stemming of words is easier for common languages. Packages for them are readily available. lower than in the previous analyses. The reason is that the computer has difficulties identifying level-2 or higher players, recognizing only 41 and 54, respectively, out of 122. Both models feature an amount of correctly identified messages, 568 (67%) and 536 (63%), similar as in the SL dataset. Probably due to the numerical nature of the dependent variable and the role of averaging, the regression model identifies many more level-1 players than the classification model or the human classification. A similar but smaller effect can be seen in the SL dataset. I choose the classification model for the following analysis.
Fig. 7 Message tokens in the APC dataset by level
To conclude the analysis of the level of reasoning, let us take a look at the level predictions by game. Table 8 shows the average level of reasoning in the human and computer classifications and the difference Δ between the two. The reduced ability of the computer to identify level-2 players shows most strongly in the asymmetric games. There, the difference Δ is on average − 0.19 . Importantly, however, the ranking of games in terms of level averages is very similar between human and computer classification. Both feature lower absolute levels in symmetric games SL and S1 on the one side and higher levels in asymmetric games on the other. Despite the reduced identification of higher level players, the computer classification indicates qualitatively similar level differences between games. 
Level-0 salience
The level-0 salience in the APC games can be divided into payoff and label salience. For both, I use the classification model of the random forest method since the attitudes towards salience are non-numerical categories. Payoff salience implies that subjects mention a belief as to how their opponent reacts to the asymmetric payoffs. Figure 9 shows the most frequently used tokens by the two most important categories, "no salience" and "high payoff". There are no striking differences across categories, in both the token "team" is most frequent, although it appears more often in "high payoff". Table 9 illustrates the prediction of the classification model based on the 5 payoff-asymmetric games. Out of 534 observations, 353 are classified correctly (66%), a substantial amount. The important tokens for the classification model are illustrated in Fig. 10a . Compared to the important tokens in the model for the level of reasoning, the notable difference lies in the importance of more ("mehr"), egoistic ("egoist") and taler ("tal"), which is plausible for the payoff salience. The token "team" stays relevant since payoff salience is correlated with higher level messages that feature this token more often than lower level messages.
Label salience implies that participants are attracted or averse to actions due to a salient label in the game, which improves the coordination probability. Figure 11a , b illustrate the most frequently used tokens for X-Y games by label salience category. It is telling that the "label salience on X" category ( X ≻ Y ) features the token first ("erst") most frequently, a term that alludes to the first position of the X in the displayed action space (Fig. 11b) . Similarly for the Pie games in Fig. 11c, d , the latter features white ("weiss") most prominently.
In terms of the prediction of the label salience, with the example of games SL and ALL, Table 10 shows that differences between games can be detected in the computer classification. While in the symmetric game SL 37 subjects are classified to hold a belief of preference for X (Table 10a) , only 3 are classified to hold such a belief in the asymmetric game ALL (Table 10b ). In both games, the computer classification is close to the human classification with 74 out of 105 (70%) on the diagonal in SL and 99 out of 104 (95%) in ALL. Recall that the model is not trained in a game-specific way, but trained with a balanced number of observations from all games. 16   Table 11 Coding performance of regression and classification models in APC ( N = 851 ) depending on the size of the training set Results shown are averages of 10 independent runs of the same regression or classification In Fig. 10b , the important tokens for a joint model in X-Y and Pie games clearly relate to the level-0 label salience: white, first, and field. I conclude that the computer classification is indeed able to indicate differences in level-0 belief characteristics.
Economic viability
An important aspect of the presented coding exercise is its economic viability for a research project. What would be the costs and benefits of implementing machine learning?
Regarding the costs, the requirement of a training dataset implies that the manual coding effort cannot be fully substituted. For small projects of the size of the ones treated here the cost of human coding is moderate. Ultimately, the necessary size of the training set relates to the complexity and the quality of the machine coding. For the largest dataset APC, Table 11 shows how the quality of machine coding achieved with a training set of 762 observations (90% of the full dataset) can be achieved with smaller training sets.
Unfortunately, this result does not readily generalize since the determinants of the quality of machine coding can at this point not be identified. The statistical theory points to the number of independent variables, which would relate to the number of tokens and thus the variety of words used in the corpus. One can speculate further that the concepts to be looked for, the level of perceptibility in a given context and the language have a bearing on the model's performance as well. One possible predictor of performance might be the agreement rate between human coders. Across the three datasets, APC featured the lowest pre-reconciliation agreement rate of 60%. The machine coding might therefore perform less well than in other datasets, holding constant the number of training observations.
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For the sake of a conservative cost calculation, let us assume that, for larger projects, the time and money spent on manual coding will not exceed the effort of coding 1000 messages. The extrapolated cost of coding 1000 messages are at the time of writing about 180 Euros and 12 RA student hours. With experimental datasets becoming larger as scientific standards improve and costs of experiments decreasedue to platforms such as Amazon MTurk-the mentioned cap can be valuable. Coding 10000 messages would have resulted in a cost of 1800 Euros and 120 RA student hours, a significant dent in the project's money and time budget.
Beyond the availability of a training dataset, the costs of implementing machine learning as I present it here are relatively low. The software environment R as well as the required packages are freely available. Machine learning methods are quickly absorbed by quantitatively trained economists. Based on the exposition and references here as well as the example in Appendix A, I estimate that 3-5 researcher hours are enough to generate a first computer coding output. The statistical training of the model implies that the expertise of a linguist or NLP-trained analyst is not needed (Crowston et al. 2012) .
For large projects and for researchers that work frequently with text, these numbers suggest that the investment in machine learning expertise is highly economical. Other than reduced labor costs and reduced time of analysis, the computer approach has the additional potential to improve consistency where extended coding or the use of multiple coders jeopardize consistency. Some future developments might shift these numbers further in favor of the investment.
Outlook
Economists work with a finite set of concepts to be looked for in text. Linguists have developed off-the-shelf tools like sentiment analysis which do not need further training data and thus work without human coding. It is thus conceivable to eventually have enough training data and validated models for off-the-shelf tools that code strategic sophistication, lying aversion, social preferences, etc. Already now, the body of coded text and messages is considerable and could be used as manually-coded training data.
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Certainly, more research is required to understand the scope of applications and research questions that can be investigated in this way. Since the present study investigates a rather complex phenomenon of strategic sophistication and aspires to code the degree of this sophistication, I view it as a relatively strong test of the feasibility of machine coding. The estimates given in the context of economic viability should be applicable in other coding tasks and possibly understate the benefits. Other concepts that have been studied with communication such as strategicness in Cooper and Kagel (2005) or the extent of social conversation in Abatayo et al. (2017) are probably more easily coded in general, both manually and by machine coding.
An important facilitator in the current study is the researcher's knowledge of the topic of discussion. In studies with field data, the topic of a text needs to be found out first (Hansen et al. 2017) , which imposes further costs of analysis. The control in laboratory studies makes the topic of conversations in a given text to be generally set by the game and thus known by the experimenter. This control makes it particularly simple for experimentalists to use the method shown here for coding.
More work is also required to understand possible differences between human and machine classification. Certainly, the conversion of text data into, here, a document-feature matrix risks losing information that is relevant for the theory at hand. Further, since the machine learning coding cannot easily be reconstructed and intuitively understood, it will require more studies and the input of linguists to clearly see the possibilities and limitations of machine coding.
Further, machine coding might not substitute but rather complement human classification. Existing or to-be-established off-the-shelf models for the coding of specific economic concepts can add evidence or a new perspective beyond the manual classification, as is done, for example in Moellers et al. (2017) and Abatayo et al. (2017) . Finally, the establishment of standard methods has the potential to improve the acceptance of rigorous qualitative analyses by sceptical quantitatively-minded economists.
After the setting of the working directory, a seed for quasi-randomization is set that allows the researcher to replicate results and to grow the same random forest more than once. The example text-file SL.txt contains messages and manually coded levels of reasoning.
Having imported the messages, they can now be transformed into a documentfeature matrix that has a column for each unique token t and indicates the token's frequency x t m in the message m. This functionality is provided by the R package quanteda that is maintained by Kenneth Benoit. 20 The main command of the package quanteda is dfm(), which tokenizes the text corpus cps and establishes the document-feature matrix dfmat. The argument remove takes away the previously defined set of string tokens mystop, which here contain general and game-specific symbols and words. For example, actions of the game are removed so that any association of actions with levels of reasoning is not picked up in the text analysis. mystop also contains stopwords('english') a pre-established set in R of "stopwords" in English, words that are very frequent in any text but too general to contribute any context-specific meaning like "the", "to", "and", "that", "as", "about", "from", etc. The argument stem = TRUE enables word stemming so that words conveying similar meaning like "team", "teams", and "teamed" all appear under the token "team". 21 Finally, any token that appears less than 5 times in the corpus is removed.
In order to get an overview of the remaining set of tokens or words, topfeatures() displays the most frequent tokens. A graphical version of this information 20 The example is provided based on the quanteda package version 1.1.1 from March 2018, documentation url: https://cran.r-project.org/web/packages/quanteda/quanteda. pdf. Future versions of the packages might change some syntax but will most likely provide the same functionality. 21 The package SnowballC provides access to a library of stemmed words that results from a word stemming algorithm.
is a word cloud such as in Fig. 5 , which is established through the command textplot_wordcloud.
Machine learning
In order to start a first linear regression exercise, the whole sample is split into a training sample which informs the model and a test sample which tests the performance of the obtained model. We choose the quite common 0.7/0.3 split, but other splits are also used. For larger datasets, a smaller testing set might be sufficient. Note that the 10-fold cross-validation (see Cross-validation) is a better approach to evaluate an algorithm, but might be involved for a first analysis.
Here, the original data d as well as the document-feature matrix is split into training and testing sets.
Then, there is only a line of code to program a complex computational routine. Here, the randomForest functionality is provided by the package randomForest that is maintained by Andy Liaw. 22 22 The example is provided based on the randomForest package version 4.6-12 from October 2015, documentation url: https://cran.r-project.org/web/packages/randomForest/randomForest.pdf.
The code shows that both regression and classification require the input matrix dfmtr as independent variables x and the level classification as dependent variable y. While a numerical vector enters the regression in form of the levels, a vector of a categorical variable -the factorized levels -enters the random forest algorithm in classification. The importance of predictors is set to be assessed in importance = TRUE, which allows for a judgment of the contribution of each token to the accuracy of the model. For testing, the command predict applies the trained algorithm rf1 to the messages from the test sample dfmtest. The integer-rounded predictions can be compared to the human-coded levels, here by tabulation, correlation test and simple linear regression.
The testing of the classification results works analogously, the only difference is the conversion of the factorized levels into a character variable and then numerical variable before its use in the correlation test and linear regression.
The file in the online appendix further includes the code for the calculation and graphical illustration of the variable importance, as shown in Fig. 4 .
Cross-validation
Cross-validation is a very common procedure in machine learning to judge the outof-sample performance of a model based on as many out-of-sample observations as possible. In k-fold cross-validation, the dataset is divided in k equally large subsets. For each subset, the variable of interest can now be predicted based on a model that was trained on the union of the remaining k − 1 subsets. This way, the entire dataset can be predicted out-of-sample. A common choice for k is 10, but other values like 5 are used. For relatively small datasets, one can use a k equal to the sample size minus 1. There is little reason to not use this method more frequently in economics (Varian 2014) .
The file in the online appendix includes the code for the cross-validation. If further includes the code for the random permutation test, which tests whether the numbers of correctly classified messages could have possibly been obtained by chance. It randomly permutes the training levels and observes the number of correctly classified messages 2000 times (Random permutation test, Golland et al. 2005) . In the APC game SL, for example, it shows that an almost exact 50-50 split of predictions could also be obtained by chance.
Growing and tuning forests
The details of how trees are being grown determine the complexity of the model used for prediction. The growing of a tree works as follows. For each terminal node of the tree, a split is implemented by randomly selecting k of the T variables and picking the best variable (and split-point s) of them as long as at least l observations fall into the created subspaces. The criterion for 'best' variable is the minimization of the model error, mse or Gini impurity, respectively.
In the regression here, out of a third of the variables, k = T/3, the best variables and split-points are chosen as long as at least l = 5 observations populate each subspace. For classification, out of k = √ T variables the best are chosen until at least l = 1 observation falls in a subspace. With the size of the dataset, these settings imply a certain depth of the trees. Alternatively, one could specify this depth directly.
The parameters that determine the model complexity can be treated as problemspecific tuning parameters to improve the model performance. Judging the out-ofsample performance with the help of cross-validation, one can "tune" the model to highest performance by choosing the details of the model appropriately. When looking for a few percent better performance, one can further combine models from various algorithms that complement each other.
