Abstract. Local search techniques are increasingly often used in multiobjective combinatorial optimization due to their ability to improve the performance of metaheuristics. The efficiency of multi-objective local search techniques heavily depends on factors such as (i) neighborhood operators, (ii) pivoting rules and (iii) bias towards good regions of the objective space. In this work, we conduct an extensive experimental campaign to analyze such factors in a Pareto local search (PLS) algorithm for the bi-objective bidimensional knapsack problem (bBKP). In the first set of experiments, we investigate PLS as a stand-alone algorithm, starting from random and greedy solutions. In the second set, we analyze PLS as a post-optimization procedure.
Introduction
The efficiency of many successful heuristic algorithms for combinatorial optimization problems (COPs) is based on the proper use of local search procedures. In fact, many metaheuristics have incorporated the possibility of using local search for example as daemon actions in ant colony optimization (ACO) and as improvement procedures in genetic algorithms.
Pareto local search (PLS) [13] is a straightforward but effective extension of single-objective local search to multi-objective problems. Given a set of solutions, a PLS algorithm consists of selecting one solution at a time and exploring its neighborhood, thus, generating new solutions. These new solutions are added to the initial set, dominated solutions are eliminated, and the algorithm continues until each of the solutions in the solution set has been explored.
The performance of PLS algorithms usually tends to depend on (i) the quality of the input solutions, (ii) the definition of the neighborhood structure, (iii) the pivoting rule used for exploring of the neighborhood and the possible use of candidate lists, and (iv) restrictions on the set of solutions to keep the runtimes manageable. For such reasons, PLS algorithms are well suited for analyzing the impact of design features on the performance of local search procedures for multi-objective combinatorial optimization problems (MCOPs).
In this paper, we implement a PLS algorithm for the bi-objective bidimensional knapsack problem (bBKP), using the local search components commonly found in the literature. Full factorial designs are used to investigate factors and their eventual interactions. In the first set of experiments, we investigate PLS as a stand-alone optimization method. The experimental setup used aims at isolating the effect of the initial solution set, and the effect of the neighborhood size. Results confirm PLS's dependence on high-quality input solutions, and that large neighborhoods have to be combined with candidate lists to limit exploration and keep runtimes reasonable. In the second set of experiments, we analyze PLS as a post-optimization method. Two algorithms are used for generating input solutions: (i) a simply greedy procedure, and (ii) AutoMOACO, the best-performing multi-objective ant colony optimization (MOACO) algorithm for the bBKP. Results show that PLS is able to significantly improve the quality and size of the approximation fronts generated by both algorithms.
The remainder of this paper is organized as follows. Section 2 introduces some basic definitions and presents PLS. Section 3 defines the bBKP and presents the PLS algorithm implemented. Section 4 explains the experimental setup, while the experimental results are discussed in Sections 5 and 6. Finally, conclusions and possibilities for future work are discussed in Section 7.
Pareto local search
Pareto local search (PLS) is a stochastic local search method for tackling multiobjective problems based on a natural extension of single-objective local search approaches [13] . To fully understand PLS, some background notions on multiobjective optimization are required.
In an MCOP, solutions are compared not based on a single objective value, but on a vector of objective values. Given a maximization problem with objectives f i , i = 1, . . . , k, a solution s is said to be better (or to dominate) another solution s if ∀i, f i (s) ≥ f i (s ) and ∃ i, f i (s) > f i (s ). If neither solution dominates the other, they are said to be nondominated. The goal of multi-objective optimizers is to find the set of nondominated solutions w.r.t. all feasible solutions, the Pareto set. Since this may prove to be computationally unfeasible, multi-objective metaheuristics have been used to find approximation sets, i.e., sets whose image in the objective space best approximates the Pareto set image.
PLS algorithms use the concept of dominance to extend single-objective local search to multi-objective problems. Starting from an initial set of solutions A 0 (which can also be a singleton), PLS selects at each iteration an unexplored solution s ∈ A, the current set of non-dominated solutions, and explores the neighborhood of s, generating new solutions. If these new solutions satisfy the algorithm's acceptance criterion, they are added to A. Once the neighborhood of s is explored, s is marked as explored. The algorithm stops when all solutions in A have been explored. The three main steps of PLS as shown in Algorithm 1 can be summarized as follows:
Selecting a solution to be explored. The method NextSolution chooses the next solution to be explored. The original PLS chooses the next solution uniformly at random. More recently, other possibilities have been considered, such as selection based on the optimistic hypervolume improvement [6] .
Algorithm 1 Pareto Local Search
Input: An initial set of nondominated solutions A0 1: explored(s) ← false ∀ s ∈ A0 2: A ← A0 3: repeat 4:
for all s ∈ Neighborhood(s) do 6:
if Acceptance(s, s , A) then 7:
explored(s ) ← false 8:
A ← Update(A0, s ) 9:
end if 10:
end for 11:
explored(s) ← true 12:
A0 ← {s ∈ A | explored(s) = false } 13: until A0 = ∅ Output: A Exploring the neighborhood. Given a solution s, the method Neighborhood(s) generates the set of neighbor solutions. Two pivoting rules are useful here: (i) first, where the neighborhood exploration stops at the first accepted neighbor, or; (ii) full, where the neighborhood of s is explored fully and all possible neighbors of s are examined. Accepting new solutions. Given a solution s and a neighbor solution s , the method Acceptance(s, s , A) determines whether s is considered an acceptable solution or not. Two common possibilities are: (i) dominance, where s is only accepted if s dominates s, or; (ii) nondominance, where s is accepted in case s is nondominated w.r.t. A. The first criterion generates a higher pressure towards good solutions but it may lead to early stagnation. When using nondominance, the output is likely a well distributed set, but it may lead to high computation times.
Dubois-Lacoste et al. [7] present a review of PLS, highlighting its use both as a stand-alone procedure and in hybrid algorithms. Regarding stand-alone PLS, the authors identify studies focusing on time-limited experiments [10] , on anytime behavior [6] and on how to restart or continue the search after PLS converges [1, 9, 4] . Regarding PLS as a post optimization procedure, DuboisLacoste et al. [5] have proposed algorithms that are currently state-of-the-art for several bi-objective flowshop problems.
Applying PLS to the bBKP
The bi-objective bidimensional knapsack problem is a widely-used bi-objective benchmark problem [14, 12] , and is a special case of the general multi-objective multidimensional knapsack problem (moMKP), which is formalized as follows: where each item i has k profits and m costs, f c is the c-th component of the objective vector f , n is the number of items, p Table 1 . Methods used for computing the weights used by SolutionOrdering.
Method
Formula Description equal λ = 0.5 equal weights random-discrete λ ∈ {0, 1} uniformly randomly chosen the j-th cost of item i, W j is the j-th capacity of the knapsack, and x i ∈ {0, 1} defines if item i is included in the knapsack (x i = 1) or not (x i = 0). The set of feasible solutions is X ⊆ {0, 1} n . The bBKP is a special case of the moMKP where k = m = 2.
In this paper, a solution x for the bBKP is also represented as a list s of size n, where the first n s ≤ n items are considered to be in the knapsack. Furthermore, each solution has as an associated profit vector p s = (p Two methods have been implemented for generating the initial solution(s) for PLS: (i) random, where one or more random solutions are generated, and (ii) greedy, where a set of greedy solutions is generated. Random solutions are generated by choosing an item uniformly at random at each construction step, until no more items can be added due to the capacity constraints. When using greedy solutions, a set of linearly uniformly distributed weights Λ = {λ 1 , . . . , λ z } is generated, where z is the number of input solutions. For each λ ∈ Λ, a greedy solution is generated using one of the following heuristic functions [12] : All actions related to neighborhood exploration are encapsulated in the procedure Neighborhood. This procedure systematically explores the neighborhood of a solution s, returning a set of neighbors. The neighborhood operator used is the r-remove operator, which removes up to r items from the knapsack. In our solution representation, removing one item at the i-th position of the list means exchanging it with the last selected item, i.e., the item at position n s of the list, and decreasing the value of n s by one.
Solutions are reconstructed by filling the knapsack with items found at positions i = n s +r, . . . , n of the list, in the order they appear. Since biasing the search is important, in the beginning of the algorithm items not selected in the input solution are ordered. Formally, given an input solution s, let IN (s) = {i | s i = 1} be the set of n s items inside the knapsack and OUT (s) = {i | s i = 0} be the set of items outside the knapsack. The procedure SolutionOrdering is used to order items x i ∈ OUT (s) in a nondecreasing order according to their heuristic value. The heuristics used for this ordering are the same presented in Eq. 2. The weights used by the heuristic functions are generated on a per solution basis. Given a solution s, we tested nine methods for computing λ (Table 1) .
For efficiency, candidate lists are used to constrain the set of items that are considered for removal; in other words, items that are not member of the candidate list are never considered for removal in a current solution. Given a solution s, the candidate list of items for removal contains the L last items of the list, i.e., items at positions i, n s − L < i ≤ n s . Two methods have been used for determining parameter L: (i) all, where L = n s , and (ii) input, where L is input by the user.
The pseudocode for Neighborhood can be seen on Algorithm 2. C r stands for a combination of r items, whereas C * stands for a combinations of any number of items. Accepted checks if s and s are nondominated. Finally, the search is controlled by one of the following pivoting-rules:
1. remove-first: given that the first accepted neighbor is generated by the removal of the item found at the i-th position of s, n s − L < i ≤ n s , Neighborhood does not explore the insertion possibilities generated by the removal of items found at the j-th position of s, ∀j, n s − L < j < i; 2. remove-full : Neighborhood explores the insertion possibilities generated by the removal of each of the items in the candidate list. 3. insert-first: given the insertion possibilities generated by the removal of an item x i , Neighborhood stops at the first combination of items that produces an accepted neighbor. 4. insert-full : given the insertion possibilities resulting from the removal of an item x i , Neighborhood generates all acceptable neighbors.
The pseudocode for the bBKP-PLS algorithm can be seen on Algorithm 3. The algorithm initially generates (reads) the input set of solutions (line 1). Then, a weight λ is generated for each solution s ∈ A 0 (line 3), and used in the SolutionOrdering procedure (line 4). Finally, PLS is called (line 6). In this paper, we consider random selection of solutions in PLS and acceptance based on nondominance. In addition, when Neighborhood checks the nondominance between the current solution and each of its neighbors, it also checks nondominance w.r.t. to the set A. This is done to ensure that A is extended by at least one nondominated solution if such a solution exists in the neighborhood of s.
Experimental setup
For the analysis of PLS, we use 50 bBKP instances for each size n ∈ {100, 250, 500, 750} [2] as a test set. We use a full factorial design, and each configuration for all C * ∈ OU T (s) do 5:
s ← Insert(s , C * ) 6:
if Accepted(s , s ) then 7:
N ← N ∪ s 8:
if insertion-first then 9:
found ← true; break; 10:
end if 11:
end if 12:
end for 13:
if found and removal-first then 14:
break 15:
end if 16: end for Output: A set of neighbor solutions N
Algorithm 3 bBKP-PLS
Input: An input method input ∈ {random, greedy} 1: A0 ← InitialSolutions(input) 2: for all s ∈ A0 do 3:
SolutionOrdering(s, λ) 5: end for 6: A ←PLS(A0) Output: A is run 10 times per instance. All parameters are analyzed both individually and for possible interactions through plots of the median hypervolume [14] of the approximation sets they produce.
For the computation of the hypervolume measure of an approximation set, a reference point is required. Here, we first normalize the objective vectors of all sets generated by all runs of all configurations separately for each instance. This normalization also transforms the original maximization problem into a minimization one, with objective values in the range [1, 2] , due to requirements of the software we use [8] . We use the point (2.1, 2.1) as the reference point.
When comparing two algorithms using boxplots of their hypervolumes or plots of the differences of their empirical attainment functions (EAFs) [11] , we use the four instances by Zitzler and Thiele [14] of sizes n ∈ {100, 250, 500, 750}, called ZTZ instances, and we run the algorithms 25 independent times per instance. When more algorithms are simultaneously compared, we use the boxplots of the hypervolumes for a sample of 4 instances of each size: the ZTZ instances plus three instances from the test set used for the analysis of PLS.
All algorithms are implemented in C and all experiments are run on a single core of Intel Xeon E5410 CPUs, running at 2.33GHz with 6MB of cache size under Cluster Rocks Linux version 6.0/CentOS 6.3. In the paper, only few representative results are given. The complete set of results are made available as a supplementary page [3] . Table 2 . Parameter values used for the analysis of stand-alone PLS.
Parameter Values η η1, η2 λ equal, random-discrete, random-continuous, largest-gap, smallest-gap, highest-profit, lowest-profit, proportional-same, proportion-opposite candidate list all, L = 15, L = 30, L = 50 removal rule removal-first, removal-full insertion rule insertion-first, insertion-full
Experiments with stand-alone PLS
In this section, we present the results of the analysis of stand-alone PLS. To properly isolate the effect of the neighborhood operator, this analysis is divided in two stages: (i) experiments removing one item (r = 1), and (ii) experiments removing more than one item (r > 1). The parameter space used for this analysis comprises all possible values previously described, summarized in Table 2 .
Removing a single item
The different possibilities of choosing the weights (λ) and the heuristic information (η) do not have a strong influence on the results, hence, we do not present here a detailed analysis of these parameters. Instead, we analyze the initialization method, the length of the candidate list, and the removal and insertion pivoting rules. The results presented here are aggregated across all possible settings of λ and η. Detailed results can be found on the supplementary material. We first analyze stand-alone PLS initialized with a single random solution. Fig. 1 (left) shows the median hypervolume on the y-axis, and the instances grouped by sizes on the x-axis. The lines represent the median hypervolume obtained by different configurations, and are ordered according to performance on the larger instance. It is clear that using candidate lists when r = 1 is a bad decision, since the hypervolume quickly degenerates as the instance size grows. However, as shown on Fig. 1 (right) , the runtimes of configurations that do not use candidate list tend to grow very quickly (y-axis).
The analysis of PLS starting from greedy solutions requires an additional parameter, namely the number of weights used for generating input solutions. Experiments were conducted for 2, 10 and 50 input weights, and this parameter proved critical for the performance of the algorithm. When only two input weights are used, the performance of the algorithm is really poor and similar to when a random initial solution is used. On the other hand, using 50 weights not only improves the final result quality, but also helps the algorithm converge faster compared to other settings.
Therefore, we focus on the experiments using 50 initial weights for generating the greedy solutions. Also in this case, not using candidate lists leads to long runtimes. However, the solution quality does not degenerate when larger values of L are adopted. Fig. 2 (left) shows the median hypervolume (y-axis) grouped by instance sizes (x-axis). The best performing versions are the ones that use L = {30, 50}, removal-full and insertion ∈ {first, full } (L = 30 not shown here due to space reasons). When analyzing runtimes (see also Fig. 2 , right), a candidate list of size 50 combined with removal-full and insertion-first is a setting that takes computation times similar to those that are used as time limits in the analysis of state-of-the-art algorithms [2, 12] .
Removing more than one item
For the analysis of PLS with r > 1, the same parameter space used in the previous experiments is adopted. However, given that in the previous experiments with r = 1 we observed that the parameters used for SolutionOrdering (that is, the heuristic and the values of λ) behave very similarly, we narrowed down the number of configurations to be tested by selecting η 1 as the heuristic function and highest-profit as the method for defining λ. The experiments were limited to a maximum runtime of 5 hours per run. Figure 3 shows the results for r = 2. In terms of solution quality, there is a big difference between configurations that use removal-first and insertion-first and the ones that do not. Moreover, the best configurations for small instance size become much worse with larger instance size. The reason is that those configurations reach the CPU-time limit of 5 hours and were stopped before completion.In fact, the only configurations with runtime lower than 1 000 seconds are the ones that either (i) use a candidate list (L ≤ 50) combined with removalfirst and insertion-first, or; (ii) use a candidate list with L = 15 combined with removal-first and insertion-full.
Experiments with PLS as post-optimization method
To analyze PLS as a post-optimization method, we start by comparing PLS against the greedy procedure used for generating its input solutions. The motivation for this comparison is to understand whether PLS is actually significantly improving the input set or simply adding more nondominated solutions. The greedy procedure is run with η 1 and 2n weights, which is roughly the same number of solutions expected to be found by stand-alone PLS. The parameters used by PLS are: η 1 , highest-profit, L = 50, removal-full, insertion-first, and r = 1. Fig. 4 shows that the difference between the greedy procedure and PLS (using 2n weights for greedy solutions) is quite strong. The approximation set identified by PLS dominates the output of the greedy procedure across the entire range of the front, which means PLS is able to substantially improve all initial solutions. In addition, PLS finds a much larger approximation set.
We also add PLS as a post-optimization procedure to AutoMOACO [2] , a high-performing population-based algorithm for bBKP and run AutoMOACO using the same parameters and time limit as in the original paper. The resulting approximation set is given as input to PLS, which is then run until completion using the same parameters as above. Fig. 5 shows the EAF difference for ZTZ 750. Again, PLS is able to improve the approximation fronts over the entire objective space, while the runtimes of PLS remain low (see Table 3 ). Thus, PLS significantly improves the approximation obtained by AutoMOACO, incurring only a reasonable computational overhead.
To conclude this analysis, we compare all four algorithms considered in this section. Figure 6 shows the boxplot of the hypervolume for all four ZTZ instances. As expected, the greedy procedure presents the worst hypervolume val-ues. Among the remaining algorithms, AutoMOACO and stand-alone PLS perform similarly on most instances. Interestingly, although the number of solutions is greatly increased when PLS is used as post-optimization for AutoMOACO, the differences in the hypervolume are relatively small. For the largest instance, the performance of AutoMOACO decreases considerably, but PLS is able to compensate such loss. 
Conclusions and Future Work
In this paper, we have applied Pareto local search (PLS) to the biobjective bidimensional knapsack problem to analyze the impact of common local search components found in the literature, and to empirically investigate by how much it can improve over existing algorithms. Our results show that the performance of stand-alone PLS strongly depends on high-quality input solutions. However, such solutions can be generated without significant computational overhead using greedy (meta)heuristics. Large neighborhood sizes proved prohibitive w.r.t. computation time even when combined with a candidate list. Nevertheless, archiving mechanisms that constraint the size of the approximation set remain to be tested. The insights from this research can be used to design better neighborhood operators for the bBKP. Additionally, a combination of more elaborate algorithms, such as iterated greedy with PLS could lead to state-of-the-art results. 
