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Abstract
We study T 2 orientifolds and their moduli space in detail. Geometrical insight into the involutive
automorphisms of T 2 allows a straightforward derivation of the moduli space of orientifolded T 2’s.
Using c = 3 Gepner models, we compare the explicit worldsheet sigma model of an orientifolded
T 2 compactification with the CFT results. In doing so, we derive half-supersymmetry preserving
crosscap coefficients for generic unoriented Gepner models using simple current techniques to con-
struct the charges and tensions of Calabi-Yau orientifold planes. For T 2s we are able to identify
the O-plane charge directly as the number of fixed points of the involution; this number plays an
important role throughout our analysis. At several points we make connections with the mathe-
matical literature on real elliptic curves. We conclude with a preliminary extension of these results
to elliptically fibered K3s.
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1 Introduction
Orientifolds are mysterious beasts, whose taxonomic classification is starting to come of age. Ori-
entifolds are an important aspect in the study of string theory vacua. As we have become recently
aware, the majority of (supersymmetric) vacua are probably of the orientifold type [1]. Generically
orientifold compactifications will contain orientifold planes: a non-perturbative ‘object’ in string
theory which characteristically can carry negative tension and charge. All compactifications can in
fact be organized in superselection sectors determined by their orientifold plane content.
Of phenomenological interest are those string compactifications with N = 1 d = 4 supersym-
metry. Next to heterotic Calabi-Yau compactifications and M-theory on G2 manifolds, type II
Calabi-Yau compactifications with D-branes (type I Calabi-Yau compactifications) provide a new
class. This class has shown promising signs of not only being able to describe cosmological string
theories with a period of slow-roll inflation, [2, 3, 4, 5], but also contain models with SM-model-like
spectra [6]. With the gauge sector descending from D-branes, these compactifications are ‘brane-
world’ scenarios. Type I compactifications must obey a consistency condition — tadpole cancellation
— which is Gauss’s law that the total charge in the internal space vanishes, and supersymmetry
dictates that the only compatible ‘negative’ charge object is the orientifold plane. Hence all super-
symmetric type II brane compactifications must be orientifolds. For the study of string vacua it
is of great interest to know what the possible orientifold planes are for a Calabi-Yau manifold and
their charges with respect to internal gauge-fields.
The mystery of orientifold planes lies in their properties. They can behave as negative tension
objects at long range, yet do not violate any GR energy theorems [7, 8]. Perturbatively they have no
moduli, which leads to the question whether orientifolds are objects at all. Non-perturbatively they
are thought to be a either a (non-dynamical) condensation of D-branes [9, 10, 11] or resolve into
a smooth geometry [12]. Particularly these last results suggest that orientifold planes are perhaps
remnants of purely quantum-geometrical characteristics with no true classical analogue, rather in
the same way that fermions are intrinsically quantum objects.
Indeed the main obstacle in our understanding of orientifold planes is that they lack an intrin-
sic classical geometric description. D-branes are the quantum-geometric version of vector-bundles.
Orientifolds, however, as we now know them, are intrinsically defined in perturbative string theory
by modding out by a worldsheet parity transformation (times a spacetime involution). This projec-
tion will generically also remove a number of geometric moduli. In particular, toroidal orientifold
compactifications are known where the true large volume limit is absent [13]. Consistent with the
suggestion above, a classical geometric version of such a compactification does not seem to exist. For
others the large volume limit does exist. This study partly seeks whether some characteristics of ori-
entifold planes may be geometrically determined, especially those characteristics which are relevant
to the construction of phenomenologically viable string vacua, namely the location of the planes,
their charges and tensions, the effect and relation to the moduli space of the oriented parent theory;
and how O-planes behave throughout the moduli space. Because orientifold compactifications are
intrinsically defined at the worldsheet level, we will use worldsheet CFT methods to try to extract
this information. The systematics of building consistent unoriented CFTs and specifically rational
CFTs (RCFTs) are by now well understood [14]. To solve the associated algebraic constraints in
practice is computationally involved and may generically only be possible mechanically [6, 15, 16].
A search for a geometrical understanding is motivated by the expectation that geometrical insight
will allow analytic insight into consistent orientifold compactifications.
The Gepner construction is the most well-known example of an RCFT description of a Calabi-
Yau compactification at a special point in its moduli space. In principle the construction of unori-
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ented Gepner models has been known for some time (see e.g. [17]); the emphasis on the geometrical
aspects is more recent [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32] In particular, the two
articles by Brunner and Hori, and by Brunner, Hori, Ha and Walcher, 1) show that O-planes are
located at fixed points of (anti-)holomorphic isometries, 2) argue that the moduli space is unob-
structed and computed the local dimension, and 3) in specific examples study the geometry and
moduli-space of consistent CY-3fold orientifolds. In these examples the charges and tensions of
the O-planes are known and canceled by the addition of appropriate D-branes. We study here the
simplest non-trivial example in detail: a CY-1fold or 2-torus compactification. The advantage is
that throughout the torus moduli-space we have an additional description, aside from the abstract
Gepner description and the gauged linear sigma model description. The worldsheet sigma model
covers the full moduli space rather than a subspace. Furthermore, our approach will differ from
the methods of Brunner et al in one subtle detail. Their orbifold CFT results apply to any Gepner
model, but they are not extendible to generic RCFTs. In general one ought to use simple current
techniques (see e.g. [33, 34]. We do so here. Simple current techniques for Gepner orientifolds were
recently used in [35] and underlie the search for Standard-Model like brane-world compactifications
in [6, 15]. We review both the Gepner construction and the unoriented simple current extended
RCFTs in section 3; details are provided in appendix A. In section 4 we will use these results to de-
termine the O-plane properties of c = 3 Gepner models corresponding to 2-torus compactifications,
Finally in section 5 we compare the results with the exact worldsheet sigma model description. We
conclude with a discussion and outlook on how our torus results may provide insight in elliptically
fibered CYs and K3s in particular. In terms of the general aim of this study we will succeed in
giving a geometrical description of the charge/tension of A-type O-planes as the number of fixed
points of the associated involution. This is a direct extension of the results by Brunner and Hori.
This number of fixed points plays a guiding role throughout. Classically it is an invariant. Indeed
in section 2 We begin with a simple geometrical analysis of orientifolds of T 2s by analyzing for
which points in the moduli space involutions exist. We will then show how in the moduli space of
unoriented T 2s this number of fixed points is a topological obstruction. We conclude in section 6
with an outlook how the results for T 2 orientifolds may be applied to elliptically fibered families
and K3s in particular. Curiously we will show here that the number of fixed points of the T 2 fiber
can change in the family. In such fibered surfaces, it is therefore no longer an invariant.
A final result of this article is to connect various mathematical results on real elliptic curves
[36, 37, 38, 39] with the physics of orientifold compactifications.
2 The geometry of T 2 Orientifolds
Geometrically the most pronounced characteristic of orientifolds is their localization at fixed points
of involutive spacetime automorphisms. Given a manifold and its involutive automorphisms, we can
decide to restrict our attention to physical states invariant under the action of the involutive auto-
morphisms. If we combine the action of the involutive automorphism with a worldsheet orientation
reversal, the fixed point locus of the automorphism is an orientifold plane. String theory, however,
tells us that these orientifold planes carry both tension and charges under various p-form potentials
on the manifold. To understand these charges from a purely geometric construction is one of the
main aims of the recent work on orientifold constructions. A proper understanding will facilitate
the construction of consistent orientifold compactifications in particular on Calabi-Yau manifolds
(see for example, [6, 15]).
To illustrate the power of geometrical insight, we will deduce in this section properties of T 2
orientifolds purely from geometry. The remainder of this article will be devoted to a review and
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construction of T 2 orientifolds from first principles. They will naturally confirm the geometrical
results. We will clearly see the benefits and shortcomings of both methods. The geometrical
approach yields us the full moduli space of T 2 orientifolds with little effort. However, the charges
and tensions of the orientifold planes require some work. Fortunately for T 2s it is straightforward
and we will show that the O-plane charge is simply related to the number of fixed points of the
involution. The string theory approach yields the converse. The charges are explicitly computable
but the moduli space is less clear. By an argument of Kapranov and Oh [27] (page 112) the moduli-
space of orientifolds is unobstructed, so than a perturbative analysis in string theory should suffice
to find the moduli space as well. For T 2s this does not seem to be the case, as we will show below.
In section 6 we do find evidence that this obstruction is lifted when the T 2 is non-trivially fibered
over some base.
2.1 T 2 Orientifolds
The complete geometrical data of a T 2 compactification is given by two complex numbers τ and ρ.
Consider the torus as R2 modded out by a lattice Λ generated by two vectors e1, e2. Scaling and
rotating e1 to the unit vector (1, 0) and reflecting across the horizontal axis if necessary, the complex
number τ , Im τ > 0 is the lattice vector e2 in C ≃ R2. The natural lattice structure implies that
τ → aτ + b
cτ + d
,
(
a b
c d
)
∈ PSL(2,Z) , (2.1)
describes the same torus. Geometrically τ classifies the complex structure of the torus. The other
complex number ρ is the complexified Ka¨hler class: ρ =
∫
T2
B + iJ . Here J ∼ √Gdx ∧ dy is the
Ka¨hler form parametrizing the size of the torus, and B is the NS-NS two-form. T-duality combined
with the gauge symmetry B → B + 1 implies that
ρ→ aρ+ b
cρ+ d
,
(
a b
c d
)
∈ PSL(2,Z) , (2.2)
also describes the same torus. The quantum moduli space of an elliptic curve is thus given by two
copies of the fundamental domain of PSL(2,Z) (see Fig. 1) subject to three global Z2 symmetries:
mirror symmetry which exchanges τ with ρ: (τ, ρ)→ (ρ, τ), spacetime parity which sends (τ, ρ) to
minus their complex conjugates: (τ, ρ)→ (−τ¯ ,−ρ¯), and worldsheet parity which sends ρ to minus
its complex conjugate: (τ, ρ)→ (τ,−ρ¯) [40].
To consider orientifold compactifications we need to identify the involutive automorphisms of a
T 2. These are easily derived and can also be found in the mathematical literature [36, 37]. Any
automorphism of T 2 will, up to a lattice vector, also be an automorphism of the covering space
R2. Using complex coordinates z = x + iy, these divide into holomorphic, z → γz + δ, and anti-
holomorphic, z → αz¯ + β, automorphisms. The R2 automorphisms are involutions of the torus
T 2 = R2/Λ, iff (1) acting once, they return the same torus (i.e. map the lattice vectors to other
lattice vectors) and (2) acting twice they return the same point on the torus. The latter requirement
tells us that for γ = 1, 2δ = nτ +m, or γ = −1, δ ∈ C we obtain holomorphic involutions, and for
|α|2 = 1, αβ¯ + β = nτ +m we have antiholomorphic involutions. Without loss of generality, the
shifts β ∈ C/Λ can be limited to those within the torus; the unit norm constraint, |α|2 = 1, then
implies that β is half a lattice vector: β = (nτ +m)/2 with n,m ∈ {0, 1}, if |β|2 = |nτ +m− β|2
is to have a solution. For reasons we will explain in section 3 the latter, i.e. anti-holomorphic
involutions, are known as type A and holomorphic ones as type B. Moreover, mirror symmetry
maps type A involutions into type B and vice versa.
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Figure 1: The moduli space of T 2 compactifications: The boundary of the fundamental domain is
included when bold.
For anti-holomorphic type A involutions, the first requirement is equivalent to demanding that
α · 1 = aτ + b+ β , a, b ∈ Z, (2.3)
α · τ¯ = cτ + d+ β , c, d ∈ Z. (2.4)
Equation (2.3) states that α is a lattice vector. Suppose |τ |2 > 1. The condition that α has norm
one, then uniquely fixes α = ±1; all other lattice vectors have norm larger than one. Furthermore,
from equation (2.4) we conclude that τ¯ is then also a lattice vector. This implies that τ + τ¯ ∈ Z.
For τ in the fundamental domain, FD, this has the solutions Re(τ) = 0, 1
2
. To derive the explicit
involution, there are five natural cases to consider
(a) τ = iτ2 with τ2 > 1 (and τ2 ∈ R). Here α = ±1. For both values of α all shifts β =
0, 1
2
, iτ2
2
, iτ2+1
2
are compatible with the involution constraint αβ¯ + β = cτ + d.
(b) τ = i. The constraint (2.3) that α be a lattice vector has the solutions α = ±1 and α = ±i.
The second constraint (2.4) is always satisfied. Again all shifts β are allowed for α = ±1. For
α = ±i only the shifts β = 0, i+1
2
are allowed.
(c) τ = exp(iθ) with π/2 > θ > π/3. The constraint (2.3) that α be a unit norm lattice vector
has solutions α = ±1 and α = ±τ . Now, however, the second constraint (2.4) only allows the
solution α = ±τ . As in case (b) this allows the shifts β = 0, τ+1
2
.
(d) τ = exp(iπ/3). The constraint (2.3) that α be a unit norm lattice vector has the solutions
α = ±1, α = ± exp(iπ/3) and α = ± exp(2iπ/3). All obey the second constraint (2.4). The
allowed shifts are: β = 0, 1
2
for α = ±1, β = 0, τ+1
2
for α = ±τ , and β = 0, τ
2
for α = ±(τ −1).
(e) τ = 1
2
+iτ2 with τ2 >
1
2
√
3. Here again α = ±1. The only shifts compatible with the involution
constraint are β = 0, 1
2
.
Not all these involutions are independent. Involutions σ(z) = αz¯+β which are conjugate to each
other by an automorphism of the covering space, g(z)σ(z)g−1(z) ≃ σ′(z) with g(z) = az+ b, a ∈ C∗
and b ∈ C, have identical action on the torus. For such an automorphism g(z) to take the period
parallelogram associated with Λ into another, it must be area-preserving. Thus b is arbitrary, while
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a must be a square root of 1 in cases (a), (c), and (e), a fourth root of 1 in case (b), and a sixth
root of 1 in case (d). Explicitly, we have therefore
σ′(z) = αa2z + aβ + (b− αa2b) , (2.5)
since a/a = a2. Note also that if αa2 = 1 then b − αa2b = 2iIm(b), whereas if αa2 = −1 then it
equals 2Re(b). A detailed analysis [37] (particularly section 12.33) of each of the cases (a)-(e) above
using these observations results in a complete classification of the inequivalent antiholomorphic
involutions on a torus (see Table 1). To illustrate the method, let us check case (a). If α = 1, then
αa2 = 1, so b − αa2b = 2iIm(b). We can thus choose β to be real, and since it lies in the period
parallelogram, to lie in the interval [0, 1). But β + β ∈ Λ, so β is either 0 or 1/2. Similarly, if
α = −1, then αa2 = −1, so b − αa2b = 2Re(b). We can thus choose β to be purely imaginary
in the interval [0, iτ2). But β − β ∈ Λ, so β is either 0 or iτ2/2. It is noteworthy that this same
classification was also found by Du Val [38] by analyzing the properties of elliptic functions on the
lattices defined by these tori.
These results identify the subclass of T 2 complex structures that permit the existence of an
anti-holomorphic involution.1 This set is shown in Figure 2. We will see momentarily that this T 2
orientifold “moduli space” consists of two disconnected components.
Case τ J(τ) α β s Fixed pts
(a) iτ2 with τ2 > 1 J > 1 1 0 2 Im(z) = 0; Im(z) = τ2/2
−1 0 2 Re(z) = 0; Re(z)=1/2
1 1/2 0
−1 τ/2 0
(b) i 1 1 ∼ −1 0 2 Im(z) = 0; Im(z) = 1/2
i ∼ −i 0 1 z = reiπ/4, r ∈ R
1 ∼ −1 1/2 0
(c) eiθ with π/3 < θ < π/2 (0, 1) τ 0 1 z = reiθ/2, r ∈ R
−τ 0 1 z = ireiθ/2, r ∈ R
(d) eiπ/3 0 1 ∼ ei2π/3 ∼ ei4π/3 0 1 Im(z) = 0,√3/4
eiπ/3 ∼ −1 ∼ ei5π/3 0 1 Re(z) = 0, 1/2
(e) 1
2
+ iτ2 with τ2 >
1
2
√
3 J < 0 1 0 1 Im(z) = 0, τ2/2
-1 0 1 Re(z) = 0, 1/2
Table 1: Table of Anti-Holomorphic Involutions.
To see what happens to the Ka¨hler moduli space, we recall that the NS field B ≡ Re(ρ) is odd
under worldsheet parity. Under an antiholomorphic involution combined with worldsheet parity
1This extends the results of [40].
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Figure 2: The “moduli space” for type A T 2 orientifolds. In Figure 3 we will show that the space is
not connected but there exists a topological obstruction at τ = i. Type B orientifolds are related by
mirror symmetry whereby the roles of τ and ρ are interchanged.
Bzz¯ → −Bz¯z therefore survives. Clearly the volume is unchanged under any involution and hence
the Ka¨hler moduli space is unaffected by a type A orientifold projection (Figure 2). Vice versa type
A orientifolds exist for all values of ρ.
Mirror symmetry already tells us that for type B orientifolds the roles of the Ka¨hler and complex
structure moduli are reversed. One can also see directly that under a holomorphic involution all
pairs of lattice vectors (1, τ) remain lattice vectors. To find the type B-parity compatible points
in Ka¨hler moduli space, we realize that the odd-worldsheet parity of BNS means that under a
holomorphic involution plus worldsheet parity, ρ → −ρ¯. Note, however, that this equation will
generically bring us outside the fundamental domain (it is not defined on SL(2,Z) equivalence
classes). Including an arbitrary SL(2,Z) transformation to bring us back, holomorphic involutions
thus exist for Ka¨hler moduli for which the involution returns the Ka¨hler modulus up to an SL(2,Z)
transformation, i.e. for those ρ which obey
−ρ¯ = aρ+ b
cρ+ d
. (2.6)
To solve this equation, recall that a convenient representation of ρ is as the ratio ρ = λ1/λ2
in terms of the components
(
λ1
λ2
)
of the fundamental representation of SL(2,Z). Eq. (2.6) is
therefore equivalent to the two equations
−λ¯1 = aλ1 + bλ2 ,
−λ¯2 = cλ1 + dλ2 . (2.7)
Dividing both sides by λ2,
− λ¯2
λ2
λ1
λ2
= a
λ1
λ2
+ b ,
− λ¯2
λ2
= c
λ1
λ2
+ d , (2.8)
we recognize the equations (2.3) and (2.4) with α = −λ¯2/λ2 (and β = 0). We therefore recover
directly the inference of mirror symmetry: that the the existence of anti-holomorphic involutions
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in complex structure moduli-space maps to the existence of holomorphic involutions in the Ka¨hler
moduli space.
2.1.1 Fixed points, species and O-plane charges
It is at the fixed points of the involution that orientifold-planes are located. In the covering space
R2 the solutions to the fixed-point equation are easily found. E.g. for anti-holomorphic involutions
with zero shift they are the cycles zz¯−1 = α: lines through the origin at an angle φ = 1
2i
ln(α). Type
A T 2 orientifolds therefore have O1-planes (we ignore the external dimensions). Fixed points of anti-
holomorphic involutions are used to construct middle dimensional special Lagrangian submanifolds
which can support supersymmetric D-branes. Reassuringly, this guarantees the trivial solution to
the tadpole equations with D-branes on top of the O-planes.
For holomorphic involutions fixed points are even dimensional holomorphic submanifolds. For
z → z the fixed submanifold is the torus itself: the O-plane is an O2-plane. For z → −z the fixed
submanifold is the origin: the O-plane is an O0-plane.
The complete set of fixed points for actual T 2 involutions (a)-(e) is given in Table 1. In the
classification Table 1 we follow Alling and Greenleaf [36, 37] in their work on Klein surfaces and
real elliptic curves and attach to each nontrivial involution an invariant called the species, s. This
is the number of connected components of the fixed point locus. In answer to one of the motivating
questions, we will see this quantity re-appear on the CFT-side as the charge of the O-planes present
in the Gepner construction.2
The geometric confirmation that the species s is related to the O-plane charge arises from the
topological generating formula O-plane charge in terms of Hirzebruch polynomials. This formula
can be deduced from chiral anomaly cancellation [27, 41, 42]. In condensed notation the (set of)
RR-charge(s) of an O-plane is given by
Q =
1
2
∫
fixed point locus
C ∧
√
L(T/4)
L(N/4)
. (2.9)
Here C = C(0) + C(2) + . . . denotes collectively the RR fields; L(T ) and L(N) are the Hirzebruch
polynomials of (a quarter of) the tangent and normal bundle to the O-plane localized at the fixed
point. For a T 2 A-type orientifold it is a straightforward matter to show that the unique RR-charge
equals the species s. Brunner and Hori showed in generality that for A-type O-planes the charge
(2.9) equals half the self-intersection number of the fixed-point locus [27]. For T 2 this equals s by
inspection.3
A closer inspection of Table 1 then reveals that the species s is an obstruction in the naive
“moduli space” of A-type T 2 orientifolds. The true moduli space consists of two disconnected
pieces as the species number s is not arbitrary for each distinct anti-holomorphic involution. Rather
involutions for τ = iτ2 only have s = 1, whereas involutions for which |τ | = 1 or τ = 12 + iτ2 can
only have s = 0 or s = 2. The species s therefore serves as a superselection sector on the naive
“moduli space” and obstructs continuous deformation from the branch connected to large complex
structure at τ = i∞ to the branch connected to large complex structure at τ = 1
2
+ i∞. In the
mirror B-0 type orientifold there are therefore two disconnected large volume T 2 orientifolds: one
2Alling and Greenleaf imagine the fixed point locus as the boundary of some special submanifold. Thus for them
s = 2 corresponds to an annulus, s = 1 to the Mo¨bius strip, and s = 0 to the Klein bottle.
3In general the set of all possible O-plane charges is a subset of all possible D-brane charges: one can think of the
O-plane charges as a set of vectors in the D-brane charge lattice.
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s = 1
α = 1
α = −1
α = −τ
α = τ
α = 1
α = −1
α = 1
α = −1
s = 0
s = 2
0 1 ∞−∞
(τ = eiπ/3) (τ = i) (τ = i∞)(τ = 12 + i∞)
J(τ)
Figure 3: The complex structure (Ka¨hler) moduli space type A(B) T 2 orientifolds in the J(τ)-plane.
with the NS-NS field B = 0 and one with B = 1
2
. This is directly analogous to Brunner and Hori’s
results on the moduli-space of the B-type orientifold of the quintic with τ = i serving as the conifold
point [27]. Similar to their study we will discuss in section 6 indications that this obstruction is
lifted when the T 2 orientifold is embedded in a larger family.
2.2 The J-line moduli space
We used a natural geometric description of the moduli-space of T 2s as R2/Λ. For compactifications
of phenomenological interest — Calabi-Yau orientifolds — an intrinsic geometric description of the
moduli space is lacking. Rather, we only understand the complex structure moduli space in terms
of deformations of algebraic equations, and the Ka¨hler moduli space through the complex structure
of the mirror We can connect the results for T 2 compactifications with this algebro-geometric
description of the moduli space through the J-function: the 1-1 map of the fundamental domain of
PSL(2,Z) to the complex plane:
J(τ) =
28
243
(θ82(τ) + θ
8
3(τ) + θ
8
4(τ))
3
(θ2(τ)θ3(τ)θ4(τ))8
, (2.10)
where the θi(τ) are the Jacobi theta-functions. Not coincidentally, the type A(B) complex-structure
(Ka¨hler) orientifold-moduli space projects precisely onto the real J-line. Real values of τ manifestly
admit the trivial anti-holomorphic involution τ ↔ τ¯ and the 1-1 correspondence between distinct
tori and values of J then almost directly implies that the real J-line parametrizes the complex
analytic 2-tori admitting anti-holomorphic involutions. However, it is important to note that the
real J-line is not the moduli space for complex analytic 2-tori with anti-holomorphic involutions.
As the list of anti-holomorphic involutions (a)-(e) shows, for fixed τ (i.e. J) there are multiple
possible choices for the involution, and the moduli space for each is distinct although its J-value is
the same. As we show in Figure 3, the true moduli space is a double cover of the real J-line [36, 37].
On the other hand, that the moduli space is parametrized by real values of J is significant in that
it suggests that the “orientifold moduli space”, as a subset of the parameter space for our family of
complex 2-tori, is literally the inverse image of the real part of the J-line in parameter space.
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As we already indicate in Fig. 3, the hidden multiplicity inherent in the J-function can be
resolved by two additional invariants, one of which is the species invariant s. Recall that any non-
singular elliptic curve may be presented as a cubic hypersurface in Weierstrass form via projective
coordinates (X : Y : Z) where g2(τ), g3(τ) ∈ C as
Y 2Z = 4X3 − g2XZ2 − g3Z3 , {Y,X, Z} ∼ {λY, λX, λZ} . (2.11)
Parametrizing the CP2 spanned by X, Y, Z in terms of y = Y/Z and x = X/Z, one recognizes
the more conventional Weierstrass form y2 = W (g2, g3, x) in C
2. In terms of the coefficients of the
Weierstrass equation, the J-function — also known as the J-invariant of the elliptic curve — equals
J(τ) =
g32
g32 − 27g23
. (2.12)
Finite values of J correspond to a unique oriented nonsingular complex elliptic curve up to isomor-
phism (ignoring Ka¨hler structure).
For real elliptic curves, i.e. elliptic curves in Weierstrass form with g2 and g3 real, treat ∞ as a
real root of W (g2, g3, x). Then the number of real roots is 4, 2, or 0. Half this number is the species
value s for the corresponding “standard” anti-holomorphic involution (i.e., the one inherited from
the ambient P2, fixing the solutions defined over the reals).
The other invariant which, together with the species, completely determines the pair of an
analytic 2-torus and an anti-holomorphic involution up to isomorphism, is essentially a square root
of J(τ)− 1, or rather the sign of the discriminant[37, S17.50]:
∆ = g32 − 27g23. (2.13)
More precisely, consider the quartic
P (x) = Ax4 + 4Bx3 + 6Cx3 + 4Dx+ E
and the associated Weierstrass invariants g2 and g3 with W (g2, g3, x) = P (x) (after Cayley and
Boole [37, S17.30]) expressed as
g2 = AE − 4BD + 3C2 , g3 = ACE + 2BCD − AD2 − B2E − C3 .
If the discriminant, ∆, is positive, then the invariant is
H = 33/2g3/
√
∆
and if it is negative, then it is
H = 33/2g3/i
√−∆ .
In either case, H2 = J − 1. The function H is Huisman’s “real J-invariant” [39].
2.2.1 A comparison to GLSM results for projective spaces
The Weierstrass description of the elliptic curve is, however, not a natural one from the worldsheet
string. The most general description we know for string theories on Calabi-Yau surfaces is as gauged
N = 2 linear sigma models (GLSM). The target CY surface arises in algebro-geometric form from
the minimum of the GLSM superpotential as the zero locus of a set of equations in weighted
projective space. Brunner, Hori, Hosomichi and Walcher classified the possible anti-holomorphic
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involutions and their fixed point loci ([27] for unweighted and [28] for weighted projective spaces).
There are three such algebraic descriptions of the torus. It is precisely these algebraic descriptions
in the GLS model that make contact with the exact CFT description. At special points in the
moduli space the IR limit of GLSM is given by a Gepner model. Following the Gepner notation 4
the three models are the (1,1,1) model corresponding to the variety
x31 + x
3
2 + x
3
3 = 0, xi ∈ CP2 (2.14)
which describes a torus with τ = e
iπ
3 , the (2,2) model with variety
x41 + x
4
2 + x
2
3 = 0, xi ∈ WCP1,1,2 (2.15)
which is a torus with τ = i and the (1,4) model,
x61 + x
3
2 + x
2
3 = 0, xi ∈ WCP1,2,3 (2.16)
which has τ = e
i2π
3 ∼ e iπ3 .
To analyze the antiholomorphic involutions, consider first the (1,1,1) representation of the torus
as an algebraic variety in unweighted projective space: the Fermat cubic,
x31 + x
3
2 + x
3
3 = 0, xi ∈ CP2. (2.17)
The two distinct anti-holomorphic involutions are the canonical one, xi 7→ x¯i, and the permutation
involution, (x1, x2, x3) 7→ (x¯2, x¯1, x¯3)). Following Brunner and Hori [27], we therefore expect to
find two kinds of O1 planes at the fixed points corresponding to two distinct anti-holomorphic
involutions. In order to make a connection to the Weierstrass description,
Y 2Z = 4X3 − g2XZ2 − g3Z3, {X, Y, Z} ∈ CP2, (2.18)
which allows a direct map to the lattice description through the Weierstrass functions
J(τ) =
g32
g32 − 27g23
,
X = ℘(z; τ) ≡ 1
z2
+
∞∑
m,n=−∞
′
1
(z − (mτ + n))2 −
1
(mτ + n)2
,
Y =
d
dz
℘(z; τ), (2.19)
we apply the change of variables,
x1 =
1
6
Z +
√
3
18
Y , x2 =
1
6
Z −
√
3
18
Y , x3 = −1
3
X. (2.20)
This yields a Weierstrass equation with g2 = 0 and g3 = 1. Thus J = 0, which is known to
correspond to τ = e
iπ
3 . With the Weierstrass correspondence between the algebraic Fermat cubic
and the lattice description in hand, we can match the anti-holomorphic involutions on both sides.
4The Gepner model (k1, . . . , kr) is obtained by tensoring r N = 2 minimal models of level ki. This corresponds
to a superpotential xk1+21 + · · ·+xkr+2r ∈WPH/(k1+2),...,H/(kr+2) where H is the least common multiple of the ki+2.
For the variety to be Calabi-Yau the ki must satisfy, −1 +
∑r
i=0
1
ki+2
= 0, which might require the inclusion of
trivial, ki = 0, minimal models (e.g. [28, 43]).
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For α = 1 (and zero shift) the involution is τ → τ¯ . As the Weierstrass ℘-function is a holomorphic
function in τ with real coefficients, we see that this implies X → X¯ and Y → Y¯ . The transformation
to the Fermat cubic is also holomorphic and thus the involution z → z¯ corresponds to the canonical
involution xi → x¯i. For the involution τ → −τ¯ , the definition of the ℘-function shows that X → X¯ ,
but Y → −Y¯ . From the transformation rules (2.20), we immediately see that this corresponds to
x1 + x2 → x¯1 + x¯2, x1 − x2 → −(x¯1 − x¯2) and x3 → x¯3 and hence to the permutation involution.
For an arbitrary algebraic variety in weighted projective space it was shown in [28] that the
parity transformations are xi → e
i2πmi
ki+2 x¯i, up to permutation, subject to the following equivalences:
mi ∼ mi + 2ni, ∀ ni ∈ Z and mi ∼ mi + 1. Thus for the (2,2) Gepner model, corresponding to a
variety
x41 + x
4
2 + x
2
3 = 0, xi ∈ WCP1,1,2 (2.21)
we expect there to be the following three types of involutions:
(1) (x1, x2, x3)→ (x¯1, x¯2, x¯3),
(2) (x1, x2, x3)→ (x¯1, x¯2,−x¯3),
(3) (x1, x2, x3)→ (x¯1, ix¯2,−x¯3).
The fixed point locus of the first case is empty, as it described by the solution set of
a41 + a
4
2 + a
2
3 = 0, ai ∈ WRP1,1,2 (2.22)
which, as a sum of positive terms, cannot be equal to zero. According to our classification this
corresponds to a species s = 0 type involution (see Table 1). The second case reduces to the
requirement that
a41 + a
4
2 = a
2
3, ai ∈ WRP1,1,2 (2.23)
which appears as closed curves in the a1, a2 plane with a1 intercept parametrized by
√|a3|. There are
actually two disconnected curves as a3 and −a3 yield the same radius parameter. This corresponds
to the double fixed point locus in our table, i.e. an s = 2 type involution.
The third possibility reduces to
a41 − a42 = a23, ai ∈ WRP1,1,2, (2.24)
which resembles a hyperboloid with two disconnected branches. However, a careful study of the
locus, chart by chart, reveals that the two branches connect through infinity. For example, in the
a2 6= 0 chart one gets the expression (
a1
a2
)4
− 1 =
(
a3
a2
)2
, (2.25)
which has two branches which intersect the a3
a1
axis at the points, B±, given by coordinates (a1
a2
=
±1, a3
a2
= 0) (see Figure 4). Although these two points appear disjoint in this chart they appear
connected in the a1 6= 0 chart, where the equation reduces to
1−
(
a2
a1
)4
=
(
a3
a4
)2
, (2.26)
which describes a closed loop around the origin (see Figure 5). The points B± now appear in the
opposite sides of the loop. Similarly, the chart a3 6= 0 has two apparently disconnected branches
whose points are connected in the a1 6= 0 chart. Thus the third possibility has s = 1.
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B− B+
Figure 4: The curve a41 − a42 = a23 in the chart where a2 6= 0
B− B+
Figure 5: The curve a41 − a42 = a23 in the chart where a1 6= 0
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We can express the (2,2) Gepner variety in Weierstrass form,
ZY 2 = 4X3 +XZ2, (2.27)
by applying the transformations
x1 =
(
X/Z +
1
2
)
, x2 = e
iπ
4
(
1
2
−X/Z
)
, x3 = iY/Z. (2.28)
Here J = 1 which indeed corresponds to τ = i. Recall that the number of roots of the Weierstrass
equation over the reals is twice the species number for the standard antiholomorphic involution -
i.e. just the barring of all the coordinates. With this Weierstrass form we obtain 2 roots (X =
0, X =∞), hence s = 1. Conjugating the Weierstrass variables induces the transformation
x1 → x¯1, x2 → ix¯2, x3 → −x¯3, (2.29)
which is the third involution case we examined and showed to be of type s = 1.
Finally, the (1,4) model corresponds to the superpotential
x61 + x
3
2 + x
2
3 = 0 , ∈ WCP1,2,3, (2.30)
which, using the parities described in [28], has the following possible parity involutions:
(1) (x1, x2, x3)→ (x¯1, x¯2, x¯3),
(2) (x1, x2, x3)→ (x¯1, e i2π3 x¯2, x¯3) ,
(3) (x1, x2, x3)→ (e iπ3 x¯1, x¯2, x¯3),
(4) (x1, x2, x3)→ (x¯1, x¯2,−x¯3) ∼ (e iπ3 x¯1, e i2π3 x¯2, x¯3).
The first and second cases have fixed point loci isomorphic to
a61 + a
3
2 + a
2
3 = 0 , ai ∈ WRP1,2,3. (2.31)
This follows directly in case (1). The fixed point locus of transformation (2) is isomorphic to this
curve under the map a2 → −a2. The fixed point loci for these cases are of species s = 1. The cases
(3) and (4) have fixed point loci that are isomorphic to
−a61 + a32 + a23 = 0 , ai ∈ WRP1,2,3 (2.32)
and hence are also of species s = 1. The isomorphism relating case (3) to case (4) is also the map
a2 → −a2. It is easier to see this if one uses the second presentation of the involution map for case
(4). Thus in all there are only two different classes of involution for this non-linear sigma model,
both of which have s = 1. This fits in nicely with our results of Table 1. As a final check, we can
apply the transformation x1 = λ, x2 = −λ241/3X/Z, x3 = λ3Y/Z, to bring the elliptic curve to
Weierstrass form
Y 2Z = 4X3 − Z3. (2.33)
We can see that the Weierstrass equation has 2 real roots at X = ∞ and at X = (1/3) 13 so that
the natural involution also has s = 1, as was to be expected. Note that the Weierstrass equation
has J = 0. Hence this is the same elliptic curve as the (1,1,1) model even though the value g3 = 1
is different.
The importance of the species s in the analysis of involutions of T 2 and their fixed points is
self-evident. We will now show how the species s appears as the O-plane charge from a microscopic
worldsheet CFT analysis. We have clearly seen, however, how much an analysis solely based on
geometrical methods is able to tell us.
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Current Primary field label Order
v (0, 0, 2) 2
s (0, 1, 1) 2k + 4 if k ∈ 2Z, 4k + 8 otherwise
p = s2v (0, 2, 0) k + 2
f (k, 0, 0) = (0, k + 2, 2) 2
Table 2: Simple currents of N = 2 minimal models. Recall that primary fields are labeled by
(ℓ,m, s) with 0 ≤ ℓ ≤ k, −k−1 ≤ mmod 2k+4 ≤ k+1, −1 ≤ smod 4 ≤ 2 subject to field identification
(ℓ,m, s) ≃ (k − ℓ,m+ k + 2, s+ 2) (For a review see [33, 51]).
3 Crosscaps in Calabi-Yau compactifications: review
We will use the equivalence of O-planes and worldsheet crosscaps to gain an understanding of
charges and tensions of orientifold planes. First we will write down rational world sheet CFTs which
correspond to toroidal compactifications. In particular we will work with the so called “Gepner”
model of the torus. The orientifold(-planes) will then correspond to crosscaps in the CFT. This
section reviews how to construct unoriented RCFTS and how to read off the O-plane data from the
crosscap states. The knowledgeable reader may skip to section 4 where we apply these methods to
T 2 compactifications as c = 3 Gepner models.
3.1 Gepner models: a brief review
A Gepner model is a c = 3n, N = 2 CFT produced by tensoring several ci = 3ki/(ki + 2) N = 2
minimal models and aligning the worldsheet supersymmetry currents. The resulting N = 2 theory,
A3n, can be matched to a specific d = 2n algebraic variety. The full theory requires the inclusion
of the external d = 10 − 2n dimensional dimensional spacetime which is modeled (via the bosonic
string map [33, 44, 45, 46, 47]) as a N = 2 WZW DN−1,1 component to be tensored with A3n and
again susy aligned. The resulting theory Aws is finally GSO projected to produce a consistent string
compactification.5
The supersymmetry alignment of the different components is an example of a simple current
extension of a CFT. A simple current extension is an extension of the chiral algebra A J⊂ Aext by
integer conformal weight simple currents: primary fields J whose fusion with any other primary
field, i, yields a single field j = Ji [49, 50]. Under this extension primary fields arrange themselves
into orbits [i] = {i, Ji, J2i, . . .}. The conformal weight of the orbit is well defined modulo integers.
The exact conformal weight of the orbit is taken to be the lowest of the weights of its representative
elements [48]. Orbits with integer monodromy charge QJ(i) ≡ hi + hJ − hJi mod Z under J , are
the primaries of the extended chiral algebra Aext. Non-integer charged fields are projected out.
The simple currents of an ci = 3ki/(ki + 2) N = 2 minimal model are reproduced in Table 2
[51]. Worldsheet supersymmetry is generated by the ‘vector’ simple current, vi, of order 2. The
alignment of the worldsheet supersymmetries in a tensor product of i = 1, 2, 3, ..., r minimal models
is thus enforced by the group of currents generated by wij: the pairwise choice of vi’s. In our
calculations we will prefer to work in two stages. First we will align the minimal model tensor
5When studying closed oriented theories, a pre-GSO projection can be done on the A3n theory to produce a more
or less independent CFT theory corresponding to the internal compactification space [33]. However, in unoriented
closed/open theories, the supersymmetric properties of the theory in general and crosscap states in particular cannot
be divorced from the ambient space [25, 48, 26].
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product(the “Gepner” part, A3n) and then align it with the spacetime part D8−n,1 to yield the
worldsheet theory, Aws.
The final step in constructing the Gepner model is to perform the GSO projection which will
ensure spacetime supersymmetry. This is done by extending the theory by the spectral flow operator
of Aws, s, which is the product of the spectral flow operators of the individual N = 2 factors in
the tensor theory. The order of the group generated by this theory depends on the structure of the
components. The relevant feature is that this current is even, as described in [48].
In constructing simple current extensions there is an important subtlety that one must be aware
of. When the order of the current is even, there may exist fixed points, i.e. fields i = Ji that are
invariant under the action of the extension current J . In general one must resolve this degeneracy
for a complete description of the theory [49, 50, 52]. However, the conjecture is that the one known
consistent solution for the crosscap coefficients (see below) of orientifolded simple current extensions
needs only the trivial solution to the fixed point resolution [14, 52] and we can therefore ignore this
subtlety.
3.2 Building consistent N = 2 unoriented CFTs
The worldsheet supersymmetry alignment ensures that the Gepner model will be N = 2 super-
conformal. The bulk worldsheet theory symmetry currents will therefore contain a left- and right-
moving copy of the N = 2 superconformal algebra [43]
[Ln, Lm] = (n−m)Ln+m + c
12
(n3 − n)δn+m,
{G±r , G∓s } = 2Lr+s ± (r − s)Jr+s
c
3
(r2 − 1
4
)δr+s,
{G±r , G±s } = 0,
[Ln, G
±
r ] = (
n
2
− r)G±n+r,
[Jn, Jm] =
c
3
nδn+m,
[Ln, Jm] = −mJn+m,
[Jn, G
±
r ] = ±G±n+r. (3.1)
Important for us are the Z2 × U(1) automorphisms of the N = 2 superconformal algebra. The
U(1) is an inner automorphism produced by conjugation with the U(1) R-charge, while the Z2 is
an outer automorphism which flips the sign of the R-charge.
These automorphisms, and in particular the involutive ones, play a constitutive part in the
method of open descendants: the construction of consistent unoriented closed/open string theories
from a consistent, i.e. modular invariant closed string theory [53, 54, 55]. Starting from the torus
partition function, Zorient = Z, of this oriented closed string theory one can project, or in a sense
“orbifold”, by the world sheet parity operator, Ω. The resulting partition function, Z = (Z+K)/2,
is the sum of the torus contribution and an unoriented component, K, the Klein bottle partition.
The Klein bottle can be described as a tube ending on two crosscaps. Depending on how time is
oriented, there are two ways of describing the physics: the “open loop channel”, or the “transverse
closed string channel”. In the open loop time runs azimuthally with open strings spanning the
length of the tube and ending on the crosscaps. The resulting boundary condition on an open
string ending on the crosscap is ∂τX(σ, τ) = −∂τX(π/2− σ, τ). The open string partition function
can, by a conformal map aligning time with the cylinder axis, also be seen as a tree level closed string
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exchange between the two crosscaps. The open string boundary condition is then reinterpreted as
a gluing condition at the crosscap state, |C〉,
Wn − (−1)hW+nw[W˜n]|C〉 = 0, (3.2)
where Wn is the mode expansion of a chiral field W of weight hW [14]. For the standard bosonic
string Wn would be a string oscillator mode, αn, and the weight would be unity. The symbol w
is used to denote any possible automorphisms of the chiral algebra which could provide additional
ways of matching the right and left moving algebras.
Generically the projected theory, Z˜ = (Z +K)/2, suffers from UV divergences. These can be
canceled by adding new “twisted states”. These come from the open string sector, described by the
Annulus partition function, A, which is also in turn projected by Ω. This projection yields the sum
of the Annulus and the Mo¨bius partition functions: (A +M)/2. The annulus can be described as
the familiar open cylinder, while the Mo¨bius can be envisioned as a cylinder with a boundary on
one end and a crosscap on the other. In the direct channel picture we can attach an open string to
the boundary so that it satisfies Dirichlet, ∂τX = 0, or Neumann, ∂σX = 0, boundary conditions.
In the closed string transverse channel this boundary condition can be interpreted as the tree level
exchange of closed strings from a boundary state, |B〉, with the boundary gluing condition
Wn − (−1)hWw[W˜n]|B〉 = 0. (3.3)
For the standard bosonic string w is the identity in the Neumann case, or the map α˜n → −α˜n in
the Dirichlet case.
Formally the boundary and crosscap states can be expanded as linear combinations of boundary,
|I〉〉B,w, and crosscap, |I〉〉C,W , Ishibashi states [56]. These Ishibashi state are solutions to the
reflection conditions (3.2) and (3.3) that are (irreducible) representations of the conformal symmetry.
In this formal sense the boundary and crosscap states are
|Ba〉w =
∑
I
BaI |I〉〉B,w,
|C〉w =
∑
I
ΓI |I〉〉C,w. (3.4)
Here the boundary state acquires a boundary label, a, to distinguish different boundaries. Explicitly,
the boundary Ishibashi states are given by [14]
|I〉〉B,w =
∑
s
|s, I〉 ⊗ UVw|s, I〉, (3.5)
where I is a primary field of the theory and s labels the states in that module. The operator U is
antiunitary and satisfies the commutation relation
UW˜n = W˜nU(−1)hW , (3.6)
while Vw is an “intertwiner” which maps a module I to a module w(I) and satisfies the composition
rule
Vw ◦Wn = w[Wn] ◦ Vw . (3.7)
The crosscap reflection condition (3.2) is similarly solved by the crosscap Ishibashi states,
|I〉〉C,w =
∑
s
|s, I〉 ⊗ (−1)L˜0−hIUVw|s, I〉. (3.8)
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The boundary coefficients, BaI , and the crosscap coefficients, ΓI , must obey certain “sewing”
constraints for consistency of the theory. These sewing constraints are very difficult to solve in
general. In practice one limits one’s attention to a subset of these: the positivity and integrality
constraints. Recall that the 1-loop open string partition contains information about the spectrum
of the theory. Therefore the coefficients of the characters, transformed back from the transverse
channel, have to be natural numbers. These conditions are already so restrictive that only one set
of solutions is known. For the boundary coefficients with trivial automorphism action one has the
Cardy solution [57],
BIa =
SIa√
SI0
, (3.9)
where S is the representation of the modular generator, τ → −1/τ , on the conformal characters
(irreducible building blocks of the partition function). For the crosscap coefficients (again with
trivial automorphism action) there is the Rome solution [58, 54],
ΓI =
PI0√
SI0
, (3.10)
where P =
√
TST 2S
√
T and T is the other generator of the modular group τ → τ + 1.
These equations can be generalized to the case of simple current extensions [14, 48]. For a theory
whose algebra, Aext, is extended from A by a simple current group G of order N , the boundary
states are [59, 60],
|B[a]〉 = 1√
N
∑
J∈G
|BJa〉
=
∑
I
√
N
SIa√
SI0
|I〉〉D, (3.11)
where one uses the familiar S-matrix identity,
SJi,j = e
i2πQJ(j)Si,j , (3.12)
and that QJ(I) = 0, i.e. the Ishibashi states are labeled by ‘fields’ I of A that are integer charged
under J . The crosscap is similarly extended as [61]:
|C〉[K]σ =
∑
J∈G
σ(JK)
PAKJ,I√
SA0,I
|I〉〉C. (3.13)
The symbols σ(JK) are signs, where σ(K) = 1 by convention, subject to the following constraint
[14]. Define βK(J) = σ(JK)ǫJ(K), then βK(J1J2) = βK(J1)βK(J2) and βK(0) = 1. These con-
straints, valid for integer spin extensions, are equivalent to the assumption that the crosscap should
only couple to fields which are GSO invariant (hence physical). The field K is a simple cur-
rent in G, called the Klein bottle current; it must obey that for each order 2 current J2 ∈ G,
QJ2(K) = 0 mod 1 in order to be able to solve the sign constraints. Note that K serves to label
different crosscap states. The total number of boundary and crosscap states for a cyclic, ZN , simple
current extension is therefore N boundary states and 2 ·N/2 (signs times number of Klein bottles)
in both cases [48]. Experience indicates that for K odd and not in G we get different crosscaps [14].
The current extensions will play an important role here in that they will be used to generate the
non-trivial boundary and crosscap coefficients in addition to constructing the Gepner model.
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3.2.1 Boundary conditions:
Boundary and crosscap states clearly intertwine the Left and Right moving algebras. In particular
the full N = (2, 2) supersymmetry will be broken to a linear N = 2 combination of the Left and
Right supersymmetry algebras. The different ways a boundary or crosscap state can preserve the
N = 2 susy is thus given by the automorphisms of the N = 2 algebra. At the same time we
wish to preserve T |B〉 = T¯ |B〉 as the conserved charge associated with the unbroken translations is
(worldsheet) ‘energy’ rather than momentum; hence there is no energy leakage across the boundary.
The full U(1) × Z2 isomorphisms leave T unchanged and can therefore be used to vary the gluing
conditions. The most general boundary conditions fall in two classes, A and B distinguished by
whether the Z2 acts trivially (type A) or not (type B).
A−type : G±|B〉 = e±iαAG¯∓|B〉 ,
J |B〉 = J¯ |B〉 .
B−type : G±|B〉 = e±iαBG¯±|B〉 ,
J |B〉 = −J¯ |B〉 . (3.14)
Note that the A-type boundary conditions preserve the U(1)A ≡ U(1)R,L −U(1)R,R symmetry, but
break the U(1)V ≡ U(1)R,L + U(1)R,R symmetry, whereas the B-type boundary conditions do the
reverse. There must therefore be a U(1)V multiplet of consistent A-type boundary conditions, and
it is not hard to see that these are precisely the boundary conditions parametrized by αA. One
obtains these by a rotation by ei
αA
2
JV :
|B〉αA = ei
αA
2
JV |B〉0 : G±|B〉αA = G±ei
αA
2
JV |B〉0
= e±iαAG¯∓|B〉αA . (3.15)
Similarly, B-branes fall a U(1)A multiplet of boundary states, which preserve half the supersymme-
try.6 We will only consider the αA = 0 and αB = 0 representatives.
The known consistent solutions to crosscap and boundary gluing conditions are valid only for
the trivial outer automorphism case (Type A). However type B is mirror to type A, as it is obtained
by flipping the U(1) R-charges. The mirror map can be constructed as a permutation extension of
the theory, as described in Appendix C. Hence we can obtain the Type-B crosscap and boundary
states as simple current extended states of the mirror type A theory [62].
3.2.2 Crosscap states:
Similarly to boundary states, crosscap states will preserve some diagonal combination of the left and
right N = 2 symmetries. The procedure to build the orientifold theory is to mod out by worldsheet
parity and any other involutive global symmetry, R. We insist on involutive global symmetries as
we wish to preserve the geometry of the target manifold. This is important to be able to classify
the theories consistently. Otherwise, one could argue that the resulting theory is just the orientifold
of some orbifold of the target manifold.
6This is correct for superconformal theories. For a generic N = 2 susy theory, however, U(1)A is broken at the
quantum level. It is only preserved if c1(Mtarget space) = 0, which is always the case for superconformal theories. (In
case U(1)A is broken, the symmetry can be ‘restored’, however, by a shift in the BNS-field [27]. There is therefore
exactly one B-boundary state for each value of BNS . The ‘faulty’ B-states do exist, but they do not preserve half of
worldsheet susy.)
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Similarly to the boundary states there are two possible crosscap conditions [29],
A−type : G±|C〉 = e±iβAG¯∓|C〉 ,
J |C〉 = J¯ |C〉 .
B−type : G±|C〉 = e±iβBG¯±|C〉 ,
J |C〉 = −J¯ |C〉 . (3.16)
The phases βA,B are related to the U(1)-automorphism class. In eq. (3.21) we shall see that this
determines the spacetime susy properties of the O-plane. As also in the case of boundary states,
the crosscaps for the trivial automorphism class can be directly constructed, but B-type crosscaps
will be obtained via the mirror simple current map from the A-type states.
3.3 Orientifolds in Gepner Models
In Gepner models an important additional step in the construction of supersymmetric BPS like
crosscap states is the GSO projection. Previous studies indicated that it was possible to decouple
the internal geometry of the theory from the spacetime via a “pre-GSO” projection (see e.g. [33]).
However, in the context of orientifolds this separation of the theory into spacetime and internal
sectors is very awkward, as without the complete GSO projection the resulting crosscaps did not
satisfy the BPS condition [25, 26, 48]. Hence, a careful study of the GSO projection is necessary.
Specifically the GSO projection involves the simple current extension from the world sheet super-
symmetric theory, Aws, to the spacetime supersymmetry theory, Aext. This extension is generated
by the spectral flow field, S, which is of even order, NS. As described in [48], by requiring that the
crosscap only couples to fields, i ∈ Aext, i.e. such that QS(i) = 0, the resulting A-type crosscap has
the following general description:
|Γ〉σ[K] =
√
NS
∑
{i|REP[i], QS(i)=0}
(
σ0Pi,K + σ1Pi,KS
2
√
S0i
)|[i]〉〉ǫS(K)σ , (3.17)
where σ0, σ1 and σ = σ0/σ1 are signs and
|[i]〉〉ǫS(K)σ =
N−1∑
n=0
[ǫS(K)σ]
nǫSn(i), |Sni〉〉1,C , (3.18)
is the relation between Ishibashi states in Aext and in Aws (which in turn are the sum of Ishibashi
states in the minimal model). The Klein bottle currents are required to have monodromy
QS(K) =
2p
NS
, p ∈ Z. (3.19)
The weights in this last sum are just phase factors,
ǫS(i) ≡ eπi(hi−hSi). (3.20)
Therefore, the crosscap states obey a twisted gluing condition,
[Sn − (−1)n+hSǫ∗S(K)σS¯−n]|C〉σ[K] = 0 . (3.21)
The term ǫ∗J(K)σ = (ǫJ (K)σ)
−1 is the automorphism type of the state. From the monodromy
restriction of K, one can see that (ǫS(K)σ)
NS = 1, so that the automorphism type of the plane
takes values in ZNS . This gluing condition implies that the planes preserve the supersymmetry
generated by the linear combination S0+ ǫ
∗
S(K)S¯0 [48]. As S0 generates a discrete Z2NS subgroup of
the U(1)R symmetry, we recognize that ǫ
∗
S determines the phase βA from the previous subsection.
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3.4 Crosscap and Boundary Mass and Charges
By considering the overlap with different massless fields we can get the tensions and charges of the
boundary or crosscap state. These charges encode geometric characteristics of the corresponding
orientifold or D-brane. The overlap with the massless NS-NS vacuum state, [[~0;~0;~0]oD], is propor-
tional to the tension of these states.7 It is convenient to also compute the boundary state data, as
at the end of the day one has to make sure that the D-brane tadpole divergences are canceled by
O-plane charges.
From the crosscap expansion equation (3.17) we see that the tension is
M
[K]
C = 〈O|C〉σ[K] = σ0
√
NS
2
√
SO,O
PwsO,K, (3.22)
where the prefactor is just a Gepner model dependent overall normalization. In the case of the
boundary state, the overlap of the boundary state, (3.11), with the vacuum gives a mass of
M
[a]
B = 〈O|B[a]〉 =
√
NSws0a . (3.23)
The other characteristics to determine are the charges with respect to RR ground states. In the
non linear sigma model realization of the theory, the RR ground states of left and right U(1)Rcharge,
(q, q˜) can be identified with holomorphic (n/2− q, n/2 + q˜) forms [28].8 One could directly get the
charges by computing the overlap of the crosscap or boundary state with the RR groundstate
corresponding to primary field, iRRgs,
Qcrosscapi = 〈iRRgs|C〉 = ΓiRRgs ,
Qbrane,ai = 〈iRRgs|Ba〉 = BaiRRgs . (3.24)
However, the RR ground states are in one to one correspondence with the NS-NS chiral-chiral or
chiral-antichiral primaries by spectral flow [43, 63], and it is more convenient to use chiral/antichiral
fields to compute the charges. In a minimal model of level ki chirals (anti-chirals) are labeled by
χ±li = (li,±li, 0), li ∈ {0, . . . , ki}, have charge qi = ±liki+2 and weight hi = |qi|/2. In constructing
a Gepner model chiral we can take the tensor of minimal model chirals as long as they satisfy the
GSO projection, QS(χ) =
∑r
i=1
li
2(ki+2)
+QsD(fD) = 0 mod 1, where the contribution for the (chiral)
spacetime fields is QsD(vD) = 1/2 or QsD(oD) = 0.
A chiral-chiral primary, i, of charge (q, q˜ = q) corresponds, by symmetric Left/Right spectral
flow, to a harmonic forms (n − q, q) in the horizontal cohomology. The flow is generated by S, so
that iRRgs = Si. As they have equal charges in the Left and Right moving fields they naturally
couple to A-type Ishibashi states giving us the A-type charges
Qcrosscapi = 〈iRRgs |C〉 = 〈Si|C〉
= Γi =
√
NS
2
√
S0i
σ1Pi,KǫS(K)ǫS(i). (3.25)
7The fields are labeled according to tensor components: [[~l; ~m;~s]fD] = [[l1 . . . lr;m1 . . .mr; s1 . . . sr]fD], for a
tensor product of r minimal models and a D8−n,1 spacetime component whose fields fD are either scalar (oD), spinor
(sD), vector (vD) or conjugate spinor (cD). The square brackets indicate that it is an equivalence class of fields under
the simple current extension. Further details on notation can be found in the appendices. In addition, [48] contains
a short review on the properties of the spacetime algebra, D8−n,1.
8Note that the R-charges/harmonic form identification here is for the internal sector of the theory, so the R-charge
should be restricted to the minimal models.
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Chiral-antichiral primaries of charge (q, q˜ = −q), correspond by asymmetric Left/Right spectral
flow, to harmonic forms in the vertical cohomology. These states naturally couple to B-type Ishibashi
states. The B-type crosscap (and boundary) states are given by a non-trivial automorphism of the
susy algebra. As mentioned earlier this is the same as flipping the U(1) R-charges of the right
moving chiral algebra. This is equivalent to working with the conjugate modular invariant instead
of the diagonal modular invariant which we have been using as a starting point for A-type states.
In particular, we can construct the charge conjugate invariant partition function as a simple current
(permutation) extension of the diagonal theory by the currents of the Mirror Symmetry Extension
group Gms. The Gms is the simple current description of the mirror map of Greene and Plesser
generated by elements of the form
Gms = {v(n+r)ǫD Πrr=1pαii ,
r∑
i=1
αi
hi
− (n + r)ǫ
2
= 0 mod 1, ǫ ∈ {0, 1}} mod Gext (3.26)
(details on the construction of this simple current group are given in Appendix C). We can then
describe B states as Gms and GS extension states of the Aws theory. In effect, the B-type states
end up being a weighted sum of A-type states:
ΓK,Bi =
∑
J∈Gms,Sn∈GS
1√
NSNmsSoi
σ(JSnK)PwsSnJK,i
=
∑
J∈Gms
σ(JK)
1√
Nms
ΓJK , (3.27)
BBa,i =
1√
Nms
∑
J∈Gms,Sn∈GS
√
NS
Soi
SSnJK,i
=
√
NmsBa,i, (3.28)
where Nms is the order of the Gms and σ(JK) are signs that have to satisfy some consistency
conditions:
βMJ = βMβJe
i2πX(M,J), (3.29)
where
βJ = σ(JK)ǫJ(K), (3.30)
ǫJ (K) = e
iπ(hK−hJK), (3.31)
X(Jm, Jn) = −nmhJ . (3.32)
Since the extension current has a non-integer spin, we have had to generalize the constraints on the
β’s by the X matrix which encodes data for making the simple current extension [14]. Details on the
X matrix and its properties are found in the appendix. The β’s depend on K by the requirement
that the σ’s are signs. These constraints only uniquely determine the signs of σ(MK) terms where
M = L2 for some L. The remaining signs provide additional degrees of freedom in constructing
alternative crosscaps. The exact details of the mirror symmetry map and the required signs depend
on the particular model in question, so the calculations will be done in a case by case basis. An
illustrative example is presented in Appendix C.2. It is evident that the charges are then directly
computable once the chiral labels and the P -matrix are known. The P -matrix for the Gepner model
has been computed and is presented in Appendix B. The listing of chiral labels, although simple
is tedious and model dependent. Given this information it is possible to compute the charges for
any Gepner model. The goal of this paper is to examine one dimensional Calabi-Yaus - tori. The
specifics of these geometries will be addressed shortly.
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4 Orientifold planes from Crosscap states in c = 3 Gepners
4.1 A torus simplification
In our study, c = 3 Gepner models corresponding to T 2s, the low dimensionality of the torus results
in an important simplification in the computation of the charges. Geometrically this simplification
occurs because the only non-trivial complex harmonic forms are of type h0,0, h1,0, h0,1 and h1,1. These
cohomology rings are in one-to-one correspondence with RR-ground states of the CFT. Spectral
flow which maps the U(1)R charges as, (q, q˜) → (q ± c/6, q˜ ± c/6) in turn relates this to the ring
of (NS-NS) chiral primaries. The torus has central charge c = 3, so the maximum chiral charge is
q = c/3 = 1. For the Left-Right symmetric theory, corresponding to A-type states, one makes the
identification between the (c, c) ring, the RR-ground states and the non-trivial harmonic forms as
(see e.g. [43])
(0, 0)NSNS −→ (−1/2,−1/2)RRgs ⇔ h1,0,
(1, 1)NSNS −→ (1/2, 1/2)RRgs ⇔ h0,1,
where the spectral flow has signs (−,−). However, it is possible to identify the chiral (0,0) state
with both RR ground states by applying spectral flow in the opposite direction:
(1/2, 1/2)RRgs ← (0, 0)NSNS → (−1/2,−1/2)RRgs. (4.1)
The left ground state is generated by spectral flow of (+,+). Flow of type (-,-) is generated by S,
while the (+,+) is made by the conjugate field, Sc. A representative element of h1,0 is then given by
|S〉. A direct overlap calculation using the crosscap expansion, (3.17), thus yields the dZ charge9
Q[K]z = 〈dZ|Γ〉s[K] =
σ1
√
NS
2
√
SO,O
eiπQs(K)PwsO,K, (4.2)
Q
[K]
z¯ = 〈dZ¯|Γ〉s[K] =
σ1
√
NS
2
√
SO,O
e−iπQs(K)PwsO,K, (4.3)
while the second equation, corresponding to dZ¯ charge, is given by the overlap with |Sc〉. Up to
a phase this agrees with the expression for the tension, (3.22). This should not be surprising, as
the central charge of the theory is given by the overlap with the top form (dZ for the torus), and
supersymmetry equates the mass and magnitude of the central charge for BPS objects.
Using the D-brane expansion, (3.11), one can similarly get the A-type D-brane charges
Qbranez (K) = e
2πiQs(K)
√
NSws0K . (4.4)
In the case of the torus the central charge can be easily understood geometrically. Consider a
torus whose lattice is made of two vectors of length R1 and R2 meeting at an angle θ. This can be
transformed to the standard torus lattice spanned by {1, τ} ∈ C, where τ = eiθR2/R1. These lattice
vectors define the αˆ and βˆ cycles of the torus. Integration of the holomorphic top form, Ω = dZ,
with respect to these cycles yields the period vector of the torus:∫
αˆ
Ω = 1,
∫
βˆ
Ω = τ, (4.5)
9Qs(K) is usually defined mod 1, however to make sense of this definition one must use the true conformal weights
of the fields.
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so that,
dZ = dX + τdY, (4.6)
where X, Y ∈ (0, 1) describe two real axis aligned with the lattice. At low energy the A-type states
are related to special lagrangian manifolds. In the torus these are straight line loci, which can be
accordingly decomposed in terms of αˆ and βˆ cycles. Correspondingly the A-type orientifold/brane in
the torus T 2 is expected to be characterized by a middle homology class Γ = nαˆ+mβˆ ∈ H1(T 2,Z).
This class can be described according to its charge under the RR gauge fields corresponding to the
NLSM elements {dZ, dZ¯}:
Qz = 〈dZ|Γ〉 =
∫
Γ
dZ = n+mτ, (4.7)
Qz¯ = 〈dZ¯|Γ〉 =
∫
Γ
dZ¯ = n+mτ¯. (4.8)
These equations can be inverted to yield the cycle content,
n = − τ¯Qz − τQz¯
2iτ2
, (4.9)
m =
Qz −Qz¯
2iτ2
, (4.10)
which encode the central charge.
The B-type states are built from conjugate modular invariants where the Left and Right sectors
have opposite chiral charges. Anti-symmetric spectral flow of signs (+-) can then be used to relate
the chiral-antichiral primaries with the vertical cohomology:
h1,1 : (0, 0)NSNS −→ (−1/2, 1/2)RRgs,
h0,0 : (1,−1)NSNS −→ (1/2,−1/2)RRgs.
Like in the A-type case, one can also flow the NS-NS vacuum to the h0,0 RR ground state by using
a flow with signs (-+)
(1/2,−1/2)RRgs ← (0, 0)NSNS → (−1/2, 1/2)RRgs. (4.11)
Thus we see that the these charges are the result of overlap with B-type primaries, |S〉B and |Sc〉B.
Equation (3.27) allows us to express the B-type crosscap coefficients in terms of the A-type, so we
can obtain the B-charges as combinations of the A-charges:
Q[K],Bz =
1√
Nms
∑
J∈Gms
σ(J,K)Q[JK]z . (4.12)
Similarly, one can use the Mirror Symmetry extension of the boundary states, (3.28), to get the
B-type D-brane charges:
QB−branez (K) =
√
NmsQz(JK). (4.13)
We will apply these equations to the different Torus Gepner models to obtain the charges and
tensions of the O-planes and, for comparison, D-branes.
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K Qs(K) M
brane Qbranez σ0M
crosscap σ1Q
crosscap
z
(−2, 2, 2) 1/3 1 τ 1 1 + τ
(−2,−2, 2) 2/3 1 −1− τ 1 τ
(0, 0, 0) 1 1 1 -1 -1
(−2, 2, 0) 1 1 1 1 1
Table 3: Summary of results for D-branes and O-planes in (1,1,1) Gepner model. Results are
normalized by M brane which is the same for all K.
4.2 The (1, 1, 1) Gepner Model
The (1, 1, 1) Gepner model consists of the product of three level k = 1 minimal models with a D7,1
spacetime component. The internal geometry can be described by the variety
x31 + x
3
2 + x
3
3 = 0, xi ∈ CP2, (4.14)
which corresponds to a torus with τ = e
i2π
3 ∼ e iπ3 . The first step in constructing crosscaps is
determining the set of Klein bottle currents (KBCs), K. Recall that these are simple currents in
the theory Aws which satisfy, QS(K) = 2p/NS mod 1, p ∈ Z. The number of available KBC labels
is therefore NS/2, where NS is the order of the group generated by S. However, there is a sign
freedom associated to each Klein bottle label yielding a total of NS different crosscaps. In this
Gepner model NS = 6 and there are three different KBCs. For simplicity we will choose the KBCs
representatives to be of the form, K = [[~0; ~m;~0]oD] which will be denoted as (m1, m2, m3). Each
mi is either zero or ±2. Using the equations (4.2) and (3.22) we can construct a table of O-plane
charges and tensions. In Table 3 the KBC label is listed in the first column, and the corresponding
tensions and charges are in the last two columns. The results in the table are all normalized by the
mass of the D-branes, which is the same for all K labels. Note that the tension and charge have
sign degrees of freedom, σ0 and σ1. One of these can be determined by the tadpole cancellation
condition [14], leaving free the relative sign. The second column lists the monodromy charge of the
Klein bottle current. This distinguishes different KBC orbits and is related to the automorphism
class of the crosscap, σǫS(K) which is e
iπQS(K).
For comparison we can use equations (3.23) and (4.4) to also compute the data corresponding
to boundary A-type states with boundary labels equal to the KBCs. The boundary automorphism
class is given by ei2πQS(K), where 2πQS(K) has the nice geometric interpretation of being the angle
which the boundary locus makes with the torus lattice, as shown in Figure 6. Not surprisingly,
this diagram is compatible with the decomposition of the underlying Special Lagrangian cycle
approximation of the low energy D-brane in terms of the αˆ and βˆ torus cycles (i.e. the 1 and
τ coefficients in the D-brane charge). The D-brane charges are dual to these homology elements
and thus form a lattice, which in this case can be seen to be generated by {1, τ}. Although the
O-planes are not expected to have a classical analogue and do not obviously add to form a homology
sublattice, we can formally combine their charge vectors to span a sublattice of the D-brane charges.
Examining the O-plane charges we notice that this pro forma charge lattice is also generated by
{1, τ}. Plotting the cycles dual to the O-plane charges yields Figure 7, where it is seen that the O-
plane coincides with the fixed point loci of the involution Table 1. Both the D-brane and the O-plane
diagram exhibit the Z3 ⊂ Z6 rotational symmetry of the τ = e iπ3 torus. The (1,1,1) Gepner model
only manifestly preserves this Z3 subgroup rather than the full geometric Z6 toroidal symmetry.
This Z3 symmetry maps the O-planes into each other. As a result, they are all equivalent and
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01/3
2/3
Figure 6: D-branes in (1, 1, 1) Gepner model. The fundamental torus has solid red outline, while
the D-branes cycles appear as green arrows.
correspond to the same involution class of Table 1 given by the parameter α = 1 ∼ e i2π3 ∼ e i4π3 . The
Gepner Z3 symmetry generated by g acts on this involution, Iα parameter as gIαg
−1 = e
i2π
3 α. This
Z3 symmetry is displayed by the action on the periods:
1 → τ,
τ → −1− τ. (4.15)
Note that the angle of inclination of a given O-plane is πQS(K) with orientation given by the sign
choice, σ1 (i.e. a shift of the angle by π), rather than by 2πQS(K) as in D-branes.
In order to study B-type states we use the mirror symmetry map, described by equation (3.26),
which tells us that the group responsible for the mirror map is Z3 × Z3 with generators p1p22 and
S2. To obtain the B-type states we only need to extend Aext by the mirror symmetry group mod
GSO, i.e. by the Z3 group generated by J = p1p
2
2. From equation (3.27) it is apparent that one
only needs to obtain the σ(J,K) signs. This is dependent on the K label. It so happens that the
signs generated by the mirror symmetry extension, σ(J,K) conspire with the Pws matrix signs to
generated an overall scaling of
√
3 for the crosscap, which is identical to the boundary state scaling
under mirror symmetry. Upon normalizing the results we get a charge table identical to the A-type
table, Table 3. As expected this model is self-mirror. The mirror to K = (−2, 2, 2) is calculated as
an illustrative example in Appendix C.2.
4.3 The (1, 4) Gepner Model
The (1, 4) Gepner model corresponds to the product of a k = 1 and a k = 4 minimal model with
a D7,1 spacetime component. The presence of an even current in principle should alert us to fixed
points in the simple current extensions. We explained, however, that this is not relevant for the
computation of O-plane charges.
The low energy underlying geometry of this model has a representation as the solution set of
x61 + x
3
2 + x
2
3 = 0, xi ∈ WCP1,2,3, (4.16)
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α = 1
α = 2π/3
α = 4π/3
Figure 7: Diagram of O-plane loci in the (1, 1, 1) Gepner model. The three different loci are auto-
morphic and correspond to the same involution class, α = 1 ∼ e i2π3 ∼ e i4π3 . The fundamental torus
is outlined by solid red lines while the rotated (automorphic) ones are outlined with orange hashes.
which again corresponds to a torus with τ = e
iπ
3 . Although this torus is PSL(2,Z) equivalent to
that of the (1, 1, 1) Gepner model the symmetries of the (1,4) Gepner model are richer, spanning the
full geometric Z6 . To classify the KBCs we note that the spectral flow group has order NS = 12,
so we can choose six KBCs as representatives of the possible crosscaps. As before, one can use
the equations (3.22) and (4.2) to compute a table, Table 4, of tensions and charges for the A-type
states. The charges are normalized by the D-brane mass, which is independent of K. As in the
previous case one can interpret the charges in terms of the αˆ and βˆ torus cycles. When diagrammed
(see Figures 9 and 10) on the torus lattice the crosscap cycles are seen to correspond to the fixed
point loci listed in Table 1. As emphasized, the richer Gepner symmetry, Z6, now allows for the two
distinct involution classes listed in Table 1. We can obtain all involution classes by gn6 Iαg
−n
6 → e
in
3 α.
The O-planes transform as Z6 orbits whose action on the periods is
1 → τ,
τ → τ − 1. (4.17)
Naturally there are two separate O-plane orbits depending on the involution class. For the involution
class α = 1 ∼ e i2π3 ∼ e i4π3 the O-planes are shown in Figure 9. Those compatible with the second
involution class, α = e
iπ
3 ∼ −1 ∼ e i5π3 are diagrammed in Figure 10. The two involution classes
produce two separate charge lattices:
• α = 1 ∼ e i2π3 ∼ e i4π3 generated by {τ + 1, 2τ − 1},
• α = e iπ3 ∼ −1 ∼ e i5π3 generated by {1, τ}, like the Gepner (1,1,1) Model.
Let us re-emphasize that for O-planes this charge lattice is pro forma only; see the comment above
eq. (4.15).
For comparison we can repeat the analysis for A-type D-branes with boundary label K by
reading of the tensions and charges from equations (3.23) and (4.4). The results for these boundary
states are included in the first two columns of Table 4. Figure 8 displays these D-branes as straight
01/62/6
3/6
4/6 5/6
Figure 8: D-branes for the (1,4) Gepner model seen as straight lines in the covering space. Dashed
delimit tori domains. Arrows mark the D-branes, which are labeled by Qs(K). The fundamental
torus is outlined with solid red lines.
K QS(K) M
brane Qbranez σ0M
crosscap σ1Q
crosscap
z
(2,−2) 1/6 1 τ √3 1+τ
(2, 0) 1/3 1 τ -1 -1 −τ
(2, 2) 1/2 1 -1
√
3 -2τ+1
(2, 4) 2/3 1 -τ 1 −τ+1
(2, 6) 5/6 1 -τ+1
√
3 2-τ
(2,−4) 0 1 1 1 1
Table 4: Gepner (1,4) Model Charges and Tensions for D-branes and O-planes labeled by K and
normalized by the D-brane tension, which is constant for all K.
lines in the covering space of the torus. As expected the generators of the D-brane charge lattice
are {1, τ}.
An other example of the richness of the symmetries of the (1, 4) Gepner model is that the mirror
symmetry group is actually a subgroup of the GSO simple current extension group. Hence, this
torus is manifestly self mirror. This is apparent from the CFT side as the GSO extended theory is
self conjugate (i.e. the conjugation matrix is the diagonal). As a result the table of A-type charges
and tensions (Table 4) is also a valid summary for B-type states.
4.4 The (2, 2) Gepner Model
The (2,2) Gepner model is generated by tensoring two level k = 2 Minimal models with a D7,1
spacetime part. It has the algebro-geometric description
x41 + x
4
2 + x
2
3 = 0, xi ∈ WCP1,1,2 (4.18)
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α = 1, (2,−4)
α = e2iπ/3, (2,0)α = e4iπ/3, (2,−4)
Figure 9: O-planes for (1,4) Gepner model α = 1 ∼ e i2π3 ∼ e i4π3 involution conjugacy. The three
different labeled cycles are equivalent under the automorphism of this torus and correspond to dif-
ferent representative elements of the same involution conjugacy class. The Gepner symmetry on the
covering plane is a rotation by π/3. This manifests itself as an ST action on the complex structure.
The fundamental torus is outlined with solid red lines. Hashed orange lines are the rotated tori.
α = τ, (2,−4)
α = −1, (2, 0)
α = e4iπ/3, (2,−4)
Figure 10: The (1,4) Gepner model O-planes for the α = −1 ∼ e iπ3 ∼ e i5π3 involution conjugacy
class. The three different cycles are equivalent under the automorphism of this torus. This Gepner
symmetry acts as a rotation by π/3 on the covering space. This rotation manifests itself as an ST
action on the complex structure. The fundamental torus is outlined with solid red lines, while the
rotated (automorphic) ones are outlined with orange hashes.
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K Qs(K) M
brane Qbranez σ0M
crosscap σ1Q
crosscap
z
(−2,−2) 1/2 1 -1 2 2τ
(−2, 2) 0 1 1 2 2
(−2, 4) 1/4 1 τ √2 1 + τ
(2, 4) -1/4 1 -τ
√
2 1− τ
(0, 0) 0 1 1 0 0
(0, 4) 1/2 1 -1 0 0
Table 5: Gepner (2, 2) Model charges and tensions for O-planes and D-branes labeled by K. The
table is normalized by the D-brane masses, which are independent of K.
and corresponds to a torus with τ = i. The GSO extension is by a group of order NS = 8 so we need
four Klein bottle currents. Proceeding as in the previous case we can use (3.22) and (4.2) to compile
a table of charges and tensions for the crosscaps of this model (see Table 5, note that the data is
normalized by the D-brane mass, which is constant). Some new features arise when examining
these results. First we can see that the O-planes indexed by KBC (0,0) and (0,4) have no mass nor
charge. These are real states with physical interactions, as the coupling to other fields (given by
other P-matrix elements) are not identically zero. They seem to correspond to orientifolds without
O-planes - as these are states which have no mass or charge singularity. Interestingly enough, our
involution classification for this torus, Table 1, has an involution conjugacy class α = 1 ∼ −1 with
β = 1/2 and s = 0, i.e. with no fixed points. That involutions with a ’shift’ generate orientifolds
without O-planes is in fact well-known.10
According to the involution table there should be two more involution classes. This Gepner
model manifestly has the full geometric symmetry, Z4, so we do expect to find O-planes corre-
sponding to both involution classes. The action on the periods is:
1 −→ τ,
τ −→ −1. (4.19)
The α = i ∼ −i involution can be seen to correspond to O-planes along the diagonal of the
torus, as diagrammed in Figure 13. As in the previous cases, the different diagonal O-planes are
related to each other by the Gepner symmetry (Z4). Another peculiarity of this model is that the
other involution class, α = 1 ∼ −1, has species s = 2. This is manifest in the O-plane diagram
Fig. 12 where we can see that this involution results in two disconnected homologous loci. As
before there are several different O-planes which fill a Gepner Z4 multiplet. When examining the
formal sublattice generated by O-plane charge vectors we come upon a surprise. The lattice is now
generated by {2, 2τ} (which is a proper sublattic of {1 + τ, τ − 1}):
• α = i ∼ −i generated by {1 + τ, 1− τ},
• α = 1 ∼ −1 generated by {2, 2τ}, (actually a proper sublattice of the α = i case).
For comparison the D-brane results are listed in the same table, Table 5. The D-brane charge
lattice is generated by {1, τ}. The D-branes are diagrammed in Figure 11.
10We thank C. Bachas for pointing this out.
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01/4
2/4
3/4
Figure 11: Gepner (2, 2) model D-Branes seen as straight lines in the torus covering space. The
fundamental torus is outlined in solid red lines.
α = 1
α = 1
α = −1α = −1
Figure 12: Gepner (2, 2) O-planes seen as straight lines. There are two homologous cycles in the
α = 1 ∼ −1 involution class. The fundamental torus is outlined by solid red lines, while the rotated
automorphic ones are outlined by hashed orange lines.
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a = ia = −i
Figure 13: Gepner (2, 2) model O-planes seen as straight lines for the a = i ∼ −i class involution.
The fundamental torus is outlined by solid red lines while the rotated automorphic one is outline by
hashed orange lines.
One can generate the geometric mirror theory by a simple current extension with J = p1p
3
2 mod
S, which is order 2 [34]. As this mirror symmetry extension is even the signs cannot be determined
completely resulting in an extra sign degree of freedom, η, in the mirror charge description:
Q[K]B,crosscapz =
1√
2
(Q[K]z + ηQ
[JK]
z ), (4.20)
QB,branez (K) =
√
2Qz(K). (4.21)
The results for the B-side are presented in Table 6, where a + or - subscript to theK label distinguish
the sign choice for η. Note that the results in the table are normalized by the mass of the D-brane
- which is constant for all K. There are two possible charge lattices for the mirror side:
• the lattice generated by {1 + τ, 1− τ},
• and the lattice generated by {1, τ}.
The mirror D-brane lattice is generated, as usual, by {1, τ}.
4.5 Summary
From studying these examples we can see that there is a difference in presentation of the charge
lattices of the orientifolds for the different models. We expect that this will impose restrictions on
the moduli space of the orientifolds. This is clearly different from the D-brane case where the charge
lattice has the same generators throughout. What is particularly interesting is how the τ = i torus
(the (2,2) Gepner model) has a O-plane charge vectors form a basis of a sublattice of index 2. This
is related to this torus having species s = 2 which is topologically disconnected from other species
of orientifolds. Particularly, this lattice disparity between the τ = i and the τ = e
iπ
3 demonstrates
that the orientifold theories with Kalb-Ramond anti-symmetric fields valued at B = 1/2 and B = 0
exist in separate branches in moduli space. In section 6, we will explore constructions of toroidal
families where these discontinuities in species will require the degeneration of the cycles where the
O-planes lie.
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K MB,brane QB,branez σ0M
B,crosscap σ1Q
B,crosscap
z
(−2,−2)± 1 -1 1 τ
(−2, 2)± 1 1 1 1
(−2, 4)+ 1 τ
√
2 1+τ
(−2, 4)− 1 τ 0 0
(2, 4)+ 1 -τ
√
2 1-τ
(2, 4)− 1 -τ 0 0
Table 6: Gepner (2, 2) Model charges and tensions for B-type O-planes and D-branes labeled by K.
The entries are normalized by the brane mass which is independent of K.
5 Free Field Formulation
The torus, the simplest Calabi-Yau manifold, is special in that it has a constant flat metric. This
fact allows us to explicitly describe the physics at all points in moduli space using the worldsheet
sigma model. We will use the NSR free field formulation to obtain the charges and tensions of the
O-planes and D-branes and compare these results with the data garnered from the CFT perspective.
Much of what follows is based on the work of Di Vecchia et al, (eg see [64, 65] and references therein)
and Walcher [34]. We could also have used the GLSM description of the torus. However, the general
connection between this description, and orientifolds at large volume is already addressed in [28].
As far as CY-spaces are concerned, T 2s are special in that we can also use the free-field formulation.
The worldsheet action of a string compactification on a two dimensional torus is
S = − 1
4πα′
∫
Σ
(
(Gαβη
ab +Bαβǫ
ab)∂aX
α∂bX
β − iGαβψ¯αρc∂cψβ − iBαβψ¯αρ3ρc∂cψβ
)
d2σ. (5.1)
We are using the notational conventions of GSW for the fermions, with ρ being the two dimensional
Dirac matrices with {ρa, ρb} = 2ηab. The worldsheet metric is Minkowski with a negative time
component and ǫ01 = 1. The spacetime variables, Xα, are real valued and periodically identified
with period 1. The T 2 target space metric is [34]
Gαβ =
(
R21 R1R2 cosα
R1R2 cosα R
2
2
)
. (5.2)
This corresponds to a torus with periods of length R1 and R2 meeting at an angle α, with complex
structure τ = R2e
iα/R1. Additionally there is a constant antisymmetric background field, B12 =
−B21 = B. The presence of the B field can be absorbed as a total derivative in the action. This
does not affect the Lagrangian locally, so the equations of motion remain the same. However, it
does have global or topological effects. From the point of view of the open string, this modifies the
boundary conditions, while the closed string sees this as modification of the zero modes.
The variation of this action results in the open string boundary conditions
δXJ(GIJ∂σX
I + BIJ∂τXI)|σ=0,π = 0 , B = B + 2πα′F , (5.3)
for the compact directions, I = 1, 2 (and similarly for the fermionic variables). Setting δXI = 0
corresponds to Dirichlet boundary conditions. A non-zero B12 6= 0 only has consequences when
both δX1 6= 0 and δX2 6= 0, i.e. for D2 branes or O2 planes, as the antisymmetry of B otherwise
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ensures that the term in parenthesis reduces to the standard Neumann term. This directly implies
that the B field has no effect for D1, O1, D0 or O0 branes and planes.
Using world sheet duality, these open string boundary conditions define a state in the Hilbert
space of the closed string. On the boundary state, |B〉, the boundary conditions become constraints.
Expressed in terms of the standard oscillator expansions, they are
(αµn +R
µ
να˜
µ
−n)|B〉 = 0,
(ψµr − iηRµνψ˜ν−r)|B, η〉 = 0,
{
NS : r ∈ Z+ 1
2
R : r ∈ Z . (5.4)
with
R =
(
R(N) 0
0 R(D)
)
,
{
R(N) = (G− B)−1(G+ B) , Neumann directions
R(D) = −1 , Dirichlet directions (5.5)
Here αµn is the nth mode in the µ direction of the bosonic coordinate X
µ. The ψµr ’s are the oscillator
modes of the fermionic coordinates, whose boundary conditions can be obtained by supersymmetry
from the bosonic ones. The GSO projection will sum over the two spin structures η = ±1. All the
boundary information is thus really encoded in the matrix R which is derived from the choice of
boundary conditions imposed on (5.3).
We can define the crosscap by an equation analogous to (5.4),
(αµn + (−1)nRµνα˜ν−n|C〉 = 0 (5.6)
(ψµn − iη(−1)nRµνψ˜ν−n)|C, η〉 = 0. (5.7)
In this case the additional (−1)n factor accounts for the parity action on the crosscap, σ → π − σ.
The boundary and crosscap state constraints, (5.4), (5.6) and (5.7) are very similar. For the purposes
of our study we are interested in the charges of these states with respect to the Ramond Ramond
ground states. As a result we really only need the solutions to these constraint equations for the
zero modes (n = 0) of the RR sector. Now, note that the zero modes of both the crosscap and the
boundary state satisfy identical defining equations. This implies that the crosscap charges should
be a subset of the possible D-brane charges. We will use this to think of the crosscap charges as
generated by a set of D-branes (with the correct charges) placed at the point of involution of the
spacetime theory. Consequently this short study applies equally well to O-planes and D-branes,
which we will occasionally denote collectively as defect states, |D〉.
For the torus these boundary and crosscap expressions, (5.4), (5.6) and (5.7) can be explicitly
solved yielding these states as coherent sums of oscillators. In the Ramond-Ramond sector the
fermion crosscap equation (5.7) is solved by
|C〉′ = − exp
[
iη
∞∑
n=1
(−1)nψµnRµνψ˜ν−n
]
|C, η〉0, (5.8)
where the zero mode factor |C, η〉0 must obey
(ψµ0 − iηRµνψ˜ν0 )|C, η〉0 = 0. (5.9)
Following Di Vecchia et al. [66] (particularly Appendix A), we can reformulate this requirement in
terms of a matrix
|C, η〉0 = MAB˜|A〉|B˜〉, (5.10)
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where the |A〉, and |B˜〉 are basis ground state kets transforming under two copies the 32 dimensional
SO(1,9) spinor representation of the Ramond oscillator zero modes. Then equation (5.7) applied to
the zero modes, reduces to
(Γµ)TM − iη(Γ11)TMRµνΓν = 0, (5.11)
where the fermion zero mode action on the RR ground states is represented by two copies of the
32× 32 Γ-matrices of SO(1,9): ψµ0 = Γµ⊗ 1 , ψ˜µ0 = Γ11⊗Γµ [66]. One finds that the solution to M
depends on the number of positive and negative eigenvalues of R, corresponding to the number of
Neumann and Dirichlet directions respectively. For D − p Dirichlet directions in B = 0 Minkowski
space, M equals
M = CΓ0Γ1 . . .Γp
1− iηΓ11
1− iη (5.12)
with C the charge conjugation matrix.
Finally the GSO projection in the Ramond sector amounts to averaging over the two η = ±
spin structures resulting in,
|C〉R = 1
2
(|C,+〉R + |C,−〉R). (5.13)
The full fermionic Linear Sigma Model Crosscap is thus
|C〉R = cos [
∞∑
r=1
(−1)rψ−r ·R · ψ˜−r]|a〉Mab˜|b˜〉+ sin [
∞∑
r=1
(−1)rψ−r · R · ψ˜−r]|a′〉Ma′ b˜′|b˜′〉. (5.14)
where the spin basis A, B˜ has been broken into chiral blocks a, b˜, a′, b˜′ after the GSO projection. Of
course, since we are interested in measuring the overlap with the RR ground state zero modes, only
the zero mode part encoded in the matrix Mab˜ will be relevant for our study.
Similar to the RR-charges of the O-plane, one can ask about their tensions. We will use the
shortcut that the tension can be directly found from the Born-Infeld action, rather than using the
NS-NS-sector defect state. It is of course factually the same computation [18].
5.1 A-planes: O1
As mentioned earlier under equation (5.3) the B-field only affects the boundary conditions when
none of the directions are Dirichlet. In this section we will examine the behavior when one of the
directions satisfies Dirichlet and the other Neumann boundary conditions. From the point of view
of the two torus such a brane wraps a middle-dimensional cycle. Such cycles must corresponds to
a special Lagrangian submanifold. As they are one dimensional they appear as lines in the torus
covering space. The special Lagrangian property means that they have minimal volume - so that
they are straight lines. Different submanifolds can thus be parametrized by the angle, θ, that they
make with the R1 axis. Generally one can also shift the position of the cycle, but since we want
to apply the results to O-planes we will assume that the cycle starts at the origin of the lattice.
Using the argument that in the Linear Sigma Model the O-plane charges can be thought of as a
stack of D-branes, we can start our O1-plane study by examining D1-branes at different angles θ.
O-planes are thus also expected to ’wrap’ a special Lagrangian submanifold. Indeed the most well
known way to construct SLAGs is as the fixed point of an antiholomorphic involution. However,
the O-planes only exist for those SLAGs which truly are the fixed points of involutions.
As discussed by Walcher [34] the angle θ with which D-branes wrap is not arbitrary, but has to
be compatible with the description of the torus in the R2 covering plane. In other words the cycle,
35
γˆ, upon which the brane wraps has to close upon itself. This implies that there exist integers n,m
such that
tan θ =
nR2 sinα
mR1 + nR2 cosα
, (5.15)
which corresponds to γˆ wrapping the R1 cycle m times and the R2 cycle n times. This cycle can be
described by a displacement vector, LI = (m,n), of length, |L|2 = L · G · L = (mR1)2 + (nR2)2 +
2mnR1R2 cosα. We will see that these (m,n) are the charges of the D-brane.
The R matrix for these one dimensional rotated defect states is:
RIJ =
(
R21 cos(2θ) R1R2 cos(2θ − α)
R1R2 cos(2θ − α) R22 cos(2θ − 2α)
)
. (5.16)
The easiest way to obtain this matrix is by starting in an orthogonal frame xi. A suitable change
of basis is given by, e iI =
(
R1 0
R2 cosα R2 sinα
)
, where the orthogonal coordinates are lowercase
and the indices likewise lowercase roman letters. One can then start out in an orthogonal frame
where x1, x2 are chosen to satisfy Neumann and Dirichlet boundary conditions, i.e. R11 = −R22 =
1 , R12 = 0, rotate to obtain a generic inclined defect state, and then finally change basis to the
natural torus coordinates. The choice of boundary conditions encoded in the R matrix identifies
the defect state as being A-type. The (left-moving) U(1) charge is measured by the operator
J = iǫαβψ
αψβ with ǫαβ the Levi-Civita tensor of the spacetime torus. Its eigenvalue on the defect
state returns equals minus the product of R eigenvalues. Hence, one has J |D〉 = J¯ |D〉, identifying
the boundary state as being A-type.
The corresponding RR ground state solution to equation (5.11) is thus given by11
Mab = CΓ
0(Γ1R1 cos θ +R2 cos(α− θ)Γ2). (5.17)
Here Γ1, Γ2 are in the basis (5.2); the metric is therefore not diagonal with regard to the anticommu-
tation relations for the Γ matrices. The defect state couples to RR 2-form fields with polarizations
in the 01 and the 02 directions. Overlap computations with the Ramond vertex operators 12
〈Cn| = 1
n!4
√
2
〈A|Aµ1...µn(CΓµ1...µn)AB˜〈B˜|, (5.19)
results in,
C(1) = µ1
2
√
2V1+1 sin(α− θ)
R1 sinα
A01ǫ01 + µ12
√
2V1+1 sin(θ)
R2 sinα
A02ǫ02 (5.20)
where V1+1 is the world volume of the defect and arises from the delta functions in the bosonic sector
of the defect state [64]. These boundary state techniques do not yield the overall normalization of
the state [65]. Moreover this normalization is different for the Ramond and the NS sectors of the
theory. Different techniques can be used to explicitly obtain these normalizations. However, for
our purposes it will be sufficient to absorb this ambiguity in the charge density, µ1. We will absorb
the 2
√
2 factor as well. Later we will check the consistency of our choice by examining the BPS
condition.
11We are implicitly choosing the remaining 7 spatial directions to be Dirichlet.
12Note the normalization,
〈Cn|Cn〉 = A
µ1...µnAµ1...µn
n!
. (5.18)
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We have thus found the O1-plane charges
Q01 = V1+1
sin(α− θ)
R1 sinα
, Q02 = V1+1
sin(θ)
R2 sinα
(5.21)
. One can rewrite this in more recognizable form by replacing the worldvolume, V1+1, by the cycle
length, L. After some simplification using L = |(m,n)|, and (5.15), one obtains the charges,
Q01 = m, Q02 = n, (5.22)
which precisely corresponds to a decomposition of the plane cycle, γˆ = mαˆ + nβˆ, in terms of the
standard torus homology basis (that is the R1 and R2 cycles.) The charges, (m,n), then count
the number of cycles in the two different torus homology classes around which the O1-plane/D1-
brane wraps. These are the same charges which were obtained in section 4, whereupon the CFT
calculation identified the charges with the cohomology elements dual to these cycles.
It is now a trivial check on our computations to verify that the answer BPS. The absolute value
of the charge is proportial to the length of the D-brane
Q.G.Q = L2 , (5.23)
and the latter is the mass divided by the tension.
5.2 B-planes: O2/O0
By choosing the modified Neumann boundary conditions in equation (5.3) for both directions one
can construct two dimensional boundary states. By the same reasoning as above we will assume
that the O-plane can be considered a superposition of boundary states at the point of involution.
The boundary conditions are now encoded in the matrix,
Rij =
1
1 + b2
(
1− b2 2b
2b 1− b2
)
, (5.24)
where orthogonal coordinates have been used to produce a simpler expression. In this basis B =
B12 = bR1R2 sinα. The R matrix now has two positive eigenvalues, so the defect state is of B-type.
The corresponding Ramond ground state information is then contained in the matrix [65]
Mab = CΓ
0(Γ1Γ2R1R2 sinα+ cotα +
B
R1R2 sinα
), (5.25)
where we have switched to natural torus coordinates (5.2). From this expression it is evident that
the O2-plane/D2-brane can couple to a Ramond 1 form, C(0) and to a three form, C(2). Computing
the overlap with the corresponding vertex operators gives the coupling
C(2) =
2
√
2µ2V2+1
R1R2 sinα
A012ǫ012, (5.26)
for the three form and
C(0) =
2
√
2µ2V2+1B
R1R2 sinα
A0 (5.27)
=
µ2V2+1
R1R2 sinα
A0Bijǫ
ij
2!
, (5.28)
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for the 1-form. Note that µ2 will be used to absorb the 2
√
2 factor as before. If we replace the
world volume term, V2+1 by the size of the D2-plane/O2-plane, NR1R2 sinα, where N counts the
number of wrappings around the torus, we can extract the charges
q2 = N , (5.29)
q0 = NB . (5.30)
Intuitively we can relate q2 to the number of 2-cycles of the torus, which by Poincare duality, counts
the charge in the dual cohomology class of dZ ∧dZ¯. The q0 number counts the amount of magnetic
flux. This can be attributed to the Wess-Zumino term [65, 68]
µp
∫
Mp+1
(∑
p
Cp+1
)
∧ e2πα′F+B (5.31)
in the generalized defect action which shows how the magnetic flux can manifest itself as dissolved
D0-branes/O0-planes.
The role of the induced D0/O0 charge can be understood by T-dualizing the theory along an
axis orthogonal to X1. If we then make the identification B → −R1R2 sinα tan θ, or equivalently
q0/(R1R2 sinα) → − tan θ, we obtain the R and M matrices corresponding to an O1-plane/D1-
brane inclined at angle θ, quantized as described in the previous section. In other words, for a
given inclination of the D1-brane/O1-plane, the relative number of βˆ to αˆ cycles manifests itself as
magnetic flux or D0/O0-plane charge in the T-dual picture. We have thus implicitly captured the
pure D0-brane description as well. Recalling also that T-duality on a torus is mirror symmetry, the
above has simultaneously verified the connection with the CFT results in the previous section.
As a quick check we can compute the BPS condition. Using the natural inner product on vertical
cohomology charge vectors,
q20 + q
2
2 detG = M
2, (5.32)
we find agreement with the Born-Infeld factor for N D-branes or O-planes
N
√
det(G+B + 2πα′F ) = N
√
(R1R2 sinα)2 + B2. (5.33)
6 Discussion and Outlook: towards elliptic fibrations
The tori we studied in section 4 are naturally described as elements of different algebraic families.
In this section we wish to examine how the involutive maps which give rise to the T 2 orientifolds can
be compatibly extended to such families. In particular this demands some action on the base which
we will discuss later. We will restrict our study to antiholomorphic maps so as to take advantage of
existing mathematical results on antianalytic maps on Riemann surfaces. Since we are ultimately
interested in applications to string compactifications, we will require that the total space of the
algebraic family be an elliptically fibered K3 surface.
Geometrically we expect that the K3 O-planes associated with each orientifold can be char-
acterized, to some degree, in terms of their RR charges by D-branes which wrap the fixed point
locus. We will use known mathematical results on real submanifolds of K3’s to validate our results
[69, 70, 71]. The analysis is by no means exhaustive: our goal is only to illustrate how the simple
results of tori O-planes may be generalized to richer geometric constructions in higher dimensions.
In this paper we deal with two elliptically fibered K3’s in detail:
• a simple example - the “linear model”,
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J (w0) µ(J ) Kodaira types Contribution to Euler Number
0 0(mod3) I0 or I
∗
0 0 or 6
1(mod3) II or IV ∗ 2 or 8
2(mod3) IV or II∗ 4 or 10
1 0(mod2) I0 or I
∗
0 0 or 6
1(mod2) III or III∗ 3 or 9
∞ pole of order N IN or I∗N N or N + 6
Table 7: Table of Kodaira Types.
• the sextic.
The first item is a simple model which exemplifies the techniques and ideas used. The next one
is a pencil family containing the (1,4) Gepner model which extends the analysis of the linear toy
example to a more realistic one and introduces some interesting points in the construction of K3
involutions. Two families, the quartic and the cubic, which contain the other two Gepner model
are technically more complex and will be briefly discussed in the appendices.
Each torus of the family is characterized by its J-invariant. The J-invariant may take an infinite
value in the limit that the elliptic curves become singular. Singular fibers in elliptic fibrations have
been classified by Kodaira, and correspond in a natural way to the ADE classification of extended
Dynkin diagrams. In his notation a smooth elliptic curve is of type I0, a nodal rational curve is of
type I1, a cycle of N smooth rational curves is of type IN (Dynkin type AN−1), a cuspidal rational
curve is of type II, a configuration of two tangent rational curves are of type III (type A1), and
three concurrent rational curves are of type IV (type A2). There are also “quadratic twisted”
versions of all of these: I∗0 (Dynkin type D4), I
∗
N (type DN>4), IV
∗ (type E6), III∗ (type E7), and
II∗ (type E8). The J-invariant takes infinite values at fibers of types IN and I∗N with N ≥ 1, and
finite values at all other singular fibers. The J-invariant vanishes at singular fibers of types II, IV ,
IV ∗, and II∗. It takes value 1 at fibers of types III and III∗. The J-invariant of a singular fiber
of type I∗0 can take any finite value whatsoever.
In particular this means that one can determine the singularity type, if any, of an elliptic curve
occurring in a family parametrized by a complex variable w by the ramification behavior of Kodaira’s
functional invariant J (w). The function J (w) maps from base-coordinate w to the J-line, and for
an elliptic curve over w0 to be singular it is necessary that J (w0) ∈ {0, 1,∞}. If J (w0) =∞ then
this is also sufficient. More generally, however this is not the case (see, for example, Lemma 4.5 in
[72]). The full story is given in Table 7 which correlates the multiplicity µ(J ) of J (w) at w0 with
the Kodaira singularity types. Thus given the functional J -invariant of a family of elliptic curves,
we can determine which members are singular and have multiple representatives for the same value
of J . The last column in Table 7 lists the contribution of each singularity to the Euler number
of the total space formed by the family of elliptic curves. For K3 surfaces this must be equal to
χ = 24.
To construct a type A K3-orientifold from an elliptically fibered K3 surface through an antiholo-
morphic involution (both on the base and the fiber), recall from section 2 that the requirement for
the existence of a torus with antiholomorphic map is that the J-invariant be real. The orientifold
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family associated to the torus family is then the pullback of the J -section to the real numbers com-
bined with the datum on the choice of involution (the choice of involution type within each species
branch). This choice may be constrained by compatibility requirements over the family. In the case
of the standard w → w¯ action on the base, the discriminant, given by equation 2.13, identifies the
choice on each branch. Regardless, it is then noteworthy that there is a global disconnect in the
choice of species of involution at J = 1. The species number is a topological property of the fixed
point locus corresponding to the O-plane. Within a family the species could therefore be affected
by the singular fiber structure of the family, which is reflected in the J -invariant global choice that
the overall space is a K3 and the choice of involution on the base. As we will show now, in an
illustration of the power of geometrical insight, this is generally the case.
6.1 The Linear Model
Consider the elliptic family whose J-invariant simply given by
J (t) = t. (6.1)
This family has singular fibers IV ∗, III∗ and I∗1 located at t = 0, 1 and ∞ respectively, with
Weierstrass form parametrized by
g2 = 3t
3(t− 1)3, (6.2)
g3 = t
4(t− 1)5. (6.3)
These and the other families were constructed using the methods described in [73]. As mentioned
earlier a torus admits antiholomorphic maps whenever its J-invariant is real. In this simple case the
pullback of the J-invariant is just the restriction that Im t = 0. This follows from the restriction of
the standard antiholomorphic involution on the ambient P2 bundle over P1 to the subspace described
by Weierstrass equation. The restriction to the base is then the standard antiholomorphic map
t→ t¯, with fixed point set given by t real. Since the pullback of the J -invariant is a single cover of
P1 we call this model the “linear” one. Given that the J -invariant pullback is simply connected it
would seem naively that the orientifold moduli space would also be connected. However, in order
to describe the orientifold, in addition to the J-invariant, we need to specify the type of involution.
The space of involutions has a topological disconnect at J = 1 (see Figure 3): for J < 0 there
only exists species s = 1 involutions while for J > 0 one has either s = 2 or fixed point free s = 0
involutions. This seems to indicate that there must be some sort of degeneration of cycles along
the path Im t = 0 as this otherwise smooth path traverses the topological discontinuity at J = 0.
This degeneration of fixed point cycles is seen to occur at some of the Kodaira singular fibers as
described by Silhol [70] and appears to be a generic phenomenon in these toroidal families.
Silhol [70] analyzed the possible transitions of cycles along paths given by real parameters for
real elliptic curves. His conclusions were that the species number could jump only over singularities
of type I∗n, for n odd, or over those of type III
∗. By plotting the real loci of the Weierstrass
equation, Y 2 = 4X3 − g2(t)X − g3(t) it is apparent that there is a single fixed point locus for
J < 0 which splits into two branches at the I∗1 fiber located at minus infinity. Wrapping around
and progressing from positive infinity towards J = 1 we see that one of the cycles begins to shrink
until it finally “caps off” at J = 1. We can continue uninterrupted from J = 1 until J < 0 with no
further exceptional behavior. There is no degeneration of the real locus over the IV ∗ fiber located
at J = 0. This behavior is shown schematically in Figure 14.
We can connect these results with the known properties of antiholomorphic involutions on the
full K3. In particular, the antianalytic fixed point loci of K3 surfaces have been studied [69, 71].
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0 1 ∞
J (t)
IV ∗ III∗ I
∗
1
t = 0 t = 1 t =∞
−∞
I∗1
t =∞
Figure 14: The linear model J-line pullback with a cartoon depicting the degeneration of the real
loci.
I∗1
III∗
Figure 15: Schematic diagram of the topological structure of the involution fixed point locus for the
J = t model.
These loci can be classified according to some topological characteristics relating to the action of
the involution on the K3 lattice. It was found that (with two exceptions) they correspond to the
union of a genus g surface with k copies of S2 (the two sphere). The Figure 15 of the fixed point
locus on the K3 shows how the base fixed point locus supports a genus 1 curve, so g = 1. The two-
cycles represented by copies of S2 are not necessarily purely transcendental or algebraic in nature
and we should not expect to see these additional fixed point locus components in the Weierstrass
presentation. The precise relationship between the lattice-theoretic description of antiholomorphic
involutions on K3 surfaces and elliptic fibrations with section on K3 surfaces will be studied carefully
in future work.
Generically we have found that as the standard involution on the base results in a base fixed
point locus which is topologically a circle, the fixed point locus in the fiber sweeps out a curve
which is at least of genus 1. This is compatible with the Nikulin classification [69]. The trivial
base involution arises from restriction of the standard antiholomorphic map on the ambient space.
However, it may be possible to find other antiholomorphic maps and the corresponding orientifolds.
This is exemplified by the Sextic model considered below.
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0 1 ∞
J (w)
II∗
I∗1
I∗1
w =∞ w = 1
2
w = 0
w = 1
A
B
C
D
E
F
−∞
I∗1
I∗1
Segment −∞ 0 1 ∞
A real 0 to −∞
B real 1 to ∞
C complex ∞ to 1
2
constant real part
D conjugate ∞ to 1
2
E real 1
2
to 0
F real 1
2
to 1
Figure 16: The pullback of the real J -invariant for the sextic family.
6.2 The Sextic Pencil
The next example is the family corresponding to the pencil containing the sextic hypersurface
x61 + x
3
2 + x
2
3 − z−1/6x1x2x3 = 0 in WP21,2,3. (6.4)
This family contains the Gepner model (1,4) at z = ∞ [74].13 Although the natural parameter
describing this family is w = −2433z, it is advantageous to make the PSL(2,Z) transformation
t = w−1
w
to obtain the Weierstrass parameters in polynomial form,
g2(t) = 3(t− 1)4t2, (6.5)
g3(t) = (t− 1)5t3(t+ 1). (6.6)
The J -invariant is given by
J (t) = −1
4
(t− 1)2
t
, (6.7)
or as
J (t) = − 1
4w(w − 1) , (6.8)
in terms of the natural pencil parameter. This family has two I∗1 singularities at w = 0 and w = 1
and a type II∗ fiber at w =∞. The J -invariant is a little more complicated than the previous case.
The pullback in this case is double cover of P1 with ramification points at w = 0 and at w = ∞.
13This paper lists the families containing the Gepner models we studied, however they seem to have a sign difference
in the z term.
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I∗1
I∗1
Figure 17: Schematic diagram of the topological structure of the involution fixed point locus for the
Sextic. The handle on the left hand side corresponds to the AB branch on the base parameter locus,
while the double handle on the right is the EF fixed point locus (of species type 2). The fixed point
curve is of type g = 2.
The pullback is illustrated in Figure 16 and a summary of the behavior of the w parameter on each
path is given in the accompanying table.
An analysis similar to that of the linear model can be made for the regions where the pencil
parameter, w (or equivalently t), is real. As explained earlier, this base locus arises by simply
considering the restriction of standard antiholomorphic map on the ambient space (xi → x¯i) to
the K3. This real w-locus corresponds to the region where J < 0 and J > 1. In Figure 16 this
is a loop delimited by the legs labeled A,E,F and B. Along the leg A one has a single cycle that
splits at the I∗1 fiber as J → −∞ (w → 0). The two resulting cycles then travel along the legs
E and F to recombine at the other I∗1 fiber as J → ∞ (w = 1). These cycles do not transition
to the J < 1 region at the ramification point w = 1
2
as there is the aforementioned topological
discontinuity dividing the J-line into regions solely admitting s = 1 involutions (for J < 1) and
those allowing s = 0, 2 loci for J > 1. Back along the leg B the single cycle rejoins that of path A
at the ramification point w =∞. This ramification point does contain a singular fiber of type II∗,
though as shown by Silhol [70] this does not result in a degeneration of the real locus, or change of
species. This can be verified by simply plotting the Weierstrass equation along the path. The path
ABEF where the pencil parameter is real hence contributes a genus g = 2 to the fixed point locus
of the K3. The resulting fixed point curve is shown schematically in Figure 17.
One major difference with the simple model studied earlier is the existence of a central loop CD
(i.e. for 0 < J < 1) where w is complex valued. The values of w along one branch are conjugate to
the those of the other branch. Since w is complex the Weierstrass equation has complex coefficients
and one cannot directly plot it in R2 to investigate the fixed point loci (as in the linear case).
However, we can directly analyze the Weierstrass X = ℘(u; g2, g3) and Y = ℘
′(u; g2, g3) functions.
If we let the auxiliary variable u, valued in the torus covering space, lie along the fixed point locus,
we find that ℘ and ℘′ can be independently rotated by an w dependent phase to a real plane.
Plotting the rotated variables, we see that the fixed point locus is an s = 1 curve. Given a choice
of involution on one branch, we need to select the other type involution for the complex branch in
43
order to have matching curves at the ramification points. As this w-locus is complex it is clearly
not fixed by the standard antiholomorphic map inherited from the ambient space. The standard
involution instead maps one complex branch to its conjugate. In terms of the w parameter the
complex branches are described by w = 1/2 ± iv with v ∈ (0,∞). We can make a general linear
transformation to reparametrize the C and D branches so that they are described by the real
parameter v = ±i(w − 1/2). As this new parameter is real, it is fixed by some canonical extended
antiholomorphic map. The linear transform also results in the legs A, B,E and F being now described
by complex parameters which consequentially are not fixed under the new involution. Since the
base is P1, the restriction of the antiholomorphic involution on the ambient space should restrict
to an involution on the base, which is w → ±w¯ modulo PGL(2,C). The more suitable question
is whether one can find the K3 involution from which this base involution emerges. Regardless of
the specific details of the involutive map, we can determine that the complex CD loop supports a
genus g = 1 curve.
The linear case has exemplified how the real locus on the base supports a genus g curve, consistent
with Nikulin’s classification of fixed point loci in K3 surfaces. The reality of the base parameter
can be seen to be the result of restricting the standard ambient antiholomorphic involution to
the base of the K3. The sextic, a more realistic and relevant example, demonstrates that the
parameter space where the elliptic fibers admit involutions is typically larger than the space where
the base parameter is real. Such loci ought to correspond to other antiholomorphic involutions on
the K3 with non-trivial action on the base. The question then is to find and classify these other
involutions. The other families relevant to our paper, the quartic and cubic, are more complicated
in the branching and ramification of the pullback of the real J -line. Like the linear and the sextic
model the real locus on the base supports a genus g curve. However, there are more complex
and complex conjugate branches which might be fixed under other non-standard antiholomorphic
involutions. A brief account of the real base parameter locus for these other families is presented
in the adjoining appendices. It is our hope to extend this study in a subsequent paper where we
may be able to more systematically analyze the possible involutions and orientifolds in K3’s.
6.3 Conclusion and Outlook
Orientifold compactifications in string theory provide a very rich and promising phenomenological
playground. Toroidal compactifications are still the most well understood starting point for orien-
tifold compactifications. The goal is to understand them more generally. One road of approach is
to deform away from the toroidal point in moduli space [75]. Another is the worldsheet gauged
linear sigma model approach to better understand the quantum geometry [29, 27, 28]. The preview
towards orientifolds of elliptically fibered compactifications in this section points to a third way. It
is one of the main motivations for the study undertaken here. In any of these T 2-compactifications
play an essential role, either as building block or example. They stand out due to their simplicity.
As we illustrated in this article, this allows a deep connected and complementary understanding of
various geometric or worldsheet approaches to T 2-orientifolds, which should aid us in developing a
general understanding of these mysterious quantum objects.
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A Families of the (2,2) and (1,1,1) Gepner Orientifolds
For completeness we briefly analyze the elliptic K3-orientifolds based on families of the (2,2) and
the (1,1,1) Gepner orientifolds.
A.1 The Quartic Pencil
The family containing the quartic hypersurface is described by
x41 + x
4
2 + x
2
3 − z−1/4x1x2x3 = 0 in WP21,1,2. (A.1)
The variable w = 26z parametrizes the complex structure moduli of this weighted quartic. In the
limit that w → ∞ we get the Gepner model (2,2) studied in section 4. As before, we can change
variables to t = w−1
w
to obtain the Weierstrass parameters in polynomial form:
g2(t) = 3t
2(t− 1)3(t− 4),
g3(t) = t
3(t− 1)5(t+ 8).
In terms of this new parametrization the J -invariant reads
J (t) = − 1
27
(t− 4)3
t2
, (A.2)
or in terms of w we have,
J (w) = (1 + 3w)
3
27w(1− w)2 . (A.3)
This family has singularities of types I∗1 , I
∗
2 and III
∗ at w = 0, 1 and ∞. The locus with J real is
visibly a triple cover of the real J-line, as indicated in Figure 18.
There are two type of paths: paths parametrized by real w which can be directly analyzed as in
the linear model, and pairs of paths corresponding to complex w and its conjugate. Focusing on the
real path we can start at w = −∞ and follow the progression of increasing w. This is schematically
illustrated in Figure 19. As described by Silhol [70] along the CD branch the locus varies smoothly
until it splits at the I∗1 singularity located at w = 0 (J → −∞) in agreement with the topological
distinction between s = 1 involutions for J < 1 and s = 2, 0 for J > 1. The cycle pair then vary
along legs KHG until one of them is capped off at the III∗ fiber located at w = ∞. The change
in fixed point topology here has been mentioned by Silhol [70] and is the same mechanism that
allows us to align the topological discontinuity of involution over the J -line with the smooth family
picture. This real locus is very similar to the linear model case and contributes a handle to the
fixed point locus.
Presumably one could find other involutions on the K3 which would fix the complex w base
branches. It would be interesting to know whether both complex loops, AB and EF, could be fixed
simultaneously or not. Since path EF does not cross any intersections and supports s = 1 fixed
loci on its fibers it clearly yields a contribution of 1 to the K3 fixed curve genus. More analysis is
required.
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Segment −∞ 0 1 ∞
A complex 1 to −1
3
B conjugate 1 to −1
3
C real 0 to −1
3
D real −1
3
to −∞
E complex −1
3
to 1
9
F conjugate −1
3
to 1
9
G real ∞ to 1
H real 1
9
to 1
K real 1
9
to 0
Figure 18: The quartic.
A.2 The Cubic Pencil
The T 2 underlying the (1, 1, 1) Gepner model, also known as the ‘cubic’, is the hypersurface de-
scribed by
x31 + x
3
2 + x
3
3 − z−1/3x1x2x3 = 0 in P2 (A.4)
The variable w = 33z parametrizes the complex structure moduli of the cubic. There are I∗1 , I
∗
3
and IV ∗ singular fibers at the points w = 0, 1 and ∞. The change of variables t = w−1
w
yields the
Weierstrass parameters:
g2(t) = 3t
2(t− 1)3(t− 9),
g3(t) = t
3(t− 1)4(t2 + 18t− 27),
with J -invariant
J (t) = − 1
64
(t− 1)(t− 9)3
t3
. (A.5)
In terms of the pencil parameter the J -invariant is
J (w) = (1 + 8w)
3
64w(1− w)3 . (A.6)
This time the restriction to real J-values yields a triple cover of the J-line. This is shown in Figure
20.
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w −∞ −13 0 19 1 ∞
D C K H G
I∗1 III∗
Figure 19: Schematic diagram of the topological structure of the involution fixed point locus of the
Quartic for the standard K3 involution (i.e., with standard action on base). The ends of the figure
are identified. The fixed point curve is of type g = 1.
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A real 0 to -1/8
B complex 1 to -1/8
C conjugate 1 to -1/8
D real 1 to ∞
E complex -1/8 to 0.49
F conjugate -1/8 to 0.49
G real -1/8 to -2.55
H real −∞ to -2.55
K real 0.49 to 0
L real 0.49 to 1
M complex -2.55 to 1
N conjugate -2.55 to 1
Figure 20: The cubic.
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I∗1 I
∗
3
IV ∗
Figure 21: Schematic diagram of the topological structure of the standard (i.e., with standard base
action) involution fixed point locus for the Cubic. The ends of the figure are identified. The fixed
point curve is of type g = 1.
The overall result is similar to the quartic family. As in the sextic case the appearance of complex
loops in the base which can support fixed loci on their fibers indicates the possibility of involutions
with non-trivial action on the base. For simplicity we will focus on involutions which restrict to
w standard action on the base. Following the real path of the parameter w, starting from −∞ we
have a single cycle along the H leg. As Silhol [70] shows, the IV ∗ fiber does not degenerate the real
cycle. At the w = −1
8
ramification we continue along the real path A reaching a splitting point
induced by the fiber I∗1 at w = 0. The resulting cycle pairs travel along KL, in accordance with this
region having s = 2, until one of them caps off a the I∗3 fiber at w = 1. The remaining real cycle
then continues along D to return to its starting point. The resulting K3 fixed locus component has
genus g = 1. This is schematically shown in Figure 21.
B P -matrix entries in Gepner models
We seek explicit expressions for Gepner model P -matrix entries with one index corresponding to
that of a chiral field and the other to a Klein-Bottle current of the Aws theory. The Aws model is
obtained as a simple current extension from the tensor product of r minimal models and a D8−n,1
WZW model. This simple current extension, commonly referred to as “fermion alignment”, is
responsible for ensuring that there is a well defined world sheet supersymmetry.
In terms of the constituent P -matrices, the P -matrix of a simple current extension is
P[a],[b] = e
πi(a[a]+a[b])
N∑
n=1
ǫJn(b)Pa,Jnb. (B.1)
The phases ǫJn(b) ≡ eπi(hb−hJnb) and a[a] = h[a] − ha (the difference between the true conformal
weight h[a] of the orbit [a] and that of the chosen representative element) ensure that expression for
the P -matrix is invariant on orbits [a]. For convenience the phase factor, eπi(a[a]+a[b]), will be dropped
48
in the intermediate steps to the final answer. With regard to its modular properties, each minimal
model, represented as a SU(2)k×U(1)4/U(1)2h coset can be thought of as an SU(2)×U(1)∗×U(1)
tensor product extended by an order two simple current, whose orbits impose field identification
(l, m, s)⇔ (k − l, m+ h, s+ 2).
The NS Klein bottle currents of the Aws theory are the orbits [GNS8−d,1[0;~n; ~m]] with both ni and
mi even. Fermion alignment can be used to reduce all the mi = 0. The (anti)-chiral fields of the
minimal model are the fields (l, l′, 0) where l′ = ±l.
Recall the forms of the SU(2)k and U(1)2h P -matrices
P
SU(2)k
l1,l2
=
1√
h
sin
(
π(l1 + 1)(l2 + 1)
2h
) 1∑
u=0
(−1)u(k+l1+l2) , h = k + 2,
PU(1)2hm1,m2 =
e−
πim1m2
2h
2
√
h
1∑
u=0
(−1)u(h+m1+m2) . (B.2)
Due to the selection rule k + l1 + l2 ∈ 2Z for the SU(2) P -matrix, odd and even k minimal
models behave differently. As l2 vanishes for all Klein bottle currents, this selection rule reduces
to k + l1 ∈ 2Z. For odd k minimal models therefore only one of the elements of the identification
orbit contributes, which depends on the nature of l1. For even k minimal models only l1 ∈ 2Z
P -matrix entries are nonzero, but for each both elements of the identification orbit contribute. It is
straightforward to check that for (anti)chiral fields (l,±l, 0) the U(1) selection rules yield the same
conditions.
Explicitly we find the following values for the minimal model P -matrix
Pmin(l,±l,0),(0,n,m) =
√
2
h
e±
πiln
2h
(
eπi(
n
2
−m
2
) sin
(
π(l + 1)
2h
)
δ
(2)
k+lδ
(2)
m + cos
(
π(l + 1)
2h
)
δ
(2)
l δ
(2)
m
)
.(B.3)
Due to aforementioned difference in behavior of the P -matrix as a function of whether k is odd
or even, we will first study the cases where all the ki are purely odd or even. The mixed case can
then be built by fermion aligning a purely even and odd tensor block. Finally we will tensor in the
spacetime part.
B.1 Models with all ki odd
Tensoring r odd ki minimal models and extending by the currents wi we obtain the following P -
matrix entries for the fermion aligned tensor theory, Ar theory. (Recall that a representative of an
orbit under the wi has all si 6=1 = s1 mod 2, s1 = −1, 0, 1, 2. We use below that ǫvi(0, ni, 0) = i) and
the following useful relation
Pmin, k odd(l,±l,0),(0,n,m) = e
−πilm
2 Pmin, k odd(l,±l,0),(0,n,0). (B.4)
P r
[~l;~l′;0],[0;~n;0]
=
r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)
+
+
∑
i<j
ǫvi(0, ni, 0)P
min,ki
(li,±li,0),(0,ni,2)ǫvj (0, nj , 0)P
min,kj
(lj ,±lj ,0),(0,nj ,2)
∏
q 6=i,j
(
P
kq
(lq,±lq,0),(0,nq ,0)
)
+
+
∑
i<j<k<l
∏
p=i,j,k,l
(
ǫvp(0, np, 0)P
min,kp
(lp,±lp,0),(0,np,2)
) ∏
n 6=i,j,k,l
(
P
min,kq
(lq ,±lq,0),(0,nq,0)
)
+ . . .
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=r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)(
1 +
∑
i<j
i2(−1)li+lj +
∑
i<j<k<l
i4(−1)li+lj+lk+ll + . . .
)
= Re
[
r∏
p=1
(1 + i(−1)lp)
]
r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)
= 2
r
2 cos(ξr)
r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)
,
P r
[~l;~l′;0],[v][0;~n;0]
= ǫ∗v1(0, n1, 0)
[∑
i
ǫvi(0, ni, 0)P
min,ki
(li,±li,0),(0,ni,2)
∏
q 6=i
(
P
min,kq
(lq ,±lq,0),(0,nq,0)
)
+
+
∑
i<j<k
∏
p=i,j,k
(
ǫvp(0, np, 0)P
min,kp
(lp,±lp,0),(0,np,2)
) ∏
n 6=i,j,k
(
P
min,kq
(lq,±lq,0),(0,nq ,0)
)
+ . . .
]
= −i
r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)(∑
i
i(−1)li +
∑
i<j<k
i3(−1)li+lj+lk + . . .
)
= Im
[
r∏
p=1
(1 + i(−1)lp)
]
r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)
= 2
r
2 sin(ξr)
r∏
i=1
(
Pmin,ki(li,±li,0),(0,ni,0)
)
, (B.5)
where we have defined the phase angle,
ξr ≡ π
4
r∑
i=1
(−1)li, (B.6)
and used [v][0;~n; 0] to denote the orbit resulting from the action of the vector current on the Klein
Bottle current.
B.2 Models with all ki even
It can be shown by induction on r that the relevant P -matrix entries of the fermion aligned product
of r even k minimal models are:
P r
[~l;~l′;0],[0;~n;0]
≡ αr2r cos
(
θr − πr
4
)
, (B.7)
P r
[~l;~l′;0],[v][0;~n;0]
≡ −αr2r sin
(
θr − πr
4
)
, (B.8)
where we have defined,
θr ≡
r∑
i=1
ini
π(li + 1)
2(ki + 2)
,
αr ≡
r∏
i=1
e
πlini
2(ki+2)
ki + 2
.
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The induction proof relies on that fact that different theories are fermion aligned by an order two
simple current, w, which is the product of the vector currents of each block. First, by expanding
out the trigonometric expressions in the P -matrix expressions for the case r = 1 (B.7) and (B.8),
we find agreement with (B.3). Then consider the vector extension of a fermion aligned product of
r minimal models (again given by equation (B.7)) and one additional minimal model (given in the
form of (B.7) with r = 1)
P r+1
[~l;lr+1;~l′,l′r+1;0],[0;~n,nr+1;0]
= P r
[~l;~l′;0],[0;~n;0]
P
min,kr+1
(l;l′;0),(0;nr+1;0)
+
+ ǫ~v([0;~n; 0])ǫvr+1((0;nr+1; 0))P
r
[~l;~l′;0],[v][0;~n;0]
P
min,kr+1
(l;l′;0),(0;nr+1;2)
= αr2
r cos
(
θr − πr
4
)
α12 cos
(
θ1 − π
4
)
+ (i)2αr2
r sin
(
θr − πr
4
)
α12 sin
(
θ1 − π
4
)
= 2r+1αrα1 cos
(
θ1 + θr − π(r + 1)
4
)
= 2r+1αr+1 cos
(
θr+1 − π(r + 1)
4
)
, (B.9)
in agreement with (B.7). Similarly,
P r+1
[~l;lr+1;~l′,l′r+1;0],[v][0;~n,nr+1;0]
= P r
[~l;~l′;0],[v][0;~n;0]
P
min,kr+1
(l;l′;0),(0;nr+1;0)
+
+ ǫ[v]([v][0;~n; 0])ǫvr+1((0;nr+1; 0))P
r
[~l;~l′;0],[v][0;~n;0]
P
min,kr+1
(l;l′;0),(0;nm+1;2)
= −αr2r sin
(
θr − πr
4
)
α12 cos
(
θ1 − π
4
)
−
(−i)(i)αr2r sin
(
θr − πr
4
)
α12 cos
(
θ1 − π
4
)
= −2r+1αrα1 sin
(
θ1 + θr − π(r + 1)
4
)
= −2r+1αr+1 sin
(
θr+1 − π(r + 1)
4
)
, (B.10)
again in agreement with the second expression of the (B.8).
B.3 Models with even and odd k
For the generic case of r = re+ro even and odd k minimal models we just take the tensor of the even
and odd cases that we have studied and fermion align via the order 2 current w = vevenblockvoddblock.
The calculation is similar to (B.9) and (B.10), even to the effect that the ǫ phase factors are also -1
and +1. The result is
P r
[~l;~l′;0],[0;~n;0]
≡ αre2r cos
(
θre −
πre
4
− ξro
) ro∏
i=0
1√
2
Pmin,ki(li;l′i;0),((0;ni;0)
, (B.11)
P r
[~l;~l′;0],[v][0;~n;0]
≡ −αre2r sin
(
θre −
πre
4
− ξro
) ro∏
i=0
1√
2
Pmin,ki(li;l′i;0),((0;ni;0)
. (B.12)
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B.4 Spacetime extension
Finally we extend with the spacetime WZW theory. The non-zero entries of the P -matrix of D8−n,1
are readily computed (see for instance [54]):
PD0,0 = −PDv,v = cos(
nπ
4
) ,
PD0,v = − sin(
nπ
4
) ,
PDs,s = P
D
c,c = e
inπ
4 cos(
nπ
4
) ,
PDs,c = −ie
inπ
4 sin(
nπ
4
) . (B.13)
However, the nature of the extension depends on whether we need the WZW part of the chiral
field to be in the vector or in the scalar representation. In particular the scalar representation is
necessary to find the mass/charge of O-planes. In case the WZW component of the chiral field is
the vector primary, we find
Pws
[[~l;~l′;0]v],[[0;~n;0]o]
= P r
[~l;~l′;0],[0;~n;0]
PDv,o + ǫv(o)ǫ[v]([0;~n; 0])P
r
[~l;~l′;0],[v][0;~n;0]
PDv,v . (B.14)
If it is built on the scalar, then we obtain
Pws
[[~l;~l′;0]o],[[0;~n;0]o]
= P r
[~l;~l′;0],[0;~n;0]
PDo,o + ǫv(o)ǫ[v]([0;~n; 0])P
r
[~l;~l′;0],[v][0;~n;0]
PDo,v . (B.15)
In both cases the product of the ǫ phase factors equals +1. Explicitly we thus obtain
Pws
[[~l;~l′;0]v],[[0,~n,0]o]
= e
iπ
“
a
[[~l;~l′;0]v]
+a[[0,~n,0]o]
”
2reαre sin
(
θre −
π
4
(re + n)− ξro
) ro∏
i=1
1√
2
Pmin,ki(li;l′i;0),(o;ni;0)
,(B.16)
and
Pws
[[~l;~l′;0]o],[[0;~n;0]o]
= e
iπ
“
a
[[~l;~l′;0]o]
+a[[0,~n,0]o]
”
2rαre cos
(
θre −
π
4
(re + n)− ξro
) ro∏
i=1
1√
2
Pmin,ki(li;l′i;0),(o;ni;0)
.(B.17)
Here we have reintroduced the phase prefactor, equal to ±1, which encodes the difference in confor-
mal weights of the true orbit field and that of the representative element chosen for the calculation.
As mentioned earlier in the paper, the true weight of the orbit is the smallest of the weights of the
representative elements modulo 2.
C Mirror Symmetry Extension Map
From the CFT perspective the difference between the A type theory and its mirror is that one is
based on a diagonal bulk modular invariant while the other is based on the conjugation one. Simple
current technology allows us to build all but the most exotic modular invariants. In particular we
can find a set of fields which can supplement the GSO and fermion aligning currents to produce the
mirror symmetric theory. The Mirror Symmetry extension currents are essentially the conjugating
fields available after GSO projection.
For a single minimal model conjugation is done through the phase symmetry maps, pi = (0, 2, 0)i
of order ki + 2 and weight hpi = −1/(ki + 2) mod 1. As the conformal weight times the order is
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integer we can use the group generated by this field to construct a modular extension invariant.
In the more general Gepner case, the simple current group, Gms, of Mirror Symmetry Extension
currents is generated by some product of phase symmetry maps Πri=1p
αi
i . We will find constraints
on the vector ~α based on the requirement that we have a proper simple current modular invariant
and that the simple current preserves the GSO projection of the initial (pre-mirror) theory.
Generally, to construct a simple current modular invariant we need to choose a pairing X
[14, 34, 49, 50]. This is a bihomomorphism, X : G ×G → R, which must satisfy, X +XT (g, f) =
Qg(f) mod 1, for non-diagonal elements g, f ∈ G. On diagonal elements one requires that X(g, g) =
−hg mod 1. Different solutions for X differ in half integer values in the off-diagonal components.
In this case we opt for the simplest solution which will yield a conjugate modular invariant.
Define X(pi, pj) = δij/(ki + 2). The simple current modular invariant is
ZG =
∑
λ,κ
Zλ,κχκχ¯λ, (C.1)
where Zλ,κ is an integer that counts the number of solutions to
λ = Jκ, J ∈ G,
Qg(κ) +X(g, J) = 0, ∀g ∈ G. (C.2)
Now let J = Πri=1p
αi
i , g = Π
r
i=1p
βi
i and κ = [
~l; ~m;~s]fD, with ~s, fD ∈ NS, then the second condition
reads,
r∑
i=1
βimi
hi
+
βiαi
hi
= 0 ∀~β, (C.3)
which can be solved by αi = −mi. Applying this to the Eq. (C.2) then tells us that the field κ with
phases ~m is paired up with a field λ whose phases are J [~l; ~m;~s]fD = [~l; ~m− 2~α;~s]fD = [~l;−~m;~s]fD
as desired for a conjugate field in the NS sector.
This result is not surprising as orbifolding/simple current extending the minimal model by the
phase symmetry p yields its conjugate. However, in order to construct a spacetime supersymmetric
theory we need to GSO project. We must make sure that the currents we are extending by are
admissible in the GSO projected theory. The GSO projection drops all fields with non-integer
monodromy charge under the spectral flow, s, so we require that admissible mirror extending
currents satisfy the compatibility condition Qs(J) = 0, or, explicitly,
r∑
i=1
αi
hi
= 0. (C.4)
In the orbifold language this is equivalent to requiring that the twisted sectors (in the Gepner
model) are uncharged with respect to the GSO map.
For the NS case, no further conjugation is necessary. In the Ramond sector we need to conjugate
the values of si as well as the spacetime spinor component. This conjugation depends on the parity
of n and r as this determines whether the sector is self conjugate or not. The spacetime factor
D8−n,1 is self conjugate for n even. For n odd we can extend by vD to conjugate. Because of
fermion alignment the action of vD is equivalent to the use of v1. Overall this yields a factor of
the form vn1 . In the Gepner sector, we need to flip the individual si values from 1 to -1 and vice
versa. If r is even then these two states are equivalent modulo fermion alignment - so the Gepner
sector is self conjugate. If the Gepner sector is not self conjugate, then conjugation can be achieved
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through v1. Overall we see that the conjugation of the internal sector requires an extensions by v
r
1.
Combining the results for the internal Gepner and the spacetime fermion sector we see that we we
need to extend by vnDv
r
1 which is equal to v
n+r
1 modulo fermion alignment.
We conclude that the Mirror Symmetry extension map is of the form
J = v
(n+r)ǫ
1
r∏
i=1
pαii , (C.5)
where ǫ is either 0 or 1 and distinguishes between the NS and R sectors. However, as before, we
must make sure that these currents are compatible with the GSO projection. In particular we need,
Qs(J) = 0 mod 2
=
∑
αi/hi + (n+ r)ǫ/2, (C.6)
so that the Mirror Symmetry extension currents are neutral with respect to the GSO current.
C.1 Summary
The Mirror Map is generated by elements of the form
GMirror = {v(n+r)ǫD Πrr=1pαii ,
r∑
i=1
αi
hi
− (n+ r)ǫ
2
= 0 mod 1, ǫ ∈ {0, 1}}, (C.7)
with pairing
X(pi, pj) =
δij
ki + 2
. (C.8)
C.2 Sample Mirror Symmetry Extension Calculation
To illustrate the mirror symmetry extension and the calculation of the sign constraints we will
compute the B-type crosscap coefficients for the Gepner (1,1,1) model K = (−2, 2, 2). The mirror
symmetry is generated by the order 3 current J = p1p
3
2 with conformal weight hJ = 1/3. The action
of J on the Klein bottle current is:
J:(-2,2,2) −→ (0,0,2) −→ (2,-2,2) −→ (-2,2,2)
hK = 1 hJK = 2/3 hJ2K = 1
β0 = σ0 βJ = σ(JK)e
iπ
3 βJ2 = σ(J
2K)e
iπ
3
There are three constraint equations:
β0 = σ0 = βJβJ2e
i2πX(J,J2) = −σ(JK)σ(J2K), (C.9)
βJ = σ(JK)e
iπ
3 = βJ2βJ2e
i2πX(J2,J2) = −σ(JK)2 = −1, (C.10)
β2J = σ(J
2K)e
iπ
3 = βJβJe
i2πX(J,J) = σ(J2K)2 = 1, (C.11)
where we have used that
βJn+m = βJnβJme
i2πX(Jn2,Jm), (C.12)
ei2πX(Jn2,J
m) = e−i2πnmhJ . (C.13)
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Hence the signs are:
σ0 = 1, (C.14)
σ(JK) = −1, (C.15)
σ(J2K) = 1. (C.16)
Note that JK = (0, 0, 2) is equivalent to (2, 2,−2) under the S2 = (2, 2, 2) GSO identification.
We would then expect σ(J,K) to equal σ(0, K) as JK has the same minimal model components
as K modulo permutation. This discrepancy is compensated by a sign difference between Pws(0,0,2),χ
and Pws(2,2,−2),χ. The difference in sign in the P-matrix is in turn given by the choice of (0, 0, 2)
versus (2, 2,−2) as representative elements of the S orbit of K. Recall that the prescription is to
choose the element with lowest conformal weight mod 1. Had we had done that, it is clear that the
computation of the signs would have been trivial, as for this Klein bottle, J maps identical Klein
bottle currents K (modulo minimal model permutation) to themselves. As a result the mirror map
results in an overall scaling by
√
3.
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