Abstract. Some models in population dynamics with intra-specific competition lead to inegro-differential equations where the integral term corresponds to nonlocal consumption of resources [8] , [9] . The principal difference of such equations in comparison with traditional reaction-diffusion equation is that homogeneous in space solutions can lose their stability resulting in emergence of spatial or spatio-temporal structures [4] . We study the existence and global bifurcations of such structures. In the case of unbounded domains, transition between stationary solutions can be observed resulting in propagation of generalized travelling waves (GTW). GTWs are introduced in [18] for reaction-diffusion systems as global in time propagating solutions. In this work their existence and properties are studied for the integro-differential equation. Similar to the reaction-diffusion equation in the monostable case, we prove the existence of generalized travelling waves for all values of the speed greater or equal to the minimal one. We illustrate these results by numerical simulations in one and two space dimensions and observe a variety of structures of GTWs.
Introduction
This work is devoted to the integro-differential equation
where k and b are some positive constants, a ≥ 0,
J(x, t) = Ω φ(x − y)u(y, t)dy,
Ω ⊂ R n is a bounded or unbounded domain, φ(x) is a nonnegative function. It is defined in the whole R n and has a finite support. We will assume that R n φ(y)dy = 1.
If Ω = R n , then it can be easily verified that equation (1.1) has two homogeneous in space stationary solutions, u 0 = 0 and u 1 = 1/(a + b). If we replace φ(x) by the Dirac delta-function and consider for simplicity the 1D case, then we obtain the reaction-diffusion equation
where F (u) = ku(1 − pu), p = a + b. This is the KPP equation [11] describing some problems in population dynamics and other applications [21] .
One of the important properties of this equation is the existence of travelling waves, that is of solutions u(x, t) = w(x − ct).
Here c is a constant, the wave speed. It is known that the waves exist for all positive c. If c ≥ 2 √ k, then they are monotone in space and stable, while for 0 < c < 2 √ k they are nonmonotone and unstable (see, e.g., [11] , [21] ). These waves have limits at infinity: w(+∞) = 0, w(−∞) = 1/p. The first point is unstable with respect to the equation du/dt = F (u), the second point is stable. As a consequence, this case is called monostable.
The principal difference of equation (1.1) with respect to equation (1.2) is that the homogeneous in space stationary solution u 1 can lose its stability [4] , [8] - [10] . If this is the case, then some spatial or temporal-spatial structures can bifurcate from it. Therefore, instead of travelling waves connecting u 0 and u 1 in the case of the reaction-diffusion equation we can expect the existence of some other solutions connecting u 0 at +∞ with some structures at −∞. We call such solutions generalized travelling waves (GTW) and study them in this work.
The notion of GTW was first introduced in [18] for reaction-diffusion systems. In order to explain it, let us consider the perturbed reaction-diffusion equation ∂u ∂t = ∂ 2 u ∂x 2 + F (u) + g(x, u), (1.3) where is a small parameter, g(x, u) is some given function and F (u) is a bistable nonlinearity, that is F (w ± ) = 0 for some w + and w − , and F (w ± ) < 0. If = 0, then under certain conditions on the function F there exists a unique up to translation in space travelling wave solution u(x, t) = w(x−ct) of this equation. If = 0 and g(x, u) depends on x, then travelling wave solution of this equation does not exist. However, we can expect that similar in some sense solutions may exist at least for small values of . Such solutions can be characterized by two main properties:
(1) They exist for all t from −∞ to +∞. The solution of the Cauchy problem for equation (1.3) exists for positive time and, generally speaking, cannot be extended for all negative t. It appears that the existence of such global solutions, which exist for all t ∈ R, can be proved. Moreover, under certain conditions such solution can be unique and stable.
(2) These are propagating solutions. The property of propagation can be explained as follows. Let q be a constant, w + < q < w − . For each t fixed consider the equation u(x, t) = q with respect to x. Denote by m + q (t) its maximal solution (if it exists) and by m − q (t) its minimal solution. If m ± q (t)/t → c as t → ∞, then we say that this solution propagates with the speed c.
Thus, GTW are global propagating solutions. Their existence and structure are studied in [18] - [20] for reaction-diffusion systems of equations. We note that this definition applies also for autonomous equations. In particular, various oscillating solutions, which appear when a usual travelling wave loses its stability, are particular examples of GTW. Periodic travelling waves in a nonhomogeneous medium provide another example [3] , [15] , [23] .
In this work, we study GTW for the integro-differential equation (1.1). Equations of this type arise in population dynamics with nonlocal consumption of resources (intra-specific competition) [8] , [9] and in other biological applications [6] , [12] , [17] . Models in population dynamics with nonlocal boundary conditions are discussed in [5] . If the support of the function φ under the integral is small, the integro-differential equation is in some sense close to the reaction-diffusion equation. The wave existence in this case is proved for the monostable case [7] and for the bistable case [1] , [2] . An approach based on the HamiltonJacobi equation is developed in [16] .
If the support of φ is not small, then numerical simulations show the existence of periodic travelling waves and of propagating solutions with a more complex structure. The main goal of this work is to prove the existence of such generalized travelling waves. We begin with the analysis of the existence of nonhomogeneous in space stationary solutions in bounded or unbounded domains (Section 2). We use here the methods based on the topological degree theory and linear stability analysis.
We then study the existence of solutions u(x, t) of the GTW type such that u(x, t) → 0 as x → ∞ (Section 3). The main result of this work asserts the existence of positive GTW for all values c of the velocity grater or equal to the minimal velocity c 0 . This result generalizes the existence of travelling waves for the KPP equation. To the best of our knowledge, this is the first result on the existence of GTW with multiple speeds. The method of proof is based on some a priori estimates of solutions. We cannot specify the behavior of GTW as x → −∞. We can expect that they converge to the nonhomogeneous solutions the existence of which is discussed above.
The last section of this work is devoted to numerical simulations. We observe GTW with various structures and with various speeds of propagation. In the 2D case they depend on the form of the support of the function φ.
Existence of stationary solutions
We begin the study of the integro-differential equation (1.1) with the existence of its stationary solutions. The method of proof is based on the analysis of continuous branches of solutions which start either with the trivial solution u = 0 or with the constant solution u = 1/(a + b). We investigate the first case in more detail. In the second case we restrict ourselves to the linear stability analysis of the homogeneous in space solution when the do-main is the whole R n . This simple analysis shows an important property of this equation: it can lose its stability resulting in the appearance of spatial structures. This stability analysis and the subsequent investigation of the branches of solutions can also be carried out for bounded or unbounded domains. The existence of spatial structures makes it possible a transition between them, that is the existence of generalized travelling waves studied in Sections 3 and 4.
Formulation and a priori estimates
Consider the integro-differential equation
in a bounded domain Ω ⊂ R n with the Dirichlet boundary condition:
Here k and b are some positive constants, a ≥ 0,
where φ(x) is a nonnegative function. By (x − y) we understand (x 1 − y 1 , ..., x n − y n ). We introduce the operator A corresponding to the left-hand side of (2.1) and suppose that it acts from the space 
where
is a bounded operator from E 0 into E and continuous with respect to u 0 in the operator norm.
The proof of this lemma is standard and it is omitted. We note that J 0 (x) in the formulation of the lemma is obtained from J(x) in (2.3) if we replace u by u 0 . Suppose that problem (2.1), (2.2) has a positive in Ω solution u 0 (x). Then
Indeed, if this is not the case, then u 0 (x) attains its maximum at some point x 0 ∈ Ω and u 0 (x 0 ) > 1/a. Since J(x 0 ) ≥ 0, we obtain a contradiction in signs in equation (2.1) at the point x = x 0 . From estimate (2.4) it follows that
for some positive constant M . Hence
and consider the problem ∆u = f, u| Ω = 0. (2.7)
(Ω) for any p. Hence, we obtain for the solution u 0 of this problem the estimate
where K is the norm of the inverse to the Laplace operator. For p > n we obtain from the embedding theorem an estimate of the norm u 0 C 1+α (Ω) . This allows us to estimate the norm f C 1+α (Ω) and, from problem (2.7), the norm u 0 C 2+α (Ω) . In fact, we obtain the estimate of the stronger norm u 0 C 3+α (Ω) but we will not use it. Thus, we have proved the following lemma.
Lemma 2.2. Any positive solution u of problem (2.1), (2.2) admits the estimate
where K depends on a, b, k, M and on the domain Ω and does not depend on the solution.
Existence of solutions in bounded domains
In this section we will use the topological degree theory in order to prove existence of solutions of problem (2.1), (2.2). We begin with the case b = 0. Problem (2.1), (2.2) becomes a semilinear elliptic problem:
Consider the eigenvalue problem
We denote by λ 0 its principal eigenvalue and by λ 1 the next eigenvalue. Then λ 1 < λ 0 < 0. The principal eigenvalue is simple.
We now increase k from k = 0. For k = |λ 0 |, there is a bifurcation of two new solutions of problem (2.8), (2.9) from the trivial solution u = 0. One solution, w + (x) is positive in Ω, another one, w − (x) is negative.
We fix the value of k, |λ 0 | < k < |λ 1 | and consider positive values of b. Let now b be sufficiently small. Lemma 2.1 allows us to apply the implicit function theorem. We obtain the following result. 
This coefficient is not necessarily positive. The third case is not possible since the problem linearized about u = 0 does not have zero eigenvalue and, as a consequence, the trivial solution is isolated.
The prove remains the same in the case of negative solutions. If a solution of a variable sign become positive (negative), then we can vary b in the opposite direction. In this case, a positive (negative) solution becomes with variable sign and we can repeat the arguments above. The lemma is proved.
Consider the following set:
where 
Proof. Consider the sequence of functions n (x) such that Ω n = supp n ⊂ Ω, n (x) > 0 for x ∈ Ω n . Let the distance from the boundaries ∂Ω n to the boundary ∂Ω tend to zero as n → ∞. Moreover, we suppose that n → 0 in C 1 (Ω). Denote
We should prove that there exists such n that there are no solutions of problem (2.1), (2.2) at ∂D n . Suppose that this is not the case. Then there is a sequence u n (x) of solutions of this problem such that for each of them
and one of the following conditions is satisfied: a).
We show that this assumption leads to a contradiction. Indeed, the case a) is not possible due to Lemma 2.2, while the case c) contradicts the Hopf lemma which asserts that the normal derivative at the boundary is negative. It remains to consider the case b). We can choose a convergent subsequence from the sequence x n . Moreover, it follows from Lemma 2.2 that we can choose a convergent subsequence from the sequence u n (x). The limiting function u 0 (x) is nonnegative and satisfies problem (2.1), (2.2) .
If the limiting point x 0 of x n is inside Ω, then u 0 (x 0 ) = 0 and we obtain a contradiction with the maximum principle. Suppose now that x 0 ∈ ∂Ω. Then
This convergence proves (2.11). However, this equality contradicts the Hopf lemma. The lemma is proved.
Consider the operator A : E 0 → E introduced in the previous section. The topological degree can be defined for it similarly to elliptic operators without the integral terms [22] . We note that this degree is defined for Fredholm and proper operators with the zero index. Its construction is different in comparison with the Leray-Schauder degree defined for compact perturbations of the identity operator. We can now apply the Leray-Schauder method to prove the existence of solutions. We will use the notation A b to show the dependence on the parameter b. It follows from the previous lemma that the degree γ(A b , D) is independent of b. It remains to verify that it is different from zero for b = 0. 
Problem in R n
Existence of solutions in unbounded domains can be proved approximating them by a sequence of bounded domains and passing to the limit. In this section we consider a problem in the whole space and present a linear stability analysis which shows that the homogeneous in space solution can lose its stability. In this case some periodic in space solutions appear. They determine the behavior of generalized travelling waves studied below.
Consider equation
It has a constant solution u 0 (x) ≡ 1/(a + b). The eigenvalue problem for the operator linearized about u 0 (x) has the form:
dx,
We give here some simple qualitative properties of the spectrum. Its more detailed analysis in the particular case k 1 = 0 is presented in the appendix.
1. First let us consider the situation in one dimension, such that
and χ stands for the characteristic function of a set. A trivial computation yields
is large enough and k 1 is small, we have Φ(p) < 0. Thus by choosing the trial function u(p)
] by means of (2.14) we obtain (Lu, u) < 0 which by means of the min-max principle (see [14] ) implies the existence of the negative spectrum for the operator L and, therefore, instability. On the other hand, Φ(p) is a continuous function with limit at zero equal to k 1 + k 2 > 0, the term sinpN pN is bounded. Thus when k 1 is large enough and k 2 is small we have the positivity of Φ(p) on the whole real line and therefore, stability.
In two dimensions we consider
By applying the Fourier transform we easily obtain We conclude this section with a more detailed analysis of the spectrum of the linearized operator in a particular case. We consider the linearized operator L on L 2 (R n ), n ∈ N, with k 1 = 0, such that
Clearly its quadratic form is given by (Lu, u)
The first two examples of the kernel function are in two dimensions. We choose
where α and N are positive parameters. Clearly φ(x, y) ≥ 0, x, y ∈ R and an easy computation yields R 2 φ(x, y)dxdy = 1 in both cases. The third example of the nonnegative kernel used in the nonlocal term of the operator L is the four dimensional generalization of the second one, namely
A straightforward computation gives R 4 φ(x, y)dxdy = 1. We have the following statement on the regions of stability and instability for the spectral problem (2.15) in all of these examples.
Theorem 2.9 Let the kernel φ be given either by (2.16), (2.17) or (2.18) . Then the problem (2.15) is spectrally stable if
and spectrally unstable if
The proof of the theorem is given in the appendix. Equation (2.1) can have a nontrivial solution which bifurcates either from the trivial solution u = 0 (Section 2.2) or from the constant solution u = 1/(a + b) (Section 2.3). Therefore, we can expect the existence of propagating solutions providing the transition between u = 0 and the nontrivial solution. Such propagating solutions are called generalized travelling waves. We prove here their existence in the 1D case. Similar results can be obtained for multi-dimensional equations in the whole space or in cylindrical domains.
Some properties of the parabolic problem
Consider the problem
with the boundary condition
and initial conditions 
Generalized travelling waves in the 1D case
Consider the Cauchy problem for the 1D equation 
We can write equation (3.4) in the form
Consider also the equation
and denote z = v − u. Taking the difference of equations (3.6) and (3.5), we obtain
Since the last term in the right-hand side of this equation is nonnegative, then from the inequality z(x, 0) ≥ 0 for all x ∈ R it follows that z(x, t) ≥ 0 for all t ≥ 0 and x ∈ R. Hence,
The functions
Denote by v c (x) any of them. For x ∈ R, from (3.8) it follows
Thus, we obtain an estimate from above of the solution of the Cauchy problem associated to (3.5). We now estimate it from below. From the last inequality,
Consider the equation
and denote s = u − w. Then
Since the last two terms in the right-hand side of this equation are nonnegative, then
We will take as w a stationary solution w c (x) of equation (3.10) . It verifies the equation
Proof.
then the solutions of (3.13) are exponentially decaying at +∞. More exactly,
and
respectively, with some real k 2 . So we can take them positive. Then we prove the existence of a solution which has a zero. Denote g (x) = 1−av c −bJ(x) and let I = (−∞, ω) be the interval where g (x) ≤ 0. Then any nonzero solution of (3.13) has at most one zero in I. Indeed, let w (x) be solution of (3.13) and x 0 one of its zeros. Put
Taking into account the equation (3.13), we have 
then the solution of the Cauchy problem for equation (3.4) with the initial condition u 0 (x) satisfies the estimate
The proof of this lemma is based on the maximum principle. It is standard and we omit it. 
It follows from Lemma 3.4 that there exists an ω-limit solution w c (x, t) of equation (3.17) such that 18) for all t ∈ R. In order to construct this solution, consider the solution w(x, t) of equation (3.17) with an initial condition w 0 (x) which satisfies the inequality
for all x. Let t n → ∞ as n → ∞. Consider next solutions w n (x, t) with the initial conditions w n 0 = w(x, t n ). Obviously, each of them is defined for t ≥ −t n . A locally convergent subsequence of the sequence of functions w n (x, t) is a solution of equation (3.17) defined for all t ∈ R. It satisfies inequality (3.18) . It can be easily verified that it is a GTW with the speed c.
Suppose now that there exists a positive GTW w c (x, t), converging to 0 as x → ∞, with a speed c < 2 has a solution w * (x, t) = w 0 (x − (c 0 − c)t), where is a positive constant. Let x = N 1 and x = N 2 be two consecutive zeros of the function w 0 (x) such that w 0 is positive between them. Then w * (x, t) is a solution of the initial boundary value problem for equation (3.19) in the domain
with the zero boundary conditions. For small enough, similarly to (3.12) we can obtain the inequality
Since c 0 > c and w c (x, t) converges to zero as x → ∞, then the last inequality contradicts the assumption that w c (x, t) is a GTW with the speed c. Indeed, if m a (t) is the maximal solution of the equation
This contradiction proves the theorem.
Numerical simulations
In this section we present the results of numerical simulations of equation ( If the support of φ is symmetric and sufficiently small, then there is a usual travelling wave propagating with a constant speed. Figure 1 (left) shows the solution u(x, t) of equation (1.1) with the initial condition which has a bounded support. The solution represents two waves propagating in the opposite directions. It is interesting to note that the wave is not monotone with respect to x. Such waves can exist for the scalar reaction-diffusion equations but they are unstable. If we increase the support of the function φ, then the homogeneous in space stationary solution u 1 = 1/(a + b) loses its stability and a periodic in space structure appears. In this case we observe propagation of a periodic wave (Figure 1, right) .
The structure of solution is different if the function φ is not symmetric. Figure 2 shows the solution u(x, t) (left) and its level lines (right). We observe spatio-temporal oscillations behind the wave front. This behavior is related to the fact that loss of stability of the homogeneous in space solution u 1 results in this case in the emergence of oscillating in time spatially distributed solutions [4] . Qualitatively, they can behave as sin(sx − ωt). Such sinusoidal waves interact with the wave front possibly creating more complex structures.
The initial condition u(x, 0) in the simulations described above is a function with a finite support. In the case of the scalar reaction-diffusion equation, solutions of the Cauchy problem converge in this case to the waves with a minimal speed. In order to obtain the convergence to other waves, the initial condition should decay exponentially at infinity with the same exponent as the wave. Similar behavior is observed for the integro-differential equation. We have proved in the previous section that positive GTW exist for all values of the speed greater or equal to some minimal speed. Figure 3 shows the level lines of the solution u(x, t) with the same values of parameters as in Figure 2 but with the exponentially decaying initial conditions. Though we consider in numerical simulations a finite interval, if it is sufficiently large, then the solution can approach the corresponding GTW. We recall that the function φ is not even. Therefore, even if the initial condition is even, the solution is not (Figure 3, right) . The speeds of the left and of the right waves are the same. They are different if the decay rates of the initial condition at the left and at the right differ from each other (Figure 3, left) .
Let us now discuss the results of two-dimensional simulations. As in the 1D case, the function φ is piece-wise constant. However, we need now to specify the form of its support. It appears that it influences the properties of the GTW. Figure 4 shows the solution u(x, t) at some fixed t. The initial condition has the support in the center of the computation domain. In the case where the support of the function φ s circular (Figure 4, left) , the wave front is also circular and there is a weak circular structure behind the front. If the support is elliptic (Figure 4, right) , then the wave front remains circular. However, there are some elliptic structures behind the front followed by the region with strongly pronounced picks. In the case of the square support and with the same values of parameters ( Figure 5, left) , the wave front remains circular with square structures and even more pronounced picks behind.
If the support of the function φ is not symmetric, then the structure emerging after the wave propagation is not stationary. In the case of the square support, it is shown in Figure  5 (right) at some fixed moment of time. Observing its evolution in time we can notice that it moves along the diagonal of the computational domain. The direction of its motion is determined by the support of φ, which is shifted along the diagonal from its symmetric configuration.
To conclude the description of the numerical simulations, we note that they confirm the theoretical results presented in the previous sections. The nonuniqueness of GTW and the variety of their structures, revealed in this work, require further investigations.
Due to the statement of the Lemma A1 when increasing k 2 for a fixed N the transition to instability occurs at the boundary curve
