Blocs-H-matrices et convergence des methodes iteratives classiques par blocs  by Robert, F.
I.lSE;\lI BLGEBKA ASD ITS APPLICATIOXS 223 
Blocs-H-Matrices et Convergence des Methodes lteratives 
Classiques par Blocs 
F. ROBERT* 
Laboratoire de Calcul, 17niuersite’ de Grenoble, Saznt Martin d’Hdres (Ish), France 
Communicated by Soel Gastinel 
SUMMARY 
Using the concept of an operator contracting with respect to a vector norm, the 
author presents results on the convergence of linear iterations. A matrix A is said 
to be block-H matrix with respect to a vector norm p if the corresponding block- 
Jacobi matrix is contracting with respect to p. This is a natural extension of the 
class of H matrices defined by Ostrowski. It is shown that if A is a block-H matrix, the 
corresponding Jacobi and Gauss-Seidel block iterations converge. Further, one may 
use algorithms due to Schroeder. .A supplementary result on the corresponding over- 
relaxation is also given. 
On trouve la notion t&s gemkale d’operateur contractant relativement 
k une nowne vectorielle, et le theoreme de point fixe correspondant presentes 
dans [9] avec les principales applications B differents chapitres de l’analyse. 
Dans le cadre beaucoup plus restreint des matrices car&es nous presentons 
ici un ensemble de resultats d’analyse numerique appliquee se rattachant 
a cette notion. L’exposi: est divise en huit paragraphes. 
I Introduction. 
II Matrices contractantes relativement a une norme vectorielle. 
-4pplication a la convergence d’iterations lineaires. 
III L’algorithme de Schroeder. 
IV M-minorantes. 
* Attache de Recherches au C.N.R.S. Ce travail est constitutif d’une these de 
Doctorat d’etat es Sciences Mathhmatiques (Inscrite au C.N.R.S. sous le numero 
-401847) soutenue le 12 Novembre 1968 B Grenoble. 
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V Rappels et remarques sur les H-matrices. 
VI Blocs-H-matrices. 
VII Un theoreme de convergence des methodes iteratives classiques 
par point ou par blocs. 
VIII Exemple type de la relaxation simple (Methode de Gauss-Seidel 
par point) pour le probleme du potentiel: mise en oeuvre de l’algorithme 
de Schroeder. 
Les trois premiers paragraphes concernent directement l’etude des 
matrices contractantes relativement B une norme vectorielle. Le fait que la 
matrice d’iteration soit contractante est une condition suffisante de conver- 
gence d’une iteration lineaire (Th. 3); on peut alors, dans cette situation 
caracteristique, mettre en oeuvre l’algorithme de J. Schroeder de controle 
(en norme vectorielle) de l’approximation obtenue. 
Nous sommes amen&s, dans les trois paragraphes suivants, a definir 
la classe des blocs-H-matrices, qui semble constituer l’extension naturelle 
au cas des blocs de la classe des H-matrices definie par A. Ostrowski: 
A est dite bloc-H-matrice relativement a une norme vectorielle p si la 
matrice de Jacobi par blocs correspondante est contractante relativement 
a $. Sur un resultat de Gudkov, nous caracterisons une classe de matrices 
intermediaires du point de vue de l’inclusion, entre les bloc-H-matrices 
et les matrices a bloc diagonale dominante. 
Les proprietes des H-matrices s’etendent aux bloc-H-matrices et le 
principal resultat a ce sujet est le suivant: Si A est une bloc-H-matrice, 
les methodes iteratives de Jacobi et Gauss-Seidel selon les blocs associes, 
pour resoudre un systeme lineaire Ax = b, sont convergentes (Th. 5). 
De plus les matrices d’iteration Ctant contractantes l’algorithme de 
Schroeder est utilisable. On reconnait 16 l’extension aux blocs du resultat 
classique pour les H-matrices et les methodes par point. Nous donnons 
un resultat suppliimentaire sur la convergence de la sur-relaxation corres- 
pondante. 
Ces resultats, joints au fait que certaines matrices provenant de la 
discretisation de problemes differentiels (comme par exemple la matrice 
type ctdu potentiel)) sont des blocs-H-matrices, font que cette classe de 
matrices semble interessante en Analyse Numerique. 
Le Theo&me 5 cite ci-dessus est en fait, cas particulier d’un resultat 
(Th. 6) qui fait l’objet du paragraphe VII et qui semble bien adapti: pour 
prouver la convergence des iterations classiques (Jacobi, Gauss-Seidel, 
Sur-relaxation) par point ou blocs dans des cas d’utilisation pratique. 
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I1 autorise la mise en oeuvre de l’algorithme de Schroeder (de controle 
de l’approximation obtenue) selon une ((technique de grille o bien adapt&e 
a un calcul automatique et analogue a celle que l’on utilise pour l’iteration 
principale dans la resolution numerique effective de problemes differentiels 
disc&is%. Nous illustrons ceci en traitant numeriquement in extenso, 
au paragraphe VIII, l’exemple type de la relaxation simple pour la matrice 
du potentiel. 
I. INTRODUCTION 
1. si designe R ou C. 
Soit A un operateur lineaire sur fin et soit la decomposition en somme 
directe : 
St* = w, + * . * + Wk. 
Nous noterons xi = P,x la projection de l’element x E Rfi sur W,, Pi 
designant l’operateur de projection; A est alors decomposee en blocs 
Aii = PiAPj (1 < i, j < k). Nous utilisons la notation: 
Ai designant la dimension de Wi, ( zf=, Lj = n), Aij peut &tre consider&e 
comme une matrice (a elements dans R) de type (AJj). Les blocs diagonaux 
Aii sont done carres. 
2. Soit yi une norme sur Wi, d’oh la norme vectorielle reguliere de 
taille k sur Rn: 
Nous appellerons majorante de A (relativement a $) toute matrice 
reelle B de type (k, k) telle que*: 
* Dans tout le texte. la relation d’ordre (partiel) entre vecteurs ou matrices 
reels est celle Pcomposante B composante 0 ou aklhment & 616mentn. 
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Nous appellerons minorante de A (relativement B $J) toute matrice 
rCelle N de type (k, k) telle que: 
On rappelle les rksultats suivants (cf. [5, 12, 141). 
THfioRhE 1. L’ensemble des majorantes de A est l’ensemble des matrices 
B telles que. 
oh M(A) = (mii(A)) est 1 a matrice de type (kk) dt!finie par., 
M(A) est done la plus petite des majorantes de A ; l’a$$lication M 
(A + M(A)) est ame norme vectorielle rt!plikre, sous-multiplicative de taille 
k2 SW 2’(R”, R”). 
VA, B, M(AB) < M(A)M(B) 
On dira que p gehnkre M ou que M est issue de 9. 
THI?OR&ME 2. Toute majorante B de A, et en particulier M(A) a son 
rayon spectral qui n’est pas infkieur d celui de A. 
Le rayon spectral de matrices non nkgatives ktant fonction non 
dkcroissante des ClCments, on a done: 
P(A) d p&‘(A)) < P(B). 
11. MATRICES CONTRACTANTES RELATIVEMENT A UNE NORME VECTORIELLE. 
APPLICATION A LA CONVERGENCE D’ITERATIONS LINEAIRES 
1. DEFINITION : A est dite contractante (relativement B la norme 
vectorielle p) si elle admet, relativement B ~5, une majorante qui soit 
convergente (i.e. de rayon spectral infkrieur k I’unitC). 
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Remarqws: (1) Dire que A est contractante relativement a ~5 c’est 
dire que: 
/w(A)) < 1. 
En effet si la majorante M(A) est convergente, A est par definition 
contractante relativement a p. Reciproquement si A admet une majorante 
B convergente, on a, puisque M(A) est la $dus petite des majorantes de A : 
D’oh la mkme inegalite sur les rayons spectraux de ces matrices non 
negatives : 
pW(A)) < p(B) < 1. 
(2) Si la norme vectorielle p est une norme habituelle, (k = 1) la 
definition ci-dessus redonne bien la definition classique [lo]: A est dit 
contractante relativement a la norme p s’il existe une constante 0 < cc < 1 
telle que: 
Vx E JY, P(A4 G ~P(4 
ce qui s’ecrit aussi: 
2. On a alors le: 
LEMME: Si T est contractante relatiuement d p, alors (I - T)-l existe 
et l’on a, pour to&e majorante B convergente de T: 
M((I - T)-‘) < [I - M(T)]-l< (I - B)-I. 
En effet: 
P(T) d PM(T)) G ~(4 < 1 
ce qui montre que (I - T)-l existe. On a alors, puisque B est convergente 
et non-negative : 
(I = + + . + B’ + . > 0. 
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Or 
vx E R”, LI- mw <P(x) -@CT4 bP[V - T)xl. 
D’ou l’on tire, puisque [I - B!-l est non-negative et (I - T) inversible 
\J?, E A”, PCV - Tl_~l < [I - Bl-W) 
[I - II-l est done une majorante de (I - T)-l relativement a p. Or 
d’apres le ThCorPme 1, M [(I - T)-l] est la 91~s petite des majorantes de 
(I - T)-’ d’oti: 
M[(I - T)-11 < (I - B)-1 
en particulier 
M[(I - T)-11 < [I - M(T)]-1. 
Et la derniere inegalite a demontrer est consequence evidente de: 
M(r) < B. 
3. Etablissons maintenant le : 
TH~OR~ME 3: Si T est contractante relativement d 9, elle est converge&e. 
IL.‘it&ation line’aire 
x 
I .-I = TX, + h, (h E A”) 
converge vers la sol&ion unique x = (I - T)-‘h du systkme line’aaire 
(I - T)x = h. De $zcs, r,, Want un rang fixe’ d priori, on a, pour tout 
rang Y > rO et pour toute majorante B (de T) converge&e, les majorations 
d’erreur suivantes en norme vectorielle. 
PC&r) ,P(x, - X) < [M(I’)l”“I’ - M(T)lelP(xroi~l - ~7~) 
< B’-‘o[I - B]-l$(xrOA, - xr,). 
Le premier point est trivial: par hypothese T admet une majorante 
B convergente. D’oti : 
P(T) G P W(T)) G P(B). 
T est convergente, (I - T)-l existe: l’iteration envisagee converge vers 
la solution unique du systeme lineaire (I - T)x = h. 
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Posant E, = x - xr; pr = X,+i - x,, il vient : 
%l = TE,; Prf1 = TPr; P, = (I - T)E,. 
D’otl : 
or 
P(&J = P v - T)-l P",l < M[(I - T)YlPb",) 
mais, d’apres le lemme precedent, M [(I - T)-lj < [I - B]-1 d’oh enfin: 
en particulier 
PM < [M(T)I'-"[I - MP-)l-lP(x,o+, - xrJ 
et la derniere inegalite a ditmontrer est consequence Cvidente de: 
M(T) ,( B. 
Remarques: (1) Ce dernier thCor&me est la transcription en norme 
vectorielle d’un resultat classique lorsque $J est une norme habituelle 
(cf. [2, lo]) : B est un nombre reel suppose tel que: 
et l’estimation s’ecrit 
(2) La majoration d’erreur obtenue n’a pas qu’un interirt thkorique: 
elle est utilisable effectivement pour controler l’approximation obtenue sur 
la solution d’une iteration lineaire (Voir $111 et VIII). A ce propos, l’estima- 
tion donnee par M(T) etant meilleure que celle que donne tout autre 
majorante de T, il pourrait sembler preferable d’utiliser systematiquement 
M(T). Mais nous verrons (SVIII) que dans bien des cas pratiques, IM( T) 
est innaccessible numeriquement alors que l’on sait facilement calculer 
une autre majorante: c’est la raison pour laquelle nous avons don&. ici 
ces doubles majorations, l’une avec M(T), l’autre avec B. 
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(3) J. Schroeder semble le premier a avoir utilise effectivement de 
telles estimations en norme vectorielle [16]. 11 utilise la norme vectorielle 
type+) = 1x1; aussi nous proposons nous, dans le paragraphe suivants 
de faire le lien entre l’algorithme de Schroeder et les estimations don&e, 
ci-dessus. 
III. L’ALGORITHME DE SCHROEDER [16] 
1. 11 donne, a chaque pas d’une iteration lineaire, une majoration, 
composante a composante, de l’approximation obtenue sur la solution: 
Soit l’iteration lineaire dans si” (R = % ou E) : 
%+1 = TX, + h (1) 
T, matrice (n, n) & elements dans R; h, vecteur fixe de R”. 
La condition necessaire et suffisante de convergence est Cvidemment 
p(T) < 1. Sous cette hypothese, la suite des x, converge vers x tel que 
x= Tx+h. 
On rappelle que l’on pose: 
E, = x - x, (vecteur, inconnu, d’erreur) 
Pr = x,+1 - x, (vecteur, connu, residu) 
et l’on a: 
Soit 
%+1 = T&V 
Pr+1 = TP, 
pr = (I - T)E,. 
oh /TI designe la matrice (n, n) ayant pour elements les modules des 
elements correspondants de la matrice T. 
On suppose p(B) < 1, ce qui entraine, d’ailleurs la convergence de (1) : 
P(T) < M) G P(B) < 1. 
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Parallelement a l’iteration (l), dite ithtion @incipale on envisage l’itera- 
tion suivante dans sitn, que l’on appelle ithation $wXminaire: 
Sous l’hypothese que B est irreductible et non cyclique, J. Schroeder [16] 
montre qu’il existe un rang r0 tel que: 
c%“ll < 0,“. (3) 
On pose alors: 
&o = (OIo 
(4) 
&tl = Bz,, (Y=Y@Yg+ I,...) 
et l’on a (cf. [16]) la majoration d’errew : 
i&,1 < Z, = B’-‘v,~, (Y=Yo,ro$ l,...) (5) 
ce qui etait annonce. L’iteration (4) sera dite it&ration d’errew. 
2. Commentaires 
a) 11 est clair qu’avec la terminologie que nous avons introduite, 
l’hypothirse d’existence d’une matrice B telle que: 
B>, /T(; f(B) < I 
s’enonce ainsi: ctT est contractante relativement a la norme vectorielle type 
P(X) = I++ 
b) L’iteration preliminaire (2) est en fait destinee a fournir un rang 
r0 et un zig tel que: 
En effet (3) s’ecrit: 
* lprl dksigne le vecteur de las lli” ayant pour composantes les modules des 
composantes correspondantes de pr. 
t En effet, la norme vectorielle p(x) = (xl g&&e la norme vectorielle de matrices 
,1/I(A) = IAl (cf. Theo&me 1). 
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soit : 
(1 - ml, 2 lP,,l. (7) 
Or, d’apres le lemme de II-2 applique a la norme vectorielle utilisee: 
On tire done de (7) : 
G, 2 (1 - W1lProl 3 IF - V1l l&l 2 IV - WIP,.l = lhoI c.q.f.d. 
c) Disposant, au rang Y,,, de la majoration d’erreur (6), l’iteration 
d’erreur (4) permet d’obtenir une majoration d’erreur aux rangs suivants. 
Cela se montre t&s simplement par recurrence : en effet, supposons que : 
On a alors: 
3. Gtfnnkalisation de l’algorithme 
Soit 9 une norme vectorielle reguliere de taille k sur P, generant la 
norme vectorielle M sous multiplicative de taille k2 sur l’ensemble des 
matrices (92, n) (cf. I-2). 
L’algorithme de Schroeder s’etend de facon tout a fait naturelle: soit 
l’iteration (1) dite iteration principale; Supposons T contractante 
relativement a p: elle admet une majorante B convergente. 
Alors (Theo&me 3) (1) est convergente; supposons connaitre un rang 
y. et un vecteur z,, de %’ tel que 
ZV. 2 @(Go). 
Alors l’itbratiort d’erreur : 
Z r+1 = BZ”l (7 = 7@7, + 1, 
permet d’ecrire : 
p(,J < z, = B’-‘OzrO, (7 = 70, 7, 
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En effet cette majoration de la norme vectorielle$(e,) du vecteur inconnu 
d’erreur sr, vraie pour Y = Y,, (8) se demontre par recurrence pour les 
rangs ulterieurs : 
I1 est bien clair que la methode de Schroeder standard consiste B prendre 
P(X) = 1x1 d’oh M(T) = ITj. 
Pour obtenir le ~a et le .zIQ tel que (8) on peut envisager* l’iteration 
preliminaire (dans ‘%,.k) 
o0 = 0 
w rfl = BW” + P(PJ. 
S’il existe un rang r. tel que: 
(11) 
q+fl --. =c 0”” (12) 
alors on pose: 
ZIO = 01” 
et (8) est verifiee: cela se demontre comme precedemment, l’inegalite 
(12) s’ecrivant : 
D’oii enfin (Lemme 11-2): 
(13) 
4. Commentaires 
Le choix de la norme vectorielle p(x) = 1x1 conduit done B une iteration 
d’erreur de m&me taille que l’iteration principale, ce qui revient a doubler 
le volume des calculs. On obtient alors, a chaque pas de l’iteration prin- 
cipale, une majoration de l’erreur sur chaque com$osante du vecteur itCrC, 
ce qui, dans des cas d’utilisation effective (gros systemes lineaires provenant 
de la discretisation de problemes differentiels) conduit a un volume 
important de resultats. 
* On verra ci-dessous que l’on pro&de en fait diff&emment. 
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Par contre, le choix d’une norme vectorielle de taille k bien inferieure 
a n, taille de l’iteration principale (Exemple coin-ant: n = 2500, k = 50) 
permet de doser le volume du calcul d’erreur relativement a celui de 
l’iteration principale. On obtient alors des majorations d’erreur globales, 
par blocs de composantes du vecteur it&-C. On peut, de plus, se permettre 
alors de fixer ri priori le rang r0 & partir duquel sont obtenues les majora- 
tions d’erreur, et de calculer un zr, correspondant (i.e. verifiant (8)) par 
resolution directe d’un systeme lineaire (k, k). 11 suffit en effet de resoudre : 
(1 - m. = Pb,,) (14) 
pour obtenir : 
5” = (1 - BYPb,) 3 M[U - ~)-‘lPho) 3 P(%“). 
Remarque. Y,, Ctant suppose obtenu par une iteration preliminaire 
(ll), soit wIO la majoration correspondante de $(sIO) et soit z,,, = (I - B)-l . 
fi(pl,) (13) s’ecrit : 
% n < (4”. 
D’ou 
Br-rnzv ” < B’-‘“cI) Y” 
Autrement dit il est toujours preferable de fixer a priori ~a et de calculer 
z,(, par (14). On obtient alors la majoration d’erreur 
PM < B’-‘V - B)-Wxro+l - x,,,) 
qui est celle don&e au Theoreme 3. 
Nous traiterons au paragraphe (VIII) un exemple effectif d’utilisation 
numerique de cet algorithme. 
VI, M-MINORANTES 
1. Revenons au propos du paragraphe (I). Nous supposons mainte- 
nant tous les blocs diagonaux de l’operateur A non singuliers, de sorte 
que la bloc diagonale 
A= 
At, 
i i 0 k 
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est elle-m&me non singulihe, d’oh J la matrice de Jacobi selon les blocs 
introduits : 
J = I -A-IA 
de sorte que: 
A =A(l- J) 
J=( ’ ) 
- A,‘Ajj k 
On posera 
ALi Ctant non-singulier, sa(Asi) est positif. D’oh la matrice diagonale 
positive de type (k, k) : 
D’oti la matrice (k, k) : 
N(A) = 44 [I - M(J)1 
Dans [15] a kti: prouvb le r&.ultat suivant: 
TH~OR~ME 4: La matrice N(A) est une minorante de A relativement 
d p. Pour que A admette une M-minorante (i.e. une minorante qui soit 
une M-matrice) il faut et il suffit que la minorante N(A) sod elle-mime une 
M-matrice, c’est-d-dire que. 
/W(J))< 1 
c’est-h-dire encore que J soit contractante relativement d p. 
Remarques: 1. N(A) s’kcrit: 
N(A) = 
si,(A,r) 
- sii(Ai&(A,ilAij) fi 
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M(J) =i,,(,%l*jj) )i 
2. La matrice: 
19(A) = m(d) - M(d J) 
qui s’ecrit aussi 
est elle-m&me une minorante de A ; R’(A) < N(A). Sous l’hypothese que 
m(A) est une M-matrice on trouve dans [5, 12, 131 differents resultats: 
non singularite de A, convergence du pro&de par blocs de Jacobi associe 
(p(J) < 1). Ces resultats sont conserves sous l’hypothese plus faible que 
N(A) est une M-matrice, c’es-a-dire que p(M(J)) < 1. Voir [15] B ce 
sujet. 
3. On a alors, pour toute matrice B (n, n) : 
N(APfP) < MW) 
En effet: 
M(AB) = M(d(1 - J)B) > nz(d)M [(I - J)B] 
3 44 [M(B) - M(JB)I 
3 WV [M(B) - WJPWI 
= m(d) [I - M(J)]M(B) = N(A)M(B). 
De fait, puisque L’?(A) < N(A) et M(B) > 0: 
l?(A)M(B) < N(A)M(B) < M(AB) < M(A)M(B). 
4. Dans le cas de la norme vectorielle type p(x) = Ix]*. On a alors 
M(A) = IAl (tous les blocs sont (1,l)). On a: 
* Les composantes de 1x1 sont les modules des composantes de x; les Blbments 
de IAl sont les modules des 616ments de A. 
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Or dire que N(A) est une M-matrice, c’est dans la terminologie introduite 
par Ostrowski, dire que .4 est une H-m&ice: 
1.. RAPPELS ET REMARQUES SUR LES H-MATRICES 
1. Rappelons d’abord la 
D~FINITIOK: La matrice 
est dite H-matrice [ll, 121 si la matrice: 
l&s, 
N(‘4) = _ la(.l ,1 ( ‘i 
est une M-matrice, ce qui impose d’ailleurs aux A&ments diagonaux de 
A d’&tre tous non nuls. Dire que N(A) est une M-matrice, c’est dire, de 
faGon kquivalente, que la matrice: 
0 
111 = %J 
i) a,i, II 
est de rayon spectral infCrieur g l’unitb: 
P(M) < 1. (15) 
A est dite B diagonale dominante si 
]a,J > 5 la,J, (i = I, 2, . . . , n). (16) 
11 est bien connu que la classe des matrices ?I diagonale dominante est une 
sous-classe de la classe des H-matrices. En effet, la condition (16) s’Ccrit 
aussi 
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1lJl1, < 1 (17) 
ou I/* llm est la norme de matrice issue de la norme du max sur R” * et 
l’on a 
11 est bien connu, Cgalement, que le Ssultat, du a A. Ostrowski [ll] 
qui assure la non singularit de toute H-matrice, g6nCralise par consCquent 
le th4oriime dit d’Hadamard selon lequel toute matrice g diagonale 
dominante est non-singuli&re (cf. [ 171). 
2. Dans un article (en russe) V. V. Gudkov [7] prouve le rksultat 
suivant : 
PROPOSITION: Soit A = (aii) une matrice (n, n). Soient 
Rl = ,g h 
r-1 
Ri = g l@jl& +j=gl Ia4 (i = 2,3, . . . , n - 1) 
Ri < jaiLI, (i = 1,2, . . . , n) (19) 
alors A est non singulidre. 
La condition (19) sera dite ((condition Gr (pour Gudkov) et l’on 
dCsignera par G-matrice toute matrice vCrifiant la condition G. DCmontrons 
alors la: 
PROPOSITION: La classe des G-matrices contient celle des matrices d 
diagonale dominaMe et est contenue duns la classe des H-matrices. 
* A savoir: liBl/m = Max@jn,l lbijl}. A noter que la condition III3 Irn < 1 
s’kcrit aussi IBle < 8 oh e est le vecteur ayant toutes ses composantes Bgales B I’unitb 
et oh < dhsigne l’inbgalit6 stricte composante B composante. 
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La condition G impose aux elements diagonaux de ,4 d’ktre tous non 
nuls: la matrice 
0 
J= 
i 1 - a,, aii ,, 
existe, dont nous notons ui3 les elements. Effectuons le changement de 
variable 
il vient: 
si = c l~i,/S, + i: IQijl, (i=2,3,...,n-1) 
_I--1 j-it1 
Notons: s le vecteur de composantes (S,, . . , S,) ; L la triangulaire 
inferieure de J ; U sa triangulaire superieure, e le vecteur de composantes 
itgales a 1. Le systeme precedent s’krit 
s = lL1.s + ~UJe 
d’oh 
s = (I - ILI)-lIUle 
et la condition G s’ecrit 
s<e 
soit 
(I - ILI)-lIUle < e 
soit encore, puisque (I - IL])-’ = I + lLl + - * * + lLInel est non nitga- 
tive : 
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Ainsi : 
La condition G exprime que la matrice de Gauss-Seidel (I - IL l)-ll U/ 
associke d la matrice de Jacobi / J1 = IL I + / U / est de norme I/ * 11 m infhieure 
6i l’unitt!. 
Dire que A est a diagonale dominante c’est dire que 
IJI e<e 
ce qui s’ecrit (IJI = IL1 + IUl): 
lU!e < (I - lLl)e. (21) 
Or (I - /LI)-l est une triangulaire inferieure non negative de diagonale 
unite : elle conserve l’inegalite stricte entre vecteurs reels: 
a < b 3 (I - (Ll)-la < (I - (Lj)-lb. 
On tire done de (21): 
(I - ILI)-lIUle < e 
ce qui est la condition G: la premiere inclusion est demontree: la classe 
des G-matrices contient celle des matrices 2 diagonale dominante. 
Mais alors la condition G: 
IIV - IwlI~I llm < 1 
entraine que l’on a 
PW - /Ll)-llU/l < 1. (22) 
Or, d’apres le theorbme de Stein Rosenberg applique a la matrice non- 
negative lJ/ = IL1 + IUI, (22) implique que l’on a: 
PW - ILIYl~Il< P(ILI + Iul) = MI < 1 
La seconde inclusion est demontree: la classe des H matrices contient celle 
des G matrices. 
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3. E xenaples 
Soit 
*q 1; 1;) d’oh ,j;; 1 x.p). 
A n’est pas a dragonale dominante mais verifie la condition G 
s, = 0.5 + 0.2 = 0.7 < 1 
s, = 0.7 x 0.7 + 0.5 = 0.99 < 1 
s, = 0.8 x 0.7 + 0.3 x 0.99 < 1. 
De m&me, toute matrice B conduisant a la matrice 
5 
10000 
0 
5 ~___ 
10000 
1 
3000 
0 J 
est une H-matrice car elle verifie la condition G. Or: 
l]JIj, = 600 + 700 = 1300 > 1. 
B n’est pas Q diagonale dominante! 
VI. BLOCS-H-MATRICES 
1. Reprenons les notations des paragraphes (I) et (IV). Nous noterons 
L la bloc triangulaire inferieure de la matrice J, U sa bloc triangulaire 
superieure : 
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On a alors, a cause de la decomposition en blocs: 
M(J) = M(L + U) = M(L) + M(U). 
Nous sommes alors amen& a poser les: 
DEFINITIONS: Relativement a la norme vectorielle p, on dira que 
A est une bloc-H-m&ice si N(A) est une M-matrice, c’est a dire si 
J est contractante, ce qui s’ecrit 
A est une bloc-G-matrice si: 
/III - M(L)l-lM(u)I(, < 1, (condition G) 
A est a bloc-diagonale dominante si N(A) est a diagonale dominante, 
ce qui s’ecrit 
i > 2 .5,j(~;l~ii), (i = 1,2,. . ., k) * 
jri 
c’est-&-dire /IM(J)l), < 1. 
11 est clair que la classe des blocs-H-matrices contient celle des blocs- 
G-matrices qui contient elle-m&me celle des matrices a bloc-diagonale 
dominante : cela se demontre comme au paragraphe precedent en rempla$ant 
IL/ par M(L) et / UI par M(U). 11 est bien clair Cgalement que lorsque la 
norme vectorielle utilisee est p(x) = 1x1, on a M(L) = ILI, M(U) = /U/; 
tous les blocs sont (1, 1) et les definitions que nous venons d’introduire 
coincident alors respectivement avec celles de H-matrice, de G-matrice 
ou de matrice a diagonale dominante. 
* Feingold et Varga [3] donnent one definition plus restrictive de la bloc diagonale 
dominance, & savoir: 
%(&) > c -%i(‘%j)S (i = 1, 2,. .) k) 
jzi 
autrement dit: dominance diagonale de i?‘(A) 
Linear Algebra and Its Applications 2(1969). 223-265 
BLOCS-H-MATRICES ET METHODES ITERATIVES 243 
Exemple type: Soit la ccmatrice du potentielw :
A= 
‘-H I 
I -H I 
. 
. 
. 
. I 
I ‘I -H 
avec 
4 -1 
-1 4 -1 
H=i ._‘.‘. 
. . . 
(Ak,Ak) 
w4 
. .- 1 
11 .4 
D’oh selon les blocs mis en kvidence: 
10 H-l I 
I 
H-l 0 H-1 
, 
J= ‘. _’ .‘.. 
H-1 
Les valeurs propres de H sont: 
H-l . 0 1 (i.k,l.k) 
/dp = 4 - 2 cos Pn 
A+1 
(p = 1,2, . . .) 2) 
2<,uLp<6. 
Le rayon spectral de H-l est done infkrieur k 5. 11 existe alors, d’aprks 
le thCor&me de Householder, une norme p sur ~5’ telle que 
X#O 
D’oh, en prenant la m&me norme q~ sur chacun des blocs: 
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0 Y I 
Y 0 Y 
M(J) = . ‘, 
.‘Y 
Y 0 (0) 
de rayon spectral 
Ainsi, la matrice classique du potentiel est a bloc diagonale dominante 
pour la norme vectorielle construite avec la norme v’; c’est done, relative- 
ment a cette norme vectorielle, une bloc-H-matrice. 
2. La classe des blocs-H-matrices semble interessante en analyse 
numerique : 
a) Toute bloc-H-matrice A est non singuliere; de plus: 
M(A-1) ,( [N(A)]-1. 
En effet, N(A) Ctant une M-matrice admet une inverse non negative [4]. 
D’oti : 
d’oti 
vx E R”, P(x) ,< vv)1-1P(A4 
Ax=O~p(Ax)=O~P(x)=O~x=o. 
A est regulier. 
Application: La matrice du potentiel, qui est une H-matrice, est 
non singuliere. 
A &ant regulier, l’inegalite precedente peut s’ecrire: 
vy E SC, @(A-‘Y) < W(A)l-lP(~). 
[N(A)]-l est une majorante de A-l relativement a p. D’oh l’inegalite 
cherchee, &?(A-l) Ctant, d’apres le Theo&me 1, la plus petite des majorantes 
de A-l. D’ailleurs l’inegalite suivante, etablie en IV-3, 
VB, N(A)M(B) < MW) 
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permet d’ecrire, pour B = A-l 
N(A)M(A-1) < M(I,) = I,. 
D’oh effectivement, par multiplication par [N(FI)]-~ > 0: 
245 
M(A-1) < [N(A)]-1. 
b) Soit A une matrice (12, n). L’inegaliti: 
vy E R”, N(A)P(Y) <WY) 
permet d’ecrire, si x* est la solution approchee de 
x du systeme lineaire Ax = b 
la solution inconnue 
N(A)p(x* - x) <p(A(x* - x)) = p(Ax* - b) 
ce qui impose a la norme vectorielle $(x* - x) du vecteur (inconnu) 
d’erreur x* - x d’Ctre dans la partie (connue) de %+k definie par 
.C@(N(A), p(Ax* - b)) v {u E %+k Nu < p(Ax* - b)}. 
Or cette partie est born&e dans %+k (done numeriquement utilisable) quel 
que soit p(Ax* - b) si et seulement si A est une bloc-H-matrice relativement 
B p [15]. 
c) Enfin on a le 
THGORAME 5: Si A = d(I -J) es une bloc-H-matrice relativement t 
li p, c’est d dire si la matrice de Jacobi par blocs correspondante J = L + U 
est contractante, alors 
La matrice de Gauss-Seidel par blocs _Ye, = (I - L)-IiTJ est contractante 
car elle admet pour majorante la matrice [I - M(L)]-lM(U) qui est con- 
vergente. 
Plus pr&dment, la matrice de sur-relaxation par blocs: 
LTm = (I - wL)-l(oU + (1 - 0)l) 
est contractante pour tous les w tels que: 
2 
’ -=c ” < 1+ p(M(J)) 
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la condition ci-dessus dbfinissant en fait le lieu des w tels que la matrice: 
qui est une majorante de 8,, soit convergente. 
Remargues : (1) Nous ne demontrerons pas ici ce theorbme, mais 
verrons au paragraphe (VII) qu’il est cas particulier d’un resultat plus 
general. 
(2) Puisque par hypothbe p&C(J)) < 1, l’intervalle impose a w 
contient l’unite: le premier rtsultat &once decoule du second pour 
CO = 1. 
(3) Le theoreme precedent propose une majorante g,,, convergente 
de la matrice Spw de surrelaxation par blocs. D’apres le Theorbme 3, on 
peut utiliser _$?w pour matrice B dans la mise en oeuvre de l’algorithme 
de Schroeder destine a controler l’approximation obtenue au tours de 
la surrelaxation. 
(4) .Nous avons vu que la matrice du potentiel decomposee selon 
les blocs ((naturels)) est une bloc-H-matrice relativement a une norme 
vectorielle conduisant a la matrice 
M(J) = 
oti y peut &tre pris aussi pres que l’on veut (par exds) de la quantite 
pp-1) = 
1 
4 - 2 cos (n/(1 + 1)) 
d’oh p(M(J)) = 2y cos (n/(k + 1)) 
2 2[2 - cos (Jr/@ + 1))l 
1 + p(WJ)) ’ 2- ~0s (n/(1 + 1)) + ~0s (n/P + 1)) ’
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Finalement, pour la matrice du potentiel decomposite en k2 blocs 
(I, A), on peut conclure a la convergence de la surrelaxation par blocs 
correspondante pour tous les w dans la plage: 
2P - cm (n/(A + l))l 
0 < o < 2 - cos (7r/@ + 1)) + cos (rc/(k + 1)) z oJ41 
l<UM<2. 
Remarque: lim,=,,,(w,) = 1 
(5) Dans le cas de methodes par point, i.e. de blocs (1, 1) considerons 
la norme vectorielle p(x) = Jxl. Le Theoreme 5 precedent redonne le 
resultat classique : 
Si A est une H-matrice, les m&hodes correspondantes de Jacobi et Gauss- 
Seidel par point pozcr rtkoudre ztn systkme liniaaire Ax = b convergent vers 
la solution unique x = A-lb. 
En effet, A &ant une H-matrice (~(1 JI) < 1) est non singuliere, d’ou 
une solution unique au systeme lineaire. Les methodes Cvoquees, Ctant 
convergentes, convergent necessairement vers la solution. Le Theo&me 5 
precise de plus que la surrelaxation par point converge pour tous les w 
pris dans la plage: 
2 
(6) On majore habituellement a peu de frais le rayon spectral d’une 
matrice A = (a,?) de type (n, n) par les quantites: 
S,(A) = rt Max {iaijl}. 
l<i,i<?l 
En fait, c’est p( IA i) q ue l’on majore; (p( IA I) >, p(A)). Dans la pratique, 
on utilisera souvent la norme vectorielle p obtenue en prenant sur tous 
les sous espaces Wi la norme du max, ou sa duale. Avec les notations 
introduites, M(J) s’explicite alors de la facon suivante: 
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pour la norme du max et 
pour sa duale. 
3. Exemfile numtfrique d’application du Thboordme 5. 
Soit la matrice de Jacobi suivante 
J=& 
0 0 -3 -1 2 
0 0 1.5 2 -2 
1 1 0 0 0 
0.5 - 1 0 0 0 
1.5 0.5 0 0 0 
I 
3 -1 1 - 1.5 0.5 
-1 2 0.5 0.5 - 1 
-3 2 
2.5 -2 
__~ 
-4 0 
2 -1 
4 0 
0 0 
0 0 
On obtient : 
IlJllm = 1.1, IlJlL = 1.55, S,(J) = 7 x 0.4 = 2.8. 
Aucune de ces majorations ne permet de conclure & la convergence de 
J. Cependant 
Mm(J) = 
0 0.6 0.5 
0.2 0 0.4 
0.4 0.3 0 
,Qf,(JH < IIM,(J)ll, = 0.9 < 1 
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ce qui montre qu’outre la convergence de J et de la matrice de Gauss- 
Seidel associee, le Theo&me 5 permet d’affirmer que la surrelaxation 
correspondante converge (au moins) pour les w pris dans la plage: 
2 
Q<W<-= 
1 + 0.9 
1.05.. . . 
VII. UN THEOREME DE CONVERGENCE DES METHODES ITERATIVES 
CLASSIQUES PAR POINT OU BLOCS 
1. Une restriction importante - et artificielle - du Theo&me 5 est la 
suivante : la decomposition en blocs definie par la norme vectorielle 
utilisee doit coi’ncider avec celle des methodes iteratives iitudiees. Cette 
restriction est contraignante car elle ne permet pas par exemple, pour 
la matrice du potentiel, de parler de methodes par point si l’on maintient, 
pour la norme vectorielle, la structure selon les blocs snaturels,. Nous 
allons voir que cette restriction disparait en adoptant une formulation 
un peu plus generale (Theo&me 6). 
2. Soit Ax = b un systeme lineaire a resoudre, dont la matrice A 
est de type (n, rt) a elements dans R (% ou a). 
Soit A une matrice (n, n) non singuliere (numeriquement facilement 
inversible) d’oh 
J = I -A-l/j 
de sorte que 
A =A(I- J). 
[A n’est plus necessairement ici la bloc diagonale de A pour une 
decomposition particuliere, comme precedemment]. 
Soit L une matrice n’ayant pas de valeur propre Cgale a l’unite: 
I - L est inversible. Posons 
U= J-L. 
Considerons les procedes iteratifs suivants : 
(J) x,+~ = Jx, + A-lb 
(S * RI %+1= (I- oL)-‘(mu + (1 - w)l)x, + ~(1 - wL)-lb-lb 
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qui, dans la terminologie de Varga [18] sont associees aux ((splittings)) 
respectifs de A : 
A= [A]- [AJ] et wA = [O(I - WL)] - [d(wU + (1 - B)I)]. 
La matrice J peut &tre consideree comme accessible alors que la matrice 
Zp, = (I - wL)-r(wU + (1 - w)l) doit &tre consideree comme inaccessi- 
ble. Pour Ctablir une condition suffisante de convergence de (J) et (S * R) 
ne portant que sur J (en realite sur L et U), ce qui fera I’objet du Theoreme 
6, nous allons prealablement donner une formulation un peu particulihe 
du theoreme de Stein-Rosenberg. 
3. R. S. Varga donne, dans [18], p. 89, un resultat qui peut s’enoncer 
ainsi : 
TH~OR~ME: Soient B et C dew matrices (n, n) telles que B-l existe 
et B-l > 0; C 3 0; Posons A = B - C. Si A-l existe et est non ntfgative, 
alors 
P(A-~C) fWIC) = 1 + p(A-y) < 1. 
D’ou le 
COROLLAIRE: Soient B et C deux matrices (n, n) telles que B-l existe 
et B-l 3 0; C >, 0, Posons A = B - C. Les propositions suivantes sont 
iquivalentes: 
(1) A-l existe et A-l > 0 
(2) p(B-lC) < 1. 
En effet (1) implique (2): c'est le theoreme precedent. L’implication 
inverse est triviale : si p(B-‘C) < 1, (I - B-T-l existe et s’ecrit: 
(I - B-lC)-l = I + (B-lC) + . . - + (B-T)” + . . . 3 0. 
D’ou 
(I - B-VT)-1B-1 > 0 
ce qui prouve que A-l = [B - Cl-1 = (I - B-lC)-lB-l existe et est 
> 0. 
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D’ou une formulation un peu particulike, que nous donnons unique- 
ment clans un but utilitaire, du: 
THBOR&ME DE STEIN-ROSENBERG: Soient Q et R dew matrices non 
nbgatives. Les deux firopositions szcivantes sont Lquivalentes: 
(1) AR + Q) < 1 
(2) p(R) < 1 et p([l- RI-lQ) < 1. 
Si elles sont ve’rifit?es on a alors. 
(La formulation classique suppose R et Q triangulaires infkrieures et 
supkrieures respectivement et strictement, de sorte que R + Q est supposke 
de diagonale nulle. Nous ne faisons aucune telle restriction ici). 
M) Chacune des deux propositions (1) et (2) contient la condition 
p(R) < 1: (2) explicitement; quant B (1) : 
p(R) < P(R + Q) < 1. 
Par conskquent (I - R)-l existe et est non dgative: 
(I - R)-’ = I + R + . + . + R’ + . . . > 0. 
p) Alors, par application double du corollaire pr6cCdent 
p [(I - R)-lQ] < 1 -+ [I - R - Q]-1 existe - dR+Q)<l 
B=I-R 
C=Q 
B=I et est C- R+Q 
>,O 
l’kquivalence est dCmontrCe. 
y) On suppose ces conditions rkaliskes. Le thCor&me de Varga citk 
ci-dessus permet d’kcrire : 
PW - R - Q)-lQ1 
p((’ - RI-'Q) = 1 + p,(~ _ R _ Q)-IQ] ; 
P W - R - Q)-l(R + Q)l 
‘(’ + Q, = 1 + p[(I - R - Q)-l(R + Q)] 
or 
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0 < [I - R - Q]-lQ < [I - R - Q]-l(R + Q) 
d’oh la mCme inCgalitC sur les rayons spectraux de ces matrices non 
nkgatives : 
La fonction x/(1 + x) &ant non dkcroissante pour x > 0, on en dCduit 
1’inCgalitC attendue : 
4. Nous sommes alors en mesure d’iitablir le rksultat ghSra1 suivant : 
TH$ORI?ME 6 : Soit p une norme vectorielle r&.&re de taille k sur 
P et M la norme vectorielle de matrices qu’elle @‘n&e. Soient L et U deux 
matrices (72, n). 
Posons 
P = /W(L) + M(U)) 
si p < 1, alors, relativement li ~5, 
J = L + U est contractante, car admettant la majorante convergente 
M(L) + M(U). 
_Y1 = (I - L)-lU est contractante, car admettant pour majorante la 
matrice [I - M(L)]-lM(U) qui est convergente 
Plus prhisement, la matrice de sur-relaxation: 
zw = (I - oL)-l(wU + (1 - 0)l) 
existe et est contractante pour tow les w tels que: 
2 * 
o<w<-* 
l+P 
La condition ci-desws dt!finissant en fait le lieu des co tels que la matrice: 
zu~ [I - Iw/M(L)]-~[/w~U + 11 - olI] 
qui esi! we majorante de 9,, soit convergente. 
* Intervalle qui, puisque p et suppost! inffkieur A I’unitk, contient ]Ol] et est 
contenu dans ]OZ[. 
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(1) Le premier point se justifie aiskment: 
M(J) = M(L + U) < M(L) + M(U). 
D’oti 
PW(J)) G PW(L) + M(U)) = P < 1. 
J, par conskquent est contractante relativement B p. 
(2) Avec l’hypoth&se p < 1, il est clair que l’intervalle 
102 l-tp’ 
contient l’unitk: le second point du thCor&me dkoule du troisikme, que 
nous allons dkmontrer maintenant : 
(3) Montrons qu’avec les hypoth&ses: 
2 
p-c 1; o<cc,<--- 
1fP 
la matrice OL est contractante. En effet 
PvfkJL)) d pW(wL) + M(uU)) = (“lp < & < 1. 
(4) Alors, par application du lemme d&montrC en II-2 on en a&hit 
E) l’existence de (I - oL)-l done, de sLpw, 
p) 1’inCgalitC M[(I - wL)-l] < [I - M(coL)]-l = [I - l~0jM(L)]-~. 
D’oti 
M(Y,) = 1M((I - wL)-l(wU + (1 - w)l)) 
< M [(I - coL)-l]M [oU + (1 - w)l] 
d [I - lwlW.W1[l+W) + 11 - ~l~l;i~% 
Ainsi, gi”, est bien une majorante de. 9’_ relativement & p. 
Posons R = M(wL) = IwIM(L) 
Q = jmlM(U) + 11 - ~11. 
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Alors, d’apres la forme que nous avons don&e du theoreme de Stein- 
Rosenberg, dire que Z,,, est convergente, c’est dire que: 
PW + Q) = &#V) + M(U)) + 11 - WI4 < 1 
c’est-a-dire, de fait, que: 
l0.I~ + I1 - (0 < 1 
et il est facile de voir que cette condition est equivalente a: 
2 
p< 1; O<CO<p. 
lSP 
Ce sont bien les hypotheses que nous avons adopt&es. 
Kemarqwe: Le resultat reste - bien entendu - valide lorsque p 
est une norme habituelle sur a”. 
5. Avant de montrer quelles formes particulieres peut prendre le 
Theoreme 6, donnons en un exemple type d’utilisation. 
Exemjde type: Methodes par point pour la matrice du potentiel. 
La matrice J de Jacobi par poirtt s’ecrit 
~E+E’ I 
avec I: matrice unite (A, I) et 
I6 
‘I E $ E’ (,Wk) 
1 0 
E= ‘;. 
! 1 0 (&A) 
Prenons pour L la triangulaire inferieure de J; d’oh U = Lt la triangulaire 
superieure de J. 
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D’oh selon les blocs mis en evidence 
i 1 
1’1 1 
M,(L) = 4 ~ ; et M,(U) = [Mcc(L)Y. 
I 
I '1 1 i (k,k) 
D’oh 
Mm(L) 
11 vient: 
P,P(M,(L)+M,(U))=$ zl+cos(;~(h+l))<l, 
D’oti : 
a. la convergence des methodes de Jacobi et Gauss-Seidel par point 
pour la matrice du potentiel (qui n’est pas a diagonale dominante). 
b. la convergence de la surrelaxation par point correspondante pour 
tous les CO pris dans la plage 
o<o<d_= 4 
1$-P 3 + cos (n/(k + 1T ’ 
Cet exemple est un exemple type de l’utilisation effective de telles tech- 
niques numeriques. 
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6. ReplaGons nous dans le cas des methodes de Jacobi, de Gauss- 
Seidel et de sur-relaxation classiques: d est la bloc-diagonale de A pour 
une decomposition donnee de A en blocs ; L et U sont les triangulaires 
par blocs respectivement inferieures et superieures strictement de J = 
I - d-lA (qui est de bloc diagonale nulle). Le Theo&me 6 admet alors 
les resultats suivants (qui peuvent eventuellement &tre demontres directe- 
ment) comme cas particuliers. 
a. 11 est clair que dans le cas oh les blocs des methodes iteratives 
sont ceux definis par la norme vectorielle M, le Theo&me 6 redonne 
le ThCor&me 5. En effet, on a alors 
M(J) = M(L + U) = M(L) + M(U) (cf. (15)). 
La condition 
P<l 
du Theoreme 6 exprime done dans ce cas que A est une bloc-H-matrice 
relativement a p. Le Theo&me 5 est demontre. 
b. Designons par gM la decomposition en blocs definie par la norme 
vectorielle M et par Bn, la decomposition en blocs definie par les methodes 
par blocs de Jacobi, Gauss-Seidel et de surrelaxation considerees. Nous 
dirons que aM est plus fine que gJ si elle peut &tre obtenue a partir de 
.QJ en decomposant a leur tour les blocs de la decomposition 9J (et en 
conservant, pour les blocs diagonaux, la proprieti: d’etre car&s). Un 
schema illustre cette notion : 
0 0 
0 0 
L 
0 
u 
0 0 
J et la dkomposition 
9~ qu’elle dbfinit 
La m&me matrice J, 
dkomposhe selon une 
dhcomposition en blocs 
.QM plus fine que 53~ 
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11 est clair que si 5BM est plus fine que BJ, alors la propriete 
M(L + U) = M(L) + M(U) 
reste vraie. 
D’oh, par application du Theoreme 6 le: 
COROLLAJRE 1: Soit J = L + U une matrice de Jacobi par blocs 
(matrice de bloc diagonale nulle) dt!finissant la dekomposition en blocs gJ. 
Soit M une norme vectorielle de matrice issue d’une norme vectorielle 
p SW R’” et relative d une &composition en blocs BAV, plus fine que 9,,. 
Alors, si J est contractante relativement d p (p(M( J)) < 1) on a les mimes 
conclusions qu’au The’ordme 5. 
Appliquons le corollaire precedent en utilisant la norme vectorielle 
type p(x) = jxi, qui g&&-e la norme vectorielle de matrice M(A) = lA1. 
Cette norme vectorielle correspond a la decomposition gM la plus fine 
possible (tous les blocs sont (1, 1)). Elle est plus fine que toute decomposi- 
tion 9,, d’ou le resultat suivant, d’ailleurs connu. 
C~ROLLAI~E 2: Soit J = L f U une matrice de Jacobi par point 
ou blocs. Si 
P(IJI) < 1 
on a les mc’mes conclusions qu’au The’ordme 5 (pour la norme vectorielle 
M(a) = I-/). 
Remarque : En explicitant une majorante convergente pour diverses 
matrices d’iteration, le ThCoreme 6 non seulement permet de prouver 
la convergence de methodes iteratives classiques (Jacobi, Gauss-Seidel, 
Sur-relaxation) dans des cas d’utilisation pratique, mais de plus autorise 
une mise en oeuvre effective de l’algorithme de Schroeder destine a 
controler l’approximation obtenue au tours de l’iteration : 
Par exemple nous savons (Theoreme 6) que la condition 
P(M(L) + M(U)) < 1 
entrafne, outre Ia convergence de la matrice =Yr = (I - L)-IU, que 
l’on a: 
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On peut done prendre 3, pour matrice B dans la mise en oeuvre de 
la methode de Schroeder parallele a l’iteration principale (de Gauss- 
Seidel) ~,+r = (I - L))lUx, + h. Ce choix presente deux avantages 
1. L’iteration d’erreur est parfaitement explicitite 
ce qui ne serait pas le cas si on prenait M((I - L)-rU) pour matrice B ; 
2. Mais surtout l’iteration d’erreur est alors elle-m&me une it&&on 
de Gauss-Seidel.* 
Ainsi, dans des cas d’utilisation habituels (matrices de grande taille, 
tres creuses, provenant de la discretisation de problemes differentiels) 
la mise en oeuvre de l’iteration d’erreur s’effectue, de m&me que pour 
I’iteration principale selon des ((techniques de grille)) bien adaptees a un 
calcul automatique. Terminons en proposant un exemple type d’utilisa- 
tion, que nous traiterons in extenso. 
VIII. EXEMPLE TYPE DE LA RELAXATION SIMPLE 
SEIDEL PAR POINT) POUR LE PROBLkME DE 
OEI’VRE DE L’ALGORITHME DE SCHROEDER 
(M~THODE DE GAUSS- 
POTENTIEL. MISE EN 
L’equation de Laplace, Au = 0, a l’interieur du car& unite, M Ctant 
don& sur les bords conduit par une discretisation a il x k points interieurs 
a un systeme lineaire dont la matrice A est la matrice du potentiel deja 
explicitee. 
On a verifie plus haut a titre d’exemple d’application du Theoreme 6, 
que la matrice de Jacobi par point associee, J = L + U verifiait la 
condition 
P@fm(L) +~,W)) -=I 1. 
* Schroeder le signale [16] : il vaut mieux utiliser - si elk est converge&e - la 
matrice (I - lLl)-‘lUI comme matrice d’it&ation d’erreur plut& que la matrice 
I(1 - L)-‘UI. Cette remarque, fond& sur l’inkgalitk I(1 - L)-lUI < (I - ILI)-‘IUI, 
cas particulier (pour la norme vectorielle p(x) = 1x1 de Schroeder) du Lemme 2-2 
est j l’origine d’une partie de ce travail. 
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Ce qui assure done la convergence de la relaxation simple et autorise, 
d’apres ce qui precede, la mise en oeuvre suivante de la methode de 
Schroeder : Considerons les deux grilles : 
uk3 
1 
-I- 
I 
I 
J’[kl 
VP1 
V[ll 
0 1 2 3 I Ii-1 j 
GRILLE A GRILLE B 
(it&ration principale) (it&ration d’erreur) 
Avec la norme vectorielle choke, on obtiendra, A chaque pas de l’itkration 
principale, une majoration (en norme de max) de l’erreur actuelle sur chacune des 
lignes de la grille 4. Sur la grille B V[l], V[2], ., V[kj portent ces majorations. 
1. Itkation principale 
11 est bien connu que la technique de grille (pour l’iteration principale) 
est don&e par l’affectation algol. 
(4 u[i,jj :=(21[i-l,j]+~[[i+l,j]+~[i,j-lj+~~[i,j+11)/4. 
Pour chaque i (de 1 i k) on active l’instruction (A) pour tous les j de 1 
CL il. Un balayage de toute la grille A correspond a un pas de l’iteration 
principale. 
2. Choix de la matrice B d’itdation d’erreur 
D’apres ce qui precede, on prend 
B = [I - M,(L)]-lM,(U) 
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et 
M,(U) = [M,(L)]‘. 
3. Calcul du vecteur zr, 
Au rang Y,, (que nous fixons B priori) de 1’itCration principale now 
dhterminons zIO par &solution du systkme linkaire de type (k, k) 
(1 - B)Z10 = Ph.) 
soit 
[I - M,(L) - M,(VlZ," = [I - ~,(~)li%,) 
soit encore 
systbme tridiagonal facile B rksoudre. La seule contrainte est le calcul 
du vecteur $(p,,), norme vectorielle de la diffkrence des wecteurs grille A)) 
aux rangs y0 + 1 et yO. 
4. It&ration d’erreur 
Elle s’kcrit matriciellement : 
[I- M&)lz,+, =M,(m, 
soit : 
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l/l],. . .) V[k] sont les composantes du vecteur z, d’iteration d’erreur. 
D’oh, parallelement a l’iteration principale, une technique de grille pour 
l’iteration d’erreur : 
VP1 := (VP] + V[21)/3; 
VP1 := (VP] + VP+ V[31)/3; 
(B) - V[il := (V[i - l] + V[$ + V[i + 1])/3; 
V[k - l] := (V[k - 21 + V[k - l] + V[k])/3; 
V!kJ := (V[k - 11 + V[k])/3; 
Comme on l’a vu, un balayage complet de la grille A correspond a un pas 
de l’iteration principale. Un balayage complet de la grille B correspond 
B un pas de l’iteration d’erreur. Les deux balayages sont conduits 
parallelement: on active l’instruction (B) lorsque (pour le m&me i) 
l’instruction (A) a Cte activee pour tous les i de 1 a I. 
Si e [i, i] designe l’erreur inconnue au neud (i, i) de la grille A on 
obtiendra done la majoration d’erreur suivante : 
V[il 3 Max{ls[i, iI]>, i=l,2 ,..., k. 
j:l 
Ke’sultats nume’riques: La solution exacte choisie est 
24(x, y) = cosx shy 
ce qui nous permet de connaitre l’erreur exacte.* 
Pour diffhentes valeurs du couple (I, k) on donne les majorations 
obtenues dans plusieurs cas: 7,, fix& a priori a differentes valeurs ou 
obtenu par iteration preliminaire; on verifie que, a Y,, &gal, cette derniere 
technique est toujours moins bonne. De plus, tant au point de vue de la 
finesse des majorations obtenues qu’a celui du temps de calcul necessaire, la 
meilleure majoration que l’on puisse obtenir 8. un rang q don& de l’iteration 
principale est de fixer a priori y. = q. En effet, du fait de l’inegalite: 
* En fait la solution exacte du systkme linhire ne coincide pas avec la solution 
u(x, y) = cosx shy du problkme diffkrentiel. Dans tous les exemples dorm&s la 
difference est infkrieure Q IOW: en Iimitant les tabIeaux de r&+uItats & 4 dkimales, 
nous supprimons cette distinction. 
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TABLE I: 
I = k = 10, (Grille g 100 points). 
PC%) 
Norme 
Iteration Ligne vectorielle 
No. No. de l’erreur 
1 0,0284 
2 0,053o 
3 0,0722 
4 0,0848 
27 5 0,090O max 
6 0,0876 
7 0,0782 
8 0,0629 
9 0,0434 
10 0,0217 min 
_ 
Majorations Obtenues 
v0 = 27 
(obtenu par 
r,, = 60 Y,, = 27 iteration 
(fix6 (fix6 pr& 
B priori) k priori) liminaire) 
0.0538 0,122O min 
0,1015 0.2355 
0,1396 0,3332 
0,1654 0.4070 
0,1771 max 0,449O 
0,1741 0,4536 max 
0,1571 0,4188 
0,128O 0,3473 
0,0897 0,2463 
0,0457 min 0,1263 
_ 
1 0,0019 0,0036 0,0142 0,0366 
2 0,0036 0,006s 0,0268 0,0689 
3 0,004s 0,0093 0.0367 0.0945 
4 0.0056 0,011o 0,0433 0,1115 
60 5 0.0058 max 0,0116 max 0,0462 max 0.1190 max 
6 o,oo56- 0,0113 0,0453 0,1166 
7 0,0049 0,OlOl 0.0408 0,1051 
8 0,0039 0,0082 0,0332 0,0855 
9 0.0027 0.0057 0,0232 0.0600 
10 0.0013 min 0,0029 min 0,0118 min 0,0306 min 
1 0,0003 0,0015 0,0063 0,0162 
2 0,0006 0.0029 0,0118 0,0306 
3 0,0009 0,0041 0.0162 0.0419 
4 0,00105 0,004s 0,0192 0,0494 
80 5 0,00109 max 0,0051 max 0.0204 max 0,0527 max 
6 0,00104 0,005o 0,020o 0,0516 
7 0,0009 0.0045 0,018O 0,0465 
8 0,0007 0,0036 0,0147 0.0378 
9 0,0004 0,0025 0,0103 0,0265 
10 0,0002 min 0,0013 min ?I,0052 min 0.0135 min 
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TABLE II: 
I = k = 20, (Grille B 400 points). Majoration Obtenue 
Pkr) 
SOIXE 
vectorielle 
Iteration Ligne de l’erreur 
No. SO. max et min 
11 0,1217 
x3 20 0,0174 
10 0,0833 
100 20 0,0115 
10 0,0088 
200 20 0,OOll 
10 0,0009 
300 20 0,0001 
~~~_~ 
r, = 83 
(obtenu par 
Y0 = 200 Y0 = 100 Yg = 83 iteration 
(fix6 (fix8 (fix6 pr& 
Q priori) B priori) & priori) liminaire 
0,2423 max 0,567O max 
0,0354 min 0,0896 
0.1659 max 0,2005 max 0,4639 
0.0237 min 0,0344 min 0,0705 
0,0176 max 0,0542 max 0,0656 max 0,1525 max 
0,0024 min 0,0076 min 0,0092 min 0.0216 min 
0.0057 max 0,0177 max 0.0214 max 0,049s max 
0,0008 min 0,0025 min 0.0030 min 0,007O min 
TABLE III: - 
i, = k = 30, (Grille B 900 points). 
Majoration Obtenue 
P(Q) 
Norme 
vectorielle 
Iteration Ligne de l’erreur 
NO. SO. max et min 
Y,, = 169 
(fix6 
B priori) 
Y,, = 169 
(obtenu par 
iteration 
pr& 
liminaire) 
169 
200 
300 
16 0,1357 0.2704 max 0,6311 
1 0,0133 0.0268 min 0,0547 min 
16 0,0985 0,2304 max 0,537l max 
30 0,0097 0,023O min 0.0568 
13 0.0353 0.1379 max 0,3204 max 
30 0,0033 0,0135 min 0,031s min 
oti I‘ est la matrice d’itkration principale et B celle d’itkration d’erreur, 
la finesse des majorations obtenues se d&grade au cows de l’itkration 
d’erreur. En signalant ce fait numkrique, J. Schroeder propose d’ailleurs 
de rkenclancher B intervalles rkgulik-s une nouvelle itkration d’erreur: 
ce qui permet de suivre beaucoup plus finement la dkroissance de l’erreur 
qu’en poursuivant la mbne itbation d’erreur. Le fait de pouvoir, comme 
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nous l’avons indiquk, obtenir des majorations d’erreur d n’importe quel 
rang fixt 2 priori de l’ithation @i&pale rend cette dernihre technique 
numkique particuli&ement simple. 
TABLE IV: 
1 = k = 40, (Grille L 1600 points) 
Majoration 
Obtenue 
P(G) 
Norme 
vectorielle r, = 100 
Iteration Ligne de l’erreur (fixt 
No. No. max et min a priori) 
_ 
26 0,438s 0,8127 
100 
1 0.0201 0,0486 min 
160 
220 
24 0,3024 
1 0,0173 
22 0,2107 
1 0.0139 
0,679s 
0,044s min *Il. recherche par une iteration 
0,572O max 
preliminaire n’a pu &tre obtenu au 
bout de 8 minutes de calcul 
0.0403 min 
(pro- 
gramme ALGOL sur IBM 7044). 
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