Dodgson polynomials appear in Schwinger parametric Feynman integrals and are closely related to the well known Kirchhoff (or first Symanzik) polynomial. In this article a new combinatorial interpretation and a generalisation of Dodgson polynomials are provided. This leads to two new identities that relate large sums of products of Dodgson polynomials to a much simpler expression involving powers of the Kirchhoff polynomial. These identities can be applied to the parametric integrand for quantum electrodynamics, simplifying it significantly. This is worked out here in detail on the example of superficially renormalised photon propagator Feynman graphs, but works much more generally.
Introduction

Background
Perturbative quantum field theory is the standard framework used by particle physicists to predict and explain high-energy experiments, e.g. at modern colliders like the LHC. This necessitates the computation of a large number of complicated integrals. These Feynman integrals grow quickly in number and complexity, so on the one hand one wants to find methods to compute them as efficiently as possible, and on the other hand one looks for hidden structures that reduce the amount of necessary computations.
To that end, the Schwinger parametric representation of Feynman integrals has proved to be very useful in recent years. It was already known in the early days of quantum field theory [3, 4, 23, [28] [29] [30] 35] , but fell somewhat out of favour, since it was not as suitable for direct integration as other versions of Feynman integrals. This problem was rectified when, building on the connections to algebraic geometry found in [7] , an algorithm for the systematic integration of parametric Feynman integrals was developed [11, 12] and subsequently implemented in computer algebra [31] .
The renewed interest in parametric Feynman integrals has already yielded many interesting results [6, 8, 13-16, 26, 27] . However, those have all been confined to scalar quantum field theories. In that case the (unrenormalised) integral is simply of the form
where Γ is a Feynman graph and Ψ Γ , Φ Γ are two homogenous polynomials that will be discussed extensively below. In gauge theories this becomes much more complicated and until recently the integrand could only be expressed in terms of complicated derivatives of the scalar integrand [18, 27] . For quantum electrodynamics the combinatorics of these derivatives have been analysed in [20] and it was found that they can be expressed explicitly in terms of graph polynomials similar to Ψ Γ and Φ Γ . The other complication of QED, the tensor structure consisting of products of Dirac matrices, was dealt with in [21] . Combining these results yields an (unrenormalised, massless) parametric Feynman integral for QED that is of the form
where each I
Γ is essentially (cf. eq. (42) and sec. 4) just a sum over certain subsets of chord diagrams D,
where X D is a product of the polynomials from [20] andc(D) is an integer determined by the combinatorial properties of D. In our main results, theorems 3.1 and 3.8, we prove that the sums in I
Γ and I (1) Γ are equal to a simpler sum of the form
where Z k Γ l is defined in sec. 2.3. This leads to cancellations of Kirchhoff polynomials Ψ Γ in eq. (2) , significantly simplifying the integrand. On the concrete example of a massless photon propagator graph in Feynman gauge we show that the cases of k = 0, 1 suffice to express the superficially renormalised integral with a simple entirely scalar integrand.
Generalisations and extensions.
The results of this article are not just applicable to this rather specific photon propagator. In a general gauge one gets another sum and our results apply to each summand (see eq. (126)). The same holds for the inclusion of masses, if one assumes quite reasonably that all fermion masses are identical. The parametric renormalisation of massive integrals is much more cumbersome than the simple renormalisation procedure that we employ in section 4.1, but in principle not a problem [13] .
For a fermion propagator and a vertex with one external momentum set to zero the differences are basically just a few different factors in the computations of section 4.1 (e.g. the fermion propagator would be proportional to / q rather than q 2 q µν − q µ q ν ). The step to the full vertex function is more complicated and needs more attention in future work. Much of this article and especially section 3.2 is based on the assumption that the polynomial Φ Γ factorises into q 2 ϕ Γ with a q-independent ϕ Γ . It will need to be seen how much the results have to be modified if one has instead a polynomial Φ Γ = q 2 1 ϕ Γ,1 + q 2 2 ϕ Γ,2 + (q 1 + q 2 ) 2 ϕ Γ, 3 . Finally, in order to include subdivergences one also needs to understand the higher order terms I (k) Γ with k ≥ 2. In eq. (4) we already suggest what this should look like, although it is not yet entirely clear how the Z k Γ l have to be defined for k ≥ 2.
Graph polynomials
A graph G is an ordered pair (V G , E G ) of the set of vertices V G = {v 1 , . . . , v |V G | } and the set of edges E G = {e 1 , . . . , e |E G | }, together with a map ∂ : E G → V G × V G . We assume that G is connected and assign to each edge e ∈ E G a direction by specifying an ordered pair ∂(e) = (∂ − (e), ∂ + (e)), where the vertex ∂ − (e) ∈ V G is called start or initial vertex while ∂ + (e) ∈ V G is called target or final vertex. In a common abuse of notation subgraphs g ⊆ G are identified with their edge set E g ⊆ E G . In the rare cases in which the edge set does not uniquely identify the subgraph, i.e. when g contains isolated vertices without incident edges, it will be mentioned explicitly. The number of independent cycles (loops, in physics nomenclature) is denoted h 1 (G), which is the first Betti number of the graph.
Graph polynomials are polynomial valued invariants of a graph. The polynomials that we are interested in all have in common that their variables are the Schwinger parameters α = (α e ) e∈E G assigned to the edges of a graph (which distinguishes them from other famous graph polynomials like the Tutte polynomial [36, 37] and its various specialisations like the chromatic polynomial [5, 38] ). In the following we briefly introduce and review some properties of six such graph polynomials that appear in Feynman integrals.
Kirchhoff and Symanzik
A tree T is a graph that is connected and simply connected, i.e. it has no cycles. A disjoint union of trees F = k i=1 T i is called a k-forest, such that a tree is a 1-forest. If all vertices of G are contained in such a subgraph T or F , then it is called a spanning tree or spanning forest of G and we denote with T
[k]
G the set of all such spanning k-forests.
The Kirchhoff polynomial, which is especially in the physics literature also often called the first Symanzik polynomial, is then defined as
It has been known for a very long time and was first introduced by Kirchhoff in his study of electrical circuits [24] . In the 1950s it was then rediscovered in quantum field theory [35] . We will often make use of the abbreviation
for any edge subset S ⊂ E G , such that Ψ G = T α E G \T . The Kirchhoff polynomial is homogeneous of degree h 1 (G) in α and linear in each α e . Moreover, it also satisfies the famous contraction-deletion relation 1
This means in particular that Ψ G//e = Ψ G | αe=0 and Ψ G\e = ∂ e Ψ G , where ∂ e denotes the partial derivative w.r.t. α e . The definition of the Kirchhoff polynomial is commonly generalised to disjoint unions of graphs G = i G i (i.e. graphs with multiple connected components) via
Note that due to this definition one needs to exclude bridges from the contraction-deletion relation, since ∂ e Ψ G = 0 for any bridge e, whereas this definition gives Ψ G\e as the product of the polynomials of its two connected components.
Many properties of graphs can be captured by matrices and we discuss here some of the well known relations between graphs, matrices and the Kirchhoff polynomial. The incidence matrix I is an |E G | × |V G | matrix whose entries are defined as
if e is not incident to v.
The Laplacian matrix L is defined as the difference of the degree and adjacency matrices of a graph. Since we will not need either of those two going forward we instead use a well known identity to define the Laplacian as the product of the incidence matrix and its transpose,
Instead of the full matrices we will actually always need the smaller matrices in which one column (of I) or one column and one row (of L) corresponding to an arbitrarily chosen vertex v 0 of G are deleted. From now on we use I and L for these |E G | × |V G | − 1 and 
Note that here we have the inverse A −1 , with entries A
We call the matrix in that determinant the weighted reduced Laplacian and denote it withL = I T A −1 I . Often I and A are arranged in a block matrix
This is called the expanded Laplacian or graph matrix of G [7, 12] , and with the block matrix determinant identity
one sees that 
where one sums over spanning 2-forests. The function s is the square of the momentum flow between the two trees, i.e. the sum of all external momenta entering either tree (which is the same for both trees due to momentum conservation). If, as in fig. 1 for example, there are only two (non-zero) external momenta, such that q 1 = −q 2 ≡ q by momentum conservation, then the second Symanzik polynomial factorises and we write
We focus on this case for this article. Note that ϕ Γ is also a Kirchhoff polynomial, namely that of the graph Γ • , which results from adding the external edge between the two external vertices and then contracting it. The second Symanzik polynomial can also be expressed in terms of matrices. When deriving parametric Feynman integrals it appears in the form of the inverse LaplacianL multiplied from both sides with vectors collecting all external momenta. Using cofactors to invert the matrix and expanding the matrix products as sums this yields
where V Γ = V Γ \ {v 0 } is the set of all vertices except the one whose row and column was removed from all matrices to get their reduced versions. 
Expanding the polynomial one sees that
, where G is the wheel from example 1.2.
Bonds and cycles
A bond B ⊂ G is a minimal subgraph G such that G \ B has exactly two connected components. A simple cycle C ⊂ G is a subgraph of G that is 2-regular, i.e. all vertices have exactly two edges incident to it, and it has only one connected component. The sets of bonds and simple cycles of a graph G are denoted B G and C [1] G . In [20] two polynomials based on these types of subgraphs were defined and it was shown that they can be used to express the Schwinger parametric integrand in quantum electrodynamics without derivatives. The basic bond polynomial and cycle polynomial are
where ξ = (ξ 1 , . . . , ξ |E G | ) are formal parameters assigned to each edge (later interpreted as auxiliary momenta, i.e. euclidean 4-vectors), and o B (e), o C (e) ∈ {0, ±1} are the signs of the relative orientations of e w.r.t. some arbitrarily chosen orientation of the bond or cycle. Note that this choice does not influence the sign of the polynomials, since these orientations only appear within the square. Below we will abbreviate products of such signs
Via eq. (8) -the Kirchhoff polynomial definition for disconnected graphs -these definitions extend to disconnected G as well. For Feynman graphs the bond polynomial is closely related to the second Symanzik polynomial. In fact, Φ Γ (α, q) is simply the evaluation of β Γ (α, ξ), where one sends ξ e → q for each e in some arbitrary path between the external vertices and all others to 0 (and if there are n > 2 external vertices, then one does this for n − 1 pairs of external vertices to get the correct linear combinations ξ e → ±q i ).
From these two polynomials we derive two families of polynomials that we will from now on mostly mean when speaking of cycle or bond polynomials:
Cycle and bond polynomials inherit many useful properties from the Kirchhoff polynomial. They are clearly still linear in each α e and homogenous of degree
. They also satisfy the contraction-deletion relations and the following three useful identities (proposition 2.8 and lemmata 2.9, 2.10, 2.11 in [20] ):
We also need the polynomial
More specifically, we need its evaluation ξ → q for the case of a single external momentum,
which factorises similarly to the second Symanzik polynomial in eq. (17).
Dodgson and spanning forests
In eq. (14) we have seen that the Kirchhoff polynomial can be written as the determinant of the graph matrix M . Motivated by this one considers minors of the graph matrix, i.e. determinants
where the edge subsets I, J ⊂ E G with |I| = |J| in the subscript and superscript denote deletion of all rows and columns indexed by edges in the respective set. In general one often uses a third index set K for Ψ I,J G,K and sets α e = 0 for all e ∈ K, but here we always have
G is only well-defined up to an overall sign since a different ordering of the rows and columns in the graph matrix may change the sign of the determinant. This will be discussed further below, but for now we just fix one such ordering.
The Ψ
I,J
G are called Dodgson polynomials and appeared already in [7] . They were first named and systematically studied by Francis Brown in [12] . In the following we discuss some notable properties.
Passing to a minor. For all
which justifies our setting K = ∅.
Determinant identities. Let adj(M )[I, J]
be the restriction of the adjugate matrix of M to rows and columns indexed by I and J. Based on the Desnanot-Jacobi identity [19] det
for determinants one finds identities of the type
This case (|I| = 2 = |J|) is also called Dodgson identity 2 and its generalisations are the crucial tool that we will work with below.
Combinatoric interpretation. In the case of I ∩ J = ∅ = K the combinatoric interpretation for Dodgson polynomials given by Brown in [12, Prop. 23] simplifies to
where the sum is over edge subsets T that are simultaneously spanning trees of (G \ I)/ /J and (G \ J)/ /I. A criterion for two monomials in this sum to have the same or opposite signs is given in [16, Corollary 17] . Moreover, if I and J do intersect, then
if G \ (I ∩ J) is still connected and zero otherwise. In particular, Ψ
Finally, the last well-known graph polynomial that we will need is the spanning forest polynomial [16, Def. 9 ]
where P = P 1 , . . . , P k is a partition of vertices of G and T
[k]
P is the subset of spanning k-forests which have the vertices of P i contained in the tree T i .
Being a sum over spanning forests and denoted by the same letter it is no surprise to find that these polynomials are closely related to the second Symanzik polynomial. Consider the matrix expression for Φ Γ from eq. (18) . The coefficients of a product q v 1 · q v 2 of external momenta are precisely the spanning forest polynomials Φ
Note that Φ {v 0 },{v 1 ,v 2 } G = 0 if either of the two vertices v 1 , v 2 is equal to v 0 . Hence, in this expression we can just sum over the entire vertex set and do not need to write V Γ .
Chord diagrams
Aside from Feynman graphs we need another very special kind of graph -chord diagrams. They can be used to model the contraction and traces of Dirac matrices, which is why they appear in QED Feynman integrals. For proofs and a more in-depth discussion we refer to [21] .
Classically, chord diagrams consist of a cycle on 2n vertices (the base) and k ≤ n additional edges that pairwise connect 2k of the vertices of that cycle (the chords), but here we need a slightly more general definition that allows for multiple base cycles. We denote with D n k the set of all chord diagrams 3 with the respective number and size of base cycles and chords, determined by the -tuple n = (n 1 , . . . , n ) ∈ N + and 1 ≤ k ≤ N . D and we will often call them the "free vertices" of D.
Colours
In addition to the distinction between base edges and chords we will need to introduce more properties to differentiate between certain types of edge subsets. This is achieved via colouring. For some finite set K a map κ : E G → K is called an edge k-colouring if for every vertex v of G all edges incident to it are assigned different colours, i.e. if κ is injective in the neighbourhood of v. Chord diagrams D admit an edge 3-coloring κ : E D → {0, 1, 2} that assigns two alternating colours 1 and 2 to the edges of the base cycles and the third colour 0 to all chords. There are 2 possibilities of such a colouring corresponding to the exchange of colours 1 and 2 in some base cycles, so from now on we fix one such choice in all diagrams. In drawings we visualise the colours with different line types: 
We leave it as an exercise for the reader to draw the bicoloured subsets of D 2 , count the cycles, and confirm that also 
where
).
Chord diagrams and Feynman graphs
In this section we establish the connection between Feynman graphs (and integrals) and chord diagrams. For concreteness we focus on the case of photon propagator graphs with a single fermion cycle, in Feynman gauge, and we ignore subdivergences.
The Feynman rules for a fermion cycle yield a trace
where the matrices γ µ i correspond to fermion edges (i odd) and vertices (i even), and 
For k = 0 this trace is simply (−2) 1+2h 1 +c(D) [21, Theorem 3.9] . Similar results also hold if there are uncontracted matrices left, and for contractions between products of multiple traces. Since there is only a single external momentum q all matrices not contracted with metric tensors are contracted to / q = q ρ γ ρ , and with / q / q = q 2 one finds that one always just has an integer multiple of a power of q 2 . Applying this to the parametric integrand for QED Feynman integrals from [20] , which we will do in more detail in section 4, yields sums of the form
which we will be able to rewrite with the two main theorems of this article.
Dodgson polynomials revisited
In order to prove the polynomial identities of section 3 we will need a variant of the Dodgson polynomials that is in some sense a reinterpretation (in section 2.1) but also a generalisation (in section 2.2). This then allows us to define what we call partition polynomials in section 2.3.
Dodgson cycle polynomials
The relation χ
suggests a possible connection between cycle and Dodgson polynomials, and indeed we find Proposition 2.1.
Proof. For i = j the proof is done and for i = j we use the combinatoric interpretation from eq. (35),
A sum over spanning trees can be decomposed into a double sum over paths P ⊂ G \ i and spanning trees of the corresponding graph (G \ i)/ /P where all paths are between endpoints ∂ + (i) and ∂ − (i) and contain the edge j. Then adding i to each path completes it into a simple cycle C P = P ∪ {i} ∈ C [1] G that contains both i and j, and the corresponding monomials of χ 
G differ if and only if C 1 ∪ C 2 is -up to contraction of longer paths to single edges -isomorphic to K 4 :
Comparing this with the discussion of signs in Dodgson polynomials in section 2 of [16] , one finds that the endpoints of i are precisely the transposed vertices given in [16, corollary 17] as a criterion for opposite signs. Therefore all partial polynomials have the correct relative signs and only the overall sign ambiguity of Dodgson polynomials remains, concluding the proof.
It should be noted that the sign ambiguity of the Dodgson polynomials is of course not entirely absent from the cycle polynomials -the choice one has to make is simply moved from the order of rows and columns in a matrix to the orientations of edges in G. Since we always considered our graphs together with some such fixed choice from the very beginning it does not appear in the combinatorial definition of the cycle polynomials. Moreover, in the context of Feynman integrals we can even have a physical motivation for certain orientations, e.g. aligning all fermion edge orientations with fermion flow.
We can use this to fix the choice of the graph matrix such that the signs of χ 
Definition 2.2. Let G be a connected graph and χ (i|j)
G for all i, j ∈ E G the cycle polynomial as defined in eq. (25) . Then define an alphabet A = {a i | i ∈ E G } in which each letter is associated to an edge of G and consider two words u, v over this alphabet with |u| = k = |v|. The Dodgson cycle polynomial is then defined as χ
In this we simply recursively define χ
for words of length k by repeatedly using the Dodgson identity eq. (34) or its generalisations derived from eq. (33). For k = 2, 3 one has
Note that this also permits an expansion (essentially the cofactor expansion of the determinant) that yields, e.g. for k = 3 ,
which will be very useful later on.
Defining the polynomials like this imposes an ordering on the indices instead of using unordered sets I, J. This yields a symmetry χ
G for all permutations of letters in the words, which we will be able to exploit for our purposes below. Moreover, note that χ 
Vertex-indexed Dodgson polynomials
We just modified the Dodgson polynomial in a way that allows us to control their signs by relating them to another polynomial also indexed by edge subsets of the underlying graph. However, the graph matrix is an E G + V G − 1 square matrix that also has rows corresponding to vertices of the graph. It is therefore quite natural to extend the definition of the Dodgson polynomials to include deletion of rows and columns labelled by vertices. Since the determinant identity eq. (33) holds generally, irrespective of which columns or rows are deleted, the polynomials given by such minors still satisfy the Dodgson identity. Moreover, we have already seen the fixed-sign versions of these types of Dodgson polynomials that we can use analogously to the cycle polynomials in the previous section. Remember the spanning forest polynomials used to rewrite the second Symanzik polynomial in eq. (38) . Using again the block matrix identity from eq. (13) we can write
The ambiguous sign of the determinant is precisely cancelled by the factor (−1)
is indeed a fixed-sign version of the Dodgson polynomial Ψ
. Hence, we reuse our previous notation to define
now with words (over an extended alphabet that includes vertices) indexing it, as in the previous case of cycle Dodgson polynomials. In this notation the Dodgson identity again takes the form
and generalisations are analogous to eq. (45). Note that, where edge indices lower the degree of the polynomial, such that deg(χ 
, such that the polynomial with two-letter words on the r.h.s. has to have degree h 1 + 2. Another property we get by courtesy of the spanning forest polynomial is that
In other words, equal indices correspond to identification of that vertex with v 0 in the graph, analogous to the edge-indexed case χ
the vertex v 0 whose row and column are initially deleted from the graph matrix is explicit. We will see below that it is actually useful to consider Dodgson polynomials coming from different such choices. Hence, from now we will use the subscript χ 
Partition polynomials
With these new variants of the Dodgson polynomials we can define another new polynomial that bridges the gap between Feynman graphs and the chord diagrams associated to them.
For this purpose, we briefly return to the case of Dodgson polynomials only indexed by edge subsets of the underlying graph, not vertices.
Let Γ be a suitable Feynman graph such that D 0 Γ ≡ D ∈ D n 0 with n ∈ N and label all its vertices with the graph's fermion edges, i.e. letters from an alphabet A = {a i |i ∈ E (f ) Γ }. Consider all pairs of monomial words (u, v) of length |u| = N = |v| over this alphabet such that uv contains each letter exactly once. Then the symmetries
induce an equivalence relation on these words via
or equivalently
Let P denote the corresponding set of equivalence classes of pairs (u, v) that satisfy the above mentioned properties. For the two coloured subsets of base edges E 1 D and E 2 D define the corresponding subsets P i ⊂ P by imposing an additional constraint: For all edges (u, v) ∈ E i D we demand that the two corresponding letters do not appear in the same word, i.e. a u ∈ u and a v ∈ v or vice versa. The full set of equivalence classes is then the union P = P 1 ∪ P 2 . Moreover, in most cases the P i intersect only in exactly one element, which, assuming the vertices of D are labelled consecutively within each base cycle, is the class of pairs that contain all letters labelled with odd numbers in one word and those labelled with even numbers in the other. The only exception occurs if D has one or more base cycles of size 1. Then there is a base edge of either colour between the same two vertices, leading to some redundancy. In particular, P 1 = P 2 if n = (1, . . . , 1).
Finally, we need to fix one distinguished representative of each class with respect to which we consider permutations. Assuming some arbitrary ordering of i-coloured base edges
D each equivalence class contains exactly one element that we notate (u id , v id ) such that a u j and a v j are the j-th letters of u id and v id , or vice versa. For any other ordering of base edges the designated element would be related to (u id , v id ) by the same permutation in both words, such that the choice of ordering on E i D does not matter.
For all (u, v) ∈ P and partitions of i-coloured base edges
be the set of vertices in the part E j and consider the restriction
of (u, v) to the alphabet corresponding to these vertices. In each (u j , v j ) all letters not associated to this part of the partition are removed but, critically, the order of the remaining letters is preserved. Then
The concatenations u 1 · · · u |E| and v 1 · · · v |E| are then permutations of u and v (which are themselves permutations of the words u id , v id of their equivalence class) and we define
where σ, σ ∈ S N are the permutations with σ(
With this we are now ready to insert these types of words into certain combinations of Dodgson polynomials, which we will call partition polynomials.
Definition 2.4. Let Γ be a QED Feynman graph with the associated chord diagram
Then we define the partition polynomial of Γ to be
Note that using partitions P(E 2 D ) in the first and words (u, v) ∈ P 1 in the second sum yields the exact same polynomial. This symmetry is not quite obvious from this definition but will become so in the proof of theorem 3.1 below. However, the separate polynomials Z 0 Γ l do differ considerably depending on whether one sums over P(E 1 D ) and P 2 or P(E 2 D ) and P 1 . Hence, when discussing these polynomials specifically, one should make clear which one is chosen. We reiterate that the sum Z 0 Γ is independent of this choice, which only reflects two different possible decompositions.
Based on this definition we can introduce a similar polynomial that incorporates vertexindexing in Dodgson polynomials. For the purposes of this article it suffices to stick to a very specific vertex indexing, but it should certainly be possible to extend this to include any type of Dodgson polynomial. 
Then we define the first order partition polynomial of Γ to be 
should contain something like a sum over all choices of k word pairs in λ E (u, v) to which the letter y is added. Then the factor 1 in Z 0 Γ l corresponds to a sum over the unique choice of no element at all and the sum in Z 1 Γ l is the sum over choices of exactly one word pair. If this is in fact a correct (i.e. useful) generalised definition shall be studied in future work. For now we will concentrate on the cases of order 0 and 1.
Polynomial identities
The statement of our two main theorems is now that the two partition polynomials Z 0 Γ and Z 1 Γ are in fact equal to the sums of chord diagrams, with products of cycle polynomials in each summand, that appear in the parametric integrand of QED.
The first summation theorem
Theorem 3.1.
In order to prove this we first need some auxiliary results. First we attempt to study the summation by essentially working backwards and looking at sums χ 
Proof. Quick computations show that the claim holds for all n with N = n i = 1, 2, and even N = 3 is only mildly tedious, as shown below in example 3.3. We now reduce the l.h.s. of eq. (68) to a sum over expressions corresponding to N − 1, in order to prove by induction. Consider a word pair (x 11 · · · x 1N , x 21 · · · x 2N ) with all x ij ∈ A. Assuming this word is a representative (u id , v id ) ∈ P j , each pair (x 1k , x 2k ) of k-th letters corresponds to a base edge of 
Moving the letter x 1k in the last line guarantees that the letter pairs (x 1l , x 2l ), with l = 1, k, are still paired up in the expansion. In fact, the word pairs
are the representatives (u id , v id ) of an equivalence class of word pairs associated to the diagram
where D is D 0 together with the chord corresponding to the letter pair (x 11 , x 2k ). The sum over all equivalence classes in P j can be realised by summing word pairs of the form
over all N -tuples in T = {t ∈ {0, 1} N | t 1 = 0}. One finds
Now we want to translate this back to vertices of a chord diagram. Let u, v ∈ V D 0 such that
. Note that, by definition of P j , such u, v always exist. Then eq. (72) becomes
where P 
Now one can simply check each summand by counting the cycles of the corresponding chord diagram, while keeping in mind that only the bicoloured cycles with chords and j-coloured
the subset of complete chord diagrams with base cycles given by n (and vertices labelled by edges of Γ) that is restricted by demanding that all chords of a diagram can only connect vertices that lie within the same part of E.
Proof. Consider again the word pair (x 11 · · · x 1N , x 21 · · · x 2N ). The letter pairs (x 1i , x 2i ) correspond to 2-coloured base edges, so the 1-coloured base edges correspond to pairs (x 1(i+1) , x 2i ) for i = n 1 , n 1 + n 2 , . . . , N as well as (x 11 , x 2n 1 ), (x 1(n 1 +1) , x 2(n 1 +n 2 ) ) etc. due to cyclicity in each base cycle. With this we can represent the partitions of 
summed over all N -tuples in T = {t ∈ {0, 1} N | t 1 = 0}. The map λ E restricts which tuples are permitted in the sum and describes how the remaining word pairs have to be split up. The only word pair that always yields a nonempty set under λ E is that of t = (0, . . . , 0) where one finds
with the cyclic identification x 1(N +1) = x 11 understood. By construction both words in each pair have the same length, l 1 and l 2 respectively. Moreover, we can note that regardless of the specific partition the same permutation applied to both words of the concatenated pair
Next we need to study what happens for different word pairs, i.e. if the letter pairs (x 1r , x 2r ) are exchanged for all r in another subset R ⊂ {2, . . . N }. If r and r − 1 are both in I or both in J then the swap of x 1r and x 2r results in word pairs that still have equal length words since x 1r is contained in the same word pair as x 2r . If r and r − 1 are not in the same part then we find that exchange of any single letter pair (x 1r , x 2r ) will lead to words of different lengths in each pair such that the term does not contribute. Hence, each exchange of a letter pair (x 1r , x 2r ) with r ∈ I and r − 1 / ∈ I will require another exchange of (x 1s , x 2s ) with a suitable s ∈ J to compensate and return word pairs with non-vanishing contribution. Here we need to start distinguishing between different types of partitions.
First, let I and J be sets of consecutive numbers (counting N and 1 as such). Then there are only two r ∈ {1, . . . , N } such that r and r − 1 are in different parts. Since only word pairs in which either both or neither are exchanged contribute one finds that exactly half of all word pairs in P 2 yield non-empty sets of pairs under λ E . Then the sum
contains 2 N −2 terms that decompose into two factors with 2 l 1 −1 and 2 l 2 −1 terms corresponding to the two parts. Permutations with signum (−1) l 1 −1 and (−1) l 2 −1 can be used (analogous to the discussion of the sign above) to align the original letter pairs (corresponding to 2-coloured base edges) in each word pair. Then each such factor can be rewritten with lemma 3.2, where one interprets it as arising from a certain smaller chord diagram base cycle. That cycle, say for the part I, results from contraction of the path that consists all 1-coloured base edges represented by the integers in J as well as the 2-coloured base edges in between these (consecutive) 1-coloured edges to a single 2-coloured base edge. Any pair of diagrams built on these smaller base cycles corresponds to a larger diagram with the original base cycle that one finds by simply cutting the contracted 2-coloured base edge in each diagram and gluing them together. The number of 2-coloured cycles is almost additive but the cutting removes one cycle in each diagram and restores only one when gluing them together. Hence,
This straightforwardly extends to partitions with any number of parts, as long as each consists of consecutive base edges, and one finds
where l 1 , . . . , l |E| with l 1 + . . . + ł |E| = N are the cardinalities of each part. This even extends further to partitions like {{1}, {3}, {2, 4}} where the part {2, 4} does not contain consecutive base edges initially but 2 and 4 become consecutive after factoring out the terms (contracting the base edges) corresponding to 1 and 3.
Next we look at the exact opposite case, i.e. we assume that I and J do not contain any consecutive numbers at all. Note that then both parts need to have the same cardinality |I| = |J| = N/2 and N has to be even. The contributing word pairs can be found by considering all possible choices of k ≤ N/2 − 1 index swaps out of the set that contains 1 (which is kept fixed) together with all possible choices of the same number of indices from the other set (in which all N/2 elements are permitted). The number of such exchanges can be counted with Vandermonde's identity to be
The sum containing these terms does not factorise, but we can reduce it to a sum of expressions corresponding to N − 1, allowing for proof by induction. Choose one of the two parts and expand the corresponding factor of each summand analogously to eq. (69). By construction the first term on the r.h.s. cannot exist in these expansions, since x 11 and x 21 belong to different word pairs. The sum contains fewer terms but the principle is the same: Suitable permutation within the remaining word pair allows us to interpret it as associated to a diagram that in turn resulted from addition of a chord corresponding to the removed letter pair. Hence, we only pick up an overall factor of −Ψ Γ and can collect coefficients of each Dodgson polynomial χ (x 1r |x 2s ) Γ
. By simply counting how often a given letter pair is or is not involved in an exchange one finds that one can collect terms into groups of
which is exactly twice the number of possible exchanges we would have for N − 2. The coefficient of each χ (x 1r |x 2s ) Γ corresponds to the sum in eq. (76) but for a smaller diagram with N = N − 1 and a corresponding smaller partition. For the small cases of N = 2 and N = 4 the reduction already yields factorising expressions (see example 3.5). For larger N that is generally not the case and since N − 1 is odd it also cannot belong to the case we discussed here. Instead, what happens is a partial factorisation that allows us to collect the 2, 6, 20, . . . terms into 1, 3, 10, . . . pairs which correspond to a non-factorising partition with a total cardinality of N − 2. The corresponding partition consists of one part in which all elements are still non-consecutive and one part that contains only exactly one pair of consecutive numbers. Then the reduction process goes through for any such partition with mixed consecutive and non-consecutive base edges, even for more than two parts. If there are k pairs of consecutive base edges in one part then this simply yields 2 k−1 terms which correspond to a subset of the possible word pairs resulting from some smaller diagram -but it is not the full subset needed for the factorisation seen above.
Finally, all of this goes through for any number of base cycles without much change. The only difference is in which base edges are viewed as consecutive. For example, for a diagram with two base cycles of size n 1 and n 2 with n 1 + n 2 = N one has (1, n 1 ) and (n 1 + 1, N ) as consecutive pairs, but neither (1, N ) nor (n 1 , n 1 + 1).
Example 3.5. Consider an empty chord diagram D ∈ D 4
0 on a single base cycle with 8 vertices labelled 1-8. Let 2 be the colour of the base edges (1, 2), (3, 4) , (5, 6) , (7, 8 ) and 1 the colour of (8, 1), (2, 3) , (4, 5) , (6, 7) . The non-factorising partition E = {{(8, 1), (4, 5)}, {(2, 3), (6, 7)} yields three terms that we can still simply expand explicitly:
With a quick drawing one can now check that the chord diagrams corresponding to these terms are as expected and that the number of cycles is indeed correct. Finally, expanding only one of the two polynomials in each summand leads to the reduction from the proof of lemma 3.4:
The final ingredient for the proof of this chapter's main theorem is an identity allowing summation of Stirling numbers of the second kind S(k, l). They count the ways to partition a set of k elements into l non-empty sets. To prove it we need a certain identity relating Stirling numbers and the classical polylogarithm. While the literature contains a number of well known identities that do so, they are all either similar but not obviously equivalent to the one we need, or appear without proof. Moreover, the commonly cited references (e.g. [2, 25, 34] , among many others) all appear to cite each other or unavailable older literature, so it may actually be somewhat elucidating to derive everything we need ourselves.
Proposition 3.6. Let
be the classical polylogarithm and S(k, l) be the Stirling number of the second kind. Then
Proof. For k = 2 the r.h.s. is 1
Now proceed by induction
and use partial fraction decomposition to find
In the sum one now has a telescopic cancellation involving the second terms of eqs. (86) and (87). The only remaining terms are
as well as the first part of the r.h.s. of eq. (87) summed up to l = k − 1, such that overall
Lemma 3.7. Let S(k, l) be the Stirling number of the second kind. Then
Proof. For k = 1 the claim is checked directly. For k ≥ 2 we use the identity derived for the polylogarithm in proposition 3.6 and note that a change of the argument allows us to write
Computing the derivative one finds
The sum already contains c 2 2 (D), the number of 2-coloured cycles. Regarding cycles of the other colour we can make the following observation: In each diagram with c 1 2 (D) ≤ N the 1-coloured cycles can themselves be interpreted as a partition of E 1 D in which each part is given by the base edges connected to each other by chords. The diagrams in D| 0 E can only have chords connecting base edges within the same part of E, so each part in the partition given by the 1-coloured cycles has to be a subset of a part of E. Counting the number of ways of partitioning the c 1 2 (D) cycles of a given diagram into partitions with |E| parts (i.e. counting the number of partitions E with a certain number of parts such that D| 0 E contains the given diagram D) one finds precisely the Stirling numbers of the second kind S(c 1 2 (D), |E|). Using this, we can exchange summation over diagrams and partitions and find
Now lemma 3.7 is applied to evaluate the sum to (−2) c 1 2 (D) , which finishes the proof.
The second summation theorem
Now that Z 0 Γ is well understood we can proceed to the more complicated Z 1 Γ . Contrary to Z 0 Γ they contain not only the cycle polynomials, but also x e Γ , which we had defined in eq. (30) . We begin by analysing these polynomials and in particular their products a bit further. Building on this we will then find that the summation theorem from the previous section can be generalised rather straightforwardly to the following result. Theorem 3.8.
The polynomial x w
Γ
The first step to prove this theorem is getting a better understanding of the polynomials x w Γ and their products. We begin with some general observations about their connections to bond and spanning forest polynomials and then state the precise result that we will need in lemma 3.9 below.
Analogous to eq. (38) we can also write the bond polynomial as
where the momenta q v i are replaced with ϑ v i = e I ev i ξ e . With the definition of X e,µ G as derivative of the bond polynomial w.r.t. ξ µ e (see eq. (29)) one finds
Then we move to the physical case, i.e. a Feynman graph Γ in which we evaluate the formal parameters ξ e to physical momenta. For each edge there are only two vertices, namely u 1 , u 2 with ∂(e) = (u 1 , u 2 ), such that I eu i = 0, and I eu 1 = −I eu 2 for this pair. Hence, the polynomial reduces to X e,µ
Accounting for cancellations between spanning forests (i.e. their corresponding monomials) that appear in both polynomials, the difference can be written as
If we now specialise to the case of only two external vertices v 1 , v 2 (or at least only two with non-vanishing momenta), then this reduces further to
In order to explain the overall sign we emphasise again that e is directed from ∂ − (e) = u 1 to ∂ + (e) = u 2 , and that we chose
By the same principle as eq. (97) we can explicitly remove terms that would cancel between these four summands:
This is now explicitly independent of the arbitrarily chosen vertex v 0 . We can re-expand eq. (99) by including terms cancelled between the two to get
This is now not only independent of the original arbitrary choice of v 0 but can actually be interpreted as Dodgson polynomials with respect to a graph matrix in which v 1 was removed:
Lemma 3.9. Let Γ be a QED Feynman graph with only two non-zero external momenta
Let furthermore e, f ∈ E Γ be any two edges of Γ. Then
Moreover, if e = f this simplifies to
which means that up to sign x e Γ = ±χ
Γ,u and the signs are such that
Proof. Let a, b, c, d ∈ V Γ be the not necessarily distinct endpoints of edges e and f , with directions ∂(e) = (a, b) and ∂(f ) = (c, d), and use letters a ≡ a a , b ≡ a b , etc. With eq. (101) the product is then
The coefficient of χ
Γ,u in the first summand is exactly the sum from eq. (99) with different labels, such that
The terms in the coefficient of Ψ Γ can be interpreted as
such that they add up to
just like eq. (106). After putting all of this together we have proved the first claim,
For the second claim we simply remember eq. (28),
for all e = f and divide by α e α f on both sides. For the final claim we return from the notation with Γ • to Dodgson polynomials. Then we have
and the nature of the x e Γ becomes obvious from a comparison with the Dodgson identity in eq. (34) or eq. (52).
The sum over D 1 Γ
Now that we know that the additional polynomials x e Γ are also just Dodgson polynomials it seems reasonable to think that the ideas used for the previous summation can also be used here. We find that this is indeed the case, but there are some complications that we need to consider first.
elements. They can be sorted into (2N −1)!! groups of N diagrams, each of which corresponds to a diagram D ∈ D 0 Γ and all N possible choices to remove one chord from it. Hence, a sum over D 1 Γ can be split into a double sum over D 0 Γ and chords of each diagram. The addition of the final chord always raises the total cycle number by one, by removing the tricoloured cycle to add one bicoloured cycle of each colour. With polynomials one has
Here and for the rest of this section we still assume that Γ has two external vertices, say
x, y ∈ V Γ , all Dodgson polynomials are with respect to the vertex x with the incoming momentum q x = q, i.e. χ
, and y is the letter associated to the other vertex with the outgoing momentum.
Define the set of diagrams D| 1 E ⊂ D 1 Γ restricted by a partition analogously to the previous case D| 0 E . Chords are only allowed between base edges belonging to the same part and the two free vertices are treated as if they had a chord between them. In other words, a diagram
Γ is in D| 1 E if and only if the corresponding diagram D ∈ D 0 Γ (resulting from addition of the missing chord) is in D| 0 E . The next lemma is the analogue of lemmata 3.2 and 3.4. Since the idea behind the proof is very similar we directly combine them into one. Lemma 3.10. Let E ∈ P(E 1 D ) be any partition of 1-coloured base edges. Then
Proof. Let w i = x i1 · · · x iN , i = 1, 2 be the two words from eq. (69) in the proof of lemma 3.2. Append the letter y to the front of both words and consider again the expansion
The term Ψ Γ χ
is precisely what was discussed in lemma 3.2 and
with i = 1 was the coefficient of χ
in its expansion. Hence, repeating the steps from that proof we immediately find the result for |E| = 1:
Replacing the Dodgson polynomials with x w Γ (see eq. (104)) flips the sign in front of the sum in eq. (114). Since it is a double sum we get a factor of 2. This, together with a −1 due to the factor +Ψ Γ on the l.h.s. raises the power of −2 toc(D). This can be interpreted as due to the additional tricoloured cycle that all diagrams D ∈ D 1 Γ have. Now we can simply repeat the arguments of lemma 3.4 to extend this to |E| > 1 to finish the proof. Inclusion of the factor
simply turns each summand into a sum of |E| terms where one of the factors in each of them is replaced with the Dodgson polynomials with appended letters y. Expanding that factor as above yields the term χ (y|y) Γ = Ψ Γ • in each summand, so we need −|E|Ψ Γ • to cancel it. The remaining terms can then be collected into groups of terms that either already factorise or can be reduced with the exact same arguments as in lemma 3.4.
An example
Before we move on to prove the main theorem we discuss an example to illustrate the previous lemma.
Consider a sum over word pairs (u id , v id ) ∈ P j as before, but add in each Dodgson polynomial an additional letter y representing a vertex. Due to this additional letter we constrain ourselves to an N = 2 example, namely n = (2). The word pairs are then (a 1 a 3 , a 2 a 4 ) and  (a 1 a 4 , a 2 a 3 ) , where we choose the colour j to be that of the edges (1, 2) and (3, 4) , and we expand the Dodgson polynomials as
Note that there are 9 distinct terms. Firstly, we have the 3 = (2N − 1)!! terms
2 ( D 0 Γ for some suitable Γ). Dividing by Ψ Γ one finds that this exactly agrees with the sum predicted in lemma 3.2 but with a factor χ (y|y) Γ . The other 6 = N (2N − 1)!! terms are
and correspond to diagrams D ∈ D 2 1 with one missing chord. Alternatively we can write this as
and we see that the factors are as predicted by lemma 3.10, specifically the |E| = 1 case in eq. (115).
We continue the example to a partition with two parts. Since we chose the colour of the word pairs to be that of (1, 2) and (3, 4) , the partition needs to be of the other edges, i.e.
The above results from the pairs λ E (a 1 a 3 , a 2 a 4 ) = {(a 1 , a 4 ), (a 3 , a 2 )}. Note that this also yields a sign sgn E (a 1 a 3 , a 2 a 4 ) = −1 in front of Ψ Γ on the l.h.s. since a 4 and a 2 are permuted when concatenating the two word pairs in λ E (a 1 a 3 , a 2 a 4 ) . The other word pair yields λ E (a 1 a 4 , a 2 a 3 ) = ∅, and thus no polynomial. We see that only two diagrams are in D| 1 E , since (1, 4) and (2, 3) are the only two possible chords that stay within one part of the partition E = {{(1, 4)}, {(2, 3)}}. For the other term note that the −2 does not come from the number of cycles but from |E| = 2 together with the signum.
Proof of Theorem 3.8. The partition polynomial definitions 2.4 and 2.5 together with lemma 3.10 directly yield
Now we have almost the same situation as in theorem 3.1, except for the summation over
We can again exploit the one-to-one correspondence between diagrams in D| 0 E and subsets of N diagrams in D| 1 E to be able to use the same argument as before. This correspondence carries over to the restricted sets and we can split the sum over D| 1 E into a sum over D| 0 E and the chords of each diagram (see also eq. (112)). We then have
is just a rewriting of the integrand as worked out in [20, eq. (72) ]. The sum over fermion edge subsets and pairings is interpreted in terms of chord diagrams whose vertices are labelled by fermion edges and the additional metric tensor adds a chord such that we indeed have sums
Γ etc. As all throughout this article we stay in the special case of photon propagator graphs, Feynman gauge, and quenched QED, which becomes manifest in the terms above as follows:
• A propagator graph has only two external vertices with a single external momentum q, such that one has the factorised polynomials q µw x w Γ .
• Because it is a photon propagator there is one closed fermion cycle, which leads to the trace of Dirac matrices. Since we have quenched QED there is only exactly one such cycle and therefore no product of traces.
• For a general gauge each I
Γ itself contains another sum
where the gauge parameter ε is such that Feynman gauge is ε → 0. Each I 
Contraction
Next we apply the contraction theorem [21, Theorem 3.9 ] to remove all Dirac matrices and metric tensors. We find
The final integer factor is computed as follows. There are a total of 2h 1 − k chords yielding (−2) 2h 1 −k , but the h 1 −k non-fixed chords added to D 0 Γ come with a factor 1/2. Free vertices, corresponding to Dirac matrices contracted with a momentum instead of a metric tensor yield powers of q 2 and there is one more factor of −2, due to the one base cycle of D Γ , whose sign is cancelled by the −1 from the Feynman rules for a fermion cycle. Altogether one finds
For the actual integrand we are interested in I
Γ , not its contraction with g µxµy , so we need to work out what the effect of this contraction is. To simplify notation, let µ and ν, without subscript, denote the space time indices of the external vertices, previously written µ x , µ y . For k = 0 there are no free vertices. In other words, the added chord between external vertices causes the contraction g µν g µν = 4 which is counteracted by a factor 2 −2 for all D ∈ D 0 Γ . Hence,
with theorem 3.1.
For k ≥ 1 the chord diagrams split into three disjoint subsets
The correction factor depends on the result of the Dirac matrix contraction without contraction of the external vertices. This, in turn, is characterised by sgn(x, y), the signum of the external vertices in the chord diagram (introduced in section 1.3.1):
Contracting the results on the r.h.s. with g µν one sees that the correction factor is a −2 with the exponent 1 + sgn(x, y) for all diagrams, including the k = 0 case, in which only +1 occurs. We can define partial chord diagram sums
based on these subsets. Then Z 0 Γ,+ = Z 0 Γ and Z 0 Γ,− = Z 0 Γ,0 = 0, and for k = 1 we have
with theorem 3.8. For k > 1 similar equalities should hold, assuming one defines the right k-th order partition polynomial, but, as we will see in the next section, for a superficially renormalised integral these two will suffice. With this notation the k-th summand now has become
and the full unrenormalised integrand is
Now this may seem somewhat problematic -we know the sum Z 1 Γ,+ + Z 1 Γ,0 + Z 1 Γ,− (and can presumably generalise that knowledge to k > 1). But what can we do about these combinations? As it turns out, we can exploit the transversality of the photon propagator to modify the integrand such that it only contains these types of sums, but first we want to renormalise it.
Renormalisation
We (superficially) renormalise this integrand in a BPHZ scheme following [13] . Consider a generic integral of the same form as our Feynman integral, namely
where X and all I k are rational functions in α i with overall degree (degree of numerator minus degree of denominator) 1 and k − n respectively. We can introduce an auxiliary variable t by inserting 1 =
where each λ i ∈ {0, 1} and at least one of them non-zero. Then scaling all Schwinger parameters by α i → tα i turns eq. (135) into
with
The Gamma function has poles at negative integers and zero, corresponding here to quadratic and logarithmic divergences for k = −1 and 0. They can be parametrised for further study by regularising the t-integration with an > 0:
We see that the divergent terms are isolated and a simple subtraction like
is already enough to cancel a logarithmic divergence. The quadratic divergence requires first an on-shell subtraction to remove the term ∼ −1 , then the usual subtraction for the remaining logarithmic divergence.
Note that, assuming convergence, the integral in eq. (136) can equivalently be written projectively 5
where Ω Γ = 
5 For a more thorough discussion of the bijection between R n + and (a certain subset of) projective space induced by the introduction of the delta function see [32, sec. 2.1.3] . Of note in particular is the fact that it is completely independent of the choice of the parameters λi, which is sometimes called "Cheng-Wu theorem".
For brevity we will use this notation from now on.
We can now apply this to the integrand. Simply counting the degrees of the various homogenous polynomials that appear in numerator and denominator one finds that the 0-th term is quadratically divergent, the next one logarithmically, and all others are convergent. Hence, the (superficially) renormalised integrand is 
At this point we can now impose transversality on the integrand to simplify it. For the photon propagator transversality simply means that the amplitude, the sum of all relevant Feynman integrals, is proportional to q 2 g µν − q µ q ν . This is manifestly not true for individual Feynman integrals, let alone their integrands. However, since only their sum has physical meaning we can simplify redefine I R Γ such that it already satisfies transversality. Whatever change this effects in the integral cancels when adding up all integrals. Here we get the condition 
We could now naively just use either side of this in the integrand. However, we can also do better than that. Note that 
and the integrand becomes
We can also use the definitions of the partition polynomials to make the cancellations more obvious:
Examples
1-loop photon propagator
The 1-loop case is the only primitive photon propagator and therefore the only example we can show in full without discussing subdivergences. The Kirchhoff polynomial is Ψ Γ = α 1 + α 2 (
and the renormalised integral is
The factor 4/3 is exactly the 1-loop coefficient of the QED beta function in the conventions of [10, 22, 33] .
3-loop photon propagators
For Feynman graphs with more than one loop we can not compute the full integral without discussing subdivergences and including the corresponding terms of Zimmermann's forest formula for a fully renormalised integrand. However, we can show what the superficially renormalised part of the integrand looks like and especially emphasise the cancellations and reductions in size due to the two summation theorems. At two loops the examples are still rather simple so we go to three loops, where the integrals start to become much more involved. For example, Z 0 Γ is now already a polynomial of degree h 1 (h 1 − 1) = 6, compared to just 2 at two loops, and the number of chord diagrams rises to 15 (in Feynman gauge, and already hundreds in general gauge) such that the reduction to h 1 = 3 small summands in the partition polynomial now becomes significant. All examples were computed with Maple 6 .
We focus on the graph in fig. 6h . Label edges and vertices as in fig. 7 with v 1 , v 4 being the external vertices and e 7 = (v 2 , v 5 ) and e 8 = (v 3 , v 6 ) the two photon edges. The Kirchhoff and second Symanzik polynomial consist of 36 and 45 monomials, so we refrain from writing them out in full here. An example for a cycle polynomial is: 
This one has so many terms since e 1 and e 6 share all their cycles, because they are incident to the same external (i.e. 2-valent) vertex of Γ. In other words, χ 
Here we have an example of monomials with different signs, which is due to the fact that the two corresponding cycles are twisted relative to each other (as discussed in the proof of proposition 2.1). One cycle is the fermion cycle, the other crosses via both photon edges. fig. 7 ). In this case the partitions P(E 1 D ) and words P 2 are in a sense maximally compatible, since each 1-coloured base edge has a 2-coloured base edge partner between the exact same vertices. In other words, P(E 1 D ) = P(E 2 D ) and P 1 = P 2 .
