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ON THE NONEXISTENCE OF GREEN’S FUNCTION
AND FAILURE OF THE STRONG MAXIMUM PRINCIPLE
LUIGI ORSINA AND AUGUSTO C. PONCE
ABSTRACT. Given any Borel function V : Ω → [0,+∞] on a smooth
bounded domain Ω ⊂ RN , we establish that the strong maximum prin-
ciple for the Schrödinger operator −∆ + V in Ω holds in each Sobolev-
connected component of Ω \ Z, where Z ⊂ Ω is the set of points which
cannot carry a Green’s function for −∆ + V . More generally, we show
that the equation−∆u+V u = µ has a distributional solution inW 1,10 (Ω)
for a nonnegative finite Borel measure µ if and only if µ(Z) = 0.
1. INTRODUCTION AND MAIN RESULTS
Let Ω ⊂ RN be a smooth bounded connected open set and let V : Ω →
[0,+∞] be a Borel function. The weakmaximum principle for the Schrödin-
ger operator−∆+V ensures that if w ∈W 1,20 (Ω)∩L
∞(Ω) is a function such
that V w ∈ L1(Ω) and
−∆w + V w = f in the sense of distributions in Ω, (1.1)
where f ∈ L∞(Ω) is nonnegative, then w must be nonnegative in Ω. In
this paper, we are interested in the mechanism that guarantees the validity
or the failure of the strong maximum principle for −∆ + V and whether
there is some unifying property that holds regardless of the potential V .
More precisely, for a fixed potential V , we want to understand whether the
alternative holds:
either w > 0 in Ω or w ≡ 0 in Ω, (1.2)
and, when it fails, to identify the location of the zero-set {w = 0} in Ω and
decide whether there is some form of the strong maximum principle that
survives in each component of Ω \ {w = 0}.
To clarify the pointwise meaning of w in Ω, we reformulate (1.2) using
the precise representative ŵ. We recall that, by the Lebesgue differentiation
theorem, ŵ = w almost everywhere in Ω. Since in our case w is almost
everywhere the difference between a continuous and a bounded superhar-
monic function, every x ∈ Ω is a Lebesgue point of w. Hence, the precise
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representative can be computed pointwise using the limit
ŵ(x) = lim
r→0
 
Br(x)
w,
where
ffl
Br(x)
:= 1|Br|
´
Br(x)
denotes the average integral over the ball.
Observe that (1.2) classically holds for potentials V in L∞(Ω) and, more
generally, in the Lorentz space L
N
2
,1(Ω) or in the Kato class K(Ω) ; see [13,
Section 3; 24; 33] or Example 1.5 below. Such a conclusion is no longer true
when V merely belongs to Lp(Ω) for some p ≤ N/2 :
Example 1.1. Given 1 ≤ p ≤ N/2 and any compact set K ⊂ Ω with finite
HN−2p Hausdorff measure, we construct in [26, Section 6] a nonnegative
potential V ∈ Lp(Ω), depending onK , such that every nontrivial solutionw
associated to the Schrödinger operator−∆+V with nonnegative bounded
datum f satisfies
{ŵ = 0} = K. (1.3)
We prove in [26] that theW 2,p capacity is the correct way of quantifying
the smallness of {ŵ = 0} when one considers the full class of Lp potentials
V for p > 1 ; the counterpart for p = 1 involves the W 1,2 capacity, as first
identified by Ancona [2]. By looking at a specific potential V one may have
a zero-set of dimension strictly smaller than N − 2p :
Example 1.2. Given a ∈ Ω and α ∈ R, let
V (x) =
1
|x− a|α
.
When α ≥ 2, every nontrivial solutionwwith nonnegative bounded datum
f satisfies
{ŵ = 0} = {a}. (1.4)
To see why ŵ(a) = 0, one relies on the fact thatˆ
Br(a)
V w = o(rN−2) as r → 0,
which follows from a scaling argument in the equation (1.1) by means of
test functions of the form ϕ(x−ar ). For α ≥ N , one may argue differently
by observing that V is not summable in any neighborhood of a but V w ∈
L1(Ω).
These examples are particular cases of the general principle implied by
our Corollary 1.2 below that the zero-set is independent of the solution when-
ever V ∈ L1(Ω) or, more generally, when the set where V fails to be locally
summable has HN−1 Hausdorff measure zero; see also Proposition 12.2.
When the singular set of V is large enough, a splitting of the domain in
connected components of analytic type may occur:
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Example 1.3. In the unit ball Ω = B1(0), take
V (x) =
1
|x1 − a|α
+
1
|x1 − b|β
,
where−1 < a < b < 1 and x1 denotes the first component of x = (x1, . . . , xN ).
Here, the strength of the singularity modifies the geometric configuration of the
zero-set, even inside the range α ≥ 1 and β ≥ 1 where V 6∈ L1(B1(0)) :
(a) For α ≥ 2 and 1 ≤ β < 2, every nontrivial solution w satisfies
{ŵ = 0} = {x1 ≥ a} ∩B1(0), (1.5)
and in particular vanishes on a non-empty open set.
(b) For a stronger singularity with α ≥ 2 and β ≥ 2, the zero-set of w
depends on f . The reason is that the Dirichlet problem splits in three
independent regions inside B1(0), identified by the conditions
x1 < a, a < x1 < b and x1 > b.
In particular, the choice f ≡ 1 yields a smaller zero-set, namely
{ŵ = 0} =
(
{x1 = a} ∪ {x1 = b}
)
∩B1(0). (1.6)
These assertions can be established using [25, Section 9] and are related to
the failure of the Hopf boundary lemma.
The previous example illustrates in (b) the fact that strong singularities
may be used to confine physical particles in prescribed regions; see [14,15].
Potentials V which are +∞ in some large parts of Ω are also of interest and
model the presence of impurities or coolers in the domain; see [30]. This is
intended to prescribe regions where solutions must vanish:
Example 1.4. Take
V (x) =
1
d(x, ω)α
,
where ω ⋐ Ω is a smooth open set and d(x, ω) denotes the distance from x
to ω. The strong maximum principle depends on the exponent α :
(a) When 1 ≤ α < 2, there is only the trivial solution w ≡ 0 in Ω, as an
application of the Hopf lemma.
(b) When α ≥ 2, nontrivial supersolutions do exist since the Hopf lemma
fails pointwise on ∂ω, see [27, Proposition 2.7], and they all satisfy
{ŵ = 0} = ω.
To understand the unifying idea behind the strong maximum principle
for an arbitrary Borel function V : Ω → [0,+∞], we first select the subset
of points in Ω where distributional solutions of the Schrödinger equation
must vanish:
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Definition 1.1. Given a Borel function V : Ω→ [0,+∞], the universal zero-set
Z associated to −∆+ V is the set of points x ∈ Ω such that
ŵ(x) = 0
for every solution w ∈ W 1,20 (Ω) ∩ L
∞(Ω) of (1.1) for some nonnegative f ∈
L∞(Ω).
The universal zero-set depends on V , but to simplify the notation we
do not explicit such a dependence. In our Examples 1.1 to 1.3, the sets Z
are given by (1.3) to (1.6). In the latter example, Ω \ Z has three connected
components; a variant of this case using singularities on infinitely many
hyperplanes {x1 = ai} with exponents αi ≥ 2 yields a set Ω \ Z with an
infinite number of components. Finally, for V as in Example 1.4 one has
Z = Ωwhen 1 ≤ α < 2 and Z = ω when α ≥ 2.
We prove later on that Z is, topologically speaking, a Sobolev-closed set
in the sense that there exists a nonnegative function ξ ∈ W 1,20 (Ω) such that
every x ∈ Ω is a Lebesgue point of ξ and
Z =
{
x ∈ Ω : ξ̂(x) = 0
}
. (1.7)
For example, the solution of (1.1) with the characteristic function f = χΩ\Z
satisfies (1.7), although it is not clear for the moment why this is true nor
evenwhy such a solution exists. These facts are a consequence of Corollary 6.3
and Proposition 5.1, respectively.
We then identify all possible zero-sets of supersolutions of the Schrödin-
ger operator −∆ + V using the Sobolev-connected components of Ω \ Z .
Our main result below provides one with a quantization property for the
strongmaximum principle, where the relevant singularities of the potential
V for −∆+ V are encoded in the universal zero-set Z :
Theorem 1.1. For every Borel function V : Ω → [0,+∞], the Sobolev-open set
Ω\Z can be uniquely decomposed as a finite or countably infinite union of disjoint
Sobolev-connected-open sets (Dj)j∈J and any solution w ∈ W
1,2
0 (Ω) ∩ L
∞(Ω)
of the Schrödinger equation (1.1) for nonnegative f ∈ L∞(Ω) satisfies, in each
component Dj ,
either ŵ > 0 inDj or ŵ ≡ 0 in Dj .
The concepts of Sobolev-open and Sobolev-connected sets are directly in-
spired from their classical topological counterparts; seeDefinitions 10.1 and 11.1.
In Remark 10.4 below, we relate Sobolev-open sets with other notions of
open sets that have been extensively investigated in Potential theory.
As we explain in Section 12, the Dirichlet problem in Ω uncouples to
the various Sobolev-connected components of Ω \ Z and each possibility
provided by Theorem 1.1 can effectively happen in Dj without interaction
with the other parts ofΩ\Z . In particular, for every subset of indices L ⊂ J ,
there exists a solution with
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ŵ > 0 in
⋃
j∈L
Dj and ŵ = 0 otherwise.
In dimensionN = 1, solutions are continuous and the picture that comes
from Theorem 1.1 is rather simple when Z 6= ∅ : the universal zero-set Z is
relatively closed in Ω for the Euclidean topology and then Ω \ Z is a finite
or countable union of disjoint open intervals Dj = (aj , bj)where
V ∈ L1loc(Dj) and
ˆ
Dj
V (x)d(x, ∂Dj) dx = +∞.
Indeed, at an endpoint cj = aj or bj inside Ω, the Hopf lemma in Dj must
fail at cj , which is the case if and only if
ˆ aj+bj
2
cj
V (x)(x− cj) dx = +∞.
One thus recovers [4, Theorem 2.1] by Bertsch, Smarrazzo and Tesei; see
also [27].
In dimension N ≥ 2, one deduces that Ω \ Z has only one Sobolev-
connected component for small Z using the Intermediate value theorem
for Sobolev functions by Van Schaftingen and Willem [32]:
Corollary 1.2. If HN−1(Z) = 0, then Ω \ Z is Sobolev-connected. Hence, the
zero-set of any solution w ∈ W 1,20 (Ω) ∩ L
∞(Ω) of the Schrödinger equation (1.1)
with nonnegative f ∈ L∞(Ω) and
´
Ω f > 0 does not depend on w, and
ŵ(x) = 0 if and only if x ∈ Z.
The proof of Theorem 1.1 relies on the fact that the universal zero-set Z
is the set of points where the Schrödinger operator −∆ + V is unable to
have a Green’s function in the sense of distributions. For example, in the
spirit of the seminal work of Bénilan and Brezis [3] one verifies that when
V is the potential in Example 1.2 with exponent α ≥ 2 the equation
−∆u+ V u = δa
involving a Dirac mass δa does not have a distributional solution in Ω, see
[29, Section 9], and as we have observed in this case, Z = {a}. More gener-
ally, we establish that
Theorem 1.3. Let V : Ω → [0,+∞] be a Borel function. Given x ∈ Ω, there
exists Gx ∈W
1,1
0 (Ω) ∩ L
1(Ω;V dx) such that
−∆Gx + V Gx = δx in the sense of distributions in Ω
if and only if
x 6∈ Z.
Moreover, one has Green’s representation formula
ŵ(x) =
ˆ
Ω
Gxf at each x ∈ Ω \ Z ,
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for every function w ∈W 1,20 (Ω) ∩ L
∞(Ω) that satisfies (1.1) with f ∈ L∞(Ω).
In dimensionN ≥ 3 and at a point x ∈ Ωwhere the Newtonian potential
NV : z ∈ RN 7−→
ˆ
Ω
V (y)
|z − y|N−2
dy
is finite, the Green’s function Gx exists and thus x 6∈ Z . The reason is
that the fundamental solution of the Laplacian yields a supersolution for
−∆+V with Dirac mass δx and then one can apply the method of sub- and
supersolutions from Section 2 below. Here are some consequences of this
observation:
Example 1.5. If V ∈ L
N
2
,1(Ω), then by (L
N
2
,1, L
N
N−2
,∞) duality in Lorentz
spaces the Newtonian potentialNV is a bounded function in Ω. Thus,
Z = ∅
and the classical alternative (1.2) is satisfied.
Example 1.6. If V ∈ L1(Ω), thenNV satisfies the Poisson equation
−∆(NV ) = γNV in the sense of distributions in Ω,
where γN > 0. From classical Potential theory, we have in particular that
NV can only be infinite on a set ofW 1,2 capacity zero. Hence,
capW 1,2 (Z) = 0
and Corollary 1.2 applies since in this case the Hausdorff dimension of Z is
at mostN−2. While Ancona’s maximum principle from [2] already asserts
that {ŵ = 0} has W 1,2 capacity zero for every nontrivial solution of (1.1)
with nonnegative f , we now have the stronger new property that {ŵ = 0}
is actually independent of the solution.
Example 1.7. Assume that V ∈ Lp(Ω) for some 1 < p ≤ N/2, which is
an intermediate case between the two previous examples. We now have
∆(NV ) ∈ Lp(Ω) and then, by singular-integral estimates, NV ∈ W 2,ploc (Ω).
As the exceptional set ofW 2,p functions hasW 2,p capacity zero, we deduce
that
capW 2,p (Z) = 0,
which combined with Corollary 1.2 above implies Theorem 1 from our pre-
vious work [26].
The universal zero-set Z identifies not only the Dirac masses, but in fact
all nonnegative finite Borel measures µ for which the Dirichlet problem{
−∆u+ V u = µ in Ω,
u = 0 on ∂Ω,
(1.8)
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has a distributional solution, where by a solution we mean a function u ∈
W 1,10 (Ω) ∩ L
1(Ω;V dx) which verifies the equation in the sense of distribu-
tions in Ω. Observe that the Green’s function Gx arises as a special case of
this setting with µ = δx. We ask that u belong to the Sobolev spaceW
1,1
0 (Ω)
to encode the zero boundary value of u. An equivalent formulation, with-
out relying on Sobolev spaces, consists of using test functions in the larger
class C∞0 (Ω) of smooth functions in Ω that vanish on ∂Ω, not necessarily
with compact support in Ω ; see Section 2.
Our next theorem fully characterizes the nonnegative finite measures for
which (1.8) has a solution:
Theorem 1.4. For every Borel function V : Ω → [0,+∞], the Dirichlet problem
(1.8) has a distributional solution with a nonnegative finite Borel measure µ in Ω
if and only if
µ(Z) = 0.
Observe in particular that (1.8) has a distributional solution with µ =
χΩ\Z dx, since
µ(Z) =
ˆ
Z
χΩ\Z dx = 0.
WhenZ is negligible with respect to the Lebesguemeasure, we also deduce
the existence of a distributional solution with µ = f dx for every f ∈ L1(Ω).
Then, for f ∈ L∞(Ω), such a solution belongs to W 1,20 (Ω) ∩ L
∞(Ω) and
the representation formula in Theorem 1.3 holds. Although Theorem 1.1
only applies to bounded data, the tools we use can be adapted to get its
counterpart for general solutions of (1.8) with nonnegative measures; see
Theorem 13.1.
We rely in this paper on the notion of duality solution of (1.8) by Malusa
andOrsina [22], whichwas inspired from the fundamental work of Littman,
Stampacchia andWeinberger [21]. In contrast with distributional solutions,
duality solutions exist for any finite measure regardless of the potential V .
One reason is that they typically require less test functions, just enough to
ensure uniqueness. In Sections 3 and 4, we compare both concepts.
A defect of the duality formulation is that the same function can solve
the Schrödinger equation for different measures. It may happen that u ≡ 0
is the duality solution associated to the Dirac mass δx when x ∈ Z ; see
Section 9. Duality solutions are nevertheless a convenient tool to apply Per-
ron’s method and find distributional solutions of (1.8). Such an approach
is pursued in Section 5, where we first prove Theorem 1.4 for µ = χΩ\Z dx.
This is used in Section 6 to establish an orthogonality principle between the
sets Z and Ω \ Z which is later applied in Section 8 to prove the existence
of distributional solutions of (1.8) in full generality.
In Section 7, we develop another fundamental tool: A comparison prin-
ciple which relates a solution of (1.8) with nonnegative measure datum to
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another one with nonnegative bounded datum. Namely, we prove that
u ≥ w almost everywhere in Ω, (1.9)
where w ∈ W 1,20 (Ω) ∩ L
∞(Ω) is the solution of (1.1) with right-hand side
f = H(u) for some fixed bounded nondecreasing continuous function H
that is positive on (0,+∞). Such a function H can be chosen of the form
H(t) = ǫmin {tα, 1},
for any α > 1 and any ǫ > 0 small enough, independently of u and V .
Estimate (1.9) relates the zero-sets of u and w, and works as a replacement
of the Harnack inequality, which is false for singular potentials V .
In Section 8, we prove Theorems 1.3 and 1.4, where the comparison prin-
ciple (1.9) is used to prove that µ(Z) = 0 is necessary for the existence
of a distributional solution of (1.8). We apply again (1.9) in Section 9 to
show that Ω \ Z is a disjoint union of superlevel sets of Green’s functions
of −∆+ V .
The topological properties of the Sobolev-components of Ω\Z are inves-
tigated in Sections 10 and 11. We show for example that they are Sobolev-
connected using a variant of Poincaré’s balayage method on Sobolev-open
sets. We then prove Theorem 1.1 and Corollary 1.2 in Section 12 using the
decomposition of Ω \ Z and Green’s representation formula. In Section 13,
we present a weaker version of this formula for solutions of (1.8), which
entitles us to adapt the proof of Theorem 1.1 and get its counterpart for
general nonnegative measures.
2. METHOD OF SUB- AND SUPERSOLUTIONS
We denote byM(Ω) the vector space of finite Borel measures in Ω, which
we equip with the total variation norm
‖µ‖M(Ω) := |µ|(Ω) =
ˆ
Ω
d|µ|.
We recall that a function u ∈ L1(Ω) satisfies the equation
−∆u+ V u = µ in the sense of distributions in Ω
for some µ ∈ M(Ω)whenever one has u ∈ L1(Ω;V dx) andˆ
Ω
u (−∆ϕ+ V ϕ) =
ˆ
Ω
ϕdµ for every ϕ ∈ C∞c (Ω).
We prove in this section the following form of the method of sub- and
supersolutions for distributional solutions of the Dirichlet problem (1.8) in-
volving the Schrödinger operator:
Proposition 2.1. If (1.8) has a distributional solution with a nonnegative measure
µ ∈ M(Ω), then (1.8) also has a distributional solution for every datum ν ∈
M(Ω) such that |ν| ≤ µ.
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Although this statement is already proved in [28], we present a different
argument based on the truncation of the potential. This will be the occasion
for us to recall several properties of solutions involving measures that are
used throughout the paper.
In view of the linearity of the equation, a natural approach would be to
rely on a duality argument based on the estimate∣∣∣∣ˆ
Ω
ϕdµ
∣∣∣∣ ≤ C‖−∆ϕ+ V ϕ‖Lp(Ω) for every ϕ ∈ C∞c (Ω), (2.1)
where p > N/2, that follows from the Sobolev imbedding of solutions of the
Schrödinger equation with measure data; see (2.3) below. However, since
V is merely a Borel function, such an estimate is useless as the right-hand
side may be infinite for various choices of ϕ ∈ C∞c (Ω).
We begin instead by proving that a solution of (1.8) can be obtained as
the limit of solutions of (1.8) involving the operator −∆+ Tk(V ), with the
bounded potential Tk(V ). Here, Tk : R→ R denotes the truncation at levels
±k :
Tk(s) :=

−k if s < −k,
s if −k ≤ s ≤ k,
k if s > k.
We recall that, for nonnegative bounded potentials, (1.8) has a solution u
for every µ ∈ M(Ω) ; see [31]. Independently of the fact that V is bounded
or not, we have the absorption estimate
‖V u‖L1(Ω) ≤ ‖µ‖M(Ω), (2.2)
which can be obtained using as test function a suitable approximation of
sgnu ; see [7, Proposition 4.B.3] or [28, Proposition 21.5]. Moreover, a solu-
tion of (1.8) belongs toW 1,q0 (Ω) for every 1 ≤ q <
N
N−1 and satisfies
‖u‖W 1,q(Ω) ≤ C‖µ‖M(Ω), (2.3)
for some constant C > 0 depending on q and Ω, but not on the potential V .
To see why C in (2.3) can be chosen independently of V , one observes
that, by the equation satisfied by u and by the absorption estimate (2.2),
‖∆u‖M(Ω) ≤ ‖V u‖L1(Ω) + ‖µ‖M(Ω) ≤ 2‖µ‖M(Ω).
Since (2.3) is true for −∆, see [21, Lemma 7.3] or [28, Proposition 5.1], we
get
‖u‖W 1,q(Ω) ≤ C
′‖∆u‖M(Ω) ≤ 2C
′‖µ‖M(Ω).
This argument thus shows that the estimate (2.3) for −∆ implies its coun-
terpart for every −∆+ V with a nonnegative V .
The approximation scheme that is used in the proof of Proposition 2.1 is
given by the following
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Lemma 2.2. Let µ ∈ M(Ω) be a nonnegative measure and, for every k ∈ N, let
uk ∈W
1,1
0 (Ω) be such that
−∆uk + Tk(V )uk = µ in the sense of distributions in Ω.
If (1.8) has a distributional solution u, then (uk)k∈N converges to u and (Tk(V )uk)k∈N
converges to V u, both in L1(Ω).
Proof of Lemma 2.2. We first observe that u also satisfies the Dirichlet prob-
lem with the operator −∆ + Tk(V ) and datum µ − (V − Tk(V ))u. Thus,
subtracting the equations satisfied by uk and uwe find
−∆(uk − u) + Tk(V )(uk − u) = (V − Tk(V ))u
in the sense of distributions in Ω. Using the absorption estimate for the
operator−∆+ Tk(V ), we get
‖Tk(V )(uk − u)‖L1(Ω) ≤ ‖(V − Tk(V ))u‖L1(Ω). (2.4)
Since the constant in (2.3) does not depend on the potential, we also have
‖uk − u‖L1(Ω) ≤ C‖(V − Tk(V ))u‖L1(Ω). (2.5)
Observing that V u ∈ L1(Ω),
lim
k→∞
‖(V − Tk(V ))u‖L1(Ω) = 0.
Hence, the conclusion follows from (2.4) and (2.5). 
To prove a weak maximum principle for (1.8), it is convenient to refor-
mulate the definition of distributional solution as: u ∈ L1(Ω) is such that
u ∈ L1(Ω;V dx) and
−∆u+ V u = µ in the sense of (C∞0 (Ω))
′ ,
that is, ˆ
Ω
u (−∆ψ + V ψ) =
ˆ
Ω
ψ dµ for every ψ ∈ C∞0 (Ω). (2.6)
The fact that we can use a larger class of smooth test functions comes from
the assumption that u ∈ W 1,10 (Ω), which encodes the zero boundary value
of u ; see [28, Proposition 6.3].
Lemma 2.3. Let u be the distributional solution of (1.8) with µ ∈ M(Ω). If
µ ≤ 0 in Ω, then u ≤ 0 almost everywhere in Ω.
Proof of Lemma 2.3. By assumption on µ,
−∆u+ V u ≤ 0 in the sense of (C∞0 (Ω))
′.
Applying the formulation of Kato’s inequality up to the boundary from
[7, Proposition 4.B.5], see also [28, Lemma 20.8], we have
−∆u+ + χ{u>0}V u ≤ 0 in the sense of (C
∞
0 (Ω))
′.
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Thus, for every nonnegative ψ ∈ C∞0 (Ω),
−
ˆ
Ω
u+∆ψ ≤ −
ˆ
{u>0}
V uψ ≤ 0.
Taking any such a ψ with −∆ψ > 0 in Ω, we deduce that u+ = 0 almost
everywhere in Ω. 
Proof of Proposition 2.1. For every k ∈ N, let uk be as in Lemma 2.2 and let
vk be also a solution of (1.8) for −∆ + Tk(V ), but with datum ν. Observe
that vk exists in this case since Tk(V ) is bounded. Thus,ˆ
Ω
vk (−∆ϕ+ Tk(V )ϕ) =
ˆ
Ω
ϕdν for every ϕ ∈ C∞c (Ω).
By (2.3), the sequence (vk)k∈N is bounded in W
1,q
0 (Ω) for 1 ≤ q <
N
N−1 .
Hence, there exists a subsequence (vkj )j∈N which converges in L
1(Ω) and
almost everywhere to some function v ∈ W 1,10 (Ω). Since |ν| ≤ µ and Tk(V )
is nonnegative, by linearity of the equation and the weak maximum prin-
ciple above we have
|vk| ≤ uk almost everywhere in Ω.
By Lemma 2.2, the sequence (Tk(V )uk)k∈N converges to V u in L1(Ω). Thus,
by the Dominated convergence theorem the sequence (Tkj (V )vkj )j∈N con-
verges to V v in L1(Ω). Therefore, letting k = kj → ∞ in the integral iden-
tity above, we deduce that v satisfies the equation involving −∆+ V with
datum ν. 
3. DISTRIBUTIONAL SOLUTIONS ARE DUALITY SOLUTIONS
Given f ∈ L2(Ω), we denote by ζf the unique minimizer of the energy
functional
E(z) =
1
2
ˆ
Ω
(|∇z|2 + V z2)−
ˆ
Ω
fz inW 1,20 (Ω) ∩ L
2(Ω;V dx). (3.1)
Thus, ζf is the (variational) solution of the Euler-Lagrange equationˆ
Ω
(
∇ζf · ∇z + V ζf z
)
=
ˆ
Ω
fz for every z ∈W 1,20 (Ω) ∩ L
2(Ω;V dx).
(3.2)
Under the additional assumption that f ∈ L∞(Ω), we have ζf ∈ L∞(Ω)
and
‖ζf‖L∞(Ω) ≤ ‖f‖L∞(Ω)‖θ‖L∞(Ω),
where θ is the classical solution of{
−∆θ = 1 in Ω,
θ = 0 on ∂Ω.
(3.3)
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We recall that x ∈ Ω is a Lebesgue point of a function v ∈ L1(Ω) when-
ever there exists c ∈ R such that
lim
r→0
 
Br(x)
|v − c| = 0.
The precise representative of v at x is then defined as v̂(x) := c. For f ∈
L∞(Ω), the precise representative ζ̂f is well-defined everywhere in Ω. To
see why this is true, by linearity of the equation it suffices to consider the
case where f is nonnegative. One then shows that ζf ∈ L1(Ω;V dx) and
−∆ζf + V ζf ≤ f in the sense of distributions in Ω, (3.4)
which implies that ζf is almost everywhere the difference between a con-
tinuous and a bounded superharmonic function, and then every x ∈ Ω
is a Lebesgue point of ζf as claimed; see [28, Lemma 8.10]. Inequality in
(3.4) comes from an application of Fatou’s lemma; see [22] or [27, Proposi-
tion 8.1]. When V is bounded, one can apply the Dominated convergence
theorem instead to get equality; see [26, Proposition 3.1].
These functions ζ̂f can be used as test functions for distributional solu-
tions of (1.8) and are more adapted to a duality argument in the spirit of
estimate (2.1).
Proposition 3.1. If u is a distributional solution of (1.8) for some µ ∈ M(Ω),
then ˆ
Ω
uf =
ˆ
Ω
ζ̂f dµ for every f ∈ L
∞(Ω).
This result is proved in [22] using an approximation of µ of the form ρk∗µ
where (ρk)k∈N is a sequence ofmollifiers inC∞c (R
N ) ; see also Proposition 3.5
below. For the convenience of the reader, we present an alternative approx-
imation based on the truncation of the potential V , without changing the
measure µ.
Lemma 3.2. Given f ∈ L∞(Ω) and k ∈ N, let ζf,k be the minimizer of
Ek(z) =
1
2
ˆ
Ω
(|∇z|2 + Tk(V )z
2)−
ˆ
Ω
fz inW 1,20 (Ω) ∩ L
2(Ω;V dx).
Then,
lim
k→∞
ζ̂f,k(x) = ζ̂f (x) for every x ∈ Ω.
As the function ζf,k satisfies
−∆ζf,k + Tk(V )ζf,k = f in the sense of distributions in Ω,
we have that∆ζf,k ∈ L∞(Ω) and then ζ̂f,k is continuous (and evenC1) inΩ.
The proof of the lemma relies on the property that for a uniformly bounded
and nondecreasing sequence (vk)k∈N of nonnegative superharmonic func-
tions converging almost everywhere to v, the sequence of precise represen-
tatives (v̂k)k∈N converges everywhere to v̂ ; see [22, Lemma 4.12] or [28, Ex-
ercise 8.4].
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Proof of Lemma 3.2. Wefirst prove that the sequence (ζf,k)k∈N convergesweakly
inW 1,20 (Ω) to ζf . We begin by observing that
Ek(ζf,k) ≤ Ek(ζf ) ≤ E(ζf ) for every k ∈ N. (3.5)
This implies that (ζf,k)k∈N is bounded inW
1,2
0 (Ω). Thus, there exists a sub-
sequence (ζf,kj)j∈N which converges weakly inW
1,2
0 (Ω) and almost every-
where in Ω to some function z. In particular, by Fatou’s lemma,ˆ
Ω
V z2 ≤ lim inf
j→∞
ˆ
Ω
Tkj (V )ζ
2
f,kj
.
Taking k = kj in (3.5) and letting j →∞, we get
E(z) ≤ E(ζf ).
Since ζf is the unique minimizer of the functional E, we deduce that z = ζf
almost everywhere in Ω. By uniqueness of the limit, the entire sequence
(ζf,k)k∈N converges weakly to ζf .
By linearity of the Euler-Lagrange equation, we may proceed with the
proof of the lemma assuming that f is nonnegative. In this case, by the
weakmaximum principle the sequence (ζf,k)k∈N is non-increasing in Ω and
then, by the first part of the proof, converges almost everywhere to ζf . Let
vk and w be such that{
−∆vk = Tk(V )ζf,k in Ω,
vk = 0 on ∂Ω,
and
{
−∆w = f in Ω,
w = 0 on ∂Ω.
We then have vk = w − ζf,k almost everywhere in Ω, which implies that
v̂k(x) = ŵ(x)− ζ̂f,k(x) for every x ∈ Ω.
Observe that (v̂k)k∈N is a uniformly bounded and nondecreasing sequence
of nonnegative superharmonic functions. Thus, its pointwise limit v coin-
cides with the precise representative v̂ in Ω. We then get
v̂(x) = v(x) = ŵ(x)− lim
k→∞
ζ̂f,k(x) for every x ∈ Ω. (3.6)
Since v = w − ζf almost everywhere in Ω, we also have
v̂(x) = ŵ(x)− ζ̂f (x) for every x ∈ Ω. (3.7)
The conclusion follows from comparison between (3.6) and (3.7) and the
boundedness of w. 
Proof of Proposition 3.1. Let us first assume that V is bounded. In this case,
for every f ∈ L∞(Ω), ζ̂f is continuous,∆ζf is bounded and satisfies
−∆ζf = f − V ζf in the sense of distributions in Ω.
One can thus approximate ζ̂f uniformly by a sequence (ζ̂fk)k∈N in C
∞
0 (Ω)
such that (fk)k∈N is bounded in L∞(Ω) and converges almost everywhere
to f . To construct such an example, one can take gk = ρk ∗ (f −V ζf ), where
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(ρk)k∈N is a sequence of mollifiers, and vk ∈ C∞0 (Ω) as the classical solution
of {
−∆vk = gk in Ω,
vk = 0 on ∂Ω.
We then have the desired approximation of ζ̂f by observing that vk = ζ̂fk
with fk = gk + V vk. For every k ∈ N, we get from (2.6) thatˆ
Ω
ufk =
ˆ
Ω
u (−∆vk + V vk) =
ˆ
Ω
vk dµ =
ˆ
Ω
ζ̂fk dµ
and the conclusion for V bounded follows as k →∞.
We now assume that V is merely a Borel function and denote by uk the
distributional solution of the Dirichlet problem associated to −∆ + Tk(V )
and datum µ. By Lemma 2.2, (uk)k∈N converges to u in L1(Ω). On the other
hand, from the first part of this proof and using the notation of Lemma 3.2,ˆ
Ω
ukf =
ˆ
Ω
ζ̂f,k dµ for every f ∈ L∞(Ω).
By uniform boundedness and pointwise convergence of (ζ̂f,k)k∈N, the propo-
sition follows. 
The concept of duality solution of the Dirichlet problem (1.8) is a useful
tool in establishing the connection between the failure of the strong maxi-
mum principle and the nonexistence of distributional solutions of (1.8). We
recall its definition from [22]:
Definition 3.1. Given µ ∈ M(Ω), we say that u ∈ L1(Ω) is a duality solution
of (1.8) whenever ˆ
Ω
uf =
ˆ
Ω
ζ̂f dµ for every f ∈ L
∞(Ω).
Uniqueness of the duality solution is a straightforward consequence of
the fact that u ≡ 0 is the only solution with µ = 0. More generally, the weak
maximum principle also holds in the duality setting. While Proposition 3.1
states that distributional solutions (whenever they exist) are duality solu-
tions, the latter exist for any given finite measure:
Proposition 3.3. The Dirichlet problem (1.8) has a unique duality solution for
every µ ∈ M(Ω).
This proposition is proved in [22, Theorem 5.6], in the spirit of [21]. The
proof is based on Stampacchia’s estimate:
‖ζf‖L∞(Ω) ≤ C‖f‖(W 1,q
0
(Ω))′ for every f ∈ L
∞(Ω),
where q < NN−1 and C > 0 depends on q and Ω, which implies that any
duality solution belongs toW 1,q0 (Ω) and satisfies
‖u‖W 1,q(Ω) ≤ C‖µ‖M(Ω). (3.8)
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Remark 3.4. From the Euler-Lagrange equation (3.2), minimizers of E are
also duality solutions. Indeed, for any h ∈ L2(Ω), one can apply (3.2) with
z = ζh to get ˆ
Ω
ζhf =
ˆ
Ω
ζfh for every f ∈ L∞(Ω).
Since ζf = ζ̂f almost everywhere in Ω, ζh is then a duality solution of (1.8)
with µ = hdx. Assuming that (1.8) has a distributional solution w with
µ = hdx, then w is also a duality solution by Proposition 3.1. Hence, by
uniqueness, one has w = ζh.
Denoting by Gx the duality solution associated to the Dirac mass µ = δx
at any point x ∈ Ω, we have the following representation formula:
ζ̂f (x) =
ˆ
Ω
Gxf for every f ∈ L∞(Ω). (3.9)
By Remark 3.4, this formula also applies to distributional solutions with
bounded data. It thus seems that we have already fulfilled part of our goals
we set in the introduction, more specifically in Theorem 1.3. However, we
do not know whether Gx is a distributional solution of (1.8) with µ = δx ,
and we still have to prove that this is the case if and only if x ∈ Ω \ Z . In
addition, we would like to identify all nonnegative functions f ∈ L∞(Ω)
such that ζf is indeed a distributional solutionwith datum f . We eventually
prove that this is true if and only if
´
Z f = 0.
To conclude this sectionwe explain why duality solutions enjoy good ap-
proximation properties in the sense that reasonable approximation schemes
of the measure µ yield sequences of solutions that converge to the duality
solution u associated to µ.
Proposition 3.5. Let N ≥ 2 and let (ρk)k∈N be a sequence of mollifiers of the
form ρk(x) =
1
rN
k
ϕ( xrk ) for a fixed ϕ ∈ C
∞
c (R
N ) and a sequence (rk)k∈N of
positive numbers converging to zero. Given µ ∈ M(Ω), the sequence (ζρk∗µ)k∈N
converges in Lp(Ω) to the duality solution of (1.8) for every 1 ≤ p < NN−2 .
Proof. The assumption on (ρk)k∈N implies that, for every f ∈ L∞(Ω) and
x ∈ Ω,
lim
k→∞
ρk
̂
∗ ζf (x) = ζ̂f (x),
where ρk
̂
(y) = ρk(−y). Then, by Fubini’s theorem and the Dominated con-
vergence theorem,ˆ
Ω
ζf ρk ∗ µ =
ˆ
Ω
ρk
̂
∗ ζf dµ→
ˆ
Ω
ζ̂f dµ.
Since ζρk∗µ is the duality solution with datum ρk ∗µ, the latter convergence
can be rewritten as
lim
k→∞
ˆ
Ω
ζρk∗µ f =
ˆ
Ω
uf,
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where u is the duality solution with datum µ As a result, (ζρk∗µ)k∈N con-
verges to u with respect to the L∞(Ω)-weak∗ topology. By boundedness of
(ζρk∗µ)k∈N inW
1,q
0 (Ω) for every 1 ≤ q <
N
N−1 , see (3.8), we have the strong
convergence to u in Lp spaces. 
4. DUALITY SOLUTIONS AS DISTRIBUTIONAL SOLUTIONS
We henceforth denote by S the subset of Ω defined as the zero-set of the
torsion function ζ1 , namely
S =
{
x ∈ Ω : ζ̂1(x) = 0
}
. (4.1)
We recall that ζ1 is the minimizer of the energy functional E with constant
f ≡ 1, and so S is a Sobolev-closed set and depends on the potential V .
By the weak maximum principle for variational solutions, for every f ∈
L∞(Ω) the torsion function dominates ζf in the sense that
|ζf | ≤ ‖f‖L∞(Ω)ζ1 almost everywhere in Ω. (4.2)
The same estimate is then satisfied by the precise representatives, this time
at every point in Ω, and we deduce that
S =
{
x ∈ Ω : ζ̂f (x) = 0 for every f ∈ L∞(Ω)
}
. (4.3)
By Remark 3.4, this characterization of S involves more functions than
in the definition of the universal zero-set Z . Therefore,
S ⊂ Z.
For example, when V is bounded, the notions of distributional and duality
solution coincide and the strong maximum principle holds everywhere in
Ω. We thus have in this case
S = Z = ∅.
For unbounded potentials V , the inclusion can be strict:
Example 4.1. The Dirichlet problem−∆u+
1
|x1|α
u = µ in B1(0),
u = 0 on ∂B1(0),
has no distributional solution with µ nonnegative, µ 6= 0, for any exponent
1 ≤ α < 2 ; see [25, Theorem 9.1]. In this case, ζ1 solves two independent
Dirichlet problems, one on each side of the hyperplane {x1 = 0}, and then
S = {x1 = 0} ∩B1(0) and Z = Ω.
For α ≥ 2, the singularity of V is even stronger and, nevertheless, one has
the equality
S = Z = {x1 = 0} ∩B1(0),
since ζ1 now satisfies (1.1) with f ≡ 1.
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We prove in this section that duality solutions can be seen as distribu-
tional solutions of the Dirichlet problem, but when S 6= ∅ they need not
solve the equation in the sense of distributions with the same datum µ.
Proposition 4.1. If u ∈ L1(Ω) is a duality solution of (1.8) for some nonnegative
measure µ ∈ M(Ω), then u ∈W 1,10 (Ω) ∩ L
1(Ω;V dx) and
−∆u+ V u = µ⌊Ω\S − λ in the sense of distributions in Ω,
where λ ∈ M(Ω) is nonnegative, diffuse with respect to the W 1,2 capacity and
carried by S, that is,
λ(Ω \ S) = 0.
Here, µ⌊A denotes the contraction of µ with respect to a Borel set A, de-
fined by
µ⌊A(B) = µ(B ∩A).
By a diffuse measure we mean that λ(B) = 0 for every Borel subset B ⊂ Ω
having W 1,2 capacity zero. We finally recall that the W 1,2 capacity of a
compact subsetK ⊂ RN is defined as
capW 1,2 (K) = inf
{
‖ϕ‖W 1,2(RN ) : ϕ ∈ C
∞
c (R
N ), ϕ ≥ 0 in RN and ϕ > 1 onK
}
.
It is then extended to open sets by inner regularity and then to arbitrary
sets by outer regularity.
By Proposition 4.1, a duality solution thus fails from being a distribu-
tional one for the same nonnegative datum µ for two possible reasons: The
existence of some nontrivial mass carried by µ on S or the appearance of
a nonpositive measure carried by S. This latter phenomenon always hap-
pens in the case of Example 4.1 when 1 ≤ α < 2 since there are simply
no distributional supersolutions, other than the trivial one. One also shows
that themeasure λ is always singular with respect to the Lebesguemeasure;
see Remark 4.3.
We beginwith the following approximation procedure, where in contrast
with Lemma 2.2 we do not assume that (1.8) has a distributional solution.
Lemma 4.2. Let µ ∈ M(Ω) be a nonnegative measure and, for every k ∈ N, let
uk ∈W
1,1
0 (Ω) be such that
−∆uk + Tk(V )uk = µ in the sense of distributions in Ω.
Then, the sequence (uk)k∈N converges in L
1(Ω) to the duality solution u of (1.8).
Moreover, u ∈ W 1,10 (Ω) ∩ L
1(Ω;V dx) and there exists a nonnegative measure
λ ∈ M(Ω) such that
−∆u+ V u = µ− λ in the sense of distributions in Ω.
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Proof of Lemma 4.2. By the weak maximum principle, the sequence (uk)k∈N
is non-increasing and nonnegative, hence it converges in L1(Ω) to some
function u. Using the notation of Lemma 3.2, we haveˆ
Ω
ukf =
ˆ
Ω
ζ̂f,k dµ for every f ∈ L∞(Ω).
The sequence (ζ̂f,k)k∈N is uniformly bounded and, by Lemma 3.2, converges
pointwise to ζ̂f . By the Dominated convergence theorem, we thus haveˆ
Ω
uf =
ˆ
Ω
ζ̂f dµ,
so that u is the duality solution of (1.8) and then belongs to W 1,q0 (Ω) for
every q < NN−1 .
Since the sequence (Tk(V )uk)k∈N is bounded in L1(Ω) and converges
pointwise to V u, by Fatou’s lemma we have V u ∈ L1(Ω). For every ϕ ∈
C∞c (Ω)we also have∣∣∣∣ˆ
Ω
uk∆ϕ+
ˆ
Ω
ϕdµ
∣∣∣∣ = ∣∣∣∣ˆ
Ω
Tk(V )ukϕ
∣∣∣∣ ≤ C‖ϕ‖L∞(Ω),
for some constant independent of k. Letting k → ∞, we deduce from the
Riesz representation theorem that there exists ν ∈ M(Ω) such thatˆ
Ω
ϕdν =
ˆ
Ω
u∆ϕ+
ˆ
Ω
ϕdµ. (4.4)
By Fatou’s lemma, for nonnegative test functions ϕ we also haveˆ
Ω
V uϕ ≤ lim
k→∞
ˆ
Ω
Tk(V )ukϕ
= lim
k→∞
ˆ
Ω
uk∆ϕ+
ˆ
Ω
ϕdµ =
ˆ
Ω
u∆ϕ+
ˆ
Ω
ϕdµ.
(4.5)
Combining (4.4) and (4.5), we deduce that V udx ≤ ν in the sense of distri-
butions in Ω. By the regularity of finite Borel measures such an inequality
also holds in the sense of measures, that is,ˆ
A
V udx ≤ ν(A) for every Borel set A ⊂ Ω ;
see e.g. [28, Proposition 6.12]. The conclusion is then satisfied by the finite
measure λ = ν − V udx. 
Proof of Proposition 4.1. Let u be the solution of (1.8) with datum µ. By the
characterization (4.3) of S we have ζ̂f = 0 on S for every f ∈ L∞(Ω), which
implies that ˆ
Ω
ζ̂f dµ⌊Ω\S =
ˆ
Ω
ζ̂f dµ =
ˆ
Ω
uf. (4.6)
Hence u is also a duality solution with datum µ⌊Ω\S . By Lemma 4.2 ap-
plied to the measure µ⌊Ω\S , there exists a nonnegative measure λ such
that u is a distributional solution of (1.8) with datum µ⌊Ω\S − λ. Since by
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Proposition 3.1 a distributional solution is a duality solution with the same
datum, for every f ∈ L∞(Ω)we thus haveˆ
Ω
uf =
ˆ
Ω
ζ̂f d(µ⌊Ω\S − λ). (4.7)
Then, by comparision between (4.6) and (4.7),ˆ
Ω
ζ̂f dλ = 0 for every f ∈ L∞(Ω).
Apply this identity with f ≡ 1. Since ζ̂1 > 0 on Ω \ S, by nonnegativity of
λ it follows that λ(Ω \ S) = 0.
To prove that λ is diffuse, we first recall that λ can be uniquely decom-
posed as a sum of measures, λ = λd + λc, where λd is the diffuse part with
respect to theW 1,2 capacity and λc is concentrated on a set ofW 1,2 capacity
zero. This is analogous to the classical Lebesgue decomposition theorem
with respect to a given measure. Although in our case it involves a capac-
ity, the proofs are similar; see [28, Proposition 14.12].
We thus have to check that λc = 0. For this purpose, we rely on the
inverse maximum principle which asserts that, by nonnegativity of u, the
concentrated part of ∆u satisfies (∆u)c ≤ 0 in Ω ; see [16, Theorem 3] or
[28, Proposition 6.13]. Next, the equation
−∆u+ V u = µ⌊Ω\S − λ
holds in the sense of distributions, whence also in the sense of measures in
Ω ; see [28, Proposition 6.12]. More precisely, for every Borel set A ⊂ Ω,ˆ
A
(−∆u+ V u) = µ(A \ S)− λ(A).
Restricting such an identity to subsets of S we get∆u = V u+λ in S. Then,
as the Lebesgue measure is diffuse with respect to theW 1,2 capacity,
(∆u)c = λc in S.
It thus follows from the inverse maximum principle that λc ≤ 0 in S. Since
λ = 0 in Ω \ S, we conclude that λc ≤ 0 in Ω. By nonnegativity of λ, we
must have λc = 0, which means that λ is diffuse. 
Remark 4.3. The nonnegative measure λ given by Proposition 4.1 is sin-
gular with respect to the Lebesgue measure. Indeed, on the one hand, we
claim that
u = 0 almost everywhere in S. (4.8)
To this end, observe that Gx = 0 for every x ∈ S by an application of the
representation formula (3.9) with f ≡ 1. As the counterpart of the repre-
sentation formula is satisfied by u almost everywhere inΩ, see Lemma 13.2,
we thus have (4.8). On the other hand, by the Lebesgue decomposition the-
orem, we can decompose the measure ∆u as a sum ∆u = (∆u)a + (∆u)s ,
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where (∆u)a is absolutely continuous with respect to the Lebesgue mea-
sure and (∆u)s is singular. According to a result by Ambrosio, Ponce and
Rodiac [1, Theorem 1.1],
(∆u)a = 0 in {u = c}
for every c ∈ R and in particular in the level set {u = 0}. In our case, S is
contained in {u = 0}, except for a set of Lebesgue measure zero, and the
equation satisfied by u gives
(∆u)a = V udx− (µa)⌊Ω\S + λa in Ω.
Restricting this identity to S, we thus have
λa = (∆u)a = 0 in S.
As λ = 0 in Ω \ S, we conclude that λa = 0 in Ω.
The precise pointwise identification of the zero-set S can be obtained
using the Wiener test by Dal Maso and Mosco [10, 11], which involves a
capacity explicitly defined in terms of the potential V . If one is simply
willing to get a rough location of S, up to sets ofW 1,2 capacity zero, then a
more elementary approach is to look for nontrivial elements of W 1,20 (Ω) ∩
L2(Ω;V dx) :
Proposition 4.4. For every nonnegative function v ∈ W 1,20 (Ω) ∩ L
2(Ω;V dx),
we have
capW 1,2 ({v̂ > 0} ∩ S) = 0.
In other words, there exists a set R ⊂ Ω, possibly depending on v, with
W 1,2 capacity zero and such that
S ⊂ {v̂ = 0} ∪R.
Observe that R is always negligible with respect to the Lebesgue mea-
sure. Therefore, S is negligible whenever there exists some v ∈ W 1,20 (Ω) ∩
L2(Ω;V dx) such that v > 0 almost everywhere in Ω.
Proof of Proposition 4.4. Assume by contradiction that the capacity is posi-
tive, and take a compact subset K ⊂ {v̂ > 0} ∩ S with positive W 1,2 ca-
pacity. Let ν be a finite positive Borel measure supported in K such that
ν ∈ (W 1,20 (Ω))
′. The action of ν as a continuous linear functional inW 1,20 (Ω)
is simply an integration with respect to ν :
ν[ϕ] =
ˆ
Ω
ϕdν for every ϕ ∈ C∞c (Ω)
and then, by density,
ν[z] =
ˆ
Ω
ẑ dν for every z ∈W 1,20 (Ω) ∩ L
∞(Ω). (4.9)
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Since ν is supported in K and T̂1(v) = T1(v̂) > 0 in K , one then deduces
that ν[T1(v)] > 0. Hence, the minimum of the energy functional
E(z) =
1
2
ˆ
Ω
(|∇z|2 + V z2)− ν[z]
is negative inW 1,20 (Ω) ∩ L
2(Ω;V dx), as the function s ∈ R 7→ E(s T1(v)) is
decreasing in a neighborhood of s = 0.
We now denote by w the minimizer of E. Using (4.9), one verifies that w
is the duality solution of (1.8) with datum ν. Since ν is supported inK ⊂ S
and ζ̂f = 0 in S for every f ∈ L∞(Ω), we then getˆ
Ω
wf =
ˆ
Ω
ζ̂f dν = 0 for every f ∈ L∞(Ω).
Hence, w = 0 almost everywhere in Ω, which contradicts the fact that
E(w) < 0. 
5. EXISTENCE OF A DISTRIBUTIONAL SOLUTION WITH DATUM χΩ\Z
As a preliminary step towards the proof of Theorem 1.4, we show in this
section that
Proposition 5.1. The set Ω \ Z is such that ζχΩ\Z satisfies (1.1) with f = χΩ\Z .
The existence of a largest Borel set with such a property, without identi-
fication with Ω \ Z and up to negligible sets, is straightforward:
Lemma 5.2. There exists a Borel set A ⊂ Ω such that ζχA satisfies (1.1) with
f = χA and
Z =
{
x ∈ Ω : ζ̂χA(x) = 0
}
.
In particular, Z is a Sobolev-closed set.
Proof of Lemma 5.2. Let
α = sup
{
|B|
∣∣∣∣∣B ⊂ Ω is a Borel set and(1.8) has a distributional solution with µ = χB dx
}
.
We first prove that the supremum is achieved by some Borel set A ⊂ Ω.
To this end, take a maximizing sequence of Borel sets (Bk)k∈N. We observe
that An :=
n⋃
k=0
Bk satisfies
0 ≤ χAn ≤
n∑
k=0
χBk .
By linearity of the equation, there exists a distributional solutionwith
n∑
k=0
χBk dx.
Hence, by Proposition 2.1, the Dirichlet problem (1.8) also has a distribu-
tional solution with datum µ = χAn dx. Since the sequence (χAn)n∈N is
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nondecreasing and bounded in L1(Ω), we deduce using theMonotone con-
vergence theorem and the Sobolev estimate (2.3) that (1.8) has a distribu-
tional solution with datum µ = χA dx, where A =
∞⋃
n=0
An. Since
|A| = lim
n→∞
|An| ≥ lim
n→∞
|Bn| = α,
the set A achieves the supremum above. As (1.8) has a distributional solu-
tion with µ = χA dx, by Remark 3.4 such a solution must be ζχA .
Claim. If f ∈ L∞(Ω) is a nonnegative function such that (1.8) has a distri-
butional solution with µ = f dx, then f = 0 almost everywhere in Ω \A.
Proof of the Claim. We use the maximality of the set A. To this end, given a
nonnegative f ∈ L∞(Ω) such that (1.8) has a distributional solution with
measure f dx, assume by contradiction that the set B := {f > ǫ} \ A
has positive Lebesgue measure for some ǫ > 0. Since 0 ≤ ǫχB ≤ f , by
Proposition 2.1 the Dirichlet problem also has a distributional solutionwith
measure ǫχB dx and, by linearity of the equation, with χB dx, and then also
with χA∪B dx = (χA+χB) dx. Since |A∪B| > |A|, we have a contradiction
with the maximality of A. 
From the Claim, we deduce that if w is a distributional solution of (1.8)
with µ = f dx, for some nonnegative f ∈ L∞(Ω), then
0 ≤ f ≤ ‖f‖L∞(Ω)χA almost everywhere in Ω.
Applying the weak maximum principle, we thus have
0 ≤ w ≤ ‖f‖L∞(Ω)ζχA almost everywhere in Ω.
Hence, the precise representatives satisfy
0 ≤ ŵ ≤ ‖f‖L∞(Ω)ζ̂χA in Ω.
Since w is arbitrary, it follows that Z = {ζ̂χA = 0}, and this concludes the
proof of the lemma. 
To show that the set A above can be taken at least as large as Ω \ Z we
proceed in the spirit of Perron’s method. To this end, we introduce a func-
tion w which dominates all subsolutions of (1.8) for a fixed measure µ and
such that if (1.8) has a distributional solution, then such a solution must be
w. More precisely,
Lemma 5.3. For every nonnegative measure µ ∈ M(Ω), there exists a nonnega-
tive function w ∈W 1,10 (Ω) such that χΩ\Zw ∈ L
1(Ω;V dx),∆w ∈M(Ω),
−∆w + V χΩ\Zw ≤ µ in the sense of distributions in Ω
and
−∆(χΩ\Zw) + V χΩ\Zw ≥ µd⌊Ω\Z in the sense of distributions in Ω,
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where µd is the diffuse part of µ with respect to the W
1,2 capacity. Moreover, for
every u ∈W 1,10 (Ω) ∩ L
1(Ω;V dx) such that
−∆u+ V u ≤ µ in the sense of distributions in Ω,
we have
u ≤ w almost everywhere in Ω.
For the sake of proving Proposition 5.1, we could have restricted our-
selves to measures of the form µ = f dx with f ∈ L1(Ω), which satisfy in
particular µd = µ. The statement for an arbitrary measure is used in the
proof of Theorem 1.4 in Section 8 and we also show that
w = 0 almost everywhere in Z .
To prove Lemma 5.3 we rely on a truncation strategy where the trunca-
tion level depends on x ∈ Ω. We begin with the following observation:
Lemma 5.4. Let v ∈ L1(Ω;V dx) be a nonnegative function. For every nonneg-
ative measure µ ∈M(Ω), there exists u ∈W 1,10 (Ω) such that
−∆u+ V min {v, u} = µ in the sense of distributions in Ω.
Proof of Lemma 5.4. We proceed by approximation by taking a nonnegative
sequence (µk)k∈N in L2(Ω) which is bounded in L1(Ω) and converges to µ
in the sense of measures in Ω ; an example is µk = ρk ∗ µ where (ρk)k∈N is a
sequence of mollifiers. Consider the energy functional
E˜k(z) =
1
2
ˆ
Ω
|∇z|2 +
ˆ
Ω
g(·, z) −
ˆ
Ω
µkz,
where
g(x, t) := V (x)
ˆ t
0
Tv(x)(s) ds for every (x, t) ∈ Ω× R.
We take E˜k defined on
V :=
{
z ∈W 1,20 (Ω) : g(·, z) ∈ L
1(Ω)
}
.
Existence of a solution of the Euler-Lagrange equation associated to E˜k
follows from [6, Theorem 1] by Brezis and Browder, based on a truncation
of g. Here we prove directly that the minimizer satisfies the equation. We
first claim that in our case V is a vector subspace of W 1,20 (Ω). To this end,
observe that g is even, nondecreasing in [0,+∞), and satisfies the ∆2 con-
dition
0 ≤ g(·, 2t) ≤ Cg(·, t) in Ω
for every t ∈ R and some constant C > 0. Thus, for every t1, t2 ∈ R,
0 ≤ g(·, t1 + t2) ≤ C
(
g(·, t1) + g(·, t2)
)
in Ω.
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These properties of g imply that the condition g(·, z) ∈ L1(Ω) is stable un-
der linear combinations of z ∈ L1(Ω), and then V is a vector subspace of
W 1,20 (Ω) as claimed.
Since g is nonnegative, E˜k is bounded from below in V . Moreover, by the
Rellich-Kondrashov compactness theorem and Fatou’s lemma, any mini-
mizing sequence of E˜k in V has a subsequence that converges weakly in
W 1,20 (Ω) to a minimizer uk ∈ V . We now observe that
W 1,20 (Ω) ∩ L
∞(Ω) ⊂ V,
which follows from the assumption v ∈ L1(Ω;V dx) and the fact that
0 ≤ g(·, t) ≤ V v |t| for every t ∈ R.
Since V is a vector space that contains W 1,20 (Ω) ∩ L
∞(Ω), the minimizer uk
satisfies the Euler-Lagrange equationˆ
Ω
(
∇uk · ∇z + V Tv(uk)z
)
=
ˆ
Ω
µkz for every z ∈W
1,2
0 (Ω) ∩ L
∞(Ω).
Since µk is nonnegative, one deduces that uk is also nonnegative. Hence,
Tv(uk) = min {v, uk} and
−∆uk + V min {v, uk} = µk in the sense of distributions in Ω. (5.1)
We next observe that
0 ≤ V min {v, uk} ≤ V v for every k ∈ N.
From equation (5.1) and the assumption on v, the sequence (∆uk)k∈N is
then bounded in L1(Ω). By Sobolev imbedding of solutions of the Dirichlet
problem, we can extract a subsequence from (uk)k∈N which converges in
L1(Ω) to some function u ∈ W 1,10 (Ω). We then have the conclusion using
the Dominated convergence theorem. 
Proof of Lemma 5.3. Let v := ζχA , where A is the set given by Lemma 5.2.
For each k ∈ N, let wk ∈W
1,1
0 (Ω) be such that
−∆wk + V min {kv,wk} = µ in the sense of distributions in Ω. (5.2)
The existence of wk follows from Lemma 5.4 applied to the nonnegative
function kv. Since the function t ∈ R 7→ min {kv, t} is nondecreasing,
the weak maximum principle applies; see e.g. [7, Corollary 4.B.2]. The
sequence (wk)k∈N is then nonnegative and non-increasing, whence con-
verges pointwise and in L1(Ω) to some function w. By construction of v,
the set {v = 0} equals Z , except for a negligible set, so that the sequence
(min {kv,wk})k∈N converges almost everywhere to χΩ\Z w. By the absorp-
tion estimate, ∥∥V min {kv,wk}∥∥L1(Ω) ≤ ‖µ‖M(Ω),
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the sequence (min {kv,wk})k∈N is bounded in L1(Ω;V dx). Hence, by Fa-
tou’s lemma we have χΩ\Z w ∈ L1(Ω;V dx) and
−∆w + V χΩ\Z w ≤ µ in the sense of distributions in Ω. (5.3)
By the boundedness of the sequence (∆wk)k∈N inM(Ω), we also have w ∈
W 1,10 (Ω) and∆w ∈ M(Ω).
We now suppose that we are given some function u ∈W 1,10 (Ω) such that
−∆u+ V u ≤ µ in the sense of distributions in Ω.
Then, u is a subsolution of equation (5.2) and, by the weak maximum prin-
ciple, we have u ≤ wk almost everywhere in Ω. As k → ∞, we get u ≤ w
almost everywhere in Ω.
We are left with the proof of
−∆(χΩ\Zw)+V χΩ\Zw ≥ µd⌊Ω\Z in the sense of distributions in Ω. (5.4)
To this end, we begin by writing, for every a, b ∈ R,
min {a, b} =
a+ b− (a− b)+ − (b− a)+
2
, (5.5)
which we shall apply with a = ℓv and b = wk, where ℓ ∈ N. By Kato’s
inequality [8, 12],∆(ℓv −wk)+ and∆(wk − ℓv)+ are locally finite measures
in Ω that satisfy [
∆(ℓv −wk)
+
]
d
≥ χ{ℓv̂>ŵk}
[
∆(ℓv − wk)
]
d
(5.6)
and [
∆(wk − ℓv)
+
]
d
≥ χ{ℓv̂<ŵk}
[
∆(wk − ℓv)
]
d
(5.7)
in the sense of measures in Ω. Here we recall that, since ∆w ∈ M(Ω), the
precise representative ŵ is defined quasi-everywhere in Ω, i.e. except on a
subset ofW 1,2 capacity zero; see [28, Proposition 8.9]. It thus follows from
(5.5) to (5.7) that∆min {ℓv, wk} is a locally finite measure in Ω such that(
∆min {ℓv, wk}
)
d
≤ χ{ℓv̂<ŵk}(ℓ∆v)d + χ{ℓv̂>ŵk}(∆wk)d
+ χ{ℓv̂=ŵk}
(ℓ∆v)d + (∆wk)d
2
.
Observe that since v is a distributional solution with datum χA dx (and not
just a duality solution) we have
(ℓ∆v)d = ℓ∆v = ℓV v − ℓχA ≤ ℓV v.
We also have
(∆wk)d = V min {kv,wk} − µd.
Thus,(
∆min {ℓv, wk}
)
d
≤ χ{ℓv̂<ŵk}ℓV v + χ{ℓv̂ >ŵk}(V min {kv,wk} − µd)
+ χ{ℓv̂=ŵk}
ℓV v + V min {kv,wk}
2
.
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For ℓ ≤ k, we have
χ{ℓv̂<ŵk}ℓV v+χ{ℓv̂ >ŵk}V min {kv,wk}+χ{ℓv̂=ŵk}
ℓV v + V min {kv,wk}
2
= V min {ℓv, wk}
almost everywhere in Ω. Hence,(
∆min {ℓv, wk}
)
d
≤ V min {ℓv, wk} − χ{ℓv̂ >ŵk}µd.
Since wk ≤ w0 and µd is nonnegative, we then have(
∆min {ℓv, wk}
)
d
≤ V min {ℓv, wk} − χ{ℓv̂ >ŵ0}µd. (5.8)
Since the function min {ℓv, wk} is nonnegative, by the inverse maximum
principle we also have (
∆min {ℓv, wk}
)
c
≤ 0. (5.9)
Combining (5.8) and (5.9), for every ℓ ≤ k we get
∆min {ℓv, wk} ≤ V min {ℓv, wk} − χ{ℓv̂ >ŵ0}µd
in the sense of measures and then also in the sense of distributions in Ω.
Letting k →∞ and next ℓ→∞, we deduce that
∆(χΩ\Zw) ≤ V χΩ\Zw−χ{ŵ0<∞}\{v̂=0} µd in the sense of distributions in Ω.
Since∆w0 ∈M(Ω), the setΩ\{ŵ0 <∞} hasW 1,2 capacity zero. Moreover,
by the choice of v we have {v̂ = 0} = Z . We thus get
χ{ŵ0<∞}\{v̂=0} µd = µd⌊Ω\Z
and (5.4) follows. 
Remark 5.5. Lemma 5.3 does not provide enough information to conclude
that χΩ\Zw ∈ W
1,1
0 (Ω). To encode the zero boundary datum of χΩ\Zw,
one can rely instead on test functions in the larger class C∞0 (Ω), which is
enough to apply the weak maximum principle. On the one hand, since
w ∈W 1,10 (Ω), by [28, Proposition 6.5] the property
−∆w + V χΩ\Zw ≤ µ in the sense of distributions in Ω
is equivalent to
−∆w + V χΩ\Zw ≤ µ in the sense of (C
∞
0 (Ω))
′.
On the other hand, since w ∈ W 1,10 (Ω) and ∆w ∈ M(Ω), by [28, Proposi-
tion 20.1] we also haveˆ
{x∈Ω : d(x,∂Ω)<ǫ}
w ≤ Cǫ2‖∆w‖M(Ω) for every ǫ > 0.
In particular, χΩ\Zw satisfies the following vanishing mean property on the
boundary:
lim
ǫ→0
1
ǫ
ˆ
{x∈Ω:d(x,∂Ω)<ǫ}
χΩ\Zw = 0,
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which combined with an inequality of the type
−∆(χΩ\Zw) + V χΩ\Zw ≥ µd⌊Ω\Z in the sense of distributions in Ω
entitles us to recover test functions inC∞0 (Ω) as an application of [28, Propo-
sition 20.2]:
−∆(χΩ\Zw) + V χΩ\Zw ≥ µd⌊Ω\Z in the sense of (C
∞
0 (Ω))
′.
Proof of Proposition 5.1. Let w be the function given by Lemma 5.3 with µ =
χΩ\Z dx. In this case, since µ is absolutely continuous with respect to the
Lebesgue measure, µd = µ and then µd⌊Ω\Z = µ. Using the notation w˜ :=
χΩ\Zw, we thus have
−∆w + V χΩ\Zw ≤ χΩ\Z and −∆w˜ + V χΩ\Zw˜ ≥ χΩ\Z
in the sense of distributions in Ω. By Remark 5.5, both inequalities hold in
the sense of (C∞0 (Ω))
′. Since the potential V χΩ\Z is nonnegative, it thus
follows from the weak maximum principle that w˜ ≥ w almost everywhere
in Ω. By the nonnegativity of w, the reverse inequality also holds. Hence,
w˜ = w ∈W 1,10 (Ω) and, as w˜ = 0 on Z ,
−∆w+V w = −∆w+V χΩ\Zw = χΩ\Z in the sense of distributions in Ω.
From Remark 3.4, we thus have w = ζχΩ\Z . 
Remark 5.6. As a consequence of Proposition 5.1, one has existence of a
solution of (1.1) for every nonnegative function f ∈ L∞(Ω) such that f = 0
almost everywhere inZ . Indeed, observe that a solution of (1.1) with datum
‖f‖L∞(Ω)χΩ\Z exists. Since
0 ≤ f ≤ ‖f‖L∞(Ω)χΩ\Z almost everywhere in Ω,
it then suffices to apply themethod of sub- and supersolutions (Proposition 2.1).
6. ORTHOGONALITY PRINCIPLE
We establish in this section an orthogonality relation between the sets Z
and Ω \ Z , which is used in the proof of Theorem 1.4 :
Proposition 6.1. The universal zero-set Z satisfies
ˆ
Ω
ζχΩ\ZχZ =
ˆ
Ω
ζχZχΩ\Z = 0.
More precisely, we have
ζ̂χΩ\Z (x) = 0 for every x ∈ Z ,
ζ̂χZ (x) = 0 for every x ∈ Ω \ Z .
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As a consequence, the function ζχZ satisfies (1.1) with f = χZ if and only
if Z is negligible, since one must have ζ̂χZ = 0 in (Ω \ Z) ∪ Z = Ω. The
proof of Proposition 6.1 relies on the existence of a solution of (1.1) with
f = χΩ\Z that we proved in the previous section. We also need to know
that every point of Ω \ Z is a density point of this set, which means that
Ω \ Z is open with respect to the density topology [17]. This is a general
property of Sobolev-open sets (Proposition 10.1), but here we rely solely on
the definition of Z :
Lemma 6.2. For every x ∈ Ω \ Z , we have
lim
r→0
|Br(x) \ Z|
|Br(x)|
= 1.
Proof of Lemma 6.2. Given x ∈ Ω \Z , let w ∈W 1,20 (Ω)∩L
∞(Ω) be a solution
of (1.1) for some nonnegative f ∈ L∞(Ω) with ŵ(x) > 0. Since ŵ = 0 in Z ,
by the Lebesgue differentiation theoremwe have w = 0 almost everywhere
in Z . Thus,  
Br(x)
w =
1
|Br(x)|
ˆ
Br(x)\Z
w. (6.1)
We now denote c := ŵ(x) and choose r1 > 0 such that
c− ǫ ≤
 
Br(x)
w for every 0 < r ≤ r1. (6.2)
Observe that ŵ, being the difference between a continuous and a super-
harmonic function, is upper semicontinuous in Ω. Thus,
lim sup
y→x
ŵ(y) ≤ ŵ(x) = c.
We then take r2 > 0 such that
ŵ(y) ≤ c+ ǫ for every y ∈ Br2(x).
In particular, w ≤ c+ ǫ almost everywhere in Br2(x), which implies that
1
|Br(x)|
ˆ
Br(x)\Z
w ≤ (c+ ǫ)
|Br(x) \ Z|
|Br(x)|
for every 0 < r ≤ r2. (6.3)
Combining (6.1) to (6.3), we get
c− ǫ ≤ (c+ ǫ)
|Br(x) \ Z|
|Br(x)|
for every 0 < r ≤ min {r1, r2}.
Therefore, as r → 0,
c− ǫ
c+ ǫ
≤ lim inf
r→0
|Br(x) \ Z|
|Br(x)|
≤ lim sup
r→0
|Br(x) \ Z|
|Br(x)|
≤ 1.
Since c > 0, the conclusion follows as ǫ→ 0. 
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Proof of Proposition 6.1. By Proposition 5.1, the function ζχΩ\Z satisfies (1.1)
with f = χΩ\Z and, in particular,
ζ̂χΩ\Z (x) = 0 for every x ∈ Z . (6.4)
To establish the integral orthogonality relation, we recall that ζχΩ\Z is also
a duality solution. Using the test function χZ ∈ L∞(Ω) in the duality for-
mulation, we then have by the Lebesgue differentiation theorem,ˆ
Ω
ζχΩ\ZχZ =
ˆ
Ω
ζ̂χZχΩ\Z =
ˆ
Ω
ζχZχΩ\Z . (6.5)
By (6.4) and the Lebesgue differentiation theorem, ζχΩ\Z = 0 almost every-
where in Z . Hence, the integral in the left-hand side of (6.5) vanishes. This
establishes the orthogonality identity and then, since ζχZ is nonnegative,
ζχZ = 0 almost everywhere in Ω \ Z . (6.6)
We now claim that
ζ̂χZ (x) = 0 for every x ∈ Ω \ Z .
Indeed, by nonnegativity of ζχZ and (6.6), for every ball Br(x) ⊂ Ωwe have
0 ≤
 
Br(x)
ζχZ =
1
|Br(x)|
ˆ
Br(x)∩Z
ζχZ ≤ ‖ζχZ‖L∞(Ω)
|Br(x) ∩ Z|
|Br(x)|
.
By Lemma 6.2, the right-hand side converges to zero as r → 0 when x ∈
Ω \ Z and we conclude that ζ̂χZ (x) = 0. 
From the orthogonality principle, we deduce a posteriori that one can take
A = Ω \ Z in Lemma 5.2:
Corollary 6.3. The universal zero-set satisfies
Z =
{
x ∈ Ω : ζ̂χΩ\Z (x) = 0
}
.
Proof. We recall that A is defined in the proof of Lemma 5.2 as a maximizer
among all Borel setsB ⊂ Ω such that (1.8) has a distributional solutionwith
µ = χB dx. Since by Proposition 5.1 a solution with B = Ω \ Z exists, we
may assume from the beginning that
Ω \ Z ⊂ A.
It thus suffices to verify thatA∩Z is negligible with respect to the Lebesgue
measure. To this end, we first observe that by Proposition 2.1 there ex-
ists a distributional solution of (1.8) with datum µ = χA∩Z dx, which by
Remark 3.4 can be identified with ζχA∩Z . On the other hand, by compari-
son between variational solutions,
0 ≤ ζχA∩Z ≤ ζχZ almost everywhere in Ω.
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From the orthogonality principle, and in particular (6.6), we thus have
ζχA∩Z = 0 almost everywhere in Ω \ Z . But being a distributional solu-
tion, the same property holds in Z . Hence, ζχA∩Z = 0 almost everywhere
in the entire domain Ω and then, from the distributional formulation,ˆ
A∩Z
ϕ =
ˆ
Ω
χA∩Z ϕ = 0 for every ϕ ∈ C∞c (Ω).
Therefore, A ∩ Z is negligible. 
7. COMPARISON PRINCIPLE
We investigate a comparison principle which establishes that every so-
lution of the Dirichlet problem (1.8) with positive measure can always be
bounded from below by a nontrivial solution involving some nonnegative
L∞ datum. In the proof of Theorem 1.4, it implies that the assumption
µ(Z) = 0 is necessary for the existence of distributional solutions. While
the naive strategy based on truncation gives a bounded supersolutionTk(u)
underneath u, such an approach is unsatisfactory since ∆Tk(u) typically
yields a singular measure on the level set {u = k}.
Our main result in this direction is the following
Proposition 7.1. There exists a bounded continuous nondecreasing function H :
[0,+∞)→ [0,+∞), withH(t) > 0 for t > 0, such that, for every Borel function
V : Ω→ [0,+∞], if u ∈ L1(Ω) is a duality solution of the Dirichlet problem (1.8)
involving a nonnegative measure µ ∈ M(Ω), then
u ≥ ζH(u) almost everywhere in Ω.
Observe that ζH(u) is well defined sinceH(u) is bounded. We emphasize
thatH is independent of V , and from the proof one can takeH(t) ∼ tα near
t = 0 for any given α > 1 ; see (7.5) below. The comparison principle above
also applies to distributional solutions, as they are also duality solutions,
but the important fact that ζH(u) is also a distributional solutionwith datum
H(u) requires some justification; see Proposition 7.3 below.
To prove Proposition 7.1, we rely on a straightforward variant of Kato’s
inequality for ζh in the spirit of [7, Proposition 4.B.5], which formally is
−∆ζ+h + V ζ
+
h ≤ χ{ζh>0}h,
that also takes into account the boundary behavior of ζh by allowing ζ1 as
test function.
Lemma 7.2. For every h ∈ L∞(Ω), we have
ˆ
Ω
ζ+h ≤
ˆ
{ζh>0}
hζ1.
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Proof of Lemma 7.2. Since ζh and ζ1 satisfy an Euler-Lagrange equation in-
volving test functions in W 1,20 (Ω) ∩ L
2(Ω;V dx), the proof is implemented
by suitable choices of test functions depending on ζh and ζ1 themselves.
For example, the equation satisfied by ζ1 with test function J(ζh) givesˆ
Ω
(
J ′(ζh)∇ζ1 · ∇ζh + V ζ1J(ζh)
)
=
ˆ
Ω
J(ζh), (7.1)
where J : R → R is a smooth function such that J(0) = 0. Using now the
test function J ′(ζh)ζ1 in the equation satisfied by ζh, we also haveˆ
Ω
(
J ′′(ζh)|∇ζh|
2ζ1 + J
′(ζh)∇ζh · ∇ζ1 + V ζhJ
′(ζh)ζ1
)
=
ˆ
Ω
hJ ′(ζh)ζ1.
Assuming that J ′′ ≥ 0, by nonnegativity of ζ1 we getˆ
Ω
(
J ′(ζh)∇ζh · ∇ζ1 + V ζhJ
′(ζh)ζ1
)
≤
ˆ
Ω
hJ ′(ζh)ζ1. (7.2)
Subtracting (7.2) from (7.1),ˆ
Ω
V ζ1[J(ζh)− ζhJ
′(ζh)] ≥
ˆ
Ω
J(ζh)−
ˆ
Ω
hJ ′(ζh)ζ1.
We now take J convex such that J(t) = 0 for t ≤ 0 and 0 ≤ J(t) ≤ t for
t ≥ 0. In particular, for every t ∈ R we have J(t) ≤ J ′(t)t. Since V and ζ1
are nonnegative, the integrand in the left-hand side is nonpositive and we
deduce that ˆ
Ω
J(ζh) ≤
ˆ
Ω
hJ ′(ζh)ζ1.
To conclude, we apply this inequality to a sequence (Jk)k∈N of convex func-
tions as above that converges pointwise to the function t ∈ R 7→ t+ and
such that (J ′k)k∈N converges pointwise to χ(0,+∞). As k → ∞, we have the
conclusion. 
Proof of Proposition 7.1. We first assume that µ is a measure of the form µ =
f dx with a nonnegative f ∈ L∞(Ω). We have in this case that u = ζf by
uniqueness of duality solutions. For every ǫ > 0, we claim that
Cu ≥ ǫ ζχ{u>ǫ} almost everywhere in Ω (7.3)
for C := ‖θ‖L∞(Ω), where θ is the classical solution of (3.3).
Using the notation zǫ := ζχ{u>ǫ} , we have ǫzǫ − Cu = ζh , where h =
ǫχ{u>ǫ} − Cf . Thus, by Lemma 7.2,ˆ
Ω
(ǫzǫ − Cu)
+ ≤
ˆ
{ǫzǫ>Cu}
(ǫχ{u>ǫ} − Cf)ζ1.
Since f and ζ1 are nonnegative,ˆ
Ω
(ǫzǫ − Cu)
+ ≤
ˆ
{ǫzǫ>Cu}
ǫχ{u>ǫ}ζ1 = ǫ
ˆ
{ǫzǫ/C>u>ǫ}
ζ1 ≤ ǫ
ˆ
{zǫ>C}
ζ1.
(7.4)
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The estimate
0 ≤ zǫ ≤ ζ1 ≤ θ almost everywhere in Ω
holds for every ǫ > 0 and is independent of V . In particular, with the choice
C = ‖θ‖L∞(Ω), the set {zǫ > C} is negligible with respect to the Lebesgue
measure. We then deduce from (7.4) thatˆ
Ω
(ǫzǫ − Cu)
+ ≤ 0
and this implies (7.3).
To obtain H , it now suffices to apply (7.3) using an averaging argument.
For this purpose, let ρ : (0,+∞)→ R be a summable nonnegative function
such that
´∞
0 ρ = 1. Multiplying both sides of (7.3) by ρ(ǫ) and integrating
with respect to ǫ over (0,+∞), we get
Cu(x) ≥
ˆ ∞
0
ǫρ(ǫ)ζχ{u>ǫ}(x) dǫ for almost every x ∈ Ω.
By linearity of the equation, one identifies the right-hand side as ζH˜(u)(x),
where
H˜(t) :=
ˆ t
0
ǫρ(ǫ) dǫ,
so that the proposition holds withH(t) = H˜(t)/C . Given α > 1, an explicit
admissible choice of ρ is
ρ(ǫ) =
{
(α− 1)ǫα−2 for ǫ < 1,
0 for ǫ ≥ 1.
In this case,
H(t) =
α− 1
Cα
min {tα, 1} for every t ≥ 0. (7.5)
We have assumed so far that µ = f dx with f bounded. For an arbi-
trary nonnegative measure µ ∈ M(Ω), we apply the estimate to the func-
tion uk := ζρk∗µ , where (ρk)k∈N is a suitable sequence of mollifiers; see
Proposition 3.5. The sequence (uk)k∈N converges to u in L1(Ω) and, for ev-
ery k ∈ N, we have uk ≥ ζH(uk) almost everywhere in Ω. The conclusion
thus follows as k →∞. 
We now complement the comparison principle for distributional solu-
tions u by showing that ζH(u) is also a distributional solution with datum
H(u). More precisely, using the stability of duality solutions under trunca-
tion of the potential V and the independence of H with respect to V , we
prove
Proposition 7.3. If u is the distributional solution of (1.8) with nonnegative da-
tum µ ∈ M(Ω), then ζH(u) satisfies (1.1)with datum f = H(u) ∈ L∞(Ω), where
H is the bounded continuous function given by Proposition 7.1.
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Proof. We use the notations of Lemmas 2.2 and 3.2 for uk and ζf,k , respec-
tively. Since Tk(V ) is bounded, the function wk := ζH(uk),k satisfies
−∆wk + Tk(V )wk = H(uk) in the sense of distributions in Ω. (7.6)
By nonnegativity of µ, the sequence (uk)k∈N is non-increasing and so is
(wk)k∈N. As each wk is also nonnegative, the sequence (wk)k∈N converges
in L1(Ω) to some function w. SinceH is independent of the potential V , by
the comparison principle (Proposition 7.1) and the nonnegativity of wk we
also have
0 ≤ wk ≤ uk almost everywhere in Ω.
By Lemma 2.2, the sequence (Tk(V )uk)k∈N converges to V u in L1(Ω). Thus,
by the Dominated convergence theorem, the sequence (Tk(V )wk)k∈N con-
verges to V w in L1(Ω). As k → ∞ in (7.6), we then deduce that w satisfies
(1.1) with f = H(u). To conclude, observe that since (wk)k∈N is bounded in
L∞(Ω) and (∆wk)k∈N is bounded in L1(Ω), by interpolation the sequence
(wk)k∈N is bounded inW
1,2
0 (Ω). By the closure property in Sobolev spaces,
we then have w ∈W 1,20 (Ω) and w = ζH(u). 
8. PROOFS OF THEOREMS 1.3 AND 1.4
Proof of Theorem 1.4. “=⇒”. Since 0 ≤ µ⌊Z ≤ µ, by Proposition 2.1 theDirich-
let problem (1.8) also has a distributional solution v with measure µ⌊Z . As
a consequence of the comparison principle from the previous section, we
have v = 0 almost everywhere in Ω. Indeed, by Proposition 3.1, v is also a
duality solution andˆ
Ω
vf =
ˆ
Ω
ζ̂f dµ⌊Z for every f ∈ L∞(Ω). (8.1)
By Proposition 7.3, the function ζH(v) satisfies (1.1) with bounded datum
f = H(v) and then, by definition of Z , we have ζ̂H(v) = 0 in Z . Thus taking
f = H(v) in (8.1), we getˆ
Ω
vH(v) =
ˆ
Ω
ζ̂H(v) dµ⌊Z = 0.
By positivity of H on (0,+∞) we deduce that v = 0 almost everywhere
in Ω. Since v solves an equation with µ⌊Z in the sense of distributions, for
every ϕ ∈ C∞c (Ω)we haveˆ
Ω
ϕdµ⌊Z =
ˆ
Ω
v (−∆ϕ+ V ϕ) = 0.
Hence, µ⌊Z = 0 and then µ(Z) = 0. 
Proof of Theorem 1.4. “⇐=”. Let w be the function provided by Lemma 5.3:
w dominates all distributional subsolutions of (1.8) and, by Remark 5.5, also
satisfies
−∆w + V χΩ\Zw ≤ µ in the sense of (C
∞
0 (Ω))
′.
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Denoting w˜ := χΩ\Zw, we claim that
−∆w˜ + V χΩ\Zw˜ ≥ µ in the sense of (C
∞
0 (Ω))
′. (8.2)
Once such a property is established, the weak maximum principle implies
that w ≤ w˜ almost everywhere in Ω. By nonnegativity of w, we also have
w ≥ w˜. Hence, equality holds and we deduce that
w = 0 almost everywhere in Z
and
−∆w + V w = µ in the sense of distributions in Ω.
It thus suffices to prove (8.2). We perform this task by analyzing sep-
arately the diffuse and concentrated parts of ∆w˜. Concerning the diffuse
part, we first observe that the assumption µ(Z) = 0 and the nonnegativity
of µ imply that µd⌊Ω\Z = µd. Thus, by Lemma 5.3,
−∆w˜ + V χΩ\Zw˜ ≥ µd in the sense of distributions in Ω,
hence also in the sense of measures in Ω. Then, by comparison between the
diffuse parts from both sides,
(−∆w˜)d + V χΩ\Zw˜ ≥ µd. (8.3)
Concerning the concentrated part, we first prove that
u ≤ χΩ\Z w = w˜ almost everywhere in Ω, (8.4)
where u ∈ L1(Ω) is the duality solution of (1.8) associated toµ. By Lemma 4.2,
we have u ∈W 1,10 (Ω) ∩ L
1(Ω;V dx) and
−∆u+ V u ≤ µ in the sense of distributions in Ω.
Thus, by Lemma 5.3,
u ≤ w almost everywhere in Ω. (8.5)
To prove that
u = 0 almost everywhere in Z , (8.6)
we use χZ as test function in the duality formulation:ˆ
Z
u =
ˆ
Ω
uχZ =
ˆ
Ω
ζ̂χZ dµ.
By the orthogonality principle (Proposition 6.1), we have {ζ̂χZ > 0} ⊂ Z .
Since µ = 0 on Z , we get
´
Z u = 0 which, by nonnegativity of u, implies
(8.6). As a consequence of (8.5), (8.6) and the nonnegativity of w, (8.4) fol-
lows. Next, from the inverse maximum principle and (8.4), we get
(−∆w˜)c ≥ (−∆u)c.
We recall that, by Proposition 4.1, u satisfies
−∆u+ V u = µ⌊Ω\S − λ in the sense of distributions in Ω,
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where the measure λ is diffuse, that is, λc = 0. Since S ⊂ Z and µ = 0 on
Z , we have µ⌊Ω\S = µ. Thus,
(−∆w˜)c ≥ (−∆u)c = µc. (8.7)
Since ∆w˜ = (∆w˜)d + (∆w˜)c, a combination of (8.3) and (8.7) gives (8.2),
but only in the sense of distributions in Ω. As explained in Remark 5.5, the
vanishing average property of w˜ then implies (8.2), which completes the
proof. 
Proof of Theorem 1.3. By Theorem 1.4, the Dirichlet problem (1.8) does not
have a distributional solutionwith µ = δx and x ∈ Z . When x 6∈ Z , again by
Theorem 1.4 a distributional solution exists and, by Proposition 3.1 and the
uniqueness of the duality solution, it must coincide with the duality solu-
tionGx. In this case, if w ∈W
1,2
0 (Ω)∩L
∞(Ω) satisfies (1.1) with f ∈ L∞(Ω),
then by Remark 3.4 we have w = ζf . The representation formula (3.9) sat-
isfied by ζf then becomes
ŵ(x) = ζ̂f (x) =
ˆ
Ω
Gxf for every x ∈ Ω. 
9. GREEN’S FUNCTIONS AND DECOMPOSITION OF Ω \ S
In this section, we utilize Green’s function Gx in the duality sense for
x ∈ Ω \ S to identify the various components of Ω \ S. The topological
properties of these subsets will be investigated in the next two sections.
Observe that, when x ∈ S, we haveˆ
Ω
Gxf = ζ̂f (x) = 0 for every f ∈ L∞(Ω),
whence
Gx = 0 almost everywhere in Ω.
For x ∈ Ω\S, the picture is radically different as we know from Proposition 4.1
that Gx satisfies the equation
−∆Gx + V Gx = δx − λ in the sense of distributions in Ω (9.1)
for some nonnegative diffuse measure λ ∈ M(Ω) carried by S, where for
simplicity we omit the possible dependence of λ on x. In particular, Gx
is a nontrivial locally bounded subharmonic function in Ω \ {x}. Hence,
the Lebesgue set of Gx is Ω \ {x} and the precise representative Ĝx is up-
per semicontinuous in this set. We can interpret x as the point where Gx
diverges to +∞.
Definition 9.1. For every x ∈ Ω \ S, the superlevel set Ux is defined by
Ux =
{
y ∈ Ω : y = x or Ĝx(y) > 0
}
.
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By the Lebesgue differentiation theorem and the fact that Gx 6≡ 0 for
x ∈ Ω \ S, each superlevel set Ux has positive Lebesgue measure. We also
observe that
Ω \ Ux = {Ĝx = 0}. (9.2)
We now prove that these superlevel sets yield equivalence classes in Ω \S :
Proposition 9.1. For every x, y ∈ Ω \ S, we have that
either Ux = Uy or Ux ∩ Uy = ∅.
Since each Ux has positive Lebesgue measure, for x running over Ω \ S
one then gets a decomposition of Ω \ S as a finite or countably infinite
disjoint union of sets Ux. The components Dj that arise in Theorem 1.1
are the superlevel sets that are contained in Ω \ Z .
We begin by showing that each point of {Ĝx > 0} is a density point of
this set:
Lemma 9.2. Let x ∈ Ω \ S. For every z ∈ {Ĝx > 0}, we have
lim
r→0
∣∣Br(z) ∩ {Ĝx > 0}∣∣
|Br(z)|
= 1.
Proof of Lemma 9.2. Let c = Ĝx(z) > 0. Given ǫ > 0, one proceeds as in
the proof of Lemma 6.2 using the upper semicontinuity of Gx to find some
η > 0 such that, for every 0 < r ≤ η,
c− ǫ ≤
1
|Br(z)|
ˆ
Br(z)∩{Ĝx>0}
Gx ≤ (c+ ǫ)
∣∣Br(z) ∩ {Ĝx > 0}∣∣
|Br(z)|
,
and then
c− ǫ
c+ ǫ
≤
∣∣Br(z) ∩ {Ĝx > 0}∣∣
|Br(z)|
≤ 1.
The conclusion follows letting r → 0 and then ǫ→ 0. 
We now prove an orthogonality relation among the superlevel sets Ux :
Lemma 9.3. Let x, y ∈ Ω \ S with x 6= y. If Ĝx(y) = 0, then Ux ∩ Uy = ∅.
To prove this propertywe need the symmetry of the Green’s function [22,
Theorem 7.4]: For every x, y ∈ Ω with x 6= y,
Ĝx(y) = Ĝy(x).
Proof of Lemma 9.3. Let y ∈ Ω \ {x}with Ĝx(y) = 0. We first show that
{Gx > 0} ∩ {Gy > 0} is negligible. (9.3)
To this end, by the comparison principle (Proposition 7.1) and the repre-
sentation formula (3.9) we have
Ĝx(y) ≥ ζ̂H(Gx)(y) =
ˆ
Ω
GyH(Gx).
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Since the left-hand side vanishes by assumption and the integrand is non-
negative, we have GyH(Gx) = 0 almost everywhere in Ω, and (9.3) thus
holds by positivity of H on (0,+∞).
It follows from (9.3) and the Lebesgue differentiation theorem that (9.3)
is also satisfied by the precise representatives and then, for every z ∈ Ω,∣∣Br(z) ∩ {Ĝx > 0}∣∣
|Br(z)|
+
∣∣Br(z) ∩ {Ĝy > 0}∣∣
|Br(z)|
≤ 1.
As r → 0, we deduce using Lemma 9.2 that the first quotient converges to
1 for z ∈ {Ĝx > 0}, while the second one also converges to 1 for z ∈ {Ĝy >
0}. Therefore, no point in Ω can belong simultaneously to both sets, and so
their intersection must be empty:
{Ĝx > 0} ∩ {Ĝy > 0} = ∅.
Since Ĝy(x) = Ĝx(y) = 0, we also have
x 6∈ {Ĝy > 0} and y 6∈ {Ĝx > 0}.
Therefore, Ux ∩ Uy = ∅. 
Proof of Proposition 9.1. Assume that Ux ∩ Uy 6= ∅ and x 6= y. We wish to
show the equality Ux = Uy , which, by (9.2), is equivalent to
{Ĝx = 0} = {Ĝy = 0}. (9.4)
Let us prove the inclusion “⊂” in (9.4). To this end, take z ∈ Ω such that
Ĝx(z) = 0. Then, by Lemma 9.3,
Ux ∩ Uz = ∅. (9.5)
As another application of Lemma 9.3, the assumption Ux ∩ Uy 6= ∅ implies
that Ĝx(y) > 0, and then y ∈ Ux by the definition of Ux. In view of (9.5), we
thus have y 6∈ Uz . By symmetry of the Green’s function and the definition
of Uz , we deduce that Ĝy(z) = Ĝz(y) = 0. Therefore,
{Ĝx = 0} ⊂ {Ĝy = 0}.
We can now interchange the roles of x and y to get the reverse inclusion
“⊃” and (9.4) then follows. 
10. SOBOLEV-OPENNESS OF Ux
We provide in this section additional properties of the superlevel sets Ux
related to the Sobolev-topology induced by the definition below:
Definition 10.1. A set O ⊂ Ω is Sobolev-open whenever there exists a nonneg-
ative function ξ ∈ W 1,20 (Ω) such that every point in Ω is a Lebesgue point of ξ
and
O = {ξ̂ > 0}.
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FIGURE 1. Sobolev-open set which is not open.
Replacing ξ in this definition by the truncated function T1(ξ), one can
assume to start with that ξ ∈ W 1,20 (Ω) ∩ L
∞(Ω). One verifies that a set
O ⊂ Ω is Sobolev-open if and only if Ω \O is Sobolev-closed, as defined in
the Introduction. The family of Sobolev-open subsets of Ω is stable under
finite intersections and countably infinite unions.
As a consequence of the Lebesguedifferentiation theorem, ifO is Sobolev-
open and non-empty, then O has positive Lebesgue measure. We now
prove that every point of a Sobolev-open set is a density point:
Proposition 10.1. Let O ⊂ RN be a Sobolev-open set. For every x ∈ O, we have
lim
r→0
|Br(x) ∩O|
|Br(x)|
= 1.
Proof. For x ∈ O and ξ ∈W 1,20 (Ω) as in the definition of a Sobolev-open set
we have ξ̂(x) > 0. Since ξ = 0 almost everywhere in Ω \O,
|Br(x) \O|
|Br(x)|
ξ̂(x) =
1
|Br(x)|
ˆ
Br(x)\O
|ξ − ξ̂(x)| ≤
 
Br(x)
|ξ − ξ̂(x)|.
As r → 0, the quantity in the right-hand side converges to 0 and then
lim
r→0
|Br(x) \O|
|Br(x)|
= 0. 
While every open set in the usual Euclidean topology is Sobolev-open,
the converse is not true:
Example 10.1. Let N ≥ 3. For any given 0 < α < 1, the set
O =
{
x = (x′, xN ) ∈ R
N−1 × R : |x| < 1 and xN < |x′|α
}
∪ {0}
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illustrated in Figure 1 is Sobolev-open but not open in B1(0). The assump-
tion α < 1 ensures that 0 is a density point ofO. To verify thatO is Sobolev-
open, consider the function ξ : B1(0)→ R defined for x′ 6= 0 by
ξ(x) = min
{
ϕ
( xN
|x′|α
)
, 1− |x|2
}
, (10.1)
where ϕ : R→ R is a smooth function such that ϕ(t) = 0 for t ≥ 1, ϕ(t) = 1
for t ≤ 1/2, and ϕ(t) > 0 otherwise. Observe that ξ has a continuous
extension to B1(0) \ {0}, every point in B1(0) is a Lebesgue point of ξ, and
ξ̂(0) = 1. The latter is due to the fact that ξ(x) = 1− |x|2 on {xN < |x′|α/2}
and the origin is a density point of this set. Moveover,
x ∈ O if and only if ξ̂(x) > 0.
To verify that ξ ∈W 1,20 (B1(0)) it suffices to check that v(x) = ϕ
(
xN/|x
′|α
)
belongs toW 1,2(B1(0)). Observe that
|∇v(x)| ≤ C1
∣∣∣ϕ′( xN
|x′|α
)∣∣∣( 1
|x′|α
+
|xN |
|x′|α+1
)
.
As ϕ′ = 0 outside the interval (1/2, 1) and 0 < α < 1, we have
|∇v(x)| ≤ C2 χ{1/2≤xN /|x′|α≤1}
(
1
xN
+
1
x
1/α
N
)
≤ 2C2 χ{|x′|α≤2xN}
1
x
1/α
N
.
Thus, by Fubini’s theorem,
ˆ
B1(0)
|∇v|2 ≤ C3
ˆ 1
0
x
(N−1)/α
N
x
2/α
N
dxN = C3
ˆ 1
0
x
(N−3)/α
N dxN
and the integral in the right-hand side is finite for α > 0. This implies that
ξ ∈W 1,20 (B1(0)) and O is Sobolev-open.
The superlevel sets Ux defined in the previous section are Sobolev-open:
Proposition 10.2. For every x ∈ Ω \S, the set Ux is Sobolev-open and contained
in Ω \ S.
Proof. Since ζχUx belongs toW
1,2
0 (Ω) and its Lebesgue set coincides with Ω,
it suffices to prove that
Ux = {ζ̂χUx > 0}. (10.2)
To this end, recall that for every y ∈ Ω the representation formula (3.9) gives
ζ̂χUx (y) =
ˆ
Ω
GyχUx =
ˆ
Ux
Gy.
If y ∈ Ux, then by Proposition 9.1 we have Ux = Uy and the integral in the
right-hand side is thus positive. When y 6∈ Ux, by Proposition 9.1 we have
Ux∩Uy = ∅ and the integral equals zero. We conclude that (10.2) holds and,
in particular, Ux ⊂ Ω \ S by (4.3). 
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Sobolev-openfine-open
quasi-open
FIGURE 2. Relation among the classes of quasi-, fine- and
Sobolev-open sets.
We recall that
S ⊂ Z ⊂ Ω,
and then we can decompose Ω as
Ω = S ∪ (Z \ S) ∪ (Ω \ Z). (10.3)
The following property implies that Z \ S and Ω \Z can be further decom-
posed as a disjoint union of sets Ux. In particular, Z \ S is also a Sobolev-
open set.
Proposition 10.3. For every x ∈ Ω \ S, we have that
either Ux ⊂ Z \ S or Ux ⊂ Ω \ Z.
Proof. Let x ∈ Ω \ Z . By the representation formula (3.9) and the orthogo-
nality principle (Proposition 6.1) we have
ˆ
Z
Gx = ζ̂χZ (x) = 0.
Thus,Gx = 0 almost everywhere in Z . Similarly, for y ∈ Z ,ˆ
Ω\Z
Gy = ζ̂χΩ\Z (y) = 0.
Thus, Gy = 0 almost everywhere in Ω \ Z . It then follows for every x ∈
Ω \ Z and y ∈ Z \ S that Ux ∩ Uy is a Sobolev-open negligible set. Hence,
Ux ∩ Uy = ∅. In particular, as the superlevel sets are contained in Ω \ S
(Proposition 10.2),
Uy ⊂ (Ω \ S) \ {x} and Ux ⊂ (Ω \ S) \ {y}.
Since both inclusions hold for every x ∈ Ω \ Z and y ∈ Z \ S, we then get
Uy ⊂ Z \ S and Ux ⊂ Ω \ Z. 
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Remark 10.4. There are in the literature several other definitions of open
sets related to classical concepts of Potential theory, like regular point and
capacity. For example, fine- and quasi-open sets are of particular interest
andwe refer the reader toMalý and Ziemer’s book [23] for their definitions.
It is known that every fine-open set is quasi-open; see [23, Theorem 2.144].
In our case, as Sobolev-open sets are of the form {ξ̂ > 0} for some ξ ∈
W 1,20 (Ω) and ξ̂ is quasicontinuous [23, Lemma 2.152], every Sobolev-open
set is also quasi-open.
The classes of fine- and Sobolev-open sets are nevertheless different and
one is not contained in the other, which we summarize in Figure 2. Indeed,
any singleton {a} in dimension N ≥ 2 has W 1,2 capacity zero and thus
is fine-open (and also quasi-open), but never Sobolev-open. In dimension
N = 3, the Sobolev-open set O defined in Example 10.1 is not fine-open
as the origin is a regular point of R3 \ O : This observation goes back to
Lebesgue and is due to the algebraic behavior of the boundary in the neigh-
borhood of the origin; see [20, Chapter XI, Section 19].
11. SOBOLEV-CONNECTEDNESS OF Ux
One can define Sobolev-connected sets in analogy with their classical
topological counterpart:
Definition 11.1. A set D ⊂ Ω is Sobolev-connected whenever, for every dis-
joint Sobolev-open sets A,B ⊂ Ω such that D ⊂ A ∪ B, one has D ⊂ A or
D ⊂ B.
Since there are more Sobolev-open sets than open sets, any Sobolev-
connected set is connected in the usual Euclidean sense. The converse is
false; see Figure 3 (a) that is related to Example 10.1. Using the Interme-
diate value theorem for Sobolev functions from [32], one verifies that an
open set is Sobolev-connected if and only if it is connected; see the proof
of Proposition 12.2 below. Alternatively, one can rely on the fact that such
a property is also true for density-connected sets in the density-topology,
see [17], and every Sobolev-open set is density-open by Proposition 10.1
above.
Example 11.1. Let N ≥ 3. For any given 1 < α < N − 1, the set
D =
{
x = (x′, xN ) ∈ R
N−1 × R : |x| < 1 and |xN | > |x′|α
}
∪ {0}
is Sobolev-open and Sobolev-connected in B1(0), but not open for the Eu-
clidean topology; see Figure 3 (b). One proceeds as in Example 10.1 by tak-
ing ξ : B1(0) → R defined by (10.1), where the smooth function ϕ : R → R
is now such that ϕ(t) = 0 for |t| ≤ 1/2, ϕ(t) = 1 for |t| ≥ 1, and ϕ(t) > 0
otherwise. This new choice of ϕ ensures that the origin is a Lebesgue point
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(a)
(b)
FIGURE 3. (a) Path-connected set which is not Sobolev-
connected; (b) Sobolev-connected set.
of ξ for α > 1. Moreover, for x ∈ B1(0) the function v(x) = ϕ
(
xN/|x
′|α
)
satisfies
|∇v(x)| ≤ C3 χ{1/2≤|xN |/|x′|α≤1}
(
1
|xN |
+
1
|xN |1/α
)
≤ 2C3 χ{|x′|α≤2|xN |}
1
|xN |
.
Thus, by Fubini’s theorem,
ˆ
B1(0)
|∇v|2 ≤ C4
ˆ 1
0
x
(N−1)/α
N
x2N
dxN = C4
ˆ 1
0
x
−2+(N−1)/α
N dxN .
The right-hand side is finite for α < N − 1 and then ξ ∈W 1,20 (B1(0)).
To prove that D is Sobolev-connected, take disjoint Sobolev-open sets
A,B ⊂ Ω such that D ⊂ A ∪ B and assume that 0 ∈ A. Since 0 is a density
point of D but not a density point of D+ := D ∩ {xN > 0} nor of D− :=
D ∩ {xN < 0}, we have that A must intersect both D+ and D−. Since both
sets are open and connected, they are Sobolev-connected and we deduce
thatD+ and D− are contained in A. Therefore,
D = {0} ∪D+ ∪D− ⊂ A,
which implies that D is Sobolev-connected.
We now show that a Sobolev-connected subset of Ω \ S cannot intersect
two different superlevel sets Ux :
Proposition 11.1. If D ⊂ Ω \ S is Sobolev-connected, then D ⊂ Ux for any
x ∈ D.
Proof. SinceΩ\S is a finite or countably infinite disjoint union of the Sobolev-
open setsUy (Propositions 9.1 and 10.2), the setΩ\(S∪Ux) is Sobolev-open.
By Sobolev-connectedness of D and the inclusion
D ⊂ Ux ∪
(
Ω \ (S ∪ Ux)
)
,
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it follows that D is contained in one of the Sobolev-open sets in the right-
hand side. For x ∈ D, we then must have D ⊂ Ux. 
A deeper property concerns the Sobolev-connectedness of all sets Ux :
Proposition 11.2. For every x ∈ Ω \ S, the set Ux is Sobolev-connected.
To prove Proposition 11.2 we need a counterpart of Poincaré’s balayage
method for the Schrödinger operator on a non-empty Sobolev-open setO ⊂
Ω. We use the following notation
W(O,Ω) =
{
v ∈W 1,20 (Ω) : v = 0 almost everywhere in Ω \O
}
.
Observe that W(O,Ω) contains any function ξ that verifies the Sobolev-
openness ofO. As a vector space,W(O,Ω) is then nontrivial and also com-
plete with respect to theW 1,2 norm.
Lemma 11.3. Given a non-empty Sobolev-open set O ⊂ Ω \S and a nonnegative
function h ∈ L2(Ω) such that h = 0 almost everywhere in Ω \ O, let u be the
minimizer of
E(v) =
1
2
ˆ
Ω
(|∇v|2 + V v2)−
ˆ
Ω
hv inW(O,Ω) ∩ L2(Ω;V dx).
Then, there exists a nonnegative locally finite diffuse Borel measure τ ∈ L1(Ω) +
(W 1,20 (Ω))
′ such thatˆ
Ω
uf =
ˆ
Ω
ζfh−
ˆ
Ω
ζ̂f dτ for every f ∈ L
∞(Ω),
with
τ(O) = 0
and
τ(T ) = 0 for every Sobolev-open set T ⊂ Ω \O.
The measure τ can be interpreted as the density of charges in Ω needed
to obtain a zero potential outside O, starting from a given potential u that
satisfies the equation −∆u + V u = h in O and vanishes on the Sobolev-
boundary of O. The properties τ(O) = τ(T ) = 0 encode the concentration
of τ on the Sobolev-boundary of O.
Proof of Lemma 11.3. Theminimizer u exists and satisfies the Euler-Lagrange
equationˆ
Ω
(∇u · ∇v + V uv) =
ˆ
Ω
hv for every v ∈ W(O,Ω) ∩ L2(Ω;V dx).
(11.1)
Using various choices of test functions in (11.1), one shows that u is non-
negative, u ∈ L1(Ω;V dx) and
−∆u+ V u ≤ h in the sense of distributions in Ω. (11.2)
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Indeed, taking v = min {u, 0} in (11.1), one sees that u ≥ 0 almost every-
where in Ω. Taking v = T1(ku)with k ∈ N and letting k →∞, one deduces
that
‖V u‖L1(Ω) ≤ ‖h‖L1(Ω).
Finally, to show (11.2), one chooses v = T1(ku)ϕ for any nonnegative ϕ ∈
C∞c (Ω). Dropping the nonnegative term∇u ·∇T1(ku)ϕ, as k →∞ one getsˆ
Ω
(∇u · ∇ϕχ{u>0} + V uϕ) ≤
ˆ
Ω
hϕ,
from which (11.2) follows since ∇u = 0 almost everywhere on {u = 0}.
By (11.2) and a classical property of positive distributions, there exists a
nonnegative locally finite Borel measure τ in Ω such that
−∆u+ V u = h− τ in the sense of distributions in Ω. (11.3)
Since u ∈ W 1,20 (Ω), V u ∈ L
1(Ω) and h ∈ L2(Ω), we have that τ is diffuse
with respect to the W 1,2 capacity [18] and belongs to L1(Ω) + (W 1,20 (Ω))
′.
The latter property is a general fact satisfied by diffuse measures that has
been established in [5]. We now prove that
ˆ
Ω
(∇u · ∇z + V uz) =
ˆ
Ω
zh−
ˆ
Ω
ẑ dτ for every z ∈W 1,20 (Ω) ∩ L
∞(Ω).
(11.4)
To this end, we write in functional form the action on any ϕ ∈ C∞c (Ω) in
(11.3) as
ˆ
Ω
(∇u · ∇ϕ+ V uϕ) =
ˆ
Ω
ϕh−
ˆ
Ω
ϕdτ =
ˆ
Ω
ϕh− τ [ϕ].
Since τ ∈ L1(Ω)+(W 1,20 (Ω))
′, by an approximation of z ∈W 1,20 (Ω)∩L
∞(Ω)
with functions in C∞c (Ω)we getˆ
Ω
(∇u · ∇z + V uz) =
ˆ
Ω
zh− τ [z].
The identification of τ [z] as integration with respect to τ then gives (11.4).
In particular, for every f ∈ L∞(Ω) we can apply (11.4) with z = ζf . Using
u as test function in the Euler-Lagrange equation (3.2) satisfied by ζf we
deduce thatˆ
Ω
uf =
ˆ
Ω
(∇u · ∇ζf + V uζf ) =
ˆ
Ω
ζfh−
ˆ
Ω
ζ̂f dτ.
We now prove that τ(T ) = 0 holds for every Sobolev-open set T ⊂ Ω\O.
Replacing the function ξ coming from the definition of Sobolev-openness
of T by the truncated function T1(ξ), we may assume from the beginning
that ξ ∈ W 1,20 (Ω) ∩ L
∞(Ω). We are thus entitled to take in (11.4) the test
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function z = ξ. Since ξ = 0 almost everywhere in O and u = h = 0 almost
everywhere in Ω \O, we getˆ
Ω
ξ̂ dτ =
ˆ
Ω
ξh−
ˆ
Ω
(∇u · ∇ξ + V uξ) = 0.
As ξ̂ > 0 in T , we conclude that τ(T ) = 0 .
We are left to prove that τ(O) = 0. For this purpose, we now take v ∈
W(O,Ω) ∩ L2(Ω;V dx) ∩ L∞(Ω), which is an admissible test function for
both (11.1) and (11.4). Comparison between both identities givesˆ
Ω
v̂ dτ = 0. (11.5)
As the function ξ coming from the definition of the Sobolev-openness of
O belongs to W(O,Ω) and the torsion function ζ1 belongs to W
1,2
0 (Ω) ∩
L2(Ω;V dx) ∩ L∞(Ω), we may apply (11.5) with v := min {ξ, ζ1}. Observe
that every point in Ω is a Lebesgue point of v and
v̂ = min {ξ̂, ζ̂1}, (11.6)
which is a consequence of the facts that min {a, b} = a − (a − b)+ for ev-
ery a, b ∈ R and composition with Lipschitz functions preserves Lebesgue
points. Moreover, the assumption O ⊂ Ω \ S implies that ζ̂1(x) > 0 for
every x ∈ O and then by (11.6) and the choice of ξ we have v̂ > 0 in O. As
τ is nonnegative, we deduce from (11.5) that τ(O) = 0. 
Proof of Proposition 11.2. Assume that Ux ⊂ A ∪ B, where A,B ⊂ Ω are
disjoint Sobolev-open sets, and A∩Ux 6= ∅. Since A∩Ux is Sobolev-open, it
has positive Lebesgue measure. We then let h := χA∩Ux . As ζh is a duality
solution of (1.8) with datum µ = hdx, by the representation formula (3.9)
we have
ζ̂h(y) =
ˆ
Ω
Gyh =
ˆ
A∩Ux
Gy for every y ∈ Ω. (11.7)
We then observe that
ζ̂h > 0 in Ux. (11.8)
Indeed, since Uy = Ux for y ∈ Ux (by Proposition 9.1) and A ∩ Ux has
positive Lebesgue measure, from (11.7) we get
ζ̂h(y) =
ˆ
A∩Uy
Gy > 0 for every y ∈ Ux.
In view of (11.8), the proof of Ux ⊂ A will be complete once we show
that
ζ̂h = 0 in B. (11.9)
The heart of the matter lies in the following
Claim. ζh = 0 almost everywhere in B.
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Proof of the Claim. It suffices to prove that ζh = u, where u is the function
given by Poincaré’s balayage method with h = χA∩Ux as above and O =
A ∩ Ux. Indeed, we recall that u = 0 almost everywhere in Ω \ O and, by
the choice of O, we have
B ⊂ Ω \A ⊂ Ω \O.
By Lemma 11.3, the function u satisfies
ˆ
Ω
uf =
ˆ
Ω
ζfh−
ˆ
Ω
ζ̂f dτ for every f ∈ L∞(Ω), (11.10)
where τ is a nonnegative measure in Ω. Let us first show that τ is carried
by the Sobolev-closed set S, that is,
τ = 0 in Ω \ S. (11.11)
Since τ is nonnegative and, as a consequence of Proposition 9.1, Ω \ S can
be covered by at most countably many sets Uy , it suffices to prove that
τ(Uy) = 0 for every y ∈ Ω \ S.
When y 6∈ Ux, an application of Proposition 9.1 gives
Uy ⊂ Ω \ Ux ⊂ Ω \O
and one applies Lemma 11.3 with T = Uy. We are left to prove that τ(Ux) =
0. To this end, we observe that Ux ⊂ O ∪ B. Thus, by monotonicity and
additivity of τ ,
0 ≤ τ(Ux) ≤ τ(O ∪B) = τ(O) + τ(B).
By Lemma 11.3 we have τ(O) = 0. Since B ⊂ Ω \ O is Sobolev-open, once
again by Lemma 11.3 we have τ(B) = 0. Thus, τ(Ux) = 0 and (11.11) is
satisfied.
Since ζ̂f = 0 in S, we thus haveˆ
Ω
ζ̂f dτ =
ˆ
Ω\S
ζ̂f dτ = 0 for every f ∈ L∞(Ω).
Inserting this identity in (11.10), we conclude that u is the duality solution
of (1.8) with datum µ = hdx and then, by uniqueness, u = ζh. 
We now proceed with the proof of (11.9). By the Claim, for every ball
Br(x) ⊂ Ωwe have
0 ≤
 
Br(x)
ζh =
1
|Br(x)|
ˆ
Br(x)\B
ζh ≤
|Br(x) \B|
|Br(x)|
‖ζh‖L∞(Ω).
SinceB is Sobolev-open, every x ∈ B is a density point ofB by Proposition 10.1.
In this case, the right-hand side converges to zero as r → 0 andwe conclude
that ζ̂h(x) = 0, which is (11.9). 
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12. PROOFS OF THEOREM 1.1 AND COROLLARY 1.2
Proof of Theorem 1.1. Each superlevel set Ux from Definition 9.1 is Sobolev-
open (Proposition 10.2), Sobolev-connected (Proposition 11.2) and Ux ⊂
Ω \ Z whenever x ∈ Ω \ Z (Proposition 10.3). Since Ux is non-empty and
Sobolev-open, it has positive Lebesgue measure. Thus, by Proposition 9.1,
the set Ω \ Z is a finite or countably infinite disjoint union of components
(Dj)j∈J of the form Dj = Uxj for some xj ∈ Ω \ Z .
Uniqueness of the decomposition is based on a standard topological ar-
gument. Indeed, let (D˜i)i∈I be another finite or infinite countable decompo-
sition ofΩ\Z in terms of disjoint Sobolev-connected-open sets. IfDk∩D˜l 6=
∅, then as
Dk ⊂ D˜l ∪
⋃
i∈I\{l}
D˜i
and the sets in the right-hand side are disjoint and Sobolev-open, it follows
from the definition of Sobolev-connectedness that Dk ⊂ D˜l . Interchang-
ing the roles of Dk and D˜l , the reverse inclusion also holds. Hence, both
families (Dj)j∈J and (D˜i)i∈I coincide up to a bijection between indices.
It remains to prove that a function w ∈W 1,20 (Ω) ∩ L
∞(Ω) satisfying (1.1)
with nonnegative f ∈ L∞(Ω) is either positive or zero in each component
Dj . To this end, take x ∈ Dj . By Proposition 9.1, we have Ux = Dj and then
Gx = 0 almost everywhere in Ω \ Ux = Ω \Dj . By Green’s representation
formula in Theorem 1.3 we thus have
ŵ(x) =
ˆ
Ω
Gxf =
ˆ
Dj
Gxf for every x ∈ Dj . (12.1)
If ŵ(x) = 0 for some x ∈ Dj , then by positivity of Gx in Ux = Dj and
nonnegativity of f , we must have
f = 0 almost everywhere in Dj . (12.2)
By (12.1) applied at a point y ∈ Dj and (12.2) we conclude that
ŵ(y) =
ˆ
Dj
Gyf = 0 for every y ∈ Dj . 
The representation formula (12.1) in terms of each Sobolev-connected
componentDj makes more transparent the fact that the strong-maximum-
principle alternative inDj is independent of the behavior of the solution in
the other components. Observe that for any given subset of indices L ⊂ J ,
by Theorem 1.4, see also Remark 5.6, there exists a solution w ∈ W 1,20 (Ω) ∩
L∞(Ω) of (1.1) with f = χB and B =
⋃
l∈L
Dl. We then deduce from (12.1) in
this case that ŵ > 0 in Dj if and only if j ∈ L.
The proof of Theorem 1.1 adapts automatically to duality solutions after
replacing the universal zero-set Z by the zero-set of the torsion function,
S = {ζ̂1 = 0}.
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As the Sobolev-connected components ofΩ\S are obtained from all distinct
superlevel setsUx with x ∈ Ω\S (and not only x ∈ Ω\Z as in Theorem 1.1),
from Proposition 10.3 they are formed by the collection (Dj)j∈J of Sobolev-
connected components of Ω \ Z and the Sobolev-connected components of
the Sobolev-open set Z \ S. In this respect, there can be more components
whenZ 6= S, but they can never get larger by replacing Ω\Z withΩ\S. We
may then summarize the counterpart of Theorem 1.1 for duality solutions
as follows:
Theorem 12.1. The Sobolev-open set Ω\S can be uniquely decomposed as a finite
or countably infinite family (Dj)j∈J˜ of Sobolev-connected-open sets that contains
(Dj)j∈J . In addition, every duality solution ζf of (1.8) with µ = f dx and non-
negative f ∈ L∞(Ω) satisfies, in each component Dj with j ∈ J˜ ,
either ζ̂f > 0 inDj or ζ̂f ≡ 0 inDj .
Wenowpresent a stronger version of Corollary 1.2, where theHausdorff-
measure assumption is made upon S and gives a sufficient condition for
equality with the universal zero-set Z :
Proposition 12.2. If HN−1(S) = 0 and Z 6= Ω, then S = Z and the Sobolev-
open set Ω\Z is Sobolev-connected. Hence, every solution w ∈W 1,20 (Ω)∩L
∞(Ω)
of (1.1) for some nonnegative f ∈ L∞(Ω) with
´
Ω f > 0 satisfies
ŵ(x) = 0 if and only if x ∈ Z.
The assumptionHN−1(S) = 0 can be verifiedwith the help of Proposition 4.4.
To check that Z 6= Ω, it is enough to know there is a distributional solution
of the Dirichlet problem (1.8) for some finite nonnegative measure µ 6= 0,
since by Theorem 1.4 one must have µ(Z) = 0.
Example 12.1. If there exists v ∈W 1,20 (Ω) ∩ L
2(Ω;V dx) such that
v̂ > 0 quasi-everywhere in Ω,
then capW 1,2 (S) = 0. As the measure λ in Proposition 4.1 is diffuse and
carried by S, we then have λ = 0. Since S is negligible for the Lebesgue
measure, the torsion function ζ1 satisfies (1.1) with f ≡ 1, whence Z 6= Ω.
Thus, by Proposition 12.2, we have S = Z and Ω \ Z is Sobolev-connected.
Proof of Proposition 12.2. SinceΩ is connected andHN−1(S) = 0, the setΩ\S
is Sobolev-connected. Indeed, let A,B ⊂ Ω be disjoint Sobolev-open sets
such that
Ω \ S ⊂ A ∪B
and assume by contradiction that the sets A˜ := A \ S and B˜ := B \ S are
both non-empty. Observe that A˜ and B˜ are also Sobolev-open and
Ω \ S = A˜ ∪ B˜.
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Let ξ1, ξ2 ∈W
1,2
0 (Ω) be nonnegative functions such that their Lebesgue sets
coincide with Ω and A˜ = {ξ̂1 > 0} and B˜ = {ξ̂2 > 0}. The function ξ̂1− ξ̂2 is
positive on A˜, negative on B˜, and vanishes on S. By the Intermediate value
theorem for Sobolev functions [32, Proposition 2.11], we have HN−1(S) >
0, which is a contradiction. We conclude that Ω \ S is Sobolev-connected.
It thus follows from Proposition 11.1 that Ω \ S ⊂ Ux for any x ∈ Ω \ S.
Since Ux ⊂ Ω \ S, equality holds and we can write
Ω = S ∪ Ux.
When Z 6= Ω, we can take x ∈ Ω \Z and deduce from Proposition 10.3 and
the decomposition (10.3) that
Ux = Ω \ Z and Z \ S = ∅.
Therefore, S = Z . Since Ω\Z = Ω\S contains only one Sobolev-connected
component, the conclusion follows from Theorem 1.1. 
13. STRONG MAXIMUM PRINCIPLE FOR DISTRIBUTIONAL SOLUTIONS
INVOLVING MEASURES
We prove in this last section a counterpart of Theorem 1.1 for distribu-
tional solutions of the Dirichlet problem (1.8):
Theorem 13.1. Let (Dj)j∈N be the Sobolev-connected components of Ω \ Z . If u
is a distributional solution of (1.8) for some nonnegative measure µ ∈ M(Ω) and
if there exists a Lebesgue point x ∈ Dj such that û(x) = 0, then
û = 0 inDj and µ(Dj) = 0.
Proof. We first observe that
u = 0 almost everywhere in Dj . (13.1)
To this end, we apply the comparison principle to deduce that u ≥ ζH(u)
almost everywhere in Ω, where ζH(u) satisfies (1.1) with f = H(u). Since
ζH(u) is nonnegative and û(x) = 0, we get ζ̂H(u)(x) = 0. From (12.2), we
thus haveH(u) = 0 almost everywhere inDj and then (13.1) is satisfied by
positivity of H on (0,+∞). Now, at any Lebesgue point y ∈ Dj , by (13.1)
and the fact that y is a density point ofDj , we then have û(y) = 0. 
To prove that µ(Dj) = 0, we first need a weak form of Green’s represen-
tation formula for general duality solutions of (1.8):
Lemma 13.2. If u is a duality solution of (1.8) with nonnegative datum µ ∈
M(Ω), then for almost every x ∈ Ω we have µ({x}) = 0 and
û(x) =
ˆ
Ω
Ĝx dµ.
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Proof of Lemma 13.2. Let (ρk)k∈N be a sequence of mollifiers and let uk be the
duality solution associated to ρk ∗ µ. Passing to a subsequence if necessary,
by Proposition 3.5 we have that (ûk)k∈N converges to û in L1(Ω) and every-
where in Ω \ E1 for some negligible set E1. By the representation formula
(3.9) for bounded data,
ûk(x) =
ˆ
Ω
Gx ρk ∗ µ for every x ∈ Ω.
When x ∈ S, we have ûk(x) = 0 andGx = 0 almost everywhere in Ω. Thus,
for every x ∈ S \E1, it follows that û(x) = 0 and the representation formula
is satisfied almost everywhere in S.
When x 6∈ S, we first apply Fubini’s theorem,
ûk(x) =
ˆ
Ω
ρk
̂
∗Gx dµ. (13.2)
Taking ρk of the form ρk(z) = 1rN
k
ρ( zrk ), where ρ ∈ C
∞
c (Ω) and (rk)k∈N
converges to zero, we have
(ρk
̂
∗Gx)(y)→ Ĝx(y) for every y ∈ Ω \ {x},
since every point in Ω \ {x} is a Lebesgue point of Gx. To apply the Domi-
nated convergence theorem in (13.2), we first observe that, for every x ∈ Ω,
0 ≤ Gx(a) ≤ F (x− a) for almost every a ∈ Ω, (13.3)
where F is the fundamental solution of the Laplacian:
F (z) =

1
γN
1
|z|N−2
if N ≥ 3,
1
2π
log
d
|z|
if N = 2,
and we take d > diam (Ω) in dimension two to make sure that F (x− y) > 0
for every x, y ∈ Ω. The second inequality in (13.3) follows from the weak
maximum principle sinceGx ∈W
1,1
0 (Ω) satisfies (9.1) for some nonnegative
measure λ and F (· − a) is a positive function on Ω that satisfies the Poisson
equation with δa ; see [28, Example 6.2].
Assuming that ρ is radial, by (13.3) and superharmonicity of F (x−·), we
then have
0 ≤ (ρk
̂
∗Gx)(y) ≤ F (x− y) for every y ∈ Ω. (13.4)
Let E2 ⊂ Ω be a negligible set such that (F ∗ µ)(x) < ∞ for every x ∈
Ω \ E2. For such a point x, µ({x}) = 0, the function F (x − ·) is summable
with respect to µ and, by (13.4), we can apply the Dominated convergence
theorem to get
lim
k→∞
ˆ
Ω
ρk
̂
∗Gx dµ =
ˆ
Ω
Ĝx dµ for every x ∈ Ω \ (S ∪E2).
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We deduce the representation formula for every x ∈ Ω \ (S ∪ E1 ∪ E2) as
k →∞ in (13.2). 
Proof of Theorem 13.1 completed. Take a Lebesgue point y ∈ Dj such that
û(y) = 0, µ({y}) = 0 and the representation formula in Lemma 13.2 holds.
Then, ˆ
Ω
Ĝy dµ = û(y) = 0.
This implies that µ({Ĝy > 0}) = 0. Since by Proposition 9.1 we have
Dj = Uy = {y} ∪ {Ĝy > 0},
we conclude using the additivity of µ that
µ(Dj) = µ({y}) + µ({Ĝy > 0}) = 0. 
Although all distributional solutions with bounded datum vanish on Z ,
the same need not be true in the case of measures or even L1 functions:
Example 13.1. For N ≥ 3, take V (x) = 1/|x− a|2 for some fixed a ∈ Ω. Any
nontrivial superharmonic function ψ ∈ C∞0 (Ω) satisfies the Schrödinger
equation
−∆ψ + V ψ =: f in the sense of distributions in Ω,
where the function f is nonnegative and belongs to Lp(Ω) for every 1 ≤
p < N/2. However,
Z = {a} and ψ(a) > 0.
From our proof of Theorem 1.4, see (8.6), we know that all distributional
solutions vanish almost everywhere in Z . We now show the stronger prop-
erty that this actually holds except for a set ofW 1,2 capacity zero:
Proposition 13.3. If u is a distributional solution of (1.8) for some nonnegative
measure µ ∈ M(Ω), then
û = 0 quasi-everywhere in Z .
Proof. We first assume that the Newtonian potential F ∗ µ is bounded. In
particular, µ is diffuse with respect to the W 1,2 capacity and also belongs
to (W 1,20 (Ω))
′. In this case, u ∈ W 1,20 (Ω) ∩ L
∞(Ω) and every element in this
space is an admissible test function.
Given a sequence of mollifiers (ρk)k∈N, let uk be the distributional solu-
tion of (1.8) with datum χΩ\Z(ρk ∗µ), which exists by Theorem 1.4; see also
Remark 5.6. We claim that (uk)k∈N converges to u inW
1,2
0 (Ω). To this end,
we apply uk − u as test function in the equation satisfied by uk − u to getˆ
Ω
|∇(uk − u)|
2 +
ˆ
Ω
V (uk − u)
2 =
ˆ
Ω\Z
(uk − u)ρk ∗ µ−
ˆ
Ω
(ûk − û) dµ.
(13.5)
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We write the action of µ as an element of the dual (W 1,20 (Ω))
′ in the form
ˆ
Ω
(ûk − û) dµ = µ[uk − u].
Since the sequence (uk)k∈N is bounded in W
1,2
0 (Ω) and converges to u in
L1(Ω), we have weak convergence inW 1,20 (Ω) and then
lim
k→∞
ˆ
Ω
(ûk − û) dµ = 0.
We next recall that uk = u = 0 almost everywhere in Z . Thus, using Fu-
bini’s theorem,ˆ
Ω\Z
(uk − u)ρk ∗ µ =
ˆ
Ω
(uk − u)ρk ∗ µ =
ˆ
Ω
ρk
̂
∗ (uk − u) dµ.
The sequence (ρk
̂
∗ (uk−u))k∈N converges weakly to zero inW 1,2(RN ), and
then one has as before,
lim
k→∞
ˆ
Ω\Z
(uk − u)ρk ∗ µ = 0.
As k →∞ in (13.5), we get
lim
k→∞
ˆ
Ω
|∇(uk − u)|
2 = 0,
which implies the claim. Now passing to a subsequence (ukj )j∈N, one de-
duces that
ûkj → û quasi-everywhere in Ω.
Since every ukj satisfies an equation in the sense of distributionswith bounded
datum, we have
ûkj = 0 in Z .
The conclusion thus follows when F ∗ µ is bounded.
In the case of a general nonnegative measure µ, it suffices to prove that
the truncated function T1(u) satisfies the conclusion. Observe that T1(u) ∈
W 1,10 (Ω) ∩ L
1(Ω;V dx) and
−∆T1(u) + V T1(u) = µ˜ in the sense of distributions in Ω,
for some nonnegative diffuse measure µ˜ ∈ M(Ω) ; see [8, 9, 12]. By a clas-
sical property in Potential theory [19, Theorem 3.6.3], this measure can be
strongly approximated inM(Ω) by a nondecreasing sequence of measures
(νk)k∈Nwith boundedNewtonian potential, for which the conclusion holds
from the first part of the proof. This implies the theorem as the distri-
butional solutions vk of (1.8) with data νk converge strongly to T1(u) in
W 1,20 (Ω) and, for each k ∈ N, they satisfy v̂k = 0 quasi-everywhere in Ω. 
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