High-field transport in semiconductor diodes at room temperature is analyzed in the reflection-transmission regime. The pseudo-one-dimensional Boltzmann equation with a constant electric field is transformed into a pair of carrier flux equations. They are analytically solved neither with the relaxation time approximation nor with the perturbation expansion.
Introduction
In semiconductor device theory, high-field transport has been a crucial issue that dominates device performance. A half century ago, Ryder 1) and Shockley 2) investigated the current in germanium and silicon and indicated the saturation of carrier velocity at a high field.
Since then, high-field transport has been studied through various approaches: initially by theoretical analysis, and then by Monte Carlo simulation, along with experimental investigations. Now devices are on the nanoscale, and the electric field inside them is intensified. Clarification of high-field transport is crucial for control as well as proper understanding of device operation and performance.
The drift current density I under a constant electric field E is usually described by Ohm's law:
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Here, q, m, and n are the charge, the effective mass, and the density of a carrier, respectively. τ is the relaxation time. Equation (1) is often divided into qnv I = and
where v is the drift velocity. Equation (1) for a homogeneous bulk system, considering the carrier distribution in momentum space, is derived from the Boltzmann transport equation (BTE). 4) The derivation is usually based on two major assumptions. One is the phenomenological relaxation time approximation (RTA). [4] [5] [6] The collision integral of BTE is approximated by a simple expression: (1) is derived for a sufficiently low field. The higher-order terms in E are thought to represent the hot carrier effects 7, 8) in high fields.
Velocity saturation (actually, current density saturation) shown in Ryder's data 1) is a characteristic phenomenon in high-field transport 8) . It was extensively investigated by Shockley 2) and his successors, usually using the balance-of-energy equation of hot carriers and assuming RTA. When an electric field is sufficiently large, the optical phonon emission constitutes the dominant process of energy relaxation, and carriers emit optical phonons as soon as the kinetic energy gained from the field exceeds the optical phonon energy (which is denoted by * ε throughout this paper) and reduce their velocity to almost zero. The increase in mean carrier velocity is truncated at a value of m 2 / * ε independent of the field. At first, Shockley assumed an infinitely strong interaction between the electron and the optical phonon, but later the relative contribution of various scattering mechanisms to the energy loss was extensively studied. Reik and Risken 9) derived saturation velocity dependent on both deformation potentials of the acoustic and the optical phonon scattering by an orthodox analysis of BTE. The complexity of the problem, however, forced an approximate discussion based on the system's uniformity and the RTA, and the physical mechanism for the transition from the lower-field E-dependence to the high-field velocity saturation was not clear. The saturation velocity in n-silicon remains at 10 7 cm/s even at a high field of 1.3×10 5 V/cm 10) .
However, the mean carrier velocity during acceleration by the field within a short optical phonon scattering time of 5×10 -14 s exceeds 2×10 7 cm/s. Clarification of the transport physics based on the kinematical mechanism is desired.
In our previous paper, 11) referred to as Part I hereinafter, the high-field transport without energy relaxation was primarily analyzed. In sufficiently low electric fields, the carrier energy fully relaxes along the channel. The drift-diffusion current model is proved, and the linear I-E relationship in eq. (1) is verified. In the higher-field range of V/cm 500 ≥ E for silicon, the energy relaxation cannot catch up with the energy gain due to the field. The kinetic energy of carriers accumulates along the current path, and the quasi-equilibrium collapses. The energy-dependent relaxation time produces a deviation from the linear I-E relationship in eq.
(1), although the experimental curve still maintains linearity. Clarification of the mechanism of linearity at high fields is required.
As a limiting case, Part I analyzed high-field transport with elastic scattering and without energy relaxation as Model 1. The electric current density through the channel region with length L, which intervened between the source and the drain electrode, and to which the electric field E was applied, was analyzed. The transmission coefficient of carriers from the source to the drain was derived as This paper analyzes high-field transport by combining the elastic scattering in Model 1 with energy relaxation due to the optical phonon emission 12, 13) and clarifies the mechanism of the linear I-E relationship as well as the physics of velocity saturation. Similar to Part I, the pseudo-one-dimensional BTE is transformed into a pair of flux equations, and the transport in the reflection-transmission regime is discussed. The two major assumptions in eq. (1), RTA and perturbation expansion, are removed, and a consistent solution from the low-field linear region toward the high-field velocity saturation is derived.
Due to the acceleration by the electric field, the carrier motion in our system is not uniform along the path. Its velocity increases as it moves along. In contrast, the time flow is always uniform. The system's behavior is characterized by the ratio of the traverse time to the scattering time of carriers. The description of the solution is very complicated when expressed by spatial position x as in eq. (4), but it reduces to a simple description when expressed by the time parameter , as we see in eq. (3). Henceforth, the mathematical evolution in terms of the spatial coordinate x may be complicated, but the final result is rewritten with the time parameter to simplify the expression and to clarify the physical meaning.
The purpose of this theoretical analysis is to identify the primary mechanisms in the high-field transport and to develop the underlying physics. The analysis is considered valid if the qualitative features as well as the rough magnitude of I-V characteristics are well reproduced. This standpoint is contrasted to the numerical simulation, where detailed mechanisms of transport are considered in a large-scale calculation, and numerical accuracy is pursued. The two approaches complement each other, and both are required in the development of nanoscale electronics. In §2, we analyze carrier transport combining the elastic scattering and the optical phonon emission, and the current density and the carrier velocity are derived. In §3, the physics of the high-field transport is discussed in detail, including Ohm's law and velocity saturation. The conclusion is given in §4.
Model 2: Elastic Scattering Combined with Optical Phonon Emission

Incorporation of energy relaxation into Model 1
We analyze high-field transport through a semiconductor body, referred to as a channel, intervening between the source and drain electrodes, similarly to in Part I. A silicon channel with a low doping concentration n 0 =2.5×10 14 cm -3 is assumed. A drain bias V is applied with respect to the source electrode, and a constant electric field
is assumed within a channel of length L. In contrast to Part I, we investigate the case with an energy relaxation of a fixed amount ε* due to optical phonon emission, in addition to the energy-conserving elastic scattering. We assume that the acoustic phonon scattering is included in the elastic scattering.
Although silicon has a multivalley band structure and optical phonon scattering is allowed as intervalley scattering, there is no problem in effectively considering the energy relaxation process in our single-valley framework. In Part I, the value of the backscattering probability B , of high-purity silicon. Now we also introduce the transition probability per unit time due to optical phonon emission, denoted by D. The optical phonon scattering probability is estimated 15) to be roughly similar to that of acoustic phonon scattering for silicon, and here we assume for simplicity that
. The optical phonon energy ε* is 63 meV for silicon 14) and is 2.4 times larger than the thermal energy (26 meV at room temperature). Therefore, the transition to higher-energy states by absorption of an optical phonon is presumed to be suppressed and can be neglected when compared with the emission. The mean number of optical phonons is estimated as
. The absorption probability, which is proportional to N , is only 9% of the emission probability
, so we neglect it. A similar model has been investigated by Baraff. 16) As is shown in the potential profile of Fig. 1 , a carrier with kinetic energy ε, which we assume is less than ε*, is injected from the source to the channel. The energy level of the injected carrier is hereafter designated as the incident energy level. When the carrier stays
, the kinetic energy is smaller than ε* and the energy relaxation due to optical phonon emission is inhibited. The theory of elastic scattering in Part I is applied to carriers within the region. This region is denoted hereafter as the initial elastic zone. Beyond the point 0 x x = , optical phonon emission is allowed and carriers are exposed to energy relaxation to the lower energy level ) ( * − ε ε . The energy dispersion of the optical phonon is neglected, and so it is not necessary to consider momentum conservation. x for a thermal carrier in silicon are estimated to be 0.37 and 0.63 μm, respectively, for
Recently, the ballistic or the quasi-ballistic transport in nanoscale devices [17] [18] [19] [20] has been frequently analyzed in the reflection-transmission regime. The concept of the "kT layer" [21] [22] [23] proposed in the analysis is effective for understanding the underlying physics. This concept is contrasted to the "elastic zone" just introduced.
The incident energy level
The general formalism of analysis based on BTE, as well as the phase space that consists of the (x,k) plane, is introduced in Part I. The state of a carrier in 0 ≤ x ≤ x 0 , where only elastic scattering is allowed, is described by the theory derived therein. Setting , with equal transition probability D, emitting an optical phonon.
The frequency of transition is proportional to the product of the transition probability, the
, and the empty probability of the destination. The empty probability, however, is set to unity as discussed in Appendix B of Part I. Since the energy relaxation removes a carrier from the incident energy level, the BTE of Model 1, i.e., eq. (3) in Part I, is
designates the removal of carriers in proportion to ) ,
. The fluxes,
in the same way as in Part I.
Substituting eqs. (7a) and (7b) into eq. (6) and integrating over k, the equations for ) (x F and ) (x G in this case are derived as ( ) 
Carrier transport accompanying energy relaxation
In the region 0 0 x x ≤ ≤ , eqs. (5a) and (5b), together with T in eq. (3) where 
As for the flux injection at the boundary of the channel, we have Equation (11) in Part I suggests that the net electric current I ε from source to drain for the incident energy ε is provided by
where the modified transmission coefficient T is defined by (13) to
Similarly, we can transform eqs. (9a) and (9b) with the use of eqs. (13) and (14) and
The total current density I of the system, considering the contribution of L G , is obtained by substituting eq. (12) in Part I, which is reprinted as
and also performing a similar substitution for h G L / in eq. (13) . Here the carrier density at the entrance to the channel is assumed to be the same as that in the body of the channel, n 0 .
The range of integration over ε is limited to less than ε*, as pointed out in §2.1. For * ≥ ε ε , the initial elastic zone vanishes, and eq. (14) does not make sense. The contribution of carriers with energy larger than ε* cannot be taken into account in our calculation. The ratio of the incident flux with the larger energy to the total incident flux is
, as suggested by eq. (B13) in Part I, and is less than 9%. We neglect that part, since our purpose is to clarify the dominant mechanism of transport rather than to achieve numerical accuracy. Thus, for
Let us examine some plots of numerical examples depicted for silicon. Figure 2 shows plots of the transmission coefficient T as a function of electric field E. Equations (3) in Part I. The remarkable L-dependence in the low-field region is unified to a curve independent of L in the high-field region. The curve for a sufficiently large E saturates at a value less than unity. Equation (3) suggests that the value of T for the initial elastic zone approaches unity for a field so large that indicates that Ohm's law is restored; we thus call the field region the Ohm's law range.
We see a slight dependence on L remaining in the region of smallest E in Fig. 4 . In this region, where both E and L are small and
, L is smaller than x 0, and the transmission T is effectively reduced to T in Part I. The lowest-order term of I in E derives from the T value of eq. (10) 
The first relaxed level
We next analyze flux distribution at the first relaxed level for the case where both the channel length L and the applied bias V are sufficiently large and the carrier injection L G from the drain is neglected. In the region of
, carriers in the first relaxed level are due to elastic scattering, but the energy relaxation by optical phonon emission is inhibited.
On the other hand, the inflow of carriers from the incident energy level by optical phonon emission needs be considered. The BTE for carriers in this level is described as
is the distribution function of the incident energy level, and 
We substitute eqs. (22a) and (22b), and also ) ' , ( 0 0
rearrange it, and then integrate it over k to eliminate the δ-function factor. We finally obtain a pair of differential equations for F(x) and G(x) in the first relaxed level, as shown in eqs.
(A1a) and (A1b) in the Appendix. The point 0 = x is the turning point at which the negative-velocity carrier changes to a positive-velocity carrier, and we put ) 0 
vanish. Equation (21) is effectively reduced to eq. (3) in Part I, and similar solutions to eqs.
(15a) and (15b) are derived. Specifically, the Appendix shows the derivation, and eqs. (A7a) and (A7b) are rewritten as
is the traverse time for a carrier in the first relaxed level to move from x to 1 x .
For the very narrow region
, we resort to the original eqs. (15a) and (15b). The carrier density distribution in the first relaxed level is similar to that shown in Fig. 3 . In view of the behavior of carriers in the first relaxed level, we readily conclude that the carrier state in the second relaxed level is described by eqs. (23a), (23b), (24a), and (24b) with appropriate modifications. Furthermore, all higher relaxed levels, excluding the ones close to the drain, are basically described by these equations with appropriate modifications. In the sense that almost the same unit is repeated along the channel and that averaging over the unit yields a uniform distribution throughout the bulk, we can say that the carrier state is uniform on average, although it varies microscopically and is distributed in each relaxed level just as we see in the carrier density of Fig. 3 .
Mean carrier density and mean carrier velocity
Similar to the case in Fig. 3 , in eqs. (23a), (23b), (24a), and (24b) the carrier density distribution is not microscopically uniform in the bulk, and neither is the carrier velocity distribution. However, the bulk part consists of repetition of the same unit structure with a period x 1 for each value of incident energy ε, and the unit structure is represented by that in the region 1 0 x x ≤ ≤ of the first relaxed level. We evaluate the mean carrier density in the bulk part. First we evaluate the total carrier number within the region that corresponds to the first relaxed elastic zone, i.e., 4 V/cm, the decay length Δx in the incident energy level is much smaller than x 1 of the first relaxed level, and a similar relation is verified with respect to the pair of the first and second relaxed levels; this pattern continues toward higher relaxed levels by turns. After the carrier in the incident energy level has completely relaxed to the first relaxed level, the carrier in that relaxed level begins to relax to the second relaxed level. A similar situation is realized regarding the first and second relaxed levels, and so on toward higher relaxed levels. Carriers are distributed in two energy levels at most (two-level distribution), and a procedure for deriving the mean carrier velocity in eq.
(28) as the bulk value is guaranteed. If the value of Δx exceeds x 1 , however, the procedure for higher relaxed levels in the bulk breaks down. Within the second relaxed elastic zone beyond Fig. 1 , for example, the flux in the first relaxed level is no longer controlled by eq. (6), which describes the scattering inside the level and the transition to the second relaxed level, but is also disturbed by the transition from the incident energy level where the residual carrier is distributed. Deep in the bulk, carriers are distributed in many energy levels within the same spatial region (multilevel distribution). In such a situation, the value n is larger than that obtained from eq. (26) due to contribution from the increased number of energy levels. Equation (28) for the two-level distribution predicts an overestimated value since the distribution is modified. However, the mechanism of velocity saturation, identified as the ballistic transmission through the elastic zone, still works in the multi-level distribution.
We can roughly estimate the validity range of the two-level distribution by comparing the modulus of argument of the exponential factor in eqs. 
Discussion
In 2 / / from source to drain, but the probability is reduced to be proportional to L E / if the incident kinetic energy ε, which is on the order of k B T, is sufficiently less than qEL . In Model 2, it is interesting that the I-E characteristics analogous to Ohm's law are restored in the same field range again, insofar as we neglect the weak dependence of the factor γ(E) on E.
The optical phonon emission is suppressed within the initial elastic zone where the kinetic energy is less than the optical phonon energy. Carriers that have survived the backscattering and traversed this zone are exposed to optical phonon emission and immediately relax to the first relaxed level. Because they never return to the source, they eventually constitute part of the drain current. We can say the effective channel length L is reduced to the width x 0 of this zone. Since the kinetic energy of the carrier at x = x 0 is ε*, the transmission probability is reduced to
; this expression is proportional to E without dependence on the total L. After integration over ε, the proportionality of the current density to E is maintained. The factor L E / is reduced to being proportional to E, because the zone width x 0 is inversely proportional to E. The magnitude of the current density is dominated by elastic scattering within the initial elastic zone, as we see in its inverse proportionality to B in eq. (18) . We note that the expression is similar to eq. (1). The parameter τ in eq. (1) is the relaxation time of the distribution function due to acoustic phonon scattering. Here, B is the backscattering probability due to the elastic scattering, but the mechanism of transport is completely different, as is clear from the discussion above and in Appendix A of Part I. Such a mechanism of current control also works even if the scattering is not purely elastic but includes a slight energy relaxation, insofar as the kinetic energy accumulates toward the drain. Note that part of the backscattering is actually caused by optical phonon emission. The current component injected at the source edge with energy larger than ε* is partly backscattered to the source by optical phonon emission and causes the net current to decrease. The contribution is small, as was pointed out before, and we neglect it in this analysis.
At sufficiently high fields, the observed current density is known to saturate. Model 1 yields the current saturation at such a high field that the traverse time The carrier velocity in the semiconductor bulk has been measured using the time-of-flight technique 24) . The magnitude of the velocity is confirmed to increase with an increase in the applied field and tends toward saturation at the highest field. This theory anticipates that the velocity of the carrier injected from the source with fixed energy periodically oscillates in the bulk as the carrier is successively transmitted to higher relaxed levels. Within each elastic zone, it varies similarly as in Fig. 3 in Part I and does not remain constant. The mean velocity v averaged over the period is uniform throughout the bulk region and is given by eq. (28).
As shown in Thus the proportionality to the field in the low-field region turns into independence of E in the higher-field region. On the other hand, the carrier distribution scheme in an extremely high field changes from the two-level to the multi-level distribution as pointed out previously. The qualitative mechanism of velocity saturation depicted here is also valid in the multi-level distribution. However, the saturation velocity in eq. (28) , evaluated in the two-level distribution, is overestimated, as previously discussed.
The rigorous evaluation of saturation velocity in the multi-level distribution is outside the scope of this work. The conventional theory of velocity saturation is based on the balance-of-energy equation and predicts that the carrier velocity will saturate if the optical phonon scattering ever dominates the energy relaxation. However, our theory indicates that the velocity is proportional to E if the transmission is small, even if the optical phonon emission is dominant. The mechanism differs between the conventional and proposed theories.
The current-controlling mechanism discussed so far implies that the current density is dominated by a very thin zone at the interface to the source electrode. In actuality, however, the feedback control from the bulk part regulates the current as follows. The bulk of the channel consists of the repetition of the same unit structure of length x 1 , which is similar to the structure in the initial elastic zone. Once the current is set in the initial elastic zone, the flux distribution in the first relaxed level is determined as in eqs. (23a) and (23b), as well as in eqs. (24a) and (24b) . The flux in the second relaxed level, and also those in the higher relaxed levels, are determined similarly. However, the resultant carrier charge distribution may not be consistent with the original constant field distribution. For the carrier injection described by substitution (12) The feedback works toward 0 n n = . For carriers with a specific energy ε, the charge distribution shows a repetition of the unit structure with a short period 1 x , and the repetition begins at x=x 0 (
). The position of each unit region shifts as the value of the incident energy ε is varied, and the charge distribution tends to be leveled off by integration over ε, as a simple estimation can easily verify. Then the dopant charge distribution cancels the average carrier charge through the feedback, promoting the constant field distribution.
If the feedback controls the current injection and fully neutralizes the average charge in the bulk, the current density is described by v qn 0 because 0 n n = . Two current curves, to the feedback from the bulk region. We call this the high-field Ohm's law, since the mechanism supporting the proportionality is distinct from that in the low field.
In Fig. 6 we check the agreement between the estimated current density as well as the carrier velocity and the corresponding experimental data to see if the dominant mechanism of transport is correctly captured. The curve with the empty circles shows Ryder's experimental data 1) on the high-field transport of n-type silicon; although these data are a half-century old, they remain reliable. They are reproduced from his paper, according to which the measurement was obtained at 298 K, and the ordinate scale of his figure suggests that the sample's carrier density was identified as 2.6×10 14 cm -3 by the low-field mobility measurement. A high-purity sample was investigated in accordance with our set of parameters: The line with solid triangles shows the drift velocity measured by the time-of-flight measurement at 300 K reported by Canali et al. 25) , and the dashed solid line shows the averaged carrier velocity in eq. (28) . The same parameters are also used for the velocity curve.
The agreement between our curves and the experimental data is satisfactory. The ~10% disagreement is modest if we consider that our simple theory does not include the flux component with incident energy larger than ε*. The discrepancy in the highest-field region is attributed to the fact that the multi-level distribution is outside the scope of our theory. The overall features of the experimental data are well reproduced regardless of the use of pseudo-one-dimensional BTE, which neglects various secondary effects. The primary mechanism of transport is correctly captured in the simple theory.
One may suspect that the selection of B to fit the low-field mobility automatically implies agreement with the current-or the velocity-field curve in the linear region in Fig. 6 . However, this suggestion may not be correct. The low-field linearity in eq. (1) , and that the linearity is controlled by the same low-field parameter B despite the difference in the physical mechanism.
In our analysis, the model's simplicity is essential for the elucidation of complicated transport physics. We briefly discuss the model's validity. As detailed in Part I, our analysis uses the pseudo-one-dimensional model, which is based on the assumption that the longitudinal kinetic energy and transverse kinetic energy are separately conserved on average in elastic scattering. In actuality, however, an energy exchange occurs between the two energy , is also excluded, since Maxwell-Boltzmann statistics are used.
The effect of the inelastic electron-electron (EE) scattering is neglected in our analysis.
According to Pines and Bohm 27) , EE interaction consists of two components: a long-range component associated with the collective plasma excitations (plasmons) and a short-range, single-particle component. As for the effect of electron-plasmon interaction, Fischetti 28) pointed out that the break-even point between Landau damping and collisional damping occurs in the range . However, the increased magnitude is less than 10 -5 of the peak distribution when the carrier density is 10 17 cm -3 , for example. We can see that the electric field distribution is dominated by the main body of the carrier charge and is not affected by such a low-level increase. To summarize, the effect of EE interaction can be neglected for n-silicon when the carrier density is less than 
Conclusions
A semiconductor system equipped with elastic scattering, as well as inelastic scattering due to optical phonons with a comparatively large energy ε*, is analyzed. The acoustic phonon scattering is counted in the elastic scattering, as in conventional analysis. In silicon, ε*=63 meV, which is much larger than the thermal energy, and the inelastic scattering is dominated by energy relaxation due to optical phonon emission. The source electrode injects thermal carriers into the channel. While they pass through the initial elastic zone, where the kinetic energy of the carrier is less than the optical phonon energy ε*, the transport is controlled by the elastic scattering. Beyond the elastic zone, the carrier energy relaxes to the first relaxed energy level, emitting an optical phonon. Within the first relaxed energy level, the kinetic energy of the carrier is less than ε* at first (the first relaxed elastic zone), and then it relaxes to the lower energy level beyond the zone. The carrier energy relaxes along a cascade of energy levels in the bulk of the semiconductor. The current-voltage characteristics are closely related to the carrier transmission through these elastic zones. In the electric field range in which the transmission coefficient is much less than unity, the proportionality of the current to the electric field E results, similar to the conventional Ohm's law in eq. (1), but the mechanism of proportionality is distinct from that in eq. (1). The proportionality arises because the elastic zone has a finite width inversely proportional to E, and the transmission coefficient is inversely proportional to the square root of the width. In contrast, eq. (1) is for a homogeneous borderless system.
In the higher-field range where the transmission coefficient approaches unity, the current density tends to saturate. The saturation of the current density and of the carrier velocity is understood as the ballistic transmission of carriers through these elastic zones within the bulk of the channel. The averaged carrier velocity increases in proportion to the field when the transmission coefficient is much less than unity, and it tends to saturate when the coefficient approaches unity. The current density is basically provided by the product of the carrier velocity, the carrier charge, and the carrier density equal to the doping concentration of the bulk semiconductor. The carrier injection from the source electrode to the channel is controlled by the electrostatic feedback from the semiconductor bulk to minimize the system's electrostatic energy.
Appendix: Flux States in the First Relaxed Level
The flux state within the region
in the first relaxed level is derived from the following pair of flux equations. 
where, according to the definitions of F 0 (x) and G 0 (x) in §2.3, we have ) is the turning point of a carrier where the negative-velocity carrier changes to a positive-velocity carrier, and we set 
First we briefly discuss the flux state in 
in eq. (A4a) and using ) ( ) (
Some integrals in eqs. (A3a)-(A3c) can be calculated by changing the variable from z to . The averaged velocity v also is compared with the experimental drift velocity reported by Canali et al 25) . 
