In part I (math.PR/0406392) we proved for an arbitrary onedimensional random walk with independent increments that the probability of crossing a level at a given time n is O(n −1/2 ). In higher dimensions we call a random walk 'polygonally recurrent' (resp. transient) if a.s. infinitely many (resp. finitely many) of the straight lines between two consecutive sites hit a given bounded set. The above estimate implies that three-dimensional random walks with independent components are polygonally transient. Similarly a directionally reinforced random walk on Z 3 in the sense of Mauldin, Monticino and v.Weizsäcker [1] is transient. On the other hand we construct an example of a transient but polygonally recurrent random walk with independent components on Z 2 .
Introduction
This is a continuation of the paper [2] which gave a O(n −1/2 ) bound for the level crossing probabilities of an arbitrary one-dimensional random walk. We want to apply this result to study 'polygonal' transience resp. recurrence in higher dimensions and to directionally reinforced random walks in the sense of [1] . Definition 1. Let (S n ) be a random walk in Z d or R d . We call (S n ) polygonally recurrent (resp. polygonally transient) if a.s. for every bounded set B for infinitely many (resp. only finitely many) n the straight line between S n , S n+1 hits B. 1 A priori polygonal recurrence is a weaker statement than classical recurrence, e.g. in one dimension every symmetric nontrivial random walk oscillates between arbitrarily high negative and positive values and hence is polygonally recurrent even if it is classically transient. In higher dimensions it is less clear whether the two concepts really differ.
In three dimensions every (truly three-dimensional) random walk is transient. If the components are independent then we get as a straightforward consequence of our O(n −1/2 ) estimate Theorem 1. A three-dimensional random walk whose three components are independent is polygonally transient.
We want to extend this result to the following situation, referred to as "directionally reinforced random walk" in [1] : Let a particle move around in Z d or R d . Assume that the particle moves with a constant velocity along straight lines which are parallel to the coordinate axes, keeping its direction of motion ±e k , k ∈ {1, ..., d} for a nonnegative finite random time (in contrast to [1] we do not require this random time to be strictly positive, cf. the first remark after Theorem 4), then changing to a different direction which is chosen by equal chance among the 2d − 1 possibilities. This choice and the random time spent to move in this new direction are assumed to be completely independent of the past of the motion process. This process is, of course, in general not a Markov process but, assuming that the first direction is fixed, the successive locations of change into the first direction form a truly d−dimensional random walk embedded in our process. In [1] it was conjectured that in dimension 3 this scheme is always transient in the sense that any bounded set is visited only finitely often a.s. and that in dimension 2 the scheme is transient if the embedded random walk is transient. (It is not difficult to see that for d = 1 we have always recurrence and for d > 3 always transience, [1] , th. 3.1 and end of section 3). We prove in section 2 the transience conjecture for d = 3 using the above O(n −1/2 )-bound.
However, we give in section 3 a somewhat involved example in 2 dimensions of a directionally reinforced random walk which is recurrent whereas the embedded random walk is transient but polygonally recurrent. Thus the level crossing probabilities can be sufficiently higher than the return probabilities in order to change a transience statement into recurrence.
Transience in three dimensions
Let us first give the simple Proof of Theorem 1. Let A n be the event that the straight line straight line between S n , S n+1 hits [−1, 1] 3 . Then by our independence assumption P (A n ) = P (A 1 n )P (A 2 n )P (A 3 n ) where A i n denotes for i = 1, 2, 3 the event that the interval with the endpoints S i n , S i n+1 meets [−1, 1]. Clearly if A i n occurs then either S i n ∈ [−1, 1] or the the random walk (S i n ) crosses at time n at least one of the levels −1 or 1. Both events have probability of order O(n −1/2 ) by [3] , p.72 and [2] , Theorem 2. Hence P (A i n ) = O(n −1/2 ) and P (A n ) = O(n −3/2 ) which implies the result by Borel-Cantelli. Consider now the model of d-dimensional directionally reinforced random walk as it was defined in the introduction. We have, as a consequence of the estimate for the probability of sign changes in symmetric one-dimensional random walks the transience of three-dimensional directionally reinforced random walks. In [1] this was shown only under the assumption that the waiting time between changes of direction has a finite expectation and only for d ≥ 4 without this moment condition.
Theorem 2. For any dimension d ≥ 3 the d-dimensional directionally reinforced random walks are always transient in the sense that bounded sets are visited only finitely often a.s.
Proof: 1. Let us first modify the model to make the problem easier. Assume that, when changing the direction of the travelling object, the next direction is not chosen by equal chance from the 2d − 1 possible values which are different from the previous one, but only from the 2d − 2 perpendicular directions. We want to prove that a bounded set is visited only finitely often. Fix a coordinate axis and call it 'vertical', and the others 'horizontal'. It is sufficient to show that the cube [−1, 1] d is penetrated or touched only finitely often, coming from vertical direction (up or down). Consider those times when the particle changes from a horizontal to vertical direction, or vice versa. Considering only these times, the particle constantly changes from an independent symmetric random walk in vertical direction (R 1 ) to a horizontal symmetric and independent random walk (R d−1 ) . Hitting the cube in the assumed way means that the R d−1 −random walk is just in the cube [−1, 1] d−1 , whereas the R 1 −random walk crosses the levels 1 or −1.
It is well-known that for a genuinely d − 1-dimensional random walk the probability to visit a bounded set at time n is O(n −(d−1)/2 ). We have shown that level crossings in R 1 occur with a probability O(n − 1 2 ). So the probability of the given event is O(n −d/2 ) and by the Borel-Cantelli lemma we may conclude for d ≥ 3 that it happens only finitely often a.s.
2. We saw that the modified model is transient for d ≥ 3. Let us turn to the original one. The difference is that during a vertical 'phase' the particle can change from up to down several times. Hence an intermediate visit of [−1, 1] does not necessarily imply a level crossing, if we only consider the positions at the beginning and the end of the vertical phase.
But, assuming infinitely many vertical visits to [−1, 1] d with a positive probability, we may consider the embedded process which, each time the particle visits [−1, 1] d during a vertical phase, registrates whether the following change takes it to a horizontal direction or not. This happens completely independent of the past with probabilities p = 1 2d−1 and p = 2d−2 2d−1 , respectively. So the second case would happen infinitely often, too, with the same positive probability. Hence also this model would show infinitely many crossings of levels −1 or 1 of the embedded vertical component during [−1, 1] d−1 −visits of the horizontal part. We may again apply Theorem 2 of [2] to disprove the possibility of such a behaviour.
A two-dimensional Example
Despite the fact that return probabilities and level crossing probabilities admit similar general asymptotic upper estimates nevertheless they can lead to qualitatively different recurrence properties. We construct a transient twodimensional random walk which is 'polygonally recurrent' in a special way.
Results.
Theorem 3. There is a symmetric distribution on the integers such that two independent copies (S n ), (S n ) of the associated random walk (S n ) satisfy the two conditions (a) The two-dimensional random walk (S n ,S n ) is transient.
In particular
Note that in each term of the series (2) both factors are of the order O(n −1/2 ). Because of (1) the first factor must be actually of slightly smaller order, but the gap must be subtle because of the divergence in (2) . This lets us expect a somewhat delicate construction. The construction will also yield a counterexample for a (slightly modified, see the Remark below) conjecture on directionally reinforced random walks in the sense of [1]:
Theorem 4. There is a waiting time distribution on the nonnegative integers such that the associated directionally reinforced random walk (R m ) on Z 2 is recurrent but at any given lattice point the walk changes direction only finitely often.
Remark The actual waiting time distribution constructed below gives positive probability to the value 0. One could insist on a strictly positive waiting time in order to be exactly in the framework of [1] but the conceptual arguments based on unimodality below would not be directly applicable.
3.2.
The main idea and some tools. Intuitively the construction of Theorem 3 is based on the observation that if the one-dimensional random walk (S n ) has lattice constant 1 and the underlying symmetric random variable X has finite variance σ 2 then
So for (1) the variance must be infinite. But we can let the high values of X occur rarely enough so that with very high probability the behaviour of our random walk up to time n equals the behaviour of another random walk with variance σ 2 n and corresponding quantiles γ αn of the absolute value where these numbers grow in such a balanced manner that if we plug them into (3) and (4) we get (3) and (2). Clearly (3) then implies the transience (a). Since the events V n are not independent some extra argument is needed to get the statement (b) from (2) . The key to this step is the following Lemma 1 which gives a quantitative version of the fact known eg from Markov chains that the frequency of certain events is high with high probability if only its expectation is high enough.
Lemma 1. Let (F n ) 0≤n≤N be a (finite or infinite) filtration. Let (E n ) be an adapted sequence of events such that E 0 = Ω and for m < n
Let Φ be the number of events which occur (including E 0 ). Then for each r = 0, 1, 2, · · ·
.
Proof: Clearly it suffices to consider the case of finite N. We call an index n a success time if E n occurs. Let τ r (ω) be the r-th success time ≥ 1 and let τ r = N + 1 if Φ ≤ r. Moreover let Φ m be the number of success times ≥ m. Then the inequality in our assumption implies for each m ≤ N
Dividing by E(Φ) yields the result.
The waiting time distribution in Theorem 4 will be given as a mixture of uniform distributions
where R[0, y l ] denotes the uniform distribution on an integer interval [0, y l ] and the increasing resp. decreasing sequences (y l ) and (p l ) will be constructed recursively below. Observe that T is a random variable with non-increasing weights, i.e. P (T = k) ≥ P (T = k + 1) for each k ∈ {0, 1, 2, ...}.
In the following we will make use of a sequence of random walks with finite variance waiting times which approximates our infinite variance random walk given by the above waiting time distribution. For this end we first define a onesided sequence T = {T, κ, T (1) , T (2) , ...} of random variables with the property T (κ) = T (κ+1) = ... = T for some random index κ and such that for all m > k we have
To do this, think of T as the result of a two-step construction: First the probability distribution {p l } is used to find a random index κ, then T is realized by choosing a random integer from [0, y κ ] according to the uniform distribution on this interval. Given (T, κ), choose {T (1) , T (2) , ..., T (κ−1) } as a sequence of independent realizations of L(T (i) ), i < κ, respectively, and let T (κ) = T (κ+1) = ... = T. This leads to a hierarchical structure: The random walk will be a certain mixture of a sequence of random walks on different scales of time and space. The walk at level k runs on a space scale determined by y k and a step frequency determined by p k . The reader should think of really rapidly increasing scales. In fact the simplest lower estimates for which the construction below (cf. (23)-(26)) can be carried out show that the y k grow at least like in a recursion of the form y k+1 = e const·y k . For the estimates in the main body of the proof it is useful to have symmetric unimodal distributions. (We follow the convention to call a symmetric random variable T unimodal if it has non-increasing weights on {0, 1, 2, ...}.). For this we need the following assertions Lemma 2. Let T be a random variable on {0, 1, 2, ...} with non-increasing weights. Then the estimate
Proof: It is easy to see that a random variable on {0, 1, 2, ...} has nonincreasing weights iff it can be represented as a mixture of uniform distributions R[0, y] as in 6. So we get by Jensen's inequality
Lemma 3. Let T i , i ∈ N be an identically distributed sequence of random variables on {0, 1, 2, ...} with non-increasing weights. Let ǫ ∈ ±1 be a cointossing random variable and let G be a random variable with values in N. If all these r.v.'s are independent of each other then the law of
where the last estimate is interpreted trivially if T 1 has infinite variance.
Proof: Denote by τ the law of the T i and by µ k the law of X in the case where G takes the constant value k. The convolution of τ with its reflected image on −N is symmetric and easily seen to be unimodal. Moreover it is known that the convolution of two symmetric unimodal laws is again symmetric unimodal. (Decompose both laws as mixtures of uniform distributions on suitable centered intervals.) This implies the assertion if G is an even constant, i.e. µ 2m is symmetric unimodal. Now assume that G = 2m + 1 is odd. The conditional law of ǫ m i=1 T 2i − T 2i−1 given ǫ is by symmetry equal to µ 2m and hence independent of ǫ. Thus µ 2m+1 is the convolution of µ 2m with the law of ǫT 2m+1 . The latter is also symmetric unimodal and hence µ 2m+1 is unimodal symmetric as well. Since this property is also stable under mixtures the result follows also for nonconstant G. The lower estimate of the variance is clear and the upper estimate follows from
where the variance of the sum Y = ǫ −1 X is computed by Wald's identity and Lemma 2 was used. Proof: Assume first that µ is carried by Z and σ ≥ 1. Then the symmetry and unimodality of µ imply together with Chebychev's inequality
for every e > 1. For e = 2 we thus get e.g.
Now consider the general situation. Let X be a r.v. with law µ. Let the integer valued r.v.X take the value m ∈ Z if 2mc is closest to X among all even multiples of c. Since µ is unimodal and symmetric the same is true for the lawμ ofX. Moreover |2cX − X| ≤ c and hence by assumption on c and the triangle inequality in L 2 the standard deviationσ ofX satisfies
Thus we can apply (11) toμ and get for d = 9
The proofs of Theorem 3 and Theorem 4 are given simultanously. The main part of the proof lies in the careful choice of the parameters p k and y k of the waiting time T given by (6). Once they are determined we choose an iid sequence (T i ) with the same law as T and consider a) The directionally reinforced random walk (R m ) on Z 2 which moves in unit size steps and starts at the origin horizontally in either the positve or the negative direction. After the waiting time T 1 it switches with uniform probability to one of the three other directions. After waiting time T 2 it changes again direction and so on. We want to show that for our particular law of waiting times a.s. R m visits the origin infinitely often but it changes direction at the origin only finitely many times. This will prove Theorem 4. b) The sequence (S n ,S n ) consisting of the successive locations at which (R m ) changes from vertical movement back to horizontal movement. By the properties of R m the increments of (S n ,S n ) are iid. with independent components. In fact the law of S n − S n−1 is equal to the law of the random variable X defined in Lemma 3 where ǫ determines the sign of the first part of the horizontal movement of R m after the visit of (S n−1 ,S n−1 ) and G is a geometric random variable with parameter 1/3 which determines the number of horizontal flips before the next vertical step at the location (S n ,S n−1 ). Similarly the second componentS n −S n−1 of the increment has the same law and it determines the following vertical movement from (S n ,S n−1 ) to (S n ,S n ). Thus by Lemma 3 (S n ,S n ) is a random walk with independent components which have a symmetric law as required in Theorem 3. Clearly if (R m ) changes direction only finitely often at the origin the random walk (S n ,S n ) is transient, i.e. part (a) of Theorem 3 holds. On the other hand (R m ) visits the origin infinitely often. Then by symmetry it must visit the origin infinitely often during a horizontal movement. Let (S n ,S n ) be the starting point of a horizontal period during which (R m ) visits the origin. Then the event V n occurs provided two additional things happen: First, at the next change of direction after the visit of the origin, the movement of (R m ) becomes vertical rather than reversing the horizontal direction; and moreover this vertical movement goes up and down and returns to the same height where it started and then becomes again horizontal. The probability of these two conditions is positive and independent of everything the walk did before. Since this chance is available infinitely often it will be realized infinitely often, i.e. the walk (S n ,S n ) satisfies condition (b) of Theorem 3. Thus it suffices to find the waiting time distribution with the properties described in a).
3.3. The hierarchical construction. In this section the underlying parameters p k and y k of the the law of the waiting time (6) are not yet fixed.
We start with an i.i.d. two-dimensional array
i,n , ...}) of random sequences as constructed above. Let (ǫ n ) and (G n ) be two iid sequences of cointossing resp. geometric (with parameter 1/3) random variables chosen independently from (T i,n ) and let
Then we can define the two-dimensional random walk (S
where (S (k) n ) is independent of (S (k) n ) with the same law. All quantities used in the construction of (S (k) n ) will be denoted by a tilde. For the transience proof we prepare now an upper estimate of the return probabilities of S (k) n .
Lemma 5. There is a positive constant A such that the return probabilities s k n = P (S (k) n = 0) satisfy the recursive estimate
Proof: We choose a positive constant D such that for all y ∈ N and m ∈ N we have the estimate (16) mode(µ 1 * · · · µ m * ν) ≤ D √ my whenever the laws µ i are uniform distributions over some integer intervals of length at least y. Since additional convolutions cannot increase the mode the law ν in (16) is irrelevant. We denote by Z (k) n the number of pairs (i, j) with j ≤ n and i ≤ G j such that in the representation (12) the r.v. T i,j actually is of level at least k, i.e. κ i,j ≥ k. For each index pair this happens with probability p * k := l≥k p k ≥ p k . Then because of
for q < 1 we get (18) P (Z (k) n = 0) = (P (Z (k)
The r.v. Z P (S (k) n = 0) ≤ P (S (k−1) n = 0)(1 − p * k ) n + P (S (k) n = 0, Z (k) n > 0). In order to estimate the second term we note that conditionally on the knowledge of the set of pairs (i, j) with a contribution of level at least k, of the corresponding κ i,j and of the signs ǫ j the law of the sum S 
Clearly E(Z (k) n ) = np * k E(G) and by Wald's identity Var(Z (k)
. Thus Chebyshev's inequality gives two positive constants b, B such that
Therefore for some positive constant A
Plugging the estimates (20) and (22) into (19) yields the desired result, since p * k ≥ p k .
3.4.
Recursive choice of the parameters. We start with y 1 = 1 and p 2 = 1 4 . The quantity p 1 will be chosen only in the end in order to get a total sum 1. But with condition (25) below it is obvious that ∞ k=2 p k ≤ 1 2 and hence p 1 is at least 1/2. Let now k ∈ N, k > 1 be given and assume that y l for 1 ≤ l < k and p l for 2 ≤ l ≤ k are already defined. Then choose an integer c k with
Finally we choose the two numbers y k , p k+1 such that
This completes the recursive construction.
3.5. Transience of (S n ,S n ). We now have to verify that the resulting distribution has the desired properties. Let (S n ) be an independent copy of the random walk (S n ). Of course we want to compare our two-dimensional random walk with its truncated version. Therefore the sets 
The set F n,k is independent of (S 
The proof of (a) is complete if we can verify that for each k even
because this shows that the series in (3) is ≤ π 4 9 . We prove (28) by induction. In the case k = 1 this follows from s 1 n ≤ 1 and p 2 = 1 4 . For the induction step observe
for 0 < q < 1. We use (15) and the triangle inequality in the sequence space
In the last step we have used the induction hypothesis for the first term and (26) for the second term.
This proves (28) and hence part (a) of Theorem 3. Also this show that the directionally reinforced random walk (R m ) associated to these parameters changes at the origin only finitely often its direction from vertical to horizontal. By symmetry the same is true for the changes from horizontal to vertical movement, i.e. the second property in Theorem 4 is verified.
3.6. Recurrence of (R m ). We consider the events E n,k = {S n = 0, |S n | ≤ c k } ∩ F n,k .
By independence
. For a lower estimate of the corresponding probabilities observe first
because of (24). Moreover 2(1 − p) ≥ (1 − 2p)(2 + p) and hence
Writing in (29) (1 − 4p) 2 instead of 1 − q, or equivalently 8(p − 2p 2 ) = q we see for all sufficiently small choices of p k+1 , or because of (25) for all large k
For an estimate of the two first factors in (30) we first note for the variance of S (k) n for large k
In fact from (7) we get E((T 
where the last inequality follows from (24). This implies (34) in view of (9).
Because of (24) 
If Φ k denotes the total number of the events E n,k which occur we get from the conditions (23) and (26) for large enough k Let r k = [ k p k ] and define the stopping times τ i,k recursively by τ 0,k = 0 and τ i,k (ω) = min{n ∈ N : n > τ i−1,k (ω) and ω ∈ E n,k } and τ i,k (ω) = ∞ if ω lies in less than i of the sets E n,k . Lemma 1 allows to conclude from (36) and (35) that with probability at least 1 − 1 k at least r k of the sets E n,k occur, i.e.
(37) P (τ r k ,k < ∞) ≥ 1 − 1 k .
We consider the events H i,k = {τ i,k < ∞} ∩ {c k ≤ |X τ i,k +1 |, sgn(X τ i,k +1 ) = −sgn(S τ i,k ),X τ i,k +1 = 0}
and H k = r k i=1 H i,k . By definition H i,k ⊂ E τ i,k ,k and hence H i,k is contained in the set V n as in part (b) of the theorem with n = τ i,k . So, if ω ∈ H k then there is some n with ω ∈ V n and |X n+1 | ≥ c k . Since the sequence (c k ) is unbounded every point in lim sup H k lies in infinitely many sets V n . Therefore for part (b) of the theorem it suffices to show that (38) lim k→∞ P (H k ) = 1.
Denote by U (k) a random variable with law R([0, y k ]). By definition (6) we have P (c k ≤ |X|) ≥ P (G = 1)p k P (c k ≤ U (k) )
for eventually all k since c k y k → 0 because of (24). Let δ = P (X = 0). Then the complements H c i,k of our sets satisfy This completes the proof.
