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1. INTRODUCTION 
We consider the following inequality constrained integer programming problem: 
min f(x), 
s. t. gi(x) _< 0, i = 1, . . . ,m, (P) 
xcX C]~ n, 
where X i sa  finite integer set, f : R n - -+  ]~ and gi : ]R n --* JR, i = 1 , . . . ,m,  are continuous 
functions and they can be nonlinear. By introducing a penalty term, (P) can be transformed 
into an unconstra ined problem: 
min F(x,#)  = f(x) + #P(x),  (Pu) 
xEX 
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where # > 0 is a penalty parameter and 
P(x) = max{O, gl  (X),. •., gin(X)}• 
Let S(.), S* (.), v(.) denote the feasible set, optimal solution set, and optimal value of problem (-), 
respectively. Without loss of generality, we assume X \ S(P) ~ O. Sinclair [1] showed that any 
solution of (P~) is also a solution of (P) and v(Pt, ) = v(P) if 
v(P) - min{f(x) I x e X} #>a= 
min{P(x) [ x • X \ S(P)} • 
A computational difficulty associated with this nonsmooth penalty formulation is: F(x, #) tends 
to be ill-behaved near the boundary of the feasible region around which the optimal points of (P) 
often lie. Moreover, a nonsmooth objective function is unfavorable when solving the continuous 
relaxation of (P~) using branch and bound methods (see [2-4]). 
We note that P(x) is the component-wise logarithm of the oc-norm of vector (1,e g~(x), 
• .., e g'~(x)) • R m+l. The underlying idea of a new smoothing technique proposed in this paper 
is to approximate P(x) by the logarithm of the p-norm of (1, eg~(x),..., egm(x)), which can be 
expressed as 
1 log 1 + @g~(x) p > O. 
Q(x,p) p i= l  .] ' 
It is clear that Q(x,p) E Ck(R n) ifgi • Ck(R ~) (i = 1,. . . ,m).  
In the next section, we will discuss some basic properties of Q(x,p) and its application to 
problem (P). 
2. LOGARITHMIC-EXPONENTIAL  PENALTY  FORMULATION 
The following lemma shows that Q(x,p) can be used to approximate P(x) to any degree of 
given accuracy and can preserve the convexity when gi, i = 1,...., m, are convex. 
LEMMA 1. 
(i) For any p > 0, we have 
P(x) < Q(x,p) < P(x) + ~ log(m + 1). 
(ii) Q(x,p) ~ P(x)(p--+ oc) uniformly. 
(iii) I f  all g~, i = 1,. . . ,  m, are twice differentiable convex functions, then Q(.,p) is also a twice 
differentiable convex function for any p > O. 
PROOF• (i),(ii) can be obtained by observing the following inequality: 
llogepp(x) < 1log l+Ee vg'(x) < 1 P - P i=1 A - p log (m + 1)Pe pP(x) , Vp > 0• 
Let 
We have 
h(x) = ~ e pg~(x). 
i= l  
m 
Vh(x) =;  Vg (x), 
i~1 
m 
V2h(x) = P E epg~(x) [pVgi(x)Vgi(x)T + V2gi(x)] . 
i= l  
Thus, 
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V2Q(x,p) = 1 p(1 + h(x)) 2 [(1 + h(x))V2h(x) - Xgh(x)Vh(x) T] 
_ 1 [ m 
p(1 + h(x))2 /P(1 + 
i=1  
+p2(1 + h(x)) E ePg*(x)Vg/(x)Vgi(x)r - Vh(x)Vh(x)T " 
i=1  
Since gi is convex and twice differentiable, V29,(x) is a positive semidefinite matrix. Theretore, 
it suffices to prove that 
m 
H(x, p) = p2(1 + h(x)) E ePg'(x)Vg/(x)Vg/(x)T -- Vh(x)Vh(x)T 
i=1  
is a positive semidefinite matrix for any x E R '~. For any fixed x, d E IR n, let a/ = e pg~(×) and 
bi = dTVg/(x). We have 
d TH(x,p)d = p2 1 + E ePg~(x) ~ e pg~(x) (dTVgi(x)Vgi(x) Td) 
i= l  / i=1  
= p2 1 + a~ a/b 2 - aibi 
/=1 i= l  \ i=1  / 
= p2 E a/b2 + p2 ai ajb~ - aib/ 
i=1  i=1 
rn ra- -1  m )2 
=p2Ea ib2 i+p2EEa/a j (b i -b  j >_0. 
i=1  i=l  j:>i 
Hence is the proof of (iii). | 
Now we consider the following penalty formulation for (P): 
min W(x,  tt, p) = f (x)  + #Q(x,p) = f (x)  + # log 1+ ePgi(x) , (Pup) 
xEX P i=1 J 
where # > 0 is a penalty parameter. From Lemma 1, W(x,p ,p)  is convex when f and g/, 
i = 1 , . . . ,  m, are all convex functions. For any fixed # > c~, define 
a(#) = rain {F(x,#) ] x E X \ S*(Pu) } - v(P), 
fl(#) = ~ log(m + 1). 
We have the following main theorem. 
THEOREM 1. For any ~xed # > ce, if p > ~(#), then any solution of (Pup) is also a solution 
of (P). 
PROOF. Let x* E S*(Pup ). For any x E X, we have the following from part (i) of Lemma 1: 
# log(m + 1). W(x, it, p) - F(x, #) = # [Q(x,p) - P(x)] < P 
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If p > ~(#), then 
Since 
we get 
Thus, 
W(×, i t ,  p) - F(x ,  it) < 6(it). 
W(x,  It, p) > W (x*, It, p) > F (x*, It), 
F(x*,  It) < F(x ,  It) + ~(it), Vx • X. 
F(x*, It) < v(P,)  + 6(it) = v(P) + 6(it), 
which implies x* • S*(Pt, ) C_ S*(P) by the definition of 6(it). 
For general functions f ,  gi's and integer set X, the computation ofparameters a and j3(it) in the 
logarithmic-exponential penalty formulation isjust as difficult as solving the original problem (P). 
There are, however, some specific cases where the values of a and/3(#) can be determined with 
a reasonable amount of calculation. 
COROLLARY 1. Assume that the following conditions (i)-(iii) hold: 
(i) (P) is a zero-one polynomial integer programming problem with integer-coefficient objec- 
tive function and constraint functions and X = {0, 1}n; 
(ii) # = c + - c- + 1, where c + and c- denote the sums of the positive and negative coefficients 
in f (x) ,  respectively; 
(iii) p > (c + - c -  + 1) log(m + 1). 
Then we have S*(P~p) c S*(P). 
PROOF. Under the conditions of the corollary, we have 
v(P) -min{f (x )  I x•X={0,1}  n}<c +-e -  
and 
min{P(x) [x  • Z \ S(P)} >_ 1. 
Soc~<c +-c - .  If l t=c  +-c -+ l , thenp>a.  We also have 
~(it) = min{F(x, it) [ x • X \ S*(P,)} - v(P) >_ 1. 
Thus, 
# log(m + 1) z(it) = 
< Itlog(m + 1) 
= (c + - c-  + 1) log(m + 1). 
The corollary then follows from Theorem 1. | 
For general polynomial integer programming problems, it is also not difficult to determine the 
values of # and p, as illustrated in the following example. 
EXAMPLE 1. 
minf(x)  ---- x 2 -- 8Xl + x2 + 1, 
s.t. gl(x) = Xl 2 + x2 ~ -- 3Xl -- 4x2-- 11 < 0, 
g2(x) = x~ + x~ + ~xl - 6x~ - 10 < 0, 
x e x -- {x • [0,101 ~ I x , ,  x= integer}. 
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The objective function attains its optimal value v(P) = -9  at point (2,2). 
logarithmic-exponential penalty formulation is 
~t [ epgl(x) ] min W(x, tt, p) = f (x )  + P log 1 + + epg2(x) , 
s.t. x ~ X = {x e [0, 10] 2 I Xl, x2 integer}. 
The associated 
Since v(p) ~ rnax{f(x) I x e [0, 10] 2 } = 31, min{f(x)  I x  E X}>min{f (x )  I x e [0, 1012}= --15, 
and min{P(x) I x E X \ S(P)} > 1, we get c~ < 31 - ( -15) = 46. Notice that 5(#) >_ 1. If we 
take # = 47, then/~(tt) <_ #log3 < 52. It can be verified that the minimizer of W(x,47,p)  on X 
is (2, 2) when p >_ 52. 
3. CONCLUDING REMARKS 
It is worthy to note that the proposed logarithmic-exponential penalty formulation for integer 
programming has a potential to be applied to other optimization problems. For example, as 
the continuous (discrete) linear or nonlinear complementarity problems can be transformed into 
equivalent unconstrained continuous (discrete) minimization problems with nonsmooth objective 
functions similar to the penalty function P(x) discussed in this note, the logarithmic-exponential 
penalty formulation proposed in this note seems to be applicable to such problems o that Newton 
type methods can be used. 
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