Abstract-This paper is concerned with the problem of feature point registration and scene recognition from images under weak perspective transformations which are well approximated by affine transformations, and under possible occlusion and/or appearance of new objects. It presents a set of local absolute affine invariants derived from the convex hull of scattered feature points (e.g., fiducial or marking points, corner points, inflection points, etc.) extracted from the image. The affine invariants are constructed from the areas of the triangles formed by connecting three vertices among a set of four consecutive vertices (quadruplets) of the convex hull, and hence do make direct use of the area invariance property associated with the affine transformation. Because they are locally constructed, they are very well suited to handle the occlusion and/or appearance of new objects. These invariants are used to establish the correspondences between the convex hull vertices of a test image with a reference image in order to undo the affine transformation between them. A point matching approach for recognition follows this The method has been tested on real indoor and outdoor images and performs well.
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I. INTRODUCTION

I
MAGE registration and object recognition/matching is concerned with the problem of identifying correspondences between parts of an image and a particular view of a known image scene (object). The transformation that describes the projective relationship between an object and its image is the nonlinear perspective transformation. Since under weak perspective conditions, the perspective transformation can be well approximated by an affine transformation, we limit our discussion here on the simpler affine transformation. Moreover, the correspondence could be with respect to the whole image or part of it, and an image may contain part of an object, a whole object, or more than one object. Hence, the problem of interest is the image registration in the presence of possible occlusion/appearance of new objects (i.e., disappearance of feature points and the appearance of new ones)
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and under an unknown viewing position (i.e., unknown affine transformation). A number of methods have been proposed for matching and object recognition, including alignment [11] , linear combination [26] , Fourier descriptors [1] , [21] , [27] , correlation registration [22] , shape description by time series [12] , syntactic methods [8] , photometric invariance [19] , moment invariant methods [6] , [10] , [24] , B-spline invariant matching [29] , geometric invariants [16] , and others. Basically, each method exploits different image features of the object such as boundary, photometric properties, color, texture, moments, discrete feature points like vertices, fiducial marks, etc., which are extracted from the image, and uses them toward matching with a reference object. In this paper, the emphasis is on the discrete feature point matching problem, i.e., the registration or matching process is based on a set of scattered feature points (e.g., fiducial or marking points, corner points, inflection points, etc.) which are extracted from the image. In this paper, the emphasis is on the matching process rather than on process of extracting the feature points. In this work, the images are enhanced, filtered, and thresholded. The feature points here are the corners of the different parts which can be detected with the techniques in [2] and [23] .
Object alignment or registration can be achieved in many ways. By and large, there exist two approaches for the alignment. The first relies on establishing the correspondences between the feature points, whereas the other bypasses it by using invariant measures that remain unchanged under the transformation. Huttenlocher and Ullman [11] recognize flat objects by alignment of point triplets amongst feature points of the reference scene image and feature points of the test scene image. The complexity of their algorithm for the worst case scenario is of order , where is the complexity associated with verifying the reference image against the test image. Lamdan et al. [13] proposed a point matching method that formed an affine invariant basis with a noncollinear triplet of model points, and used it to represent all the other model points. The complexity of this preprocessing step is of order per model. Costa, Haralick, and Shapiro [4] improved the affine invariant point matching algorithm's robustness by including an explicit noise model and an optimal voting approach. Thompson and Mundy [15] used a clustering approach to undo the affine transformation between groups of model vertices and edges and the appropriate groups in the image under an affine approximation to the perspective transformation. To bypass the necessity of establishing correspondences, geometric invariant measures can be used to identify the best matches. Moment invariants are such measures and they have been used for object matching [6] , [10] , [24] , as well as for finding the affine transformation that relates the prototype object to the transformed image [5] , [7] . Huang and Cohen [28] recently reported the use of B-spline affine invariant weighted-moments to analytically solve for the affine transformation parameters. Yang and Cohen [32] used a new set of cross-weighted moments derived for scattered data to analytically solve for the affine transformation parameters. In general, moment invariants are hard to use in the presence of occlusion, as they are global measures. Ibrahim and Cohen [31] used intrinsic properties of a curve modeled by a B-spline in deriving landmarks that are preserved under the affine transformation.
This paper uses a hybrid approach that utilizes affine invariants to establish the correspondence between the convex hull vertices of a test image with a reference image in order to undo the affine transformation between them. A point matching approach for recognition follows this. This paper is trying to make use of the well-known affine invariant property-the area invariance, to match and recognize locally occluded or changed objects or scenes effectively and efficiently. It uses the area invariance property of affine transformation to develop a class of ordered local affine invariant features based on the convex hull. The algorithm can handle the case where the scene or object is uniquely represented by a polygonal outlines, as well as when it is represented by a set of scattered feature points with no ordering information of these feature points like a polygon has. From a set of scattered feature points there is a unique convex hull, but many polygons can be extracted. Thus, we use the convex hull as a representation of the scene or the collection of objects. It is true that objects which are very different in shape may have identical convex hulls, and that would be a problem if we were to exclusively use the convex hull affine invariants to do the matching. In this paper, the convex hull affine invariant features are used for establishing the correspondence of the convex hulls' vertices. This allows the recovery of the affine transformation and the mapping of the reference object into the test object domain (or vice versa). The matching is then done using all feature points not only those on the convex hull. This rules out identifying the different class of objects as the same even though their convex hulls are.
This paper is organized as follows. The preliminary background covering the concepts of affine transformation and invariants are introduced in Section II. Section III answers the questions of why the convex hull is used and how a convex hull can be found from a set of scattered data points. In Section IV, the problem of how to construct the convex hull affine invariants is addressed. Section V discusses the process for establishing correspondences between the vertices of the convex hulls for recovering the affine transformation. Object identification is discussed in Section VI. The computational complexity of the algorithm is given in Section VII. The experimental examples are given in Section VIII. Finally, conclusions are presented in Section IX.
II. AFFINE TRANSFORMATION AND INVARIANTS
Before we embark on discussing the convex hull affine invariants, we briefly introduce the affine transformation that we deal with in this paper, and discuss its properties, as well as introduce the concept of invariance.
A. Affine Transformation and Its Properties
An affine transformation in 2-D space between point pair and is given by
It is a combination of several simple special mappings, such as the identity, a translation, a scaling, a rotation, a reflection, and a shear. It is a linear transformation if . The Euclidean transformation (rigid body motion) is a special case of the affine transformation. It preserves lengths and angles while the affine mapping, in general, does not. In affine mapping, if the rank of is full, i.e., , then the affine transform maps two-dimensional (2-D) objects onto 2-D objects. If , it maps 2-D objects onto a straight line (rank 1). So, from here on, we assume that the transformation matrix has full rank. Affine mappings have many properties [18] , of which the following are the most important in deriving affine invariants.
1) The area of the image of an object is equal to the product of its original object area times the determinant of the transformation matrix , i.e., 
B. Affine Invariants
There exist two kinds of invariants: relative invariants and absolute invariants. A relative invariant is a function of the coordinates and parameters , of which the form remains unchanged except for a proportionality factor associated with the transformation parameters under a given group of transformation. If under the transformation the invariant does not change at all, it is called an absolute invariant (i.e., the proportional factor is now equal to one). Mathematically, a relative invariant is represented by
is a proportionality that depends only on the transformation parameters, is a constant factor, and is the transformed point, i.e.,
. Consequently, for an absolute invariant, . Furthermore, if is independent of the object point coordinates , the invariant is a constant for a given object and a given transformation, and it is called a global invariant. Otherwise, it is called a local invariant.
The dependence of the local invariants on the coordinates can be eliminated, as for example, by integrating or summing local invariants over . In contrast to global invariants, the local invariants land themselves to dealing with the occlusion problem.
In general, an absolute invariant can be obtained by eliminating between two relative invariants. For example, given two relative invariants
An absolute invariant may be derived as
The invariant is named after the undergone transformation, e.g., an affine invariant is an invariance up to affine transformations.
III. CONVEX HULL
In this section, we introduce the convex hull, and its properties [20] . For a set of points in the plane, the convex hull is the smallest convex object containing all the points. The convex hull bounds the set of points from the outside, as illustrated in Fig. 1 .
The convex hull possesses very attractive properties that make it suitable for shape representation and analysis. 1) It has uniqueness. 2) It has computational efficiency-the upper bound of the computational complexity associated with finding the convex hull of data points is of order , and the expected complexity is if the feature points are uniformly distributed [17] . Moreover, the ordering of the vertices of the convex hull is readily available-a property that is very useful for deriving local absolute affine invariants for matching in the presence of occlusion and/or appearance of new objects.
3) It has affine invariance, which means that the convex hull of a data set subjected to an affine transformation is simply the affine transformed convex hull of the data before the transformation. 4) It has local controllability-which means that when feature points are either added to or subtracted from the original data set, the convex hull is locally affected, i.e., vertices in the vicinity of these changes either appear or disappear from the original convex hull.
There are many algorithms for computing convex hulls of sets of points [17] . In this paper, we have used the efficient, recursive, and simple algorithm developed by Bykat [3] to find the convex hull of a set of points. For details, the reader is referred to [3] . The algorithm terminates with a convex hull with an ordered set (in a clockwise direction) of vertices. 
IV. CONVEX HULL AFFINE INVARIANTS
In a test scene image, which has undergone an affine transformation and/or occlusion, a part of the convex hull may change and the number of vertices of the convex hull associated with the data set may increase, decrease, or remain unchanged. As a result of the fact that the convex hull is affine invariant and locally controllable as indicated in Section III-A, it follows that local affine invariants can be constructed from the convex hull to deal with the affine transformation and/or the addition or subtraction of feature points from the original data set. One possible set of local invariants that make direct use of the area invariance property associated with the affine transformation, may be constructed from the areas of the polygons formed by connecting the neighboring vertices on the convex hull. Since the simplest polygon is a triangle, which uses only three points, the affine invariants are derived from the triangle areas. To arrive at an absolute invariant, at least two relative invariants should be considered. Hence, by considering four noncollinear consecutive vertices on the convex hull, four different triangles can be formed. From these four different triangles, local absolute affine invariants can be derived as follows. For a convex hull of a reference scene image or object with ordered vertices ( ), (the vertices form a polygon), arbitrarily pick up the th quadruplet, formed from the four consecutive vertices ( ), as shown in Fig. 2(a) . Let be the convex hull of the data set after the affine transformation and/or possible occlusion or addition, with vertices ( ), of which vertices are transformed from the reference convex hull vertices. Assume the th quadruplet ( ) is an affine mapping image of the th quadruplet ( ), as shown in Fig. 2(b) . There are four possible triangles formed by considering three vertices at a time from the th quadruplet ( ), these are: ( ), ( ), ( ), and ( ) with areas , respectively. Their four counterpart triangles formed by considering the corresponding th quadruplet ( ) are: ( Local absolute affine invariants can be obtained by eliminating the factor with a combination of relative affine invariants (at least two relative affine invariants, i.e., a pair of areas of triangles or a triangle area and a quadrangle area) from (4.3) and (4.4). For every given quadruplet, there are two different kind of basic absolute affine invariants. Each kind of basic absolute affine invariants forms an invariant feature vector for a given quadruplet.
One possible set of absolute invariants (affine invariants of the first kind) can be arrived by considering the ratio of any pair of triangles from (4.1). There are six local absolute invariants in total that can be obtained by considering a pair of areas at a time. These are and , with their counterparts being and , respectively. Ideally and (4.5)
This set of invariants is denoted as the first invariant feature vector (FIFV). These two corresponding affine invariant sets form two feature vectors and for all and . Note that , and are also invariants. But they are just the reciprocal of , and do not give any new information. Therefore, they are not used.
Another set of absolute invariants could be obtained by taking the ratio of the area of any one of the four triangles to the area of the quadrangle. By dividing (4.1) by (4.2), we obtain the following four local absolute affine invariant pairs:
This set of invariants is denoted as the second invariant feature vector (SIFV). Correspondingly, two feature vectors are and , respectively. The set of invariants in (4.6) is not totally independent of the set in (4.5), and is shown (see Section VIII-A) to be outperformed by the set in (4.5) in the low level noise case. This is due the normalization of the areas by the total area that weakens their discrimination ability. On the other hand, as the noise increases, the normalization factor reduces the noise contribution, and hence a slightly better performance is expected. As a consequence, in all the experiments, we elected to use the set in (4.5) for registration.
Obviously, more consecutive vertices can be used to derive affine invariants. We can, for example, use five consecutive points to form quadrilaterals or six consecutive points to form pentagons.
V. ESTABLISHING CORRESPONDING VERTICES ON THE CONVEX HULLS
Objects (presented here as a collection of feature points) that are very different in shape may have identical convex hulls. That poses a problem if we were to exclusively use the convex hull affine invariants for object classification (identification). This, however, does not present a problem if the convex hull affine invariant features are used for establishing the correspondence of vertices for the purpose of recovering the affine transformation, and the mapping of the reference object into the test object domain (or vice versa). Classification is then done using all the feature points not only those on the convex hull. Hence, ruling out identifying the different class of objects as the same even though their convex hulls are. The residual error matching process based on the convex hull affine invariants introduced shortly is chosen with that in mind.
For each quadruplet of the convex hull, there is an affine invariant feature vector associated with it, and because the vertices of the convex hull are ordered, this induces an ordering of the feature vectors along the convex hull. In the absence of occlusion or overlap, or scene changing, the number of invariant feature vectors associated with the convex hull of the affine transformed scene will be same as that of the original convex hull, and each invariant feature vector will have a counterpart . However, if the object is occluded (or overlapped), or the scene is partially changed, the number of feature points may change, and so might the convex hull. If any one or more of the vertices of a convex hull is (are) changed, the associated invariant feature vectors are consequently changed. The correspondence problem under this scenario is to find out the vertices (on the convex hull on the original image) that appear as vertices on the convex hull of the affine transformed and possibly occluded image. To establish this correspondence, the following matching error measure is used
is the number of consecutive feature vectors (i.e., consecutive vertices). The number is balancing between relying on local shape through the use of local invariants to establish correspondence versus relying on more regional shape. The smaller the , the better the localization of the corresponding vertex pairs, but the worse the detection of such pairs. This is a result of the fact that a single affine invariant feature vector is sometimes not reliable, as a consequence of its construction which is based on area measure with somewhat limited local shape discrimination ability, and/or because of the presence of noise. We have adopted the following simple matching decision rule:
It establishes that the quadruplet from the reference image and the quadruplet from the test image are corresponding pairs. The subscript takes module and the subscript takes module ( is the number of the vertices of the reference convex hull and is the number of the vertices of the test convex hull). Since the convex hull vertices are ordered, the matching is basically a linear circular shift search. This is a big advantage of having the invariants ordered. Based on the value of used, a declared match gives a set of four consecutive corresponding vertices in the case of , five consecutive corresponding vertices in the case of , and six consecutive corresponding vertices in the case of . Remark: A more complicated but more noise resilient approach to establish correspondences is to consider all possible sets of three vertices on the convex hull (not necessarily consecutive) and pick the ones that result in error values below an allowable threshold. Such an approach would necessitate the construction of a hash table [9] , [14] , [25] for speeding up the process of finding the corresponding vertices.
A. Affine Transformation Recovery
The affine transformation can be recovered from a pair of matched triplet, or estimated from more matched vertices by using least square error (LSE) estimation methods. If there are more than three correspondent vertex pairs, say and , where , the affine transformation can be obtained as the solution of the 
VI. OBJECT CLASSIFICATION
We are given a test scene that has originated from one of different prototype objects (scenes) after possible affine transformation and possible addition and/or subtraction of some of its parts. The goal here is to classify the test scene to one of the prototypes and to identify the corresponding parts. As stated in Section IV, objects that are very different in shape may have identical convex hulls. To overcome that problem we adopt a classification scheme that is based on the feature point coordinates. This is accomplished by performing a "best" match between the sample data and each of the prototype objects using the convex hull affine invariants to establish the corresponding vertices between the sample object and the presumed prototype object. From this correspondence, the "best" affine transformation is recovered as explained in Section V-A. From the recovered transformation, the convex hull vertices and all the feature points of the test data are mapped through into the prototype image domain, and correspondences are declared based on a predetermined allowable distance deviation (a threshold ) around each point of the prototype data set. This threshold is determined according to an allowable percentage (say 5%) in distance or length relative to the total object length (average distance between projected points on either major or minor axis of the scatter data on the prototype scene).
Remark: Features (e.g., length and angle [9] , [25] , [30] ) other than point coordinates, can be added to the point matching process after undoing the affine transformation. However, this is problematic in the presence of an affine transformation, as length as well as angle is not directly preserved under affine transformations.
VII. COMPLEXITY OF THE ALGORITHM
The complexity of the algorithm for the worst case where all the feature points are vertices of the convex hull, the total number of operations (comparison, addition, and multiplication) needed are and for finding the convex hulls for both reference and test images; for computing the affine invariants; for finding the "best" match between the reference and test affine invariants;
for recovering the affine transformation [ vertices are matched ]; and for registering all test feature points with the reference feature points. Hence, the total number of the operations is of .
VIII. EXPERIMENTS
We first experimentally test the robustness of the set of invariants in (4.5) and in (4.6) to noise, then, we present experimental results on real scenes.
A. Performance and Sensitivity of FIFV and SIFV Invariants
The experimental object data is the convex hull shown in Fig. 3. Fig. 3(a) is the original data, whereas Fig. 3(b) shows the convex hull after applying the affine transformation
Using a random number generator from uniform probability distribution, noise has been added to the affine transformed convex hull. The noise level was given by two measures. The first of which is the average percentage change in length size ( ) of the convex hull, whereas the second the average percentage change of the areas of the quadruplets as a result of the noise addition. Let and are the areas of the th triangles of the th quadrangles with noise and without noise, respectively. Then, the noise level measure ( ) is defined by
We have considered two cases, the first of which noise has been added such that there was on average a 3% change in length size of the convex hull. This corresponded to an average of about 5% in noise level . The other case had an average a 5% change in length size of the convex hull, corresponding to an average of about 9% in noise level . In both cases we have used fifteen different noise realizations. One realization for each noise level is shown in Fig. 3(c) and (d) .
Using the error measure in (5.1), Table I shows the matching statistics obtained using the set of invariants in (4.5) compared to the set in (4.6) for the fifteen different realizations, different , and different noise level. The entries in Table I are the average numbers based on 15 realizations of incorrectly matched quadruplets (NIM) with at least one wrong match vertex. From these statistics, the following observations are made.
1) The matching capability of either the affine invariants in (4.5) or (4.6) increases as increases. This is to be expected since as increases we have more shape information and fewer localities.
2) The performance based on the invariants in (4.5) is superior to that in (4.6) for the low-level noise case. This is due the normalization of the areas by the total area that weakens their discrimination ability. On the other hand, as the noise increases, the normalization factor reduces the noise contribution, and hence a slightly better performance is expected.
B. Experiments on Real Scenes
This algorithm has been tested on real scenes with objects removed and added, and performs well. The feature points were the corner points. In the first experiment, we are given several image frames of parts taken in our laboratory, as shown in Fig. 4 . Fig. 4(a) is the reference image, whereas Fig. 4(b) and (c) are the test image scenes for which the viewing positions are a priori unknown to the algorithm. In Fig. 5 , the convex hulls are drawn with dashed lines.
The task here is to identify the corresponding quadruplets and vertices on the convex hulls of the reference and the test images using the affine invariants. The true correspondences between the reference image and the test images are given in Table II . The second and the third rows list the vertices associated with test images (b) and (c) that correspond to the vertices associated with the reference image, respectively. In this table, the symbol " " labels the vertex that has no counterpart in the reference image. Using the matching error function in (5.1) and the decision rule in (5.2), the following quadruplets between the reference image and image (b) were found to be the corresponding pairs: 2 and 9 for , and 3; and for image (c): 8 and 5 for , and 6 and 3 for . Based on the correspondence vertices for case, the affine transformations between the reference scene image and the two test images (b) and (c) were found to be Fig. 6(b) and (c) show the convex hulls that result from applying the recovered transformations to the convex hull of the reference image and superimposing them on their corresponding test image scene convex hulls, respectively. As shown in Fig. 6 , we get a good fit of the convex hulls.
In the second experiment, the pictures, as shown in Fig. 7 , are taken in a supermarket, and the positions and viewing angles of the images are unknown. The perspective effects on some of these images are relatively pronounced. Regions of interest from the images in Fig. 7 are shown in Fig. 8 .
The feature points are still the corners or cross points of the edges. The convex hulls of these images are shown in Fig. 9 . The true vertex correspondence is shown in Table III . With , the minimum residual error and the correspondence of first vertex are shown in Table IV. In Table V, all It is interesting to observe that the recovery was possible in spite of a strong speckle reflection on the upper right hand side of the scene in Fig. 7(b) . However, as shown in Fig. 10 , parts of convex hulls of Fig. 9 (e) and (f) are not well recovered. This occurs at the parts of the convex hulls which are distant from the matched vertices and which are the closest to the viewer where perspective effects are dominant. To reduce the recovery error caused by the strong perspective effect in the test convex hulls in Fig. 10(d) and (e), we followed an iterative procedure, where new correspondences declared based on a predetermined allowable distance deviation (a threshold) are used in updating the value of the affine transformation, and in finding new matching points that fall below the allowable threshold. This procedure is iteratively repeated until no more matching points that fall below the threshold are found. This iterative procedure led to the following estimated affine transformations:
This updating is shown in Fig. 11 . In the third example, the pictures, as shown in Fig. 12 , are outdoor scenes of a house viewed from different and unknown positions and viewing angles. Unlike the previous two examples where the objects were either flat or resided on a 2-D plane in the three-dimensional (3-D) space, the feature points (the corners) on the house are nonplanar. This example is considered so as to examine the 3-D structure effects on the 2-D affine invariant matching. The convex hulls are shown in Fig. 13 . The task here is also to identify the correspondences of vertices of convex hulls between the reference and the test images, which are visually observed in Fig. 13 . We also would like to examine the 3-D structure effect to the 2-D affine invariant matching. Using and the matching decision rule in (5.2), the matched vertices between the reference convex hull and that associated with each of the images of Fig. 13(b) -(d) are listed in Table VI , and the values for the minimum residual error are shown in Table VII . From Table VII , we observe that the minimum residual error between the image of Fig. 13(b) and the reference image is much larger than other two. This is a result of the strong perspective effects encountered for the image of Fig. 13(b) . Fig. 14(b)-(d) shows the convex hulls (the dashed lines) that result from applying the recovered transformations to the reference image convex hull while superimposing them on their corresponding test image scene convex hulls, respectively. The convex hulls are well recovered for the test images of Fig. 14(c) and (d) , and less so for case (b).
In addition to these convex hull registration experiments, we also performed the following image scene classification experiment. We are given three classes of image scenes, and ten sample image scenes to be classified as originating from one of these three class scenes. The three image class scenes were taken as the parts image scene shown in Fig. 4(b) , the Pepsi image scene shown in Fig. 8(b) , and the house images shown in Fig. 12(b) , whereas the sample image scenes are the ones shown in Fig. 4(b) and (c), Fig. 8(b) -(f) and 12(b)-(d). Two types of classifiers are considered for the experiment. For both classifiers we first use the decision rule in (5.2) to establish the best matching vertices (six vertices when using ) between the assumed reference scene and the test scene, and compute the affine transformation based on that match. For the first classifier, we then compute the residual error in (5.1) between the affine invariant features at the matching convex hull vertices. These residual errors are displayed in Table VIII . We observe that the minimum residual errors in all of the test images point to the correct class reference images, and that these are order of magnitude smaller than the ones associated with the wrong class. It is interesting to note that for Pepsi image scene (d) or for the House image (b) under the correct class association the residual error is much higher than the other image scenes again under the correct class association. For the Pepsi image scene (d), this may be due to the strong scale effect that made the vertices of the convex hull very close by, hence affecting the sensitivity of the invariants in comparison to the other scenes. In spite of this, however, we observe that the error is ten times bigger under the wrong class association. For the house image (b), the minimum residual error, although pointing to the right class, is large due to the strong perspective effects encountered. The second type of classifier used in this experiment is based on the number of matched feature points. Based on the estimated affine transformations computed from the matched vertices, the feature points of the test images are mapped back into the reference domain. If for a test image , is the total number of matched feature points under the assumption that the reference class is , then we declare the test image as originating from class provided that , where is the minimum number of matched feature points for class . For three different classes were set to 15, 30, and 8, respectively. Note that the predetermined allowable distance deviation for determining the point correspondence (see Section VI) was set to be ten pixels. The classification results are summarized in Table IX .
We observe that the parts and Pepsi images are correctly classified, but two of three house images [image (b) and image (c)] have no class association. As shown in Fig. 14(b) and (c), the recovered feature points are removed from their counterparts on the reference image due to the nonplanar nature of the object and the strong perspective effects.
IX. CONCLUSIONS
This paper uses a hybrid approach that utilizes affine invariants to establish the correspondences between the convex hull vertices of a test image with a reference image in order to undo the affine transformation between them. This is followed by a point matching approach for recognition. The affine invariants are constructed from the areas of the triangles formed by connecting each of four consecutive vertices (quadruplets) of the convex hull, and hence do make direct use of the area invariance property associated with the affine transformation. The method exploits the attractive properties of the convex hull, namely, the affine invariance property, the local controllability property, and the data reduction. Using the vertices of the convex hull, an ordered feature point subset significantly reduces the data size. The exhaustive search that would be otherwise necessary for establishing correspondences reduces to a simple linear circular shift search when using the convex hull as a result of the ordering of the affine invariants along the convex hull. In addition, because of the local nature of these invariants, the appearance and/or disappearance of parts of the scene can be very effectively dealt with. Since objects (presented here as a collection of feature points) that are very different in shape may have identical convex hulls. That poses a problem if we were to exclusively use the convex hull affine invariants for object classification (identification). This, however, does not present a problem if the convex hull affine invariant features are used for establishing the correspondence of vertices for the purpose of recovering the affine transformation, and the mapping of the reference object into the test object domain (or vice versa). Classification is then done using all the feature points not only those on the convex hull. Hence, ruling out identifying the different class of objects as the same even though their convex hulls are. The experiments on simulations show that the method is robust to noise and fast. The method has also been tested on real indoor and outdoor images and performs well.
