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Abstract
BRST-methods provide elegant and powerful tools for the construction and analysis of con-
strained systems, including models of particles, strings and fields. These lectures provide an
elementary introduction to the ideas, illustrated with some important physical applications.
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Conventions
In these lecture notes we use the following conventions. Whenever two objects
carrying a same index are multiplied (as in aibi or in uµv
µ) the index is a dummy
index and is to be summed over its entire range, unless explicitly stated other-
wise (summation convention). Symmetrization of objects enclosed is denoted by
braces {...}, anti-symmetrization by square brackets [...]; the total weight of such
(anti-)symmetrizations is always unity.
In these notes we deal both with classical and quantum hamiltonian sys-
tems. To avoid confusion, we use braces { , } to denote classical Poisson brackets,
brackets [ , ] to denote commutators and suffixed brackets [ , ]+ to denote anti-
commutators.
The Minkowski metric ηµν has signature (−1,+1, ...,+1), the first co-ordinate
in a pseudo-cartesian co-ordinate system x0 being time-like. Arrows above sym-
bols (~x) denote purely spatial vectors (most often 3-dimensional).
Unless stated otherwise, we use natural units in which c = h¯ = 1. Therefore
we usually do not write these dimensional constants explicitly. However, in a
few places where their role as universal constants is not a priori obvious they are
included in the equations.
Chapter 1
Symmetries and constraints
The time-evolution of physical systems is described mathematically by differential
equations of various degree of complexity, such as Newton’s equation in classical
mechanics, Maxwell’s equations for the electro-magnetic field, or Schro¨dinger’s
equation in quantum theory. In most cases these equations have to be sup-
plemented with additional constraints, like initial conditions and/or boundary
conditions, which select only one —or sometimes a restricted subset— of the
solutions as relevant to the physical system of interest.
Quite often the prefered dynamical equations of a physical system are not for-
mulated directly in terms of observable degrees of freedom, but in terms of more
primitive quantities, such as potentials, from which the physical observables are
to be constructed in a second separate step of the analysis. As a result, the inter-
pretation of the solutions of the evolution equation is not always straightforward.
In some cases certain solutions have to be excluded, as they do not describe phys-
ically realizable situations; or it may happen that certain classes of apparently
different solutions are physically indistinguishable and describe the same actual
history of the system.
The BRST-formalism [1, 2] has been developed specifically to deal with such
situations. The roots of this approach to constrained dynamical systems are found
in attempts to quantize General Relativity [3, 4] and Yang-Mills theories [5]. Out
of these roots has grown an elegant and powerful framework for dealing with
quite general classes of constrained systems using ideas borrowed from algebraic
geometry.1
In these lectures we are going to study some important examples of con-
strained dynamical systems, and learn how to deal with them so as to be able
to extract relevant information about their observable behaviour. In view of the
applications to fundamental physics at microscopic scales, the emphasis is on
quantum theory. Indeed, this is the domain where the full power and elegance
of our methods become most apparent. Nevertheless, many of the ideas and re-
1Some reviews can be found in refs. [6]-[14].
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sults are applicable in classical dynamics as well, and wherever possible we treat
classical and quantum theory in parallel.
1.1 Dynamical systems with constraints
Before delving into the general theory of constrained systems, it is instructive to
consider some examples; they provide a background for both the general theory
and the applications to follow later.
1. The relativistic particle.
The motion of a relativistic point particle is specified completely by its world line
xµ(τ), where xµ are the position co-ordinates of the particle in some fixed inertial
frame, and τ is the proper time, labeling succesive points on the world line. All
these concepts must and can be properly defined; in these lectures I trust you
to be familiar with them, and my presentation only serves to recall the relevant
notions and relations between them.
In the absence of external forces, the motion of a particle w.r.t. an inertial
frame satisfies the equation
d2xµ
dτ 2
= 0. (1.1)
It follows, that the four-velocity uµ = dxµ/dτ is constant, and the complete
solution of the equations of motion is
xµ(τ) = xµ(0) + uµτ. (1.2)
A most important observation is, that the four-velocity uµ is not completely
arbitrary, but must satisfy the physical requirement
uµu
µ = −c2, (1.3)
where c is a universal constant, equal to the velocity of light, for all particles
irrespective of their mass, spin, charge or other physical properties. Equivalently,
eq.(1.3) states that the proper time is related to the space-time interval traveled
by
c2dτ 2 = −dxµdxµ = c2dt2 − d~x 2, (1.4)
independent of the physical characteristics of the particle.
The universal condition (1.3) is required not only for free particles, but also
in the presence of interactions. When subject to a four-force fµ the equation of
motion (1.1) for a relativistic particle becomes
dpµ
dτ
= fµ, (1.5)
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where pµ = muµ is the four-momentum. Physical forces —e.g., the Lorentz force
in the case of the interaction of a charged particle with an electromagnetic field—
satisfisy the condition
p · f = 0. (1.6)
This property together with the equation of motion (1.5) are seen to imply that
p2 = pµp
µ is a constant along the world line. The constraint (1.3) is then expressed
by the statement that
p2 +m2c2 = 0, (1.7)
with c the same universal constant. Eq. (1.7) defines an invariant hypersurface
in momentum space for any particle of given restmass m, which the particle can
never leave in the course of its time-evolution.
Returning for simplicity to the case of the free particle, we now show how
the equation of motion (1.1) and the constraint (1.3) can both be derived from
a single action principle. In addition to the co-ordinates xµ, the action depends
on an auxiliary variable e; it reads
S[xµ; e] =
m
2
∫ 2
1
(
1
e
dxµ
dλ
dxµ
dλ
− ec2
)
dλ. (1.8)
Here λ is a real parameter taking values in the interval [λ1, λ2], which is mapped
by the functions xµ(λ) into a curve in Minkowski space with fixed end points
(xµ1 , x
µ
2 ), and e(λ) is a nowhere vanishing real function of λ on the same interval.
Before discussing the equations that determine the stationary points of the
action, we first observe that by writing it in the equivalent form
S[xµ; e] =
m
2
∫ 2
1
(
dxµ
edλ
dxµ
edλ
− c2
)
edλ, (1.9)
it becomes manifest that the action is invariant under a change of parametrization
of the real interval λ→ λ′(λ), if the variables (xµ, e) are transformed simultane-
ously to (x′µ, e′) according to the rule
x′µ(λ′) = xµ(λ), e′(λ′) dλ′ = e(λ) dλ. (1.10)
Thus the co-ordinates xµ(λ) transform as scalar functions on the real line R1,
whilst e(λ) transforms as the (single) component of a covariant vector (1-form)
in one dimension. For this reason it is often called the einbein. For obvious
reasons the invariance of the action (1.8) under the transformations (1.10) is
called reparametrization invariance.
The condition of stationarity of the action S implies the functional differential
equations
δS
δxµ
= 0,
δS
δe
= 0. (1.11)
3
These equations are equivalent to the ordinary differential equations
1
e
d
dλ
(
1
e
dxµ
dλ
)
= 0,
(
1
e
dxµ
dλ
)2
= −c2. (1.12)
The equations coincide with the equation of motion (1.1) and the constraint (1.3)
upon the identification
dτ = edλ, (1.13)
a manifestly reparametrization invariant definition of proper time. Recall, that
after this identification the constraint (1.3) automatically implies eq.(1.4), hence
this definition of proper time coincides with the standard geometrical one.
Exercise 1.1
Use the constraint (1.12) to eliminate e from the action; show that with the choice
e > 0 (τ increases with increasing λ) it reduces to the Einstein action
SE = −mc
∫ 2
1
√
−dxµ
dλ
dxµ
dλ
dλ = −mc2
∫ 2
1
dτ,
with dτ given by eq.(1.4). Deduce that the solutions of the equations of motion
are time-like geodesics in Minkowski space. Explain why the choice e < 0 can be
interpreted as describing anti-particles of the same mass.
2. The electro-magnetic field.
In the absence of charges and currents the evolution of electric and magnetic
fields ( ~E, ~B) is described by the equations
∂ ~E
∂t
= ~∇× ~B, ∂
~B
∂t
= −~∇× ~E. (1.14)
Each of the electric and magnetic fields has three components, but only two of
them are independent: physical electro-magnetic fields in vacuo are transversely
polarized, as expressed by the conditions
~∇ · ~E = 0, ~∇ · ~B = 0. (1.15)
The set of four equations (1.14) and (1.15) represent the standard form of Maxwell’s
equations in empty space.
Repeated use of eqs.(1.14) yields
∂2 ~E
∂t2
= −~∇× (~∇× ~E) = ∆~E − ~∇~∇ · ~E, (1.16)
and an identical equation for ~B. However, the transversality conditions (1.15)
simplify these equations to the linear wave equations
2~E = 0, 2 ~B = 0, (1.17)
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with 2 = ∆− ∂ 2t . It follows immediately that free electromagnetic fields satisfy
the superposition principle and consist of transverse waves propagating at the
speed of light (c = 1, in natural units).
Again both the time evolution of the fields and the transversality constraints
can be derived from a single action principle, but it is a little bit more subtle
than in the case of the particle. For electrodynamics we only introduce auxiliary
fields ~A and φ to impose the equation of motion and constraint for the electric
field; those for the magnetic field then follow automatically. The action is
SEM [ ~E, ~B; ~A, φ] =
∫ 2
1
dt LEM( ~E, ~B; ~A, φ),
LEM =
∫
d3x

−1
2
(
~E 2 − ~B 2
)
+ ~A ·

∂ ~E
∂t
− ~∇× ~B

− φ ~∇ · ~E

 .
(1.18)
Obviously, stationarity of the action implies
δS
δ ~A
=
∂ ~E
∂t
− ~∇× ~B = 0, δS
δφ
= −~∇ · ~E = 0, (1.19)
reproducing the equation of motion and constraint for the electric field. The
other two stationarity conditions are
δS
δ ~E
= −~E − ∂
~A
∂t
+ ~∇φ = 0, δS
δ ~B
= ~B − ~∇× ~A = 0, (1.20)
or equivalently
~E = −∂
~A
∂t
+ ~∇φ, ~B = ~∇× ~A. (1.21)
The second equation (1.21) directly implies the transversality of the magnetic
field: ~∇ · ~B = 0. Taking its time derivative one obtains
∂ ~B
∂t
= ~∇×

∂ ~A
∂t
− ~∇φ

 = −~∇× ~E, (1.22)
where in the middle expression we are free to add the gradient ~∇φ, as ~∇× ~∇φ = 0
identically.
An important observation is, that the expressions (1.21) for the electric and
magnetic fields are invariant under a redefinition of the potentials ~A and φ of the
form
~A ′ = ~A+ ~∇Λ, φ′ = φ+ ∂Λ
∂t
, (1.23)
where Λ(x) is an arbitrary scalar function. The transformations (1.23) are the
well-known gauge transformations of electrodynamics.
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It is easy to verify, that the Lagrangean LEM changes only by a total time
derivative under gauge transformations, modulo boundary terms which vanish if
the fields vanish sufficiently fast at spatial infinity:
L′EM = LEM −
d
dt
∫
d3xΛ~∇ · ~E. (1.24)
As a result the action SEM itself is strictly invariant under gauge transformations,
provided
∫
d3xΛ~∇ · ~E|t1 =
∫
d3xΛ~∇ · ~E|t2 ; however, no physical principle requires
such strict invariance of the action. This point we will discuss later in more detail.
We finish this discussion of electro-dynamics by recalling how to write the
equations completely in relativistic notation. This is achieved by first collecting
the electric and magnetic fields in the anti-symmetric field-strength tensor
Fµν =


0 −E1 −E2 −E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0

 , (1.25)
and the potentials in a four-vector:
Aµ = (φ, ~A). (1.26)
Eqs.(1.21) then can be written in covariant form as
Fµν = ∂µAν − ∂νAµ, (1.27)
with the electric field equations (1.19) reading
∂µF
µν = 0. (1.28)
The magnetic field equations now follow trivially from (1.27) as
εµνκλ∂νFκλ = 0. (1.29)
Finally, the gauge transformations can be written covariantly as
A′µ = Aµ + ∂µΛ. (1.30)
The invariance of the field strength tensor Fµν under these transformations follows
directly from the commutativity of the partial derivatives.
Exercise 1.2
Show that eqs.(1.27)–(1.29) follow from the action
Scov =
∫
d4x
(
1
4
F µνFµν − F µν ∂µAν
)
.
Verify, that this action is equivalent to SEM modulo a total divergence. Check
that eliminating Fµν as an independent variable gives the usual standard action
S[Aµ] = −1
4
∫
d4xF µν(A)Fµν(A),
with Fµν(A) given by the right-hand side of eq.(1.27).
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1.2 Symmetries and Noether’s theorems
In the preceeding section we have presented two elementary examples of systems
whose complete physical behaviour was described conveniently in terms of one
or more evolution equations plus one or more constraints. These constraints are
needed to select a subset of solutions of the evolution equation as the physically
relevant solutions. In both examples we found, that the full set of equations could
be derived from an action principle. Also, in both examples the additional (auxil-
iary) degrees of freedom, necessary to impose the constraints, allowed non-trivial
local (space-time dependent) redefinitions of variables leaving the lagrangean in-
variant, at least up to a total time-derivative.
The examples given can easily be extended to include more complicated but
important physical models: the relativistic string, Yang-Mills fields and general
relativity are all in this class. However, instead of continuing to produce more
examples, at this stage we turn to the general case to derive the relation be-
tween local symmetries and constraints, as an extension of Noether’s well-known
theorem relating (rigid) symmetries and conservation laws.
Before presenting the more general analysis, it must be pointed out that our
approach distinguishes in an important way between time- and space-like di-
mensions; indeed, we have emphasized from the start the distinction between
equations of motion (determining the behaviour of a system as a function of
time) and constraints, which impose additional requirements. e.g. restricting the
spatial behaviour of electro-magnetic fields. This distinction is very natural in
the context of hamiltonian dynamics, but potentially at odds with a covariant la-
grangean formalism. However, in the examples we have already observed that the
not manifestly covariant treatment of electro-dynamics could be translated with-
out too much effort into a covariant one, and that the dynamics of the relativistic
particle, including its constraints, was manifestly covariant throughout.
In quantum theory we encounter similar choices in the approach to dynamics,
with the operator formalism based on equal-time commutation relations distin-
guishing space- and time-like behaviour of states and observables, whereas the
covariant path-integral formalism allows treatment of space- and time-like di-
mensions on an equal footing; indeed, upon the analytic continuation of the
path-integral to euclidean time the distinction vanishes alltogether. In spite of
these differences, the two approaches are equivalent in their physical content.
In the analysis presented here we continue to distinguish between time and
space, and between equations of motion and constraints. This is convenient as it
allows us to freely employ hamiltonian methods, in particular Poisson brackets
in classical dynamics and equal-time commutators in quantum mechanics. Nev-
ertheless, as we hope to make clear, all applications to relativistic models allow
a manifestly covariant formulation.
Consider a system described by generalized coordinates qi(t), where i labels the
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complete set of physical plus auxiliary degrees of freedom, which may be infinite in
number. For the relativistic particle in n-dimensional Minkowski space the qi(t)
represent the n coordinates xµ(λ) plus the auxiliary variable e(λ) (sometimes
called the ‘einbein’), with λ playing the role of time; for the case of a field theory
with N fields ϕa(~x; t), a = 1, ..., N , the qi(t) represent the infinite set of field
amplitudes ϕa~x(t) at fixed location ~x as function of time t, i.e. the dependence on
the spatial co-ordinates ~x is included in the labels i. In such a case summation
over i is understood to include integration over space.
Assuming the classical dynamical equations to involve at most second-order
time derivatives, the action for our system can now be represented quite generally
by an integral
S[qi] =
∫ 2
1
L(qi, q˙i) dt, (1.31)
where in the case of a field theory L itself is to be represented as an integral of
some density over space. An arbitrary variation of the co-ordinates leads to a
variation of the action of the form
δS =
∫ 2
1
dt δqi
(
∂L
∂qi
− d
dt
∂L
∂q˙i
)
+
[
δqi
∂L
∂q˙i
]2
1
, (1.32)
with the boundary terms due to an integration by parts. As usual we define
generalized canonical momenta as
pi =
∂L
∂q˙i
. (1.33)
From eq.(1.32) two well-known important consequences follow:
- the action is stationary under variations vanishing at initial and final times:
δqi(t1) = δq
i(t2) = 0, if the Euler-Lagrange equations are satisfied:
dpi
dt
=
d
dt
∂L
∂q˙i
=
∂L
∂qi
. (1.34)
- for arbitrary variations around the classical paths qic(t) in configuration space:
qi(t) = qic(t)+ δq
i(t), with qic(t) and its associated momentum pc i(t) a solution of
the Euler-Lagrange equations, the total variation of the action is
δSc =
[
δqi(t)pc i(t)
]2
1
. (1.35)
We now define an infinitesimal symmetry of the action as a set of continuous
transformations δqi(t) (smoothly connected to zero) such that the lagrangean L
transforms to first order into a total time derivative:
δL = δqi
∂L
∂qi
+ δq˙i
∂L
∂q˙i
=
dB
dt
, (1.36)
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where B obviously depends in general on the co-ordinates and the velocities, but
also on the variation δqi. It follows immediately from the definition that
δS = [B]21 . (1.37)
Observe, that according to our definition a symmetry does not require the action
to be invariant in a strict sense. Now comparing (1.35) and (1.37) we establish
the result that, whenever there exists a set of symmetry transformations δqi, the
physical motions of the system satisfy
[
δqipc i −Bc
]2
1
= 0. (1.38)
Since the initial and final times (t1, t2) on the particular orbit are arbitrary, the
result can be stated equivalenty in the form of a conservation law for the quantity
inside the brackets.
To formulate it more precisely, let the symmetry variations be parametrized
by k linearly independent parameters ǫα, α = 1, ..., k, possibly depending on time:
δqi = Ri[α] = ǫαR(0)iα + ǫ˙
αR(1)iα + ...+
(n)
ǫ αR(n) iα + ..., (1.39)
where
(n)
ǫ α denotes the nth time derivative of the parameter. Correspondingly,
the lagrangean transforms into the derivative of a function B[ǫ], with
B[ǫ] = ǫαB(0)α + ǫ˙
αB(1)α + ...+
(n)
ǫ αB(n)α + .... (1.40)
With the help of these expressions we define the ‘on shell’ quantity2
G[ǫ] = pc iR
i
c[ǫ]−Bc[ǫ]
= ǫαG(0)α + ǫ˙
αG(1)α + ...+
(n)
ǫ αG(n)α + ...,
(1.41)
with component by component G(n)α = pc iR
(n) i
c α − B(n)c α . The conservation law
(1.38) can now be stated equivalently as
dG[ǫ]
dt
= ǫαG˙(0)α + ǫ˙
α
(
G(0)α + G˙
(1)
α
)
+ ...+
(n)
ǫ α
(
G(n−1)α + G˙
(n)
α
)
+ ... = 0. (1.42)
We can now distinguish various situations, of which we consider only the two
extreme cases here. First, if the symmetry exists only for ǫ = constant (a rigid
symmetry), then all time derivatives of ǫ vanish and G(n)α ≡ 0 for n ≥ 1, whilst
for the lowest component
G(0)α = gα = constant, G[ǫ] = ǫ
αgα, (1.43)
2An ‘on shell’ quantity is a quantity defined on a classical trajectory.
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as defined on a particular classical trajectory (the value of gα may be different on
different trajectories). Thus, rigid symmetries imply constants of motion; this is
Noether’s theorem.
Second, if the symmetry exists for arbitrary time-dependent ǫ(t) (a local sym-
metry), then ǫ(t) and all its time derivatives at the same instant are independent.
As a result
G˙(0)α = 0,
G˙(1)α = −G(0)α ,
...
G˙(n)α = −G(n−1)α ,
...
(1.44)
Now in general the transformations (1.39) do not depend on arbitrarily high-
order derivatives of ǫ, but only on a finite number of them: there is some finite
N such that R(n)α = 0 for n ≥ N . Typically, transformations depend at most
on the first derivative of ǫ, and R(n)α = 0 for n ≥ 2. In general, for any finite
N all quantities R(n) i, B(n), G(n) then vanish identically for n ≥ N . But then
G(n)α = 0 for n = 0, ..., N − 1 as well, as a result of eqs.(1.44). Therefore G[ǫ] = 0
at all times. This is a set of constraints relating the coordinates and velocities on
a classical trajectory. Moreover, as dG/dt = 0, these constraints have the nice
property that they are preserved during the time-evolution of the system.
The upshot of this analysis is therefore, that local symmetries imply time-
independent constraints. This result is sometimes refered to as Noether’s second
theorem.
Exercise 1.3
Show that if there is no upper limit on the order of derivatives in the transfor-
mation rule (no finite N), one reobtains a conservation law
G[ǫ] = gα ǫ
α(0) = constant.
Hint: show that G(n)α = ((−t)n/n!) gα, with gα a constant, and use the Taylor
expansion for ǫ(0) = ǫ(t− t) around ǫ(t).
Group structure of symmetries.
To round off our discussion of symmetries, conservation laws and constraints in
the lagrangean formalism, we show that symmetry transformations as defined by
eq.(1.36) possess an infinitesimal group structure, i.e. they have a closed commu-
tator algebra (a Lie algebra or some generalization thereof). The proof is simple.
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First observe, that performing a second variation of δL gives
δ2δ1L = δ2q
jδ1q
i ∂
2L
∂qj∂qi
+ δ2q˙
jδ1q
i ∂
2L
∂q˙j∂qi
+ (δ2δ1q
i)
∂L
∂qi
+ δ2q˙
jδ1q˙
i ∂
2L
∂q˙j∂q˙i
+ δ2q
jδ1q˙
i ∂
2L
∂qj∂q˙i
+ (δ2δ1q˙
i)
∂L
∂q˙i
=
d(δ2B1)
dt
.
(1.45)
By antisymmetrization this immediately gives
[δ2, δ1]L =
(
[δ1, δ2] q
i
) ∂L
∂qi
+
(
[δ2, δ1] q˙
i
) ∂L
∂q˙i
=
d
dt
(δ2B1 − δ1B2) . (1.46)
By assumption of the completeness of the set of symmetry transformations it
follows, that there must exist a symmetry transformation
δ3 q
i = [δ2, δ1] q
i, δ3 q˙
i = [δ2, δ1] q˙
i, (1.47)
with the property that the associated B3 = δ2B1 − δ1B2. Implementing these
conditions gives
[δ2, δ1] q
i = Rj2
∂Ri1
∂qj
+ q˙k
∂Rj2
∂qk
∂Ri1
∂q˙j
+ q¨k
∂Rj2
∂q˙k
∂Ri1
∂q˙j
− [1↔ 2] = Ri3, (1.48)
where we use a condensed notation Ria ≡ Ri[ǫa], a = 1, 2, 3. In all standard
cases, the symmetry transformations δqi = Ri involve only the coordinates and
velocities: Ri = Ri(q, q˙). Then R3 can not contain terms proportional to q¨, and
the conditions (1.48) reduce to two separate conditions
Rj2
∂Ri1
∂qj
− Rj1
∂Ri2
∂qj
+ q˙k
(
∂Rj2
∂qk
∂Ri1
∂q˙j
− ∂R
j
1
∂qk
∂Ri2
∂q˙j
)
= Ri3,
∂Rj2
∂q˙k
∂Ri1
∂q˙j
− ∂R
j
1
∂q˙k
∂Ri2
∂q˙j
= 0.
(1.49)
Clearly, the parameter ǫ3 of the transformation on the right-hand side must be
an antisymmetric bilinear combination of the other two parameters:
ǫα3 = f
α(ǫ1, ǫ2) = −fα(ǫ2, ǫ1). (1.50)
1.3 Canonical formalism
The canonical formalism describes dynamics in terms of phase-space coordinates
(qi, pi) and a Hamiltonian H(q, p), starting form an action
Scan[q, p] =
∫ 2
1
(
piq˙
i −H(q, p)
)
dt. (1.51)
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Variations of the phase-space coordinates change the action to first order by
δScan =
∫ 2
1
dt
[
δpi
(
q˙i − ∂H
∂pi
)
− δqi
(
p˙i +
∂H
∂qi
)
+
d
dt
(
piδq
i
)]
. (1.52)
The action is stationary under variations vanishing at times (t1, t2) if Hamilton’s
equations of motion are satisfied:
p˙i =
∂H
∂qi
, q˙i = −∂H
∂pi
. (1.53)
This motivates the introduction of the Poisson brackets
{F,G} = ∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
, (1.54)
with allow us to write the time derivative of any phase-space function G(q, p) as
G˙ = q˙i
∂G
∂qi
+ p˙i
∂G
∂pi
= {G,H} . (1.55)
It follows immediately, that G is a constant of motion if and only if
{G,H} = 0, (1.56)
everywhere along the trajectory of the physical system in phase space. This is
guaranteed to be the case if eq.(1.56) holds everywhere in phase space, but as we
discuss below, more subtle situations can arise.
Suppose eq.(1.56) is satisfied; then we can construct variations of (q, p) defined
by
δqi =
{
qi, G
}
=
∂G
∂pi
, δpi = {pi, G} = −∂G
∂qi
, (1.57)
which leave the Hamiltonian invariant:
δH = δqi
∂H
∂qi
+ δpi
∂H
∂pi
=
∂G
∂pi
∂H
∂qi
− ∂G
∂qi
∂H
∂pi
= {H,G} = 0. (1.58)
They represent infinitesimal symmetries of the theory provided eq.(1.56), and
hence (1.58), is satisfied as an identity, irrespective of whether or not the phase-
space coordinates (q, p) satisfy the equations of motion. To see this, consider the
variation of the action (1.52) with (δq, δp) given by (1.57) and δH = 0 by (1.58):
δScan =
∫ 2
1
dt
[
−∂G
∂qi
q˙i − ∂G
∂pi
p˙i +
d
dt
(
∂G
∂pi
pi
)]
=
∫ 2
1
dt
d
dt
(
∂G
∂pi
pi −G
)
. (1.59)
If we call the quantity inside the parentheses B(q, p), then we have rederived
eqs.(1.37) and (1.38); indeed, we then have
G =
∂G
∂pi
pi − B = δqipi − B, (1.60)
12
where we know from eq.(1.55), that G is a constant of motion on classical tra-
jectories (on which Hamilton’s equation of motion are satisfied). Observe that,
whereas in the lagrangean approach we showed that symmetries imply constants
of motion, here we have derived the inverse Noether theorem: constants of mo-
tion generate symmetries. An advantage of this derivation over the lagrangean
one is, that we have also found explicit expressions for the variations (δq, δp).
A further advantage is, that the infinitesimal group structure of the tran-
formations (the commutator algebra) can be checked directly. Indeed, if two
symmetry generators Gα and Gβ both satisfy (1.56), then the Jacobi identity for
Poisson brackets implies
{{Gα, Gβ} , H} = {Gα, {Gβ, H}} − {Gβ, {Gα, H}} = 0. (1.61)
Hence if the set of generators {Gα} is complete, we must have an identity of the
form
{Gα, Gβ} = Pαβ (G) = −Pβα (G) , (1.62)
where the Pαβ(G) are polynomials in the constants of motion Gα:
Pαβ(G) = cαβ + f
γ
αβ Gγ +
1
2
g γδαβ GγGδ + .... (1.63)
The coefficients cαβ, f
γ
αβ , g
γδ
αβ , ... are constants, having zero Poisson brackets
with any phase-space function. As such the first term cαβ may be called a central
charge.
It now follows that the transformation of any phase-space function F (q, p),
given by
δαF = {F,Gα} , (1.64)
satisfies the commutation relation
[δα, δβ]F = {{F,Gβ} , Gα} − {{F,Gα} , Gβ} = {F, {Gβ, Gα}}
= C γβα (G) δγF,
(1.65)
where we have introduced the notation
C γβα (G) =
∂Pβα(G)
∂Gγ
= f γαβ + g
γδ
αβ Gδ + .... (1.66)
In particular this holds for the coordinates and momenta (q, p) themselves; taking
F to be another constraint Gγ , we find from the Jacobi identity for Poisson
brackets the consistency condition
C δ[αβ Pγ]δ = f
δ
[αβ cγ]δ +
(
f δ[αβ f
ε
γ]δ + g
δǫ
[αβ cγ]δ
)
Gε + .... = 0. (1.67)
13
By the same arguments as in sect. 1.2 (eq.(1.41 and following) it is estab-
lished, that whenever the theory generated by Gα is a local symmetry with time-
dependent parameters, the generator Gα turns into a constraint:
Gα(q, p) = 0. (1.68)
However, compared to the case of rigid symmetries, a subtlety now arises: the
constraints Gα = 0 define a hypersurface in the phase space to which all physical
trajectories of the system are confined. This implies, that it is sufficient for the
constraints to commute with the hamiltonian (in the sense of Poisson brackets)
on the physical hypersurface (i.e., on shell). Off the hypersurface (off shell), the
bracket of the hamiltonian with the constraints can be anything, as the physical
trajectories never enter this part of phase space. Thus the most general allowed
algebraic structure defined by the hamiltonian and constraints is
{Gα, Gβ} = Pαβ(G), {H,Gα} = Zα(G), (1.69)
where both Pαβ(G) and Zα(G) are polynomials in the constraints with the prop-
erty that Pαβ(0) = Zα(0) = 0. This is sufficient to guarantee that in the physical
sector of the phase space {H,Gα}|G=0 = 0. Note, that in the case of local sym-
metries with generators Gα defining constraints, the central charge in the bracket
of the constraints must vanish: cαβ = 0. This is a genuine restriction on the
existence of local symmetries. A dynamical system with constraints and hamil-
tonian satisfying eqs.(1.69) is said to be first class. Actually, it is quite easy to
see that the general first-class algebra of Poisson brackets is more appropriate for
systems with local symmetries. Namely, even if the brackets of the constraints
and the hamiltonian genuinely vanishes on and off shell, one can always change
the hamiltonian of the system by adding a polynomial in the constraints:
H ′ = H +R(G), R(G) = ρ0 + ρ
α
1Gα +
1
2
ραβ2 GαGβ + ... (1.70)
This leaves the hamiltonian on the physical shell in phase space invariant (up to
a constant ρ0), and therefore the physical trajectories remain the same. Further-
more, even if {H,Gα} = 0, the new hamiltonian satisfies
{H ′, Gα} = {R(G), Gα} = Z(R)α (G) ≡ ρβ1Pβα(G) + ..., (1.71)
which is of the form (1.69). In addition the equations of motion for the variables
(q, p) are changed by a local symmetry transformation only, as
(q˙i)′ =
{
qi, H ′
}
=
{
qi, H
}
+
{
qi, Gα
} ∂R
∂Gα
= q˙i + εαδαq
i, (1.72)
where εα are some —possibly complicated— local functions which may depend
on the phase-space coordinates (q, p) themselves. A similar observation holds of
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course for the momenta pi. We can actually allow the coefficients ρ
α
1 , ρ
αβ
2 , ... to be
space-time dependent variables themselves, as this does not change the general
form of the equations of motion (1.72), whilst variation of the action w.r.t. these
new variables will only impose the constraints as equations of motion:
δS
δρα1
= Gα(q, p) = 0, (1.73)
in agreement with the dynamics already established.
The same argument shows however, that the part of the hamiltonian depend-
ing on the constraints in not unique, and may be changed by terms like R(G).
In many cases this allows one to get rid of all or part of hα(G).
1.4 Quantum dynamics
In quantum dynamics in the canonical operator formalism, one can follow largely
the same lines of argument as presented for classical theories in sect. 1.3. Consider
a theory of canonical pairs of operators (qˆ, pˆ) with commutation relations[
qˆ i, pˆj
]
= iδij , (1.74)
and hamiltonian Hˆ(qˆ, pˆ) such that
i
dqˆ i
dt
=
[
qˆ i, Hˆ
]
, i
dpˆi
dt
=
[
pˆi, Hˆ
]
. (1.75)
The δ-symbol on the right-hand side of (1.74) is to be interpreted in a generalized
sense: for continuous parameters (i, j) it represents a Dirac delta-function rather
than a Kronecker delta.
In the context of quantum theory, constants of motion become operators Gˆ
which commute with the hamiltonian:
[
Gˆ, Hˆ
]
= i
dGˆ
dt
= 0, (1.76)
and can therefore be diagonalized on stationary eigenstates. We henceforth as-
sume we have at our disposal a complete set {Gˆα} of such constants of motion,
in the sense that any operator satisfying (1.76) can be expanded as a polynomial
in the operators Gˆα.
In analogy to the classical theory, we define infinitesimal symmetry transfor-
mations by
δαqˆ
i = −i
[
qˆi, Gˆα
]
, δαpˆi = −i
[
pˆi, Gˆα
]
. (1.77)
By construction they have the property of leaving the hamiltonian invariant:
δαHˆ = −i
[
Hˆ, Gˆα
]
= 0. (1.78)
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Therefore the operators Gˆα are also called symmetry generators. It follows by
the Jacobi identity, analogous to eq.(1.61), that the commutator of two such
generators commutes again with the hamiltonian, and therefore
− i
[
Gˆα, Gˆβ
]
= Pαβ(Gˆ) = cαβ + f
γ
αβ Gˆγ + .... (1.79)
A calculation along the lines of (1.65) then shows, that for any operator Fˆ (qˆ, pˆ)
one has
δαFˆ = −i
[
Fˆ , Gˆα
]
, [δα, δβ] Fˆ = if
γ
αβ δγFˆ + ... (1.80)
Observe, that compared to the classical theory, in the quantum theory there is
an additional potential source for the appearance of central charges in (1.79),
to wit the operator ordering on the right-hand side. As a result, even when no
central charge is present in the classical theory, such central charges can arise in
the quantum theory. This is a source of anomalous behaviour of symmetries in
quantum theory.
As in the classical theory, local symmetries impose additional restrictions; if
a symmetry generator Gˆ[ǫ] involves time-dependent parameters ǫa(t), then its
evolution equation (1.76) is modified to:
i
dGˆ[ǫ]
dt
=
[
Gˆ[ǫ], Hˆ
]
+ i
∂Gˆ[ǫ]
∂t
, (1.81)
where
∂Gˆ[ǫ]
∂t
=
∂ǫa
∂t
δGˆ[ǫ]
δǫa
. (1.82)
It follows, that Gˆ[ǫ] can generate symmetries of the hamiltonian and be conserved
at the same time for arbitrary ǫa(t) only if the functional derivative vanishes:
δGˆ[ǫ]
δǫa(t)
= 0, (1.83)
which defines a set of operator constraints, the quantum equivalent of (1.44). The
important step in this argument is to realize, that the transformation properties
of the evolution operator should be consistent with the Schro¨dinger equation,
which can be true only if both conditions (symmetry and conservation law) hold.
To see this, recall that the evolution operator
Uˆ(t, t′) = e−i(t−t
′)Hˆ , (1.84)
is the formal solution of the Schro¨dinger equation
(
i
∂
∂t
− Hˆ
)
Uˆ = 0, (1.85)
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satisfying the initial condition Uˆ(t, t) = 1ˆ. Now under a symmetry transformation
(1.77), (1.80) this equation transforms into
δ
[(
i
∂
∂t
− Hˆ
)
Uˆ
]
= −i
[(
i
∂
∂t
− Hˆ
)
Uˆ , Gˆ[ǫ]
]
= −i
(
i
∂
∂t
− Hˆ
) [
Uˆ , Gˆ[ǫ]
]
− i
[(
i
∂
∂t
− Hˆ
)
, Gˆ[ǫ]
]
Uˆ
(1.86)
For the transformations to respect the Schro¨dinger equation, the left-hand side of
this identity must vanish, hence so must the right-hand side. But the right-hand
side vanishes for arbitrary ǫ(t) if and only if both conditions are met:
[
Hˆ, Gˆ[ǫ]
]
= 0, and
∂Gˆ[ǫ]
∂t
= 0.
This is what we set out to prove. Of course, like in the classical hamiltonian for-
mulation, we realize that for generators of local symmetries a more general first-
class algebra of commutation relations is allowed, along the lines of eqs.(1.69).
Also here, the hamiltonian may then be modified by terms involving only the
constraints and, possibly, corresponding lagrange multipliers. The discussion
parallels that for the classical case.
1.5 The relativistic particle
In this section and the next we revisit the two examples of constrained systems
in sect. 1.1 to illustrate the general principles of symmetries, conservation laws
and constraints above. First we consider the relativistic particle.
The starting point of the analysis is the action (1.8):
S[xµ; e] =
m
2
∫ 2
1
(
1
e
dxµ
dλ
dxµ
dλ
− ec2
)
dλ.
Here λ plays the role of system time, and the hamiltonian we construct is the one
generating time-evolution in this sense. The canonical momenta are given by
pµ =
δS
δ(dxµ/dλ)
=
m
e
dxµ
dλ
, pe =
δS
δ(de/dλ)
= 0. (1.87)
The second equation is a constraint on the extended phase space spanned by
the canonical pairs (xµ, pµ; e, pe). Next we perform a legendre transformation to
obtain the hamiltonian
H =
e
2m
(
p2 +m2c2
)
+ pe
de
dλ
. (1.88)
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The last term obviously vanishes upon application of the constraint pe = 0. The
canonical (hamiltonian) action now reads
Scan =
∫ 2
1
dλ
(
pµ
dxµ
dλ
− e
2m
(
p2 +m2c2
))
. (1.89)
Observe, that the dependence on pe has dropped out, irrespective of whether we
constrain it to vanish or not. The role of the einbein is now clear: it is a lagrange
multiplier imposing the dynamical constraint (1.7):
p2 +m2c2 = 0.
Note, that in combination with pe = 0, this constraint implies H = 0, i.e. the
hamiltonian consists only of a polynomial in the constraints. This is a general
feature of systems with reparametrization invariance, including for example the
theory of relativistic strings and general relativity.
In the example of the relativistic particle, we immediately encounter a generic
phenomenon: any time we have a constraint on the dynamical variables imposed
by a lagrange multiplier (here: e), its associated momentum (here: pe) is con-
strained to vanish. It has been shown in a quite general context, that one may
always reformulate hamiltonian theories with constraints such that all constraints
appear with lagrange multipliers [16]; therefore this pairing of constraints is a
generic feature in hamiltonian dynamics. However, as we have already discussed
in sect. 1.3, such lagrange multiplier terms do not affect the dynamics, and the
multipliers as well as their associated momenta can be eliminated from the phys-
ical hamiltonian.
The non-vanishing Poisson brackets of the theory, including the lagrange mul-
tipliers, are
{xµ, pν} = δµν , {e, pe} = 1. (1.90)
As follows from the hamiltonian treatment, all equations of motion for any quan-
tity Φ(x, p; e, pe) can then be obtained from a Poisson bracket with the hamilto-
nian:
dΦ
dλ
= {Φ, H} , (1.91)
although this equation does not imply any non-trivial information on the dynam-
ics of the lagrange multipliers. Nevertheless, in this formulation of the theory it
must be assumed a priori that (e, pe) are allowed to vary; the dynamics can be
projected to the hypersurface pe = 0 only after computing Poisson brackets. The
alternative is to work with a restricted phase space spanned only by the physical
co-ordinates and momenta (xµ, pµ). This is achieved by performing a Legendre
transformation only with respect to the physical velocities3. We first explore the
formulation of the theory in the extended phase space.
3This is basically a variant of Routh’s procedure; see e.g. Goldstein [15], ch. 7.
18
All possible symmetries of the theory can be determined by solving eq.(1.56):
{G,H} = 0.
Among the solutions we find the generators of the Poincare´ group: translations
pµ and Lorentz transformations Mµν = xνpµ − xµpν . Indeed, the combination of
generators
G[ǫ] = ǫµpµ +
1
2
ǫµνMµν . (1.92)
with constant (ǫµ, ǫµν) produces the expected infinitesimal transformations
δxµ = {xµ, G[ǫ]} = ǫµ + ǫµν xν , δpµ = {pµ, G[ǫ]} = ǫ νµ pν . (1.93)
The commutator algebra of these transformations is well-known to be closed: it
is the Lie algebra of the Poincare´ group.
Exercise 1.4
Check that the bracket of G[ǫ] and the hamiltonian H vanishes. Compute the
bracket of two Poincare´ transformations G[ǫ1] and G[ǫ2].
For the generation of constraints the local reparametrization invariance of the
theory is the one of interest. The infinitesimal form of the transformations (1.10)
is obtained by taking λ′ = λ− ǫ(λ), with the result
δxµ = x′µ(λ)− xµ(λ) = ǫ dx
µ
dλ
, δpµ = ǫ
dpµ
dλ
,
δe = e′(λ)− e(λ) = d(eǫ)
dλ
.
(1.94)
Now recall, that edλ = dτ is a reparametrization-invariant form. Furthermore,
ǫ(λ) is an arbitrary local function of λ. It follows, that without loss of generality
we can consider an equivalent set of covariant transformations with parameter
σ = eǫ:
δcov x
µ =
σ
e
dxµ
dλ
, δcov pµ =
σ
e
dpµ
dλ
,
δcov e =
dσ
dλ
.
(1.95)
It is straightforward to check, that under these transformations the canoni-
cal lagrangean (the integrand of (1.89)) transforms into a total derivative, and
δcov Scan = [Bcov]
2
1, with
Bcov[σ] = σ
(
pµ
dxµ
edλ
− 1
2m
(p2 +m2c2)
)
. (1.96)
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Using eq.(1.60), we find that the generator of the local transformations (1.94) is
given by
Gcov[σ] = (δcovx
µ)pµ + (δcove)pe −Bcov = σ
2m
(
p2 +m2c2
)
+ pe
dσ
dλ
. (1.97)
It is easily verified, that dGcov/dλ = 0 on physical trajectories for arbitrary σ(λ)
if and only if the two earlier constraints are satisfied at all times:
p2 +m2c2 = 0, pe = 0. (1.98)
It is clear that the Poissonbrackets of these constraints among themselves vanish.
On the canonical variables, Gcov generates the transformations
δG x
µ = {xµ, Gcov[σ]} = σp
µ
m
, δG pµ = {pµ, Gcov[σ]} = 0,
δG e = {e,Gcov[σ]} = dσ
dλ
, δG pe = {pe, Gcov[σ]} = 0.
(1.99)
These transformation rules actually differ from the original ones, eq.(1.95). How-
ever, all the differences vanish when applying the equations of motion:
δ′xµ = (δcov − δG)xµ = σ
m
(
m
e
dxµ
dλ
− pµ
)
≈ 0,
δ′pµ = (δcov − δG)pµ = σ
e
dpµ
dλ
≈ 0.
(1.100)
The transformations δ′ are in fact themselves symmetry transformations of the
canonical action, but of a trivial kind: as they vanish on shell, they do not imply
any conservation laws or constraints [17]. Therefore the new transformations δG
are physically equivalent to δcov.
The upshot of this analysis is, that we can describe the relativistic particle by
the hamiltonian (1.88) and the Poisson brackets (1.90), provided we impose on
all physical quantities in phase space the constraints (1.98).
A few comments are in order. First, the hamiltonian is by construction the
generator of translations in the time coordinate (here: λ); therefore after the
general exposure in sects. 1.2 and 1.3 it should not come as a surprise, that when
promoting such translations to a local symmetry, the hamiltonian is constrained
to vanish.
Secondly, we briefly discuss the other canonical procedure, which takes di-
rectly advantage of the the local parametrization invariance (1.10) by using it to
fix the einbein; in particular the choice e = 1 leads to the identification of λ with
proper time: dτ = edλ → dτ = dλ. This procedure is called gauge fixing. Now
the canonical action becomes simply
Scan|e=1 =
∫ 2
1
dτ
(
p · x˙− 1
2m
(
p2 +m2c2
))
. (1.101)
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This is a regular action for a hamiltonian system. It is completely Lorentz covari-
ant, only the local reparametrization invariance is lost. As a result, the constraint
p2+m2c2 = 0 can no longer be derived from the action; it must now be imposed
separately as an external condition. Because we have fixed e, we do not need to
introduce its conjugate momentum pe, and we can work in a restricted physical
phase space spanned by the canonical pairs (xµ, pµ). Thus, a second consistent
way to formulate classical hamiltonian dynamics for the relativistic particle is to
use the gauge-fixed hamiltonian and Poisson brackets
Hf =
1
2m
(
p2 +m2c2
)
, {xµ, pν} = δµν , (1.102)
whilst adding the constraint Hf = 0 to be satisfied at all (proper) times. Ob-
serve, that the remaining constraint implies that one of the momenta pµ is not
independent:
p20 = ~p
2 +m2c2. (1.103)
As this defines a hypersurface in the restricted phase space, the dimensionality of
the physical phase space is reduced even further. To deal with this situation, we
can again follow two different routes; the first one is to solve the constraint and
work in a reduced phase space. The standard procedure for this is to introduce
light-cone coordinates x± = (x0 ± x3)/√2, with canonically conjugate momenta
p± = (p0 ± p3)/
√
2, such that
{
x±, p±
}
= 1,
{
x±, p∓
}
= 0. (1.104)
The constraint (1.103) can then be written
2p+p− = p
2
1 + p
2
2 +m
2c2, (1.105)
which allows us to eliminate the light-cone co-ordinate x− and its conjugate
momentum p− = (p
2
1+p
2
2+m
2c2)/2p+. Of course, by this procedure the manifest
Lorentz-covariance of the model is lost. Therefore one often prefers an alternative
route: to work in the covariant phase space (1.102), and impose the constraint
on physical phase space functions only after solving the dynamical equations.
1.6 The electro-magnetic field
The second example to be considered here is the electro-magnetic field. As our
starting point we take the action of exercise 1.2, which is the action of eq.(1.18)
modified by a total time-derivative, in which the magnetic field has been written
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in terms of the vector potential as ~B(A) = ~∇× ~A:
Sem[φ, ~A, ~E] =
∫ 2
1
dt Lem(φ, ~A, ~E),
Lem =
∫
d3x

−1
2
(
~E2 + [ ~B(A)]2
)
− φ ~∇ · ~E − ~E · ∂
~A
∂t


(1.106)
It is clear, that ( ~A,−~E) are canonically conjugate; by adding the time derivative
we have chosen to let ~A play the role of co-ordinates, whilst the components of
−~E represent the momenta:
~πA = −~E = δSem
δ(∂ ~A/∂t)
(1.107)
Also, like the einbein in the case of the relativistic particle, here the scalar po-
tential φ = A0 plays the role of lagrange multiplier to impose the constraint
~∇ · ~E = 0; therefore its canonical momentum vanishes:
πφ =
δSem
δ(∂φ/∂t)
= 0. (1.108)
This is the generic type of constraint for lagrange multipliers, which we encoun-
tered also in the case of the relativistic particle. Observe, that the lagrangean
(1.106) is already in the canonical form, with the hamiltonian given by
Hem =
∫
d3x
(
1
2
(
~E2 + ~B2
)
+ φ ~∇ · ~E + πφ∂φ
∂t
)
. (1.109)
Again, as in the case of the relativistic particle, the last term can be taken to
vanish upon imposing the constraint (1.108), but in any case it cancels in the
canonical action
Sem =
∫ 2
1
dt

∫ d3x

−~E · ∂ ~A
∂t
+ πφ
∂φ
∂t

−H( ~E, ~A, πφ, φ)


=
∫ 2
1
dt

∫ d3x

−~E · ∂ ~A
∂t

−H( ~E, ~A, φ)|πφ=0


(1.110)
To proceed with the canonical analysis, we have the same choice as in the case of
the particle: to keep the full hamiltonian, and include the canonical pair (φ, πφ)
in an extended phase space; or to use the local gauge invariance to remove φ by
fixing it at some particular value.
In the first case we have to introduce Poisson brackets
{Ai(~x, t), Ej(~y, t)} = −δij δ3(~x− ~y), {φ(~x, t), πφ(~y, t)} = δ3(~x− ~y). (1.111)
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It is straightforward to check, that the Maxwell equations are reproduced by the
brackets with the hamiltonian:
Φ˙ = {Φ, H} , (1.112)
where Φ stands for any of the fields ( ~A, ~E, φ, πφ) above, although in the sector of
the scalar potential the equations are empty of dynamical content.
Among the quantities commuting with the hamiltonian (in the sense of Pois-
son brackets), the most interesting for our purpose is the generator of the gauge
transformations
δ ~A = ~∇Λ, δφ = ∂Λ
∂t
, δ ~E = δ ~B = 0. (1.113)
Its construction proceeds according to eq.(1.60). Actually, the action (1.106) is
gauge invariant provided the gauge parameter vanishes sufficiently fast at spatial
infinity, as δLem = − ∫ d3x ~∇ · ( ~E∂Λ/∂t). Therefore the generator of the gauge
transformations is
G[Λ] =
∫
d3x
(
−δ ~A · ~E + δφ πφ
)
=
∫
d3x
(
−~E · ~∇Λ + πφ∂Λ
∂t
)
=
∫
d3x
(
Λ~∇ · ~E + πφ∂Λ
∂t
)
.
(1.114)
The gauge transformations (1.113) are reproduced by the Poisson brackets
δΦ = {Φ, G[Λ]} . (1.115)
From the result (1.114) it follows, that conservation of G[Λ] for arbitrary Λ(~x, t)
is due to the constraints
~∇ · ~E = 0, πφ = 0, (1.116)
which are necessary and sufficient. These in turn imply that G[Λ] = 0 itself.
One reason why this treatment might be prefered, is that in a relativistic
notation φ = A0, πφ = π
0, the brackets (1.111) take the quasi-covariant form
{Aµ(~x, t), πν(~y, t)} = δνµ δ3(~x− ~y), (1.117)
and similarly for the generator of the gauge transformations :
G[Λ] = −
∫
d3xπµ∂µΛ. (1.118)
Of course, the three-dimensional δ-function and integral show, that the covariance
of these equations is not complete.
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The other procedure one can follow, is to use the gauge invariance to set
φ = φ0, a constant. Without loss of generality this constant can be chosen equal
to zero, which just amounts to fixing the zero of the electric potential. In any case,
the term φ ~∇· ~E vanishes from the action and for the dynamics it suffices to work
in the reduced phase space spanned by ( ~A, ~E). In particular, the hamiltonian
and Poisson brackets reduce to
Hred =
∫
d3x
1
2
(
~E2 + ~B2
)
, {Ai(~x, t), Ej(~y, t)} = −δijδ3(~x− ~y). (1.119)
The constraint ~∇ · ~E = 0 is no longer a consequence of the dynamics, but has to
be imposed separately. Of course, its bracket with the hamiltonian still vanishes:
{Hred, ~∇ · ~E} = 0. The constraint actually signifies that one of the components
of the canonical momenta (in fact an infinite set: the longitudinal electric field at
each point in space) is to vanish; therefore the dimensionality of the physical phase
space is again reduced by the constraint. As the constraint is preserved in time (its
Poisson bracket with H vanishes), this reduction is consistent. Again, there are
two options to proceed: solve the constraint and obtain a phase space spanned
by the physical degrees of freedom only, or keep the constraint as a separate
condition to be imposed on all solutions of the dynamics. The explicit solution
in this case consists of splitting the electric field in transverse and longitudinal
parts by projection operators:
~E = ~ET + ~EL =
(
1− ~∇ 1
∆
~∇
)
· ~E + ~∇ 1
∆
~∇ · ~E, (1.120)
and similarly for the vector potential. One can now restrict the phase space to
the transverse parts of the fields only; this is equivalent to requiring ~∇ · ~E = 0
and ~∇· ~A = 0 simultaneously. In practice it is much more convenient to use these
constraints as such in computing physical observables, instead of projecting out
the longitudinal components explicitly at all intermediate stages. Of course, one
then has to check that the final result does not depend on any arbitrary choice
of dynamics attributed to the longitudinal fields.
1.7 Yang-Mills theory
Yang-Mills theory is an important extension of Maxwell theory, with a very sim-
ilar canonical structure. The covariant action is a direct extension of the electro-
magnetic action in exercise 1.2:
SYM = −1
4
∫
d4xF aµνF
µν
a , (1.121)
where F aµν is the field strength of the Yang-Mills vector potential A
a
µ:
F aµν = ∂µA
a
ν − ∂νAaµ − gf abc AbµAcν . (1.122)
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Here g is the coupling constant, and the coefficients f abc are the structure constant
of a compact Lie algebra g with (anti-hermitean) generators {Ta}:
[Ta, Tb] = f
c
ab Tc. (1.123)
The Yang-Mills action (1.121) is invariant under (infinitesimal) local gauge trans-
formations with parameters Λa(x):
δAaµ = (DµΛ)
a = ∂µΛ
a − gf abc AbµΛc, (1.124)
under which the field strength F aµν transforms as
δF aµν = gf
a
bc Λ
bF cµν . (1.125)
To obtain a canonical description of the theory, we compute the momenta
πµa =
δSYM
δ∂0Aaµ
= −F 0µa =
{ −Eia, µ = i = (1, 2, 3);
0, µ = 0.
(1.126)
Clearly, the last equation is a constraint of the type we have encountered before;
indeed, the time component of the vector field, Aa0, plays the same role of lagrange
mutiplier for a Gauss-type constraint as the scalar potential φ = A0 in electro-
dynamics, to which the theory reduces in the limit g → 0. This is brought out
most clearly in the hamiltonian formulation of the theory, with action
SYM =
∫ 2
1
dt

∫ d3x

−~Ea · ∂ ~Aa
∂t

−HYM

 ,
HYM =
∫
d3x
(
1
2
( ~E2a +
~B2a) + A
a
0 (
~D · ~E)a
)
.
(1.127)
Here we have introduced the notation ~Ba for the magnetic components of the
field strength:
Bai =
1
2
εijkF
a
jk. (1.128)
In eqs.(1.127) we have left out all terms involving the time-component of the
momentum, since they vanish as a result of the constraint π0a = 0, eq.(1.126).
Now Aa0 appearing only linearly, its variation leads to another constraint
( ~D · ~E)a = ~∇ · ~Ea − gf abc ~Ab · ~Ec = 0. (1.129)
As in the other theories we have encountered so far, the constraints come in pairs:
one constraint, imposed by a Lagrange multiplier, restricts the physical degrees
of freedom; the other constraint is the vanishing of the momentum associated
with the Lagrange multiplier.
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To obtain the equations of motion, we need to specify the Poisson brackets:
{Aai (~x, t), Ejb(~y, t)} = −δijδab δ3(~x− ~y),
{
Aa0, (~x, t), π
0
b (~y, t)
}
= δijδ
a
b δ
3(~x− ~y),
(1.130)
or in quasi-covariant notation{
Aaµ(~x, t), π
ν
b (~y, t)
}
= δνµδ
a
b δ
3(~x− ~y). (1.131)
Provided the gauge parameter vanishes sufficiently fast at spatial infinity, the
canonical action is gauge invariant:
δSYM = −
∫ 2
1
dt
∫
d3x ~∇ ·
(
~Ea
∂Λa
∂t
)
≃ 0. (1.132)
Therefore it is again straightforward to construct the generator for the local gauge
transformations:
G[Λ] =
∫
d3x
(
−δ ~Aa · ~Ea + δAa0 π0a
)
=
∫
d3xπµa (DµΛ)
a ≃
∫
d3x
(
Λa( ~D · ~E)a + π0a (D0Λ)a
)
.
(1.133)
The new aspect of the gauge generators in the case of Yang-Mills theory is, that
the constraints satisfy a non-trivial Poisson bracket algebra:
{G[Λ1], G[Λ2]} = G[Λ3], (1.134)
where the parameter on the right-hand side is defined by
Λ3 = gf
a
bc Λ
b
1 Λ
c
2. (1.135)
We can also write the physical part of the constraint algebra in a local form;
indeed, let
Ga(x) = ( ~D · ~E)a(x). (1.136)
Then a short calculation leads to the result
{Ga(~x, t), Gb(~y, t)} = gf cab Gc(~x, t) δ3(~x− ~y). (1.137)
We observe, that the condition G[Λ] = 0 is satisfied for arbitrary Λ(x) if and only
if the two local constraints hold:
( ~D · ~E)a = 0, π0a = 0. (1.138)
This is sufficient to guarantee that {G[Λ], H} = 0 holds as well. Together with the
closure of the algebra of constraints (1.134) this guarantees that the constraints
G[Λ] = 0 are consistent both with the dynamics and among themselves.
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Eq.(1.138) is the generalization of the transversality condition (1.116) and
removes the same number of momenta (electric field components) from the phys-
ical phase space. Unlike the case of electrodynamics however, it is non-linear
and can not be solved explicitly. Moreover, the constraint does not determine in
closed form the conjugate co-ordinate (the combination of gauge potentials) to
be removed from the physical phase space with it. A convenient possibility to
impose in classical Yang-Mills theory is the transversality condition ~∇ · ~Aa = 0,
which removes the correct number of components of the vector potential and still
respects the rigid gauge invariance (with constant parameters Λa).
Exercise 1.5
Prove eqs.(1.134) and (1.137).
1.8 The relativistic string
As the last example in this chapter we consider the massless relativistic (bosonic)
string, as described by the Polyakov action
Sstr =
∫
d2ξ
(
−1
2
√−ggab ∂aXµ∂bXµ
)
, (1.139)
where ξa = (ξ0, ξ1) = (τ, σ) are co-ordinates parametrizing the two-dimensional
world sheet swept out by the string, gab is a metric on the world sheet, with g its
determinant, and Xµ(ξ) are the co-ordinates of the string in the D-dimensional
embedding space-time (the target space), which for simplicity we take to be flat
(Minkowskian). As a generally covariant two-dimensional field theory, the action
is manifestly invariant under reparametrizations of the world sheet:
X ′µ(ξ
′) = Xµ(ξ), g
′
ab(ξ
′) = gcd(ξ)
∂ξc
∂ξ′ a
∂ξd
∂ξ′ b
. (1.140)
The canonical momenta are
Πµ =
δSstr
δ∂0Xµ
= −√−g ∂ 0Xµ, πab = δSstr
δ∂0gab
= 0. (1.141)
The latter equation brings out, that the inverse metric gab, or rather the combina-
tion hab =
√−ggab, acts as a set of lagrange multipliers, imposing the vanishing
of the symmetric energy-momentum tensor:
Tab =
2√−g
δSstr
δgab
= −∂aXµ∂bXµ + 1
2
gabg
cd∂cX
µ∂dXµ = 0. (1.142)
Such a constraint arises because of the local reparametrization invariance of the
action. Note however, that the energy-momentum tensor is traceless:
T aa = g
ab Tab = 0. (1.143)
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and as a result it has only two independent components. The origin of this
reduction of the number of constraints is the local Weyl invariance of the action
(1.139)
gab(ξ)→ g¯ab(ξ) = eΛ(ξ) gab(ξ), Xµ(ξ)→ X¯µ(ξ) = Xµ(ξ), (1.144)
which leaves hab invariant: h¯ab = hab. Indeed, hab itself also has only two indepen-
dent components, as the negative of its determinant is unity: −h = − det hab = 1.
The hamiltonian is obtained by Legendre transformation, and taking into
account πab = 0 it reads
H =
1
2
∫
dσ
(√−g (−g00[∂0X]2 + g11[∂1X]2) + πab ∂0 gab)
=
∫
dσ
(
T 00 + π
ab ∂0 gab
)
.
(1.145)
The Poisson brackets are
{Xµ(τ, σ),Πν(τ, σ′)} = δµν δ(σ − σ′),
{
gab(τ, σ), π
cd(τ, σ′)
}
=
1
2
(
δcaδ
d
b + δ
d
aδ
c
b
)
δ(σ − σ′).
(1.146)
The constraints (1.142) are most conveniently expressed in the hybrid forms (us-
ing relations g = g00g11 − g201 and g11 = gg00):
gT 00 = −T11 = 1
2
(
Π2 + [∂1X]
2
)
= 0,
√−g T 01 = Π · ∂1X = 0.
(1.147)
These results imply, that the hamiltonian (1.145) actually vanishes, as in the case
of the relativistic particle. The reason is also the same: reparametrization invari-
ance, now on a two-dimensional world sheet rather than on a one-dimensional
world line.
The infinitesimal form of the transformations (1.140) with ξ′ = ξ − Λ(ξ) is
δXµ(ξ) = X ′µ(ξ)−Xµ(ξ) = Λa∂aXµ = 1
gg00
(√−gΛ0Πµ + Λ1∂σXµ) ,
δgab(ξ) = (∂aΛ
c)gcb + (∂bΛ
c)gac + Λ
c∂cgab = DaΛb +DbΛa,
(1.148)
where we use the covariant derivative DaΛb = ∂aΛb − Γ cab Λc. The generator of
these transformations as constructed by our standard procedure now becomes
G[Λ] =
∫
dσ
(
Λa∂aX · Π+ 1
2
Λ0
√−g gab∂aX · ∂bX + πab(DaΛb +DbΛa)
)
=
∫
dσ
(
−√−g ΛaT 0a + 2πabDaΛb
)
.
(1.149)
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which has to vanish inorder to represent a canonical symmetry: the constraint
G[Λ] = 0 summarizes all constraints introduced above. The brackets of G[Λ] now
take the form
{Xµ, G[Λ]} = Λa∂aXµ = δXµ, {gab, G[Λ]} = DaΛb +DbΛa = δgab, (1.150)
and in particular {
G[Λ1], G[Λ2]
}
= G[Λ3], Λ
a
3 = Λ
b
[1∂bΛ
a
2]. (1.151)
It takes quite a long and difficult calculation to check this result.
Most practioners of string theory prefer to work in the restricted phase space,
in which the metric gab is not a dynamical variable, and there is no need to
introduce its conjugate momentum πab. Instead, gab is chosen to have a convenient
value by exploiting the reparametrization invariance (1.140) or (1.148):
gab = ρ ηab = ρ
( −1 0
0 1
)
. (1.152)
Because of the Weyl invariance (1.144) ρ never appears explicitly in any physical
quantity, so it does not have to be fixed itself. In particular, the hamiltonian
becomes
Hred =
1
2
∫
dσ
(
[∂0X]
2 + [∂1X]
2
)
=
1
2
∫
dσ
(
Π2 + [∂σX]
2
)
, (1.153)
whilst the constrained gauge generators (1.149) become
Gred[Λ] =
∫
dσ
(
1
2
Λ0
(
Π2 + [∂σX]
2
)
+ Λ1Π · ∂σX
)
. (1.154)
Remarkably, these generators still satisfy a closed bracket algebra:
{Gred[Λ1], Gred[Λ2]} = Gred[Λ3], (1.155)
but the structure constants have changed, as becomes evident from the expression
for Λ3:
Λ03 = Λ
1
[1∂σΛ
0
2] + Λ
0
[1∂σΛ
1
2],
Λ13 = Λ
0
[1∂σΛ
0
2] + Λ
1
[1∂σΛ
1
2]
(1.156)
The condition for Gred[Λ] to generate a symmetry of the hamiltonian Hred (and
hence to be conserved), is again Gred[Λ] = 0. Observe, that these expressions
reduce to those of (1.151) when the Λa satisfy
∂σΛ
1 = ∂τΛ
0, ∂σΛ
0 = ∂τΛ
1. (1.157)
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In terms of the light-cone co-ordinates u = τ−σ or v = τ+σ this can be written:
∂u(Λ
1 + Λ0) = 0, ∂v(Λ
1 − Λ0) = 0. (1.158)
As a result, the algebras are identical for parameters living on only one branch
of the (two-dimensional) light-cone:
Λ0(u, v) = Λ+(v)− Λ−(u), Λ1(u, v) = Λ+(v) + Λ−(u), (1.159)
with Λ± = (Λ1 ± Λ0)/2.
Exercise 1.6
a. Compute the commutator of two infinitesimal transformations (1.148) and
show it results in a similar transformation with parameter Λ3 of eq.(1.151).
b. Prove equations (1.155) and (1.156).
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Chapter 2
Canonical BRST construction
Many interesting physical theories incorporate constraints arising from a local
gauge symmetry, which forces certain components of the momenta to vanish
in the physical phase space. For reparametrization-invariant systems (like the
relativistic particle or the relativistic string) these constraints are quadratic in
the momenta, whereas in abelian or non-abelian gauge theories of Maxwell-Yang-
Mills type they are linear in the momenta (i.e., in the electric components of the
field strength).
There are several ways to deal with such constraints. The most obvious one
is to solve them and formulate the theory purely in terms of physical degrees of
freedom. However, this is possible only in the simplest cases, like the relativistic
particle or an unbroken abelian gauge theory (electrodynamics). And even then,
there can arise complications such as non-local interactions. Therefore in most
cases and for most applications an alternative strategy is more fruitful; this pref-
ered strategy is to keep (some) unphysical degrees of freedom in the theory in
such a way that desirable properties of the description, like locality, and rotation
or Lorentz-invariance, can be preserved at intermediate stages of calculations. In
this chapter we discuss methods for dealing with such a situation, when unphys-
ical degrees of freedom are taken along in the analysis of the dynamics.
The central idea of the BRST construction is to identify the solutions of the
constraints with the cohomology classes of a certain nilpotent operator, the BRST
operator Ω. To construct this operator we introduce a new class of variables, the
ghost variables. For the theories we have discussed in chapter 1, which do not
involve fermion fields in essential way (at least from the point of view of con-
straints), the ghosts are anticommuting variables: odd elements of a Grassmann
algebra. However, theories with more general types of gauge symmetries involv-
ing fermionic degrees of freedom, like supersymmetry or Siegel’s κ-invariance in
the theory of superparticles and superstrings, or theories with reducible gauge
symmetries, require commuting ghost variables as well. Nevertheless, to bring
out the central ideas of the BRST construction as clearly as possible, here we
discuss theories with bosonic symmetries only.
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2.1 Grassmann variables
The BRST construction involves anticommuting variables, which are odd ele-
ments of a Grassmann algebra. The theory of such variables plays an important
role in quantum field theory, most prominently in the description of fermion fields
as they naturally describe systems satisfying the Pauli exclusion principle. For
these reasons we briefly review the basic elements of the theory of anticommuting
variables at this point. For more detailed expositions we refer to the references
[18, 19].
A Grassmann algebra of rank n is the set of polynomials constructed from
elements {e, θ1, ..., θn} with the properties
e2 = e, eθi = θie = θi, θiθj + θjθi = 0. (2.1)
Thus e is the identity element, which will often not be written out explicitly.
The elements θi are nilpotent: θ
2
i = 0, whilst for i 6= j the elements θi and θj
anticommute. As a result, a general element of the algebra consists of 2n terms
and takes the form
g = αe+
n∑
i=1
αi θi +
n∑
(i,j)=1
1
2!
αij θiθj + ...+ α˜ θ1...θn, (2.2)
where the coefficients αi1..ip are completely antisymmetric in the indices. The
elements {θi} are called the generators of the algebra. An obvious example of
a Grassmann algebra is the algebra of differential forms on an n-dimensional
manifold.
On the Grassmann algebra we can define a co-algebra of polynomials in ele-
ments
{
θ¯1, ..., θ¯n
}
, which together with the unit element e is a Grassmann algebra
by itself, but which in addition has the property
[θ¯i, θj ]+ = θ¯i θj + θj θ¯
i = δij e. (2.3)
This algebra can be interpreted as the algebra of derivations on the Grassmann
algebra spanned by (e, θi).
By the property (2.3) the complete set of elements
{
e; θi; θ¯
i
}
is actually turned
into a Clifford algebra, which has a (basically unique) representation in terms
of Dirac matrices in 2n-dimensional space. The relation can be established by
considering the following complex linear combinations of Grassmann generators:
Γi = γi = θ¯
i + θi, Γ˜i = γi+n = i
(
θ¯i − θi
)
, i = 1, ..., n. (2.4)
By construction these elements satisfy the relation
[γa, γb]+ = 2 δab e, (a, b) = 1, ..., 2n, (2.5)
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but actually the subsets {Γi} and
{
Γ˜i
}
define two mutually anti-commuting Clif-
ford algebras of rank n:
[Γi,Γj]+ = [Γ˜i, Γ˜j]+ = 2 δij , [Γi, Γ˜j]+ = 0. (2.6)
Of course, the construction can be turned around to construct a Grassmann
algebra of rank n and its co-algebra of derivations out of a Clifford algebra of
rank 2n.
In field theory applications we are mostly interested in Grassmann algebras
of infinite rank, not only n→∞, but particularly also the continuous case
[θ¯(t), θ(s)]+ = δ(t− s), (2.7)
where (s, t) are real-valued arguments. Obviously, a Grassmann variable ξ is a
quantity taking values in a set of linear Grassmann forms
∑
i α
iθi or its continuous
generalization
∫
t α(t) θ(t). Similarly, one can define derivative operators ∂/∂ξ as
linear operators mapping Grassmann forms of rank p into forms of rank p−1, by
∂
∂ξ
ξ = 1− ξ ∂
∂ξ
, (2.8)
and its generalization for systems of multi-Grassmann variables. These derivative
operators can be constructed as linear forms in θ¯i or θ¯(t).
In addition to differentiation one can also define Grassmann integration. In
fact, Grassmann integration is defined as identical with Grassmann differentia-
tion. For a single Grassmann variable, let f(ξ) = f0 + ξf1; then one defines∫
dξ f(ξ) = f1. (2.9)
This definition satisfies all standard properties of indefinite integrals:
1. linearity:
∫
dξ [αf(ξ) + βg(ξ)] = α
∫
dξ f(ξ) + β
∫
dξ g(ξ); (2.10)
2. translation invariance: ∫
dξ f(ξ + η) =
∫
dξ f(ξ); (2.11)
3. fundamental theorem of calculus (Gauss-Stokes):
∫
dξ
∂f
∂ξ
= 0; (2.12)
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4. reality: for real functions f(ξ) (i.e. f0,1 ∈ R)∫
dξf(ξ) = f1 ∈ R. (2.13)
A particularly useful result is the evaluation of Gaussian Grassmann integrals.
First we observed, that ∫
[dξ1...dξn] ξα1 ...ξαn = εα1...αn. (2.14)
From this it follows, that a general Gaussian Grassmann integral is∫
[dξ1...dξn] exp
(
1
2
ξαAαβ ξβ
)
= ±
√
| detA|. (2.15)
This is quite obvious after bringing A into block-diagonal form:
A =


0 ω1
−ω1 0 0
0 ω2
−ω2 0
0
·
·


. (2.16)
There are then two possibilities:
(i) If the dimensionality of the matrix A is even ((α, β) = 1, ..., 2r) and none of
the characteristic values ωi vanishes, then every 2× 2 block gives a contribution
2ωi to the exponential:
exp
(
1
2
ξαAαβ ξβ
)
= exp
(
r∑
i=1
ωi ξ2i−1ξ2i
)
= 1 + ...+
r∏
i=1
(ωi ξ2i−1ξ2i). (2.17)
The final result is then established by performing the Grassmann integrations,
which leaves a non-zero contribution only from the last term, reading
r∏
i=1
ωi = ±
√
| detA|, (2.18)
the sign depending on the number of negative characteristic values ωi.
(ii) If the dimensionality ofA is odd, the last block is one-dimensional representing
a zero-mode; then the integral vanishes, as does the determinant. Of course, the
same is true for even-dimensional A if one of the values ωi vanishes.
Another useful result is, that one can define a Grassmann-valued delta-function:
δ(ξ − ξ′) = −δ(ξ′ − ξ) = ξ − ξ′, (2.19)
with the properties∫
dξ δ(ξ − ξ′) = 1,
∫
dξ δ(ξ − ξ′)f(ξ) = f(ξ′). (2.20)
The proof follows simply by writing out the integrants and using the fundamental
rule of integration (2.9).
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2.2 Classical BRST transformations
Consider again a general dynamical system subject to a set of constraints Gα = 0,
as defined in eqs.(1.41) or (1.60). We take the algebra of constraints to be first-
class, as in eq.(1.69):
{Gα, Gβ} = Pαβ(G), {Gα, H} = Zα(G). (2.21)
Here P (G) and Z(G) are polynomial expressions in the constraints, such that
P (0) = Z(0) = 0; in particular this implies that the constant terms vanish:
cαβ = 0.
The BRST construction starts with the introduction of canonical pairs of
Grassmann degrees of freedom (cα, bβ), one for each constraint Gα, with Poisson
brackets
{cα, bβ} = {bβ, cα} = −iδαβ , (2.22)
These anti-commuting variables are known as ghosts; the complete Poisson brack-
ets on the extended phase space are given by
{A,B} = ∂A
∂qi
∂B
∂pi
− ∂A
∂pi
∂B
∂qi
+ i(−1)A
(
∂A
∂cα
∂B
∂bα
+
∂A
∂bα
∂B
∂cα
)
, (2.23)
where (−1)A denotes the Grassmann parity of A: +1, if A is Grassmann-even
(commuting), and −1 if A is Grassmann-odd (anti-commuting).
With the help of these ghost degrees of freedom one defines the BRST charge
Ω, which has Grassmann parity (−1)Ω = −1, as
Ω = cα (Gα +Mα) , (2.24)
where Mα is Grassmann-even and of the form
Mα =
∑
n≥1
in
2n!
cα1 ...cαnM β1...βnαα1...αnbβ1 ...bβn
=
i
2
cα1M β1αα1bβ1 −
1
4
cα1cα2M β1β2αα1α2bβ1bβ2 + ...
(2.25)
The quantities M β1...βpαα1...αp are functions of the classical phase-space variables via
the constraints Gα, and are defined such that
{Ω,Ω} = 0. (2.26)
As Ω is Grassmann-odd, this is a non-trivial property, from which the BRST
charge can be constructed inductively:
{Ω,Ω} = cαcβ
(
Pαβ +M
γ
αβGγ
)
+ icαcβcγ
({
Gα,M
δ
βγ
}
−M εαβM δγǫ +M δ εαβγ Gε
)
bδ + ...
(2.27)
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This vanishes if and only if
M γαβGγ = −Pαβ ,
M δ εαβγGε =
{
M δ[αβ , Gγ]
}
+M ε[αβM
δ
γ]ε,
...
(2.28)
Observe, that the first relation can only be satisfied under the condition cαβ = 0,
with the solution
M γαβ = f
γ
αβ +
1
2
g γδαβ Gδ + ... (2.29)
The same condition guarantees that the second relation can be solved: the bracket
on the right-hand side is
{
M δαβ , Gγ
}
=
∂M δαβ
∂Gε
Pεγ =
1
2
g δεαβ f
σ
εγ Gσ + ... (2.30)
whilst the Jacobi identity (1.67) implies that
f ε[αβ f
δ
γ]ε = 0, (2.31)
and therefore M ε[αβM
δ
γ]ε = O[Gσ]. This allows to determine M δεαβγ . Any higher-
order terms can be calculated similarly. In practice Pαβ and Mα usually contain
only a small number of terms.
Next we observe, that we can extend the classical hamiltonian H = H0 with
ghost terms such that
Hc = H0 +
∑
n≥1
in
n!
cα1 ...cαn h(n)β1...βnα1...αn (G) bβ1...bβn , {Ω, Hc} = 0. (2.32)
Observe, that on the physical hypersurface in the phase space this hamiltonian
coincides with the original classical hamiltonian modulo terms which do not affect
the time-evolution of the classical phase-space variables (q, p). We illustrate the
procedure by constructing the first term:
{Ω, Hc} = {cαGα, H0}+ i
2
{
cαGα, c
γh(1) βγ bβ
}
+
i
2
{
cα1cα2Mβα1α2bβ, H0
}
+ ...
= cα
(
Zα − h(1) βα Gβ
)
+ ...
(2.33)
Hence the bracket vanishes if the hamiltonian is extended by ghost terms such
that
h(1) βα (G)Gβ = Zα(G), ... (2.34)
This equation is guaranteed to have a solution by the condition Z(0) = 0.
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As the BRST charge commutes with the ghost-extended hamiltonian, we can
use it to generate ghost-dependent symmetry transformations of the classical
phase-space variables: the BRST transformations
δΩ q
i = −
{
Ω, qi
}
=
∂Ω
∂pi
= cα
∂Gα
∂pi
+ ghost extensions,
δΩ pi = −{Ω, pi} = −∂Ω
∂qi
= cα
∂Gα
∂qi
+ ghost extensions.
(2.35)
These BRST transformations are just the gauge transformations with the param-
eters ǫα replaced by the ghost variables cα, plus (possibly) some ghost-dependent
extension.
Similarly, one can define BRST transformations of the ghosts:
δΩ c
α = −{Ω, cα} = i ∂Ω
∂bα
= −1
2
cβcγM αβγ + ...,
δΩ bα = −{Ω, bα} = i ∂Ω
∂cα
= iGα − cβM γαβ bγ + ...
(2.36)
An important property of these transformations is their nilpotence:
δ2Ω = 0. (2.37)
This follows most directly from the Jacobi identity for the Poisson brackets of
the BRST charge with any phase-space function A:
δ2ΩA = {Ω, {Ω, A}} = −
1
2
{A, {Ω,Ω}} = 0. (2.38)
Thus the BRST variation δΩ behaves like an exterior derivative. Next we observe,
that gauge invariant physical quantities F have the properties
{F, cα} = i ∂F
∂bα
= 0, {F, bα} = i ∂F
∂cα
= 0, {F,Gα} = δαF = 0. (2.39)
As a result, such physical quantities must be BRST invariant:
δΩ F = −{Ω, F} = 0. (2.40)
In the terminology of algebraic geometry, such a function F is called BRST closed.
Now because of the nilpotence, there are trivial solutions to this condition, of the
form
F0 = δΩ F1 = −{Ω, F1} . (2.41)
These solutions are called BRST exact; they always depend on the ghosts (cα, bα),
and can not be physically relevant. We conclude, that true physical quantities
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must be BRST closed, but not BRST exact. Such non-trivial solutions of the
BRST condition (2.40) define the BRST cohomology, which is the set
H(δΩ) = Ker(δΩ)
Im(δΩ)
. (2.42)
We will make this more precise later on.
2.3 Examples
As an application of the above construction, we now present the classical BRST
charges and transformations for the gauge systems discussed in chapter 1.
1. Relativistic particle. We consider the gauge-fixed version of the relativistic
particle. Taking c = 1, the only constraint is
H0 =
1
2m
(p2 +m2) = 0, (2.43)
and hence in this case Pαβ = 0. We only introduce one pair of ghost variables,
and define
Ω =
c
2m
(p2 +m2). (2.44)
It is trivially nilpotent, and the BRST transformations of the phase space vari-
ables read
δΩx
µ = {xµ,Ω} = cp
µ
m
, δΩpµ = {pµ,Ω} = 0,
δΩc = −{c,Ω} = 0, δΩb = −{b,Ω} = i
2m
(p2 +m2) ≈ 0.
(2.45)
The b-ghost transforms into the constraint, hence it vanishes on the physical hy-
persurface in the phase space. It is straightforward to verify that δ2Ω = 0.
2. Electrodynamics. In the gauge fixed Maxwell’s electrodynamics there is again
only a single constraint, and a single pair of ghost fields to be introduced. We
define the BRST charge
Ω =
∫
d3x c~∇ · ~E. (2.46)
The classical BRST transformations are just ghost-dependend gauge transforma-
tions:
δΩ ~A =
{
~A,Ω
}
= ~∇c, δΩ ~E =
{
~E,Ω
}
= 0,
δΩc = −{c,Ω} = 0, δΩb = −{b,Ω} = i~∇ · ~E ≈ 0.
(2.47)
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3. Yang-Mills theory. One of the simplest non-trivial systems of constraints is
that of Yang-Mills theory, in which the constraints define a local Lie algebra
(1.137). The BRST charge becomes
Ω =
∫
d3x
(
caGa − ig
2
cacbf cab bc
)
, (2.48)
with Ga = ( ~D· ~E)a. It is now non-trivial that the bracket of Ω with itself vanishes;
it is true because of the closure of the Lie algebra, and the Jacobi identity for the
structure constants.
The classical BRST transformations of the fields become
δΩ ~A
a =
{
~Aa,Ω
}
= ( ~Dc)a, δΩ ~Ea =
{
~Ea,Ω
}
= gf cab c
b ~Ec,
δΩc
a = −{ca,Ω} = g
2
f abc c
bcc, δΩba = −{ba,Ω} = i Ga + gf cab cb bc.
(2.49)
Again, it can be checked by explicit calculation that δ2Ω = 0 for all variations
(2.49).
Exercise Show that
δΩGa = gf
c
ab c
bGc.
From this, prove that δ2Ω ba = 0.
4. Relativistic string. Finally, we discuss the free relativistic string. We take
the reduced constraints (1.154), satisfying the algebra (1.155), (1.156). The the
BRST charge takes the form
Ω =
∫
dσ
[
1
2
c0
(
Π2 + [∂σX]
2
)
+ c1Π · ∂σX
− i
(
c1∂σc
0 + c0∂σc
1
)
b0 − i
(
c0∂σc
0 + c1∂σc
1
)
b1
]
.
(2.50)
The BRST transformations generated by the Poisson brackets of this charge read
δΩX
µ = {Xµ,Ω} = c0Πµ + c1∂σXµ ≈ ca∂aXµ,
δΩΠµ = {Πµ,Ω} = ∂σ (c0∂σXµ + c1Πµ) ≈ ∂σ
(
εabca∂bX
µ
)
,
δΩc
0 = −{c0,Ω} = c1∂σc0 + c0∂σc1,
δΩc
1 = −{c0,Ω} = c0∂σc0 + c1∂σc1,
δΩb0 = −{b0,Ω} = i2 (Π2 + [∂σX]2) + c1∂σb0 + c0∂σb1 + 2∂σc1 b0 + 2 ∂σc0 b1,
δΩb1 = −{b1,Ω} = iΠ · ∂σX + c0∂σb0 + c1∂σb1 + 2∂σc0 b0 + 2 ∂σc1 b1.
(2.51)
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A tedious calculation shows, that these transformations are nilpotent indeed:
δ2Ω = 0.
2.4 Quantum BRST cohomology
The construction of a quantum theory for constrained systems poses the following
problem: to have a local and/or covariant description of the quantum system, it
is advantageous to work in an extended Hilbert space of states, with unphysical
components, like gauge and ghost degrees of freedom. Therefore we need first
of all a way to characterize physical states within this extended Hilbert space,
and secondly a way to construct a unitary evolution operator which does not mix
physical and unphysical components. In this section we show, that the BRST
construction can solve both these problems [20, 21, 22].
We begin with a quantum system subject to constraints Gα; we impose these
constraints on the physical states:
Gα|Ψ〉 = 0, (2.52)
implying that physical states are gauge-invariant. In the quantum theory the
generators of constraints are operators, which satisfy the commutation relations
(1.80):
− i [Gα, Gβ] = Pαβ(G), (2.53)
where we omit the hat on operators for ease of notation.
Next we introduce corresponding ghost field operators (cα, bβ) with equal-time
anti-commutation relations
[cα, bβ ]+ = c
αbβ + ββc
α = δαβ . (2.54)
(For simplicity, the time-dependence in the notation has been suppressed). In
the ghost-extended Hilbert space we now construct a BRST operator
Ω = cα

Gα +∑
n≥1
in
2n!
cα1 ...cαnM β1...βnαα1...αnbβ1 ...bβn

 , (2.55)
which is required to satisfy the anti-commutation relation
[Ω,Ω]+ = 2Ω
2 = 0. (2.56)
In words, the BRST operator is nilpotent. Working out the square of the BRST
operator, we get
Ω2 =
i
2
cαcβ
(
−i [Gα, Gβ] +M γαβGγ
)
− 1
2
cαcβcγ
(
−i
[
Gα,M
δ
βγ
]
+M εαβM
δ
γε +M
δε
αβγGε
)
bδ + ...
(2.57)
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As a consequence, the coefficients Mα are defined as the solutions of the set of
equations
i [Gα, Gβ] = −Pαβ =MγαβGγ,
i
[
G[α,M
δ
βγ]
]
+M ε[αβM
δ
γ]ε = M
δε
αβγGε
...
(2.58)
These are operator versions of the classical equations (2.28). As in the classical
case, their solution requires the absence of a central charge: cαβ = 0.
Observe, that the Jacobi identity for the generators Gα implies some restric-
tions on the higher terms in the expansion of Ω:
0 = [Gα, [Gβ , Gγ]] + (terms cyclic in [αβγ]) = −3i
[
G[α,M
δ
βγ]Gδ
]
= −3
(
i
[
G[α,M
δ
βγ]
]
+M ε[αβM
δ
α] ε
)
Gδ = −3i
2
M δεαβγM
σ
δε Gσ.
(2.59)
The equality on the first line follows from the first equation (2.58), the last
equality from the second one.
To describe the states in the extended Hilbert space, we introduce a ghost-
state module, a basis for the ghost states consisting of monomials in the ghost
operators cα:
|[α1α2...αp]〉gh = 1
p!
cα1cα2 ...cαp |0〉gh, (2.60)
with |0〉gh the ghost vacuum state annihilated by all bβ. By construction these
states are completely anti-symmetric in the indices [α1α2...αp], i.e. the ghosts
satisfy Fermi-Dirac statistics, even though they do not carry spin. This confirms
their unphysical nature. As a result of this choice of basis, we can decompose an
arbitrary state in components with different ghost number (= rank of the ghost
polynomial):
|Ψ〉 = |Ψ(0)〉+ cα|Ψ(1)α 〉+
1
2
cαcβ|Ψ(2)αβ〉+ ... (2.61)
where the states |Ψ(n)α1...αn〉 corresponding to ghost number n are of the form
|ψ(n)α1...αn(q)〉×|0〉gh, with |ψ(n)α1...αn(q)〉 states of zero-ghost number, depending only
on the degrees of freedom of the constrained (gauge) system; therefore we have
bβ|Ψ(n)α1...αn〉 = 0. (2.62)
To do the ghost-counting, it is convenient to introduce the ghost-number operator
Ng =
∑
α
cαbα, [Ng, c
α] = cα, [Ng, bα] = −bα, (2.63)
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where as usual the summation over α has to be interpreted in a generalized sense
(it includes integration over space when appropriate). It follows, that the BRST
operator has ghost number +1:
[Ng,Ω] = Ω. (2.64)
Now consider a BRST-invariant state:
Ω|Ψ〉 = 0. (2.65)
Substitution of the ghost-expansions of Ω and |Ψ〉 gives
Ω|Ψ〉 = cαGα|Ψ(0)〉+ 1
2
cαcβ
(
Gα|Ψ(1)β 〉 −Gβ|Ψ(1)α 〉+ iM γαβ |Ψ(1)γ 〉
)
+
1
2
cαcβcγ
(
Gα|Ψ(2)βγ 〉 − iM δαβ |Ψ(2)γδ 〉+
1
2
M δεαβγ |Ψ(2)δε 〉
)
+ ...
(2.66)
Its vanishing then implies
Gα|Ψ(0)〉 = 0,
Gα|Ψ(1)β 〉 −Gβ|Ψ(1)α 〉+ iM γαβ |Ψ(1)γ 〉 = 0,
G[α|Ψ(2)βγ]〉 − iM δ[αβ|Ψ(2)γ]δ〉+
1
2
M δεαβγ |Ψ(2)δε 〉 = 0,
...
(2.67)
These conditions admit solutions of the form
|Ψ(1)α 〉 = Gα|χ(0)〉,
|Ψ(2)αβ〉 = Gα|χ(1)β 〉 −Gβ|χ(1)α 〉+ iM γαβ |χ(1)γ 〉,
...
(2.68)
where the states |χ(n)〉 have zero ghost number: bα|χ(n)〉 = 0. Substitution of
these expressions into eq.(2.61) gives
|Ψ〉 = |Ψ(0)〉+ cαGα|χ(0)〉+ cαcβGα|χ(1)β 〉+
i
2
cαcβM γαβ |χ(1)γ 〉
= |Ψ(0)〉+ Ω
(
|χ(0)〉+ cα|χ(1)α 〉+ ...
)
= |Ψ(0)〉+ Ω |χ〉.
(2.69)
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The second term is trivially BRST invariant because of the nilpotence of the
BRST operator: Ω2 = 0. Assuming that Ω is hermitean, it follows, that |Ψ〉 is
normalized if and only if |Ψ(0)〉 is:
〈Ψ|Ψ〉 = 〈Ψ(0)|Ψ(0)〉+ 2Re 〈χ|Ω|Ψ(0)〉+ 〈χ|Ω2|χ〉 = 〈Ψ(0)|Ψ(0)〉. (2.70)
We conclude, that the class of normalizable BRST-invariant states includes the
set of states which can be decomposed into a normalizable gauge-invariant state
|Ψ(0)〉 at ghost number zero, plus a trivially invariant zero-norm state Ω|χ〉. These
states are members of the BRST cohomology, the classes of states which are BRST
invariant (BRST closed) modulo states in the image of Ω (BRST-exact states):
H(Ω) = KerΩ
ImΩ
. (2.71)
2.5 BRST-Hodge decomposition of states
We have shown by explicit construction, that physical states can be identified
with the BRST-cohomology classes of which the lowest, non-trivial, component
has zero ghost-number. However, our analysis does not show to what extent these
solutions are unique. In this section we present a general discussion of BRST
cohomology to establish conditions for the existence of a direct correspondence
between physical states and BRST cohomology classes [23, 24].
We assume that the BRST operator is self-adjoint w.r.t. the physical inner
product. An immediate consequence is, that the ghost-extended Hilbert space of
states contains zero-norm states. Let
|Λ〉 = Ω|χ〉. (2.72)
These states are all orthogonal to each other, including themselves, and thus they
have zero-norm indeed:
〈Λ′|Λ〉 = 〈χ′|Ω2|χ〉 = 0 ⇒ 〈Λ|Λ〉 = 0. (2.73)
Moreover, these states are orthogonal to all normalizable BRST-invariant states:
Ω|Ψ〉 = 0 ⇒ 〈Λ|Ψ〉 = 0. (2.74)
Clearly, the BRST-exact states can not be physical. On the other hand, BRST-
closed states are defined only modulo BRST-exact states. We prove, that if on
the extended Hilbert space Hext there exists a non-degenerate inner product (not
the physical inner product), which is also non-degenerate when restricted to the
subspace Im Ω of BRST-exact states, then all physical states must be members
of the BRST cohomology.
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A non-degenerate inner product ( , ) on Hext is an inner product with the
property, that
(φ, χ) = 0, ∀φ, ⇔ χ = 0. (2.75)
If the restriction of this inner product to Im Ω is non-degenerate as well, then
(Ωφ,Ωχ) = 0, ∀φ, ⇔ Ωχ = 0. (2.76)
As there are no non-trivial zero-norm states w.r.t. this inner product, the BRST
operator can not be self-adjoint; its adjoint, denoted by ∗Ω then defines a second
nilpotent operator:
(Ωφ, χ) = (φ, ∗Ωχ) ⇒ (Ω2φ, χ) = (φ, ∗Ω2χ) = 0, ∀φ. (2.77)
The non-degeneracy of the inner product implies that ∗Ω2 = 0. The adjoint ∗Ω
is called the co-BRST operator. Note, that from eq.(2.76) one infers
(φ, ∗ΩΩχ) = 0, ∀φ, ⇔ ∗ΩΩχ = 0 ⇔ Ωχ = 0. (2.78)
extH harm
H = Ker ∆
Ker Ω Im Ω*
Im Ω Ker * Ω 
Fig. 1: Decomposition of the extended Hilbert space
It follows immediately, that any BRST-closed vector Ωψ = 0 is determined
uniquely by requiring it to be co-closed as well. Indeed, let ∗Ωψ = 0; then
∗Ω(ψ + Ωχ) = 0 ⇔ ∗ΩΩχ = 0 ⇔ Ωχ = 0. (2.79)
Thus, if we regard the BRST transformations as gauge transformations on states
in the extended Hilbert space generated by Ω, then ∗Ω represents a gauge-fixing
operator determining a single particular state out of the complete BRST orbit.
States which are both closed and co-closed are called (BRST) harmonic.
Denoting the subspace of harmonic states by Hharm, we can now prove the
following theorem: the extended Hilbert space Hext can be decomposed exactly
into three subspaces (Fig. 1):
Hext = Hharm + ImΩ + Im ∗Ω. (2.80)
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Equivalently, any vector in Hext can be decomposed as
ψ = ω + Ωχ + ∗Ωφ, where Ωω = ∗Ωω = 0. (2.81)
We sketch the proof. Denote the space of zero modes of the BRST operator (the
BRST-closed vectors) by Ker Ω, and the zero modes of the co-BRST operator
(co-closed vectors) by Ker ∗Ω. Then
ψ ∈ KerΩ ⇔ (Ωψ, φ) = 0, ∀φ, ⇔ (ψ, ∗Ωφ) = 0, ∀φ. (2.82)
ψ being orthogonal to all vectors in Im ∗Ω, it follows that
KerΩ = (Im ∗Ω)⊥ , (2.83)
the orthoplement of Im ∗Ω. Similarly we prove
Ker ∗Ω = (ImΩ)⊥ . (2.84)
Therefore any vector which is not in Im Ω and not in Im ∗Ω must belong to the
orthoplement of both, i.e. to Ker ∗Ω and Ker Ω simultaneously; such a vector is
therefore harmonic.
Now as the BRST-operator and the co-BRST operator are both nilpotent,
ImΩ ⊂ KerΩ = (Im ∗Ω)⊥ , Im ∗Ω ⊂ Ker ∗Ω = (ImΩ)⊥ . (2.85)
Therefore Im Ω and Im ∗Ω have no elements in common (recall that the null-
vector is not in the space of states). Obviously, they also have no elements in
common with their own orthoplements (because of the non-degeneracy of the
inner product), and in particular with Hharm, which is the set of common states
in both orthoplements. This proves the theorem.
We can define a BRST-laplacian ∆BRST as the semi positive definite self-
adjoint operator
∆BRST = (Ω +
∗Ω)2 = ∗ΩΩ + Ω ∗Ω, (2.86)
which commutes with both Ω and ∗Ω. Consider its zero-modes ω:
∆BRST ω = 0 ⇔ ∗ΩΩω + Ω ∗Ωω = 0. (2.87)
The left-hand side of the last expression is a sum of a vector in Im Ω and one in
Im ∗Ω; as these subspaces are orthogonal w.r.t. the non-degenerate inner product,
it follows that
∗ΩΩω = 0 ∧ Ω ∗Ωω = 0, (2.88)
separately. This in turn implies Ωω = 0 and ∗Ωω = 0, and ω must be a harmonic
state:
∆BRST ω = 0 ⇔ ω ∈ Hharm; (2.89)
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hence Ker ∆BRST = Hharm. The BRST-Hodge decomposition theorem can there-
fore be expressed as
Hext = Ker∆BRST + ImΩ+ Im∗Ω. (2.90)
The BRST-laplacian allows us to discuss the representation theory of BRST-
transformations. First of all, the BRST-laplacian commutes with the BRST- and
co-BRST operators Ω and ∗Ω:
[∆BRST ,Ω] = 0, [∆BRST ,
∗Ω] = 0. (2.91)
As a result, BRST-multiplets can be characterized by the eigenvalues of ∆BRST :
the action of Ω or ∗Ω does not change this eigenvalue. Basically we must then
distinguish between zero-modes and non-zero modes of the BRST-laplacian. The
zero-modes, the harmonic states, are BRST-singlets:
Ω|ω〉 = 0, ∗Ω|ω〉 = 0.
In contrast, the non-zero modes occur in pairs of BRST- and co-BRST-exact
states:
∆BRST |φ±〉 = λ2|φ±〉 ⇒ Ω|φ+〉 = λ |φ−〉, ∗Ω|φ−〉 = λ |φ+〉. (2.92)
Eq. (2.73) guarantees that |φ±〉 have zero (physical) norm; we can however rescale
these states such that
〈φ−|φ+〉 = 〈φ+|φ−〉 = 1. (2.93)
It follows, that the linear combinations
|χ±〉 = 1√
2
(|φ+〉 ± |φ−〉) (2.94)
define a pair of positive- or negative-norm states:
〈χ±|χ±〉 = ±1, 〈χ∓|χ±〉 = 0. (2.95)
They are eigenstates of the operator Ω + ∗Ω with eigenvalues (λ,−λ):
(Ω + ∗Ω)|χ±〉 = ±λ|χ±〉. (2.96)
As physical states must have positive norm, all BRST-doublets must be unphys-
ical, and only BRST-singlets (harmonic) states can represent physical states.
Conversely, if all harmonic states are to be physical, only the components of the
BRST-doublets are allowed to have non-positive norm. Observe, however, that
this condition can be violated if the inner product ( , ) becomes degenerate on
the subspace Im Ω; in that case the harmonic gauge does not remove all freedom
to make BRST-transformations and zero-norm states can survive in the subspace
of harmonic states.
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2.6 BRST operator cohomology
The BRST construction replaces a complete set of constraints, imposed by the
generators of gauge transformations, by a single condition: BRST invariance.
However, the normalizable solutions of the BRST condition (2.65):
Ω|Ψ〉 = 0, 〈Ψ|Ψ〉 = 1,
are not unique: from any solution one can construct an infinite set of other
solutions
|Ψ′〉 = |Ψ〉+ Ω|χ〉, 〈Ψ′|Ψ′〉 = 1, (2.97)
provided the BRST operator is self-adjoint w.r.t. the physical inner product.
Under the conditions discussed in sect. 2.5 the normalizable part of the state
vector is unique, hence the transformed state is not physically different from the
original one, a nd we actually identify a single physical state with the complete
class of solutions (2.97). As observed before, in this respect the quantum theory
in the extended Hilbert space behaves much like an abelian gauge theory, with
the BRST transformations acting as gauge transformations.
Keeping this in mind, it is clearly necessary that the action of dynamical
observables of the theory on physical states is invariant under BRST transforma-
tions: an observable O maps physical states to physical states; therefore if |Ψ〉 is
a physical state, then
ΩO|Ψ〉 = [Ω,O] |Ψ〉 = 0. (2.98)
Again, the solution of this condition for any given observable is not unique: for
an observable with ghost number Ng = 0, and any operator Φ with ghost number
Ng = −1,
O′ = O + [Ω,Φ]+ (2.99)
also satisfies condition (2.98). The proof follows directly from the Jacobi identity:
[
Ω, [Ω,Φ]+
]
=
[
Ω2,Φ
]
= 0. (2.100)
This holds in particular for the hamiltonian; indeed, the time-evolution of states
in the unphysical sector (the gauge and ghost fields) is not determined a priori,
and can be chosen by an appropriate BRST extension of the hamiltonian:
Hext = Hphys + [Ω,Φ]+ . (2.101)
Here Hphys is the hamiltonian of the physical degrees of freedom. The BRST-
exact extension [Ω,Φ]+ acts only on the unphysical sector, and can be used to
define the dynamics of the gauge- and ghost degrees of freedom.
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2.7 Lie-algebra cohomology
We illustrate the BRST construction with a simple example: a system of con-
straints defining an ordinary n-dimensional compact Lie-algebra [25]. The Lie
algebra is taken to be a direct sum of semi-simple and abelian u(1) algebras, of
the form
[Ga, Gb] = if
c
ab Gc, (a, b, c) = 1, ..., n, (2.102)
where the generators Ga are hermitean, and the f
c
ab = −f cba are real structure
constants. We assume the generators normalized such that the Killing metric is
unity:
− 1
2
f dac f
c
bd = δab. (2.103)
Then fabc = f
d
ab δdc is completely anti-symmetric. We introduce ghost operators
(ca, bb) with canonical anti-commutation relations (2.54):
[ca, bb]+ = δ
a
b ,
[
ca, cb
]
+
= [ba, bb]+ = 0.
This implies, that in the ‘co-ordinate representation’, in which the ghosts ca are
represented by Grassmann variables, the ba can be represented by a Grassmann
derivative:
ba =
∂
∂ca
. (2.104)
The nilpotent BRST operator takes the simple form
Ω = caGa − i
2
cacbf cab bc, Ω
2 = 0. (2.105)
We define a ghost-extended state space with elements
ψ[c] =
n∑
k=0
1
k!
ca1 ...cak ψ(k)a1...ak. (2.106)
The coefficients ψ(k)a1..ak of ghost number k carry completely anti-symmetric prod-
uct representations of the Lie algebra.
On the state space we introduce an indefinite inner product, with respect to
which the ghosts ca and ba are self-adjoint; this is realized by the Berezin integral
over the ghost variables
〈φ, ψ〉 =
∫
[dcn...dc1]φ† ψ =
1
n!
εa1...an
n∑
k=0
(
n
k
)
φ(n−k)∗an−k...a1 ψ
(k)
an−k+1...an
. (2.107)
In components, the action of the ghosts is given by
(caψ)(k)a1...ak = δ
a
a1
ψ(k−1)a2a3...ak − δaa2ψ(k−1)a1a3...ak + ...+ (−1)k−1δaakψ(k−1)a1a2...ak−1, (2.108)
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and similarly
(baψ)
(k)
a1...ak
=
(
∂ψ
∂ca
)(k)
a1...ak
= ψ(k+1)aa1...ak . (2.109)
It is now easy to check, that the ghost operators are self-adjoint w.r.t. the inner
product (2.107):
〈φ, caψ〉 = 〈caφ, ψ〉, 〈φ, baψ〉 = 〈baφ, ψ〉. (2.110)
It follows directly, that the BRST operator (2.105) is self-adjoint as well:
〈φ,Ωψ〉 = 〈Ωφ, ψ〉. (2.111)
Now we can introduce a second inner product, which is positive definite and
therefore manifestly non-degenerate:
(φ, ψ) =
n∑
k=0
1
k!
(
φ(k)∗
)a1...ak
ψ(k)a1...ak . (2.112)
It is related to the first indefinite inner product by Hodge duality: define the
Hodge ∗-operator by
∗ψ(k) a1...ak =
1
(n− k)! ε
a1...akak+1...an ψ(n−k)ak+1...an. (2.113)
Furthermore, define the ghost permutation operator P as the operator which
reverses the order of the ghosts in ψ[c]; equivalently:
(Pψ)(k)a1...ak = ψ(k)ak ...a1. (2.114)
Then the two inner products are related by
(φ, ψ) = 〈P ∗φ, ψ〉. (2.115)
An important property of the non-degenerate inner product is, that the ghosts
ca and ba are adjoint to one another:
(φ, caψ) = (baφ, ψ). (2.116)
Then the adjoint of the BRST operator is given by the co-BRST operator
∗Ω = baG
a − i
2
cc fabc babb. (2.117)
Here raising and lowering indices on the generators and structure constants is
done with the help of the Killing metric (δab in our normalization). It is easy to
check, that ∗Ω2 = 0, as expected.
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The harmonic states are both BRST- and co-BRST-closed: Ωψ = ∗Ωψ = 0.
They are zero-modes of the BRST-laplacian:
∆BRST =
∗ΩΩ + Ω∗Ω = (∗Ω+ Ω)2 , (2.118)
as follows from the observation that
(ψ,∆BRST ψ) = (Ωψ,Ωψ) + (
∗Ωψ, ∗Ωψ) = 0 ⇔ Ωψ = ∗Ωψ = 0. (2.119)
For the case at hand, these conditions become
Gaψ = 0, Σaψ = 0, (2.120)
where Σa is defined as
Σa = Σ
†
a = −if cab c bbc. (2.121)
From the Jacobi identity it is quite easy to verify that Σa defines a representation
of the Lie-algebra:
[Σa,Σb] = if
c
ab Σc, [Ga,Σb] = 0. (2.122)
The conditions (2.120) are proven as follows. Substitute the explicit expressions
for Ω and ∗Ω into eq.(2.118) for ∆BRST . After some algebra one then finds
∆BRST = G
2 +G · Σ+ 1
2
Σ2 =
1
2
G2 +
1
2
(G+ Σ)2. (2.123)
This being a sum of squares, any zero mode must satisfy (2.120). Q.E.D.
Looking for solutions, we observe that in components the second condition
reads
(Σaψ)
(k)
a1...ak
= −if ba[a1ψ(k)a2...ak]b = 0. (2.124)
It acts trivially on states of ghost number k = 0; hence bona fide solutions are
the gauge-invariant states of zero ghost number:
ψ = ψ(0), Gaψ
(0) = 0. (2.125)
However, other solutions with non-zero ghost number exist. A general solution
is for example
ψ =
1
3!
fabc c
acbcc χ, Gaχ = 0. (2.126)
The 3-ghost state ψ
(3)
abc = fabcχ indeed satisfies (2.124) as a result of the Jacobi
identity. The states χ are obviously in one-to-one correspondence with the states
ψ(0). Hence in general there exist several copies of the space of physical states in
the BRST cohomology, at different ghost number. We infer, that in addition to
requiring physical states to belong to the BRST cohomology, it is also necessary
to fix the ghost number for the definition of physical states to be unique.
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Chapter 3
Action formalism
The canonical construction of the BRST cohomology we have described, can be
given a basis in the action formulation, either in lagrangean or hamiltonian form.
The latter one relates most directly to the canonical bracket formulation. It is
then straightforward to switch to a gauge-fixed lagrangean formulation. Once
we have the lagrangean formulation, a covariant approach to gauge-fixing and
quantization can be developed. In this chapter these constructions are presented,
and the relations between various formulations are discussed.
3.1 BRST invariance from Hamilton’s principle
We have observed in section 2.6, that the effective hamiltonian in the ghost-
extended phase space is defined only modulo BRST-exact terms:
Heff = Hc + i {Ω,Ψ} = Hc − iδΩΨ, (3.1)
where Ψ is a function of the phase space variables with ghost numberNg(Ψ) = −1.
Moreover, the ghosts (c, b) are canonically conjugate:
{cα, bβ} = −iδαβ .
Thus we are lead to construct a pseudo-classical action of the form
Seff =
∫
dt
(
piq˙
i + ibαc˙
α −Heff
)
. (3.2)
That this is indeed the correct action for our purposes follows from the ghost
equations of motion obtained from this action, reading
c˙α = −i ∂Heff
∂bα
. b˙α = −i ∂Heff
∂cα
. (3.3)
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These equations are in full agreement with the definition of the extended Poisson
brackets (2.23):
c˙α = −{Heff , cα} , b˙α = −{Heff , bα} . (3.4)
As Hc is BRST invariant, Heff is BRST-invariant as well: the BRST variations
are nilpotent and therefore δ2ΩΦ = 0. It is then easy to show, that the action
Seff is BRST-symmetric, and the conserved Noether charge is the BRST charge
as defined previously:
δΩSeff =
∫
dt
[(
δΩpiq˙
i − δΩqip˙i + iδΩbαc˙α + iδΩcαb˙α − δΩHeff
)
+
d
dt
(piδΩq
i − ibαδΩcα)]
=
∫
dt
d
dt
(
piδΩq
i − ibαδΩcα − Ω
)
.
(3.5)
To obtain the last equality we have used eqs.(2.35) and (2.36), which can be
summarized
δΩq
i =
∂Ω
∂pi
, δΩpi = −∂Ω
∂qi
,
δΩc
α = i
∂Ω
∂bα
, δΩbα = i
∂Ω
∂cα
.
The action is therefore invariant up to a total time-derivative, and by comparison
with eq.(1.59) we conclude, that Ω is the conserved Noether charge.
3.2 Examples
1. The relativistic particle. A simple example of the procedure presented above
is the relativistic particle [26]. The canonical hamiltonian H0 is constrained to
vanish itself. As a result, the effective hamiltonian is a pure BRST term:
Heff = i {Ω,Ψ} . (3.6)
A simple choice for the gauge fermion is Ψ = b, which has the correct ghost
number Ng = −1. With this choice, and the BRST generator Ω of eq.(2.44), the
effective hamiltonian is
Heff = i
{
c
2m
(p2 +m2), b
}
=
1
2m
(
p2 +m2
)
. (3.7)
Then the effective action becomes
Seff =
∫
dτ
(
p · x˙+ ibc˙− 1
2m
(p2 +m2)
)
. (3.8)
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This action is invariant under the BRST transformations (2.45) :
δΩx
µ = {xµ,Ω} = cp
µ
m
, δΩpµ = {pµ,Ω} = 0,
δΩc = −{c,Ω} = 0, δΩb = −{b,Ω} = i
2m
(p2 +m2),
up to a total proper-time derivative:
δΩSeff =
∫
dτ
d
dτ
[
c
(
p2 −m2
2m
)]
. (3.9)
Implementing the Noether construction, the conserved charge resulting from the
BRST transformations is
Ω = p · δΩx+ ib δΩc− c
2m
(p2 −m2) = c
2m
(p2 +m2). (3.10)
Thus we have reobtained the BRST charge from the action (3.8) and the transfor-
mations (2.45), confirming that together with the BRST-cohomology principle,
they correctly describe the dynamics of the relativistic particle.
From the hamiltonian formulation (3.8) it is straightforward to construct a la-
grangean one by using the hamilton equation pµ = mx˙µ to eliminate the momenta
as independent variables; the result is
Seff ≃
∫
dτ
(
m
2
(x˙2 − 1) + ibc˙
)
. (3.11)
2. Maxwell-Yang-Mills theory. The BRST generator of the Maxwell-Yang-Mills
theory in the temporal gauge has been given in (2.48):
Ω =
∫
d3x
(
caGa − ig
2
f cab c
acbbc
)
,
with Ga = ( ~D · ~E)a. The BRST-invariant effective hamiltonian takes the form
Heff =
1
2
(
~E2a + ~B
2
a
)
+ i {Ω,Ψ} . (3.12)
A simple choice of the gauge fermion: Ψ = λaba, with λa some constants, then
gives a effective action
Seff =
∫
d4x

−~E · ∂ ~A
∂t
+ ibac˙
a − 1
2
(
~E2a +
~B2a
)
− λa( ~D · ~E)a + igλaf cab cbbc

 .
(3.13)
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The choice λa = 0 would in effect turn the ghosts into free fields. However,
if we eliminate the electric fields ~Ea as independend degrees of freedom by the
substitution Eai = F
a
i0 = ∂iA
a
0 − ∂0Aai − gf abc AbiAc0, and recalling the classical
hamiltonian (1.127), we observe that we might actually interpret λa as a constant
scalar potential Aa0 = λ
a, in a BRST-extended relativistic action
Seff =
∫
d4x
[
−1
4
(F aµν)
2 + iba(D0c)
a
]
Aa
0
=λa
, (3.14)
where (D0c)
a = ∂0c
a − gf abc Ab0cc. The action is invariant under the classical
BRST transformations (2.49):
δΩ ~A
a = ( ~Dc)a, δΩ ~Ea = gf
c
ab c
b ~Ec,
δΩc
a =
g
2
f abc c
bcc, δΩba = i Ga + gf
c
ab c
b bc,
with the above BRST generator (2.48) as the conserved Noether charge. All of
the above applies to Maxwell electrodynamics as well, except that in an abelian
theory there is only a single vector field, and all structure constants vanish:
f cab = 0.
3.3 Lagrangean BRST formalism
From the hamiltonian formulation of BRST-invariant dynamical systems it is
straightforward to develop an equivalent lagrangean formalism, by eliminating
the momenta pi as independent degrees of freedom. This proceeds as usual by
solving Hamilton’s equation
q˙i =
∂H
∂pi
,
for the momenta in terms of the velocities, and performing the inverse Legendre
transformation. We have already seen how this works for the examples of the
relativistic particle and the Maxwell-Yang-Mills theory. As the lagrangean is
a scalar function under space-time transformations, it is better suited for the
development of a manifestly covariant formulation of gauge-fixed BRST-extended
dynamics of theories with local symmetries, including Maxwell-Yang-Mills theory
and the relativistic particle as well as string theory and general relativity.
The procedure follows quite naturally the steps outlined in the previous sec-
tions (3.1 and 3.2):
a. Start from a gauge-invariant lagrangean L0(q, q˙).
b. For each gauge degree of freedom (each gauge parameter), introduce a ghost
variable ca; by definition these ghost variables carry ghost number Ng[c
a] = +1.
Construct BRST transformations δΩX for the extended configuration-space vari-
ables X = (qi, ca), satisfying the requirement that they leave L0 invariant (pos-
sibly modulo a total derivative), and are nilpotent: δ2ΩX = 0.
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c. Add a trivially BRST-invariant set of terms to the action, of the form δΩΨ for
some anti-commuting function Ψ (the gauge fermion).
The last step is to result in an effective lagrangean Leff with net ghost num-
ber Ng[Leff ] = 0. To achieve this, the gauge fermion must have ghost number
Ng[Ψ] = −1. However, so far we only have introduced dynamical variables with
non-negative ghost number: Ng[q
i, ca] = (0,+1). To solve this problem we in-
troduce anti-commuting anti-ghosts ba, with ghost number Ng[ba] = −1. The
BRST-transforms of these variables must then be commuting objects αa, with
ghost number Ng[α] = 0. In order for the BRST-transformations to be nilpotent,
we require
δΩ ba = iαa, δΩ αa = 0, (3.15)
which indeed trivially satisfy δ2Ω = 0. The examples of the previous section
illustrate this procedure.
1. Relativistic particle. The starting point for the description of the relativistic
particle was the reparametrization-invariant action (1.8). We identify the inte-
grand as the lagrangean L0. Next we introduce the Grassmann-odd ghost variable
c(λ), and define the BRST transformations
δΩ x
µ = c
dxµ
dλ
, δΩ e =
d(ce)
dλ
, δΩ c = c
dc
dλ
. (3.16)
As c2 = 0, these transformations are nilpotent indeed. In addition, introduce the
anti-ghost representation (b, α) with the transformation rules (3.15). We can now
construct a gauge fermion. We make the choice
Ψ(b, e) = b(e− 1) ⇒ δΩΨ = iα(e− 1)− b d(ce)
dλ
. (3.17)
As a result, the effective lagrangean (in natural units) becomes
Leff = L0 − iδΩΨ = m
2e
dxµ
dλ
dxµ
dλ
− em
2
+ α(e− 1) + ib d(ce)
dλ
. (3.18)
Observing that the variable α plays the role of a lagrange multiplier, fixing the
einbein to its canonical value e = 1 such that dλ = dτ , this lagrangean is seen to
reproduce the action (3.11):
Seff =
∫
dτLeff ≃
∫
dτ
(
m
2
(x˙2 − 1) + ib c˙
)
.
2. Maxwell-Yang-Mills theory. The covariant classical action of the Maxwell-
Yang-Mills theory was presented in eq.(1.121):
S0 = −1
4
∫
d4x
(
F aµν
)2
.
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Introducing the ghost fields ca, we can define nilpotent BRST transformations
δΩA
a
µ = (Dµc)
a , δΩ c
a =
g
2
f abc c
bcc. (3.19)
Next we add the anti-ghost BRST multiplets (ba, αa), with the transformation
rules (3.15). Choose the gauge fermion
Ψ(Aa0, ba) = ba(A
a
0 − λa) ⇒ δΩΨ = iαa(Aa0 − λa)− ba(D0c)a, (3.20)
where λa are some constants (possibly zero). Adding this to the classical action
gives
Seff =
∫
d4x
[
−1
4
(F aµν)
2 + αa(A
a
0 − λa) + iba(D0c)a
]
. (3.21)
Again, the fields αa act as lagrange multipliers, fixing the electric potentials to
the constant values λa. After substitution of these values, the action reduces to
the form (3.14).
We have thus demonstrated that the lagrangean and canonical procedures lead
to equivalent results; however, we stress that in both cases the procedure involves
the choice of a gauge fermion Ψ, restricted by the requirement that it has ghost
number Ng[Ψ] = −1.
The advantage of the lagrangean formalism is, that it is easier to formulate
the theory with different choices of the gauge fermion. In particular, it is pos-
sible to make choices of gauge which manifestly respect the Lorentz-invariance
of Minkoswki space. This is not an issue for the study of the relativistic parti-
cle, but it is an issue in the case of Maxwell-Yang-Mills theory, which we have
constructed so far only in the temporal gauge Aa0 = constant.
We now show how to construct a covariant gauge-fixed and BRST-invariant
effective lagrangean for Maxwell-Yang-Mills theory, using the same procedure. In
stead of (3.20), we choose the gauge fermion
Ψ = ba
(
∂ · Aa − λ
2
αa
)
⇒ δΩΨ = iαa ∂ · Aa − iλ
2
α2a − ba ∂ · (Dc)a. (3.22)
Here the parameter λ is a arbitrary real number, which can be used to obtain a
convenient form of the propagator in perturbation theory. The effective action
obtained with this choice of gauge-fixing fermion is, after a partial integration:
Seff =
∫
d4x
[
−1
4
(F aµν)
2 + αa ∂ · Aa − λ
2
α2a − i∂ba · (Dc)a
]
. (3.23)
As we have introduced quadratic terms in the bosonic variables αa, they now be-
have more like auxiliary fields, rather than lagrange multipliers. Their variational
equations lead to the result
αa =
1
λ
∂ · Aa. (3.24)
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Eliminating the auxiliary fields by this equation, the effective action becomes
Seff =
∫
d4x
[
−1
4
(F aµν)
2 +
1
2λ
(∂ ·Aa)2 − i∂ba · (Dc)a
]
. (3.25)
This is the standard form of the Yang-Mills action used in covariant perturbation
theory. Observe, that the elimination of the auxiliary field αa also changes the
BRST-transformation of the anti-ghost ba to:
δΩ b
a =
i
λ
∂ · Aa ⇒ δ2Ω ba =
i
λ
∂ · (Dc)a ≃ 0. (3.26)
The transformation is now nilpotent only after using the ghost field equation.
The BRST-Noether charge can be computed from the action (3.25) by the
standard procedure, and leads to the expression
Ω =
∫
d3x
(
πµa (Dµc)
a − ig
2
f cab c
acbγc
)
, (3.27)
where πµa is the canonical momentum of the vector potential A
a
µ, and (β
a, γa)
denote the canonical momenta of the ghost fields (ba, c
a):
πia =
∂Leff
∂A˙ai
= −F 0ia = −Eia, π0a =
∂Leff
∂A˙a0
= −1
λ
∂ · Aa,
βa = i
∂Leff
∂b˙a
= −(D0c)a, γa = i∂Leff
∂c˙a
= ∂0ba.
(3.28)
Each ghost field (ba, c
a) now has its own conjugate momentum, because the ghost
terms in the action (3.25) are quadratic in derivatives, rather than linear as before.
Note also, that a factor i has been absorbed in the ghost momenta to make them
real; this leads to the standard Poisson brackets
{ca(~x; t), γb(~y; t)} = −iδab δ3(~x− ~y),
{
ba(~x; t), β
b(~y; t)
}
= −iδbaδ3(~x− ~y).
(3.29)
As our calculation shows, all explicit dependence on (ba, β
a) has dropped out of
the expression (3.27) for the BRST charge.
The parameter λ is still a free parameter, and in actual calculations it is
often useful to check partial gauge-independence of physical results, like cross
sections, by establishing that they do not depend on this parameter. What
needs to be shown more generally is, that physical results do not depend on the
choice of gauge fermion. This follows formally from the BRST cohomology being
independent of the choice of gauge fermion. Indeed, from the expression (3.27)
for Ω we observe that it is of the same form as the one we have used previously
in the temporal gauge, even though now π0a no longer vanishes identically. In the
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quantum theory this implies, that the BRST-cohomology classes at ghost number
zero correspond to gauge-invariant states, in which
(
~D · ~E
)a
= 0, ∂ ·Aa = 0. (3.30)
The second equation implies, that the time-evolution of the 0-component of the
vector potential is fixed completely by the initial conditions and the evolution of
the spatial components ~Aa. In particular, Aa0 = λ
a = constant is a consistent
solution if by a gauge transformation we take the spatial components to satisfy
~∇ · ~Aa = 0.
In actual computations, especially in perturbation theory, the matter is more
subtle however: the theory needs to be renormalized, and this implies that the
action and BRST-transformation rules have to be adjusted to the introduction
of counter terms. To prove the gauge independence of the renormalized theory it
must be shown, that the renormalized action still possesses a BRST-invariance,
and the cohomology classes at ghost-number zero satisfy the renormalized condi-
tions (3.30). In four-dimensional space-time this can indeed be done for the pure
Maxwell-Yang-Mills theory, as there exists a manifestly BRST-invariant regular-
ization scheme (dimensional regularization) in which the theory defined by the
action (3.25) is renormalizable by power counting. The result can be extended
to gauge theories interacting with scalars and spin-1/2 fermions, except for the
case in which the Yang-Mills fields interact with chiral fermions in anomalous
representations of the gauge group.
3.4 The master equation
Consider a BRST-invariant action Seff [Φ
A] = S0 +
∫
dt (iδΩΨ), where the vari-
ables ΦA = (qi, ca, ba, αa) parametrize the extended configuration space of the
system, and Ψ is the gauge fermion, which is Grassmann-odd and has ghost
number Ng[Ψ] = −1. Now by construction
δΩΨ = δΩΦ
A ∂Ψ
∂ΦA
, (3.31)
and therefore we can write the effective action also as
Seff [Φ
A] = S0 + i
∫
dt
[
δΩΦ
A Φ∗A
]
Φ∗
A
= ∂Ψ
∂ΦA
. (3.32)
This way of writing considers the action as a functional on a doubled configuration
space, parametrized by variables (ΦA,Φ∗A), the first set Φ
A being called the fields,
and the second set Φ∗A called the anti-fields. In the generalized action
S∗[ΦA,Φ∗A] = S0 + i
∫
dt δΩΦ
A Φ∗A, (3.33)
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the anti-fields play the role of sources for the BRST-variations of the fields ΦA; the
effective action Seff is the restriction to the hypersurface Σ[Ψ] : Φ
∗
A = ∂Ψ/∂Φ
A.
We observe, that by construction the antifields have Grassmann parity opposite
to that of the corresponding fields, and ghost number Ng[Φ
∗
A] = −(Ng[ΦA] + 1).
In the doubled configuration space the BRST variations of the fields can be
written as
iδΩΦ
A = (−1)A δS
∗
δΦ∗A
, (3.34)
where (−1)A is the Grassmann parity of the field ΦA, whilst −(−1)A = (−1)A+1
is the Grassmann parity of the anti-field Φ∗A. We now define the anti-bracket of
two functionals F (ΦA,Φ∗A) and G(Φ
A,Φ∗A) on the large configuration space by
(F,G) = (−1)F+G+FG (G,F ) = (−1)A(F+1)
(
δF
δΦA
δG
δΦ∗A
+ (−1)F δF
δΦ∗A
δG
δΦA
)
.
(3.35)
These brackets are symmetric in F and G if both are Grassmann-even (bosonic),
and anti-symmetric in all other cases. Sometimes one introduces the notion of
right derivative:
F
←
δ
δΦA
≡ (−1)A(F+1) δF
δΦA
. (3.36)
Then the anti-brackets take the simple form
(F,G) =
F
←
δ
δΦA
→
δ G
δΦ∗A
− F
←
δ
δΦ∗A
→
δ G
δΦA
, (3.37)
where the derivatives with a right arrow denote the standard left derivatives. In
terms of the anti-brackets, the BRST transformations (3.34) can be written in
the form
iδΩΦ
A = (S∗,ΦA). (3.38)
In analogy, we can define
iδΩΦ
∗
A = (S
∗,Φ∗A) = (−1)A
δS∗
δΦA
. (3.39)
Then the BRST transformation of any functional Y (ΦA,Φ∗A) is given by
iδΩY = (S
∗, Y ). (3.40)
In particular, the BRST-invariance of the action S∗ can be expressed as
(S∗, S∗) = 0. (3.41)
This equation is known as the master equation. The formalism presented here
was initiated in the work by Zinn-Justin [27] and Batalin and Vilkovisky [28].
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Next we observe, that on the physical hypersurface Σ[Ψ] the BRST trans-
formations of the antifields are given by the classical field equations; indeed,
introducing an anti-commuting parameter µ for infinitesimal BRST transforma-
tions
iµ δΩΦ
∗
A =
δS∗
δΦA
µ
Σ[Ψ]−→ δSeff
δΦA
µ ≃ 0, (3.42)
where the last equality holds only for solutions of the classical field equations.
Because of this result, it is customary to redefine the BRST transformations of
the antifields such that they vanish:
δΩΦ
∗
A = 0, (3.43)
instead of (3.39). As the BRST transformations are nilpotent, this is consistent
with the identification Φ∗A = ∂Ψ/∂Φ
A in the action; indeed, it now follows that
δΩ
(
δΩΦ
A Φ∗A
)
= 0, (3.44)
which holds before the identification as a result of (3.43), and after the identifica-
tion because it reduces to δ2ΩΨ = 0. Note, that the condition for BRST invariance
of the action now becomes
iδΩS
∗ =
1
2
(S∗, S∗) = 0, (3.45)
which still implies the master equation (3.41).
3.5 Path-integral quantization
The construction of BRST-invariant actions Seff = S
∗[Φ∗A = ∂Ψ/∂Φ
A] and the
anti-bracket formalism is especially useful in the context of path-integral quanti-
zation. The path integral provides a representation of the matrix elements of the
evolution operator in the configuration space:
〈qf , T/2|e−iTH|qi,−T/2〉 =
∫ qf
qi
Dq(t) e
i
∫ T/2
−T/2
L(q,q˙)dt
. (3.46)
In field theory one usually considers the vacuum-to-vacuum amplitude in the
presence of sources, which is a generating functional for time-ordered vacuum
Green’s functions:
Z[J ] =
∫
DΦ eiS[Φ]+i
∫
JΦ, (3.47)
such that
〈0|T (Φ1...Φk)|0〉 = δ
kZ[J ]
δJ1...δJk
∣∣∣∣∣
J=0
. (3.48)
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The corresponding generating functional W [J ] for the connected Green’s func-
tions is related to Z[J ] by
Z[J ] = eiW [J ]. (3.49)
For theories with gauge invariances, the evolution operator is constructed from
the BRST-invariant hamiltonian; then the action to be used is the in the path
integral (3.47) is the BRST invariant action:
Z[J ] = eiW [J ] =
∫
DΦA ei S
∗[ΦA,Φ∗A]+i
∫
JAΦ
A
∣∣∣
Φ∗A=∂Ψ/∂Φ
A
, (3.50)
where the sources JA for the fields are supposed to be BRST invariant themselves.
For the complete generating functional to be BRST invariant, it is not sufficient
that only the action S∗ is BRST invariant, as guaranteed by the master equation
(3.41): the functional integration measure must be BRST invariant as well. Under
an infinitesimal BRST transformation µδΩΦ
A the measure changes by a graded
jacobian (superdeterminant) [18, 19]
J = SDet
(
δAB + µ(−1)B
δ(δΩΦ
A)
δΦB
)
≈ 1 + µTrδ(δΩΦ
A)
δΦB
. (3.51)
We now define
δ(iδΩΦ
A)
δΦA
= (−1)A δ
2S∗
δΦAδΦ∗A
≡ ∆¯S∗. (3.52)
The operator ∆¯ defined by
∆¯ = (−1)A δ
2
δΦAδΦ∗A
. (3.53)
is a laplacian on the field/anti-field configuration space, with the property ∆¯2 = 0.
The condition of invariance of the measure requires the BRST jacobian (3.51) to
be unity:
J = 1− iµ ∆¯S∗ = 1, (3.54)
which reduces to the vanishing of the laplacian of S∗:
∆¯S∗ = 0. (3.55)
The two conditions (3.41) and (3.55) imply the BRST invariance of the path
integral (3.50). Actually, a somewhat more general situation is possible, in which
neither the action nor the functional measure are invariant independently, only
the combined functional integral. Let the action generating the BRST transfor-
mations be denoted by W ∗[ΦA,Φ∗A]:
iδΩΦ
A = (W ∗,ΦA), iδΩΦ
∗
A = 0. (3.56)
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As a result the graded jacobian for a transformation with parameter µ is
SDet
(
δAB + µ(−1)B
δ(δΩΦ
A)
δΦB
)
≈ 1− iµ ∆¯W ∗. (3.57)
Then the functional W ∗ itself needs to satisfy the generalized master equation
1
2
(W ∗,W ∗) = i∆¯W ∗, (3.58)
for the path-integral to be BRST invariant. This equation can be neatly summa-
rized in the form
∆¯ eiW
∗
= 0. (3.59)
Solutions of this equation restricted to the hypersurface Φ∗A = ∂Ψ/∂Φ
A are ac-
ceptable actions for the construction of BRST-invariant path integrals.
A geometrical interpretation of the field/anti-field construction and the master
equation has been discussed in refs.[29, 30, 31].
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Chapter 4
Applications of BRST methods
In the final chapter of these lecture notes, we turn to some application of BRST-
methods other than the perturbative quantization of gauge theories. We deal
with two topics; the first is the construction of BRST field theories, presented
in the context of the scalar point particle. This is the simplest case [33, 34]; for
more complicated ones, like the superparticle [35, 36] or the string [35, 37, 32],
we refer to the literature.
The second application concerns the classification of anomalies in gauge the-
ories of the Yang-Mills type. Much progress has been made in this field in recent
years [40], of which a summary is presented here.
4.1 BRST Field theory
The examples of the relativistic particle and string show, that in theories with
local reparametrization invariance the hamiltonian is one of the generators of
gauge symmetries, and as such is constrained to vanish. The same phenomenon
also occurs in general relativity, leading to the well-known Wheeler-deWitt equa-
tion. In such case the full dynamics of the system is actually contained in the
BRST cohomology. This opens up the possibility for constructing quantum field
theories for particles [32, 33, 34], or strings [32, 35, 37], in a BRST formulation, in
which the usual BRST operator becomes the kinetic operator for the fields. This
formulation has some formal similarities with the Dirac equation for spin-1/2
fields.
As our starting point we consider the BRST-operator for the relativistic quan-
tum scalar particle, which for free particles, after some rescaling, reads
Ω = c(p2 +m2), Ω2 = 0. (4.1)
It acts on fields Ψ(x, c) = ψ0(x) + cψ1(x), with the result
ΩΨ(x, c) = c(p2 +m2)ψ0(x). (4.2)
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As in the case of Lie-algebra cohomology (2.112), we introduce the non-degenerate
(positive definite) inner product
(Φ,Ψ) =
∫
ddx (φ∗0ψ0 + φ
∗
1ψ1) . (4.3)
With respect to this inner product the ghosts (b, c) are mutually adjoint:
(Φ, cΨ) = (bΦ,Ψ) ↔ b = c†. (4.4)
Then the BRST operator Ω is not self-adjoint, but rather
Ω† = b(p2 +m2), Ω† 2 = 0. (4.5)
Quite generally, we can construct actions for quantum scalar fields coupled to
external sources J of the form
SG[J ] =
1
2
(Ψ, GΩΨ)− (Ψ, J) , (4.6)
where the operator G is chosen such that
GΩ = (GΩ)† = Ω†G†. (4.7)
This guarantees that the action is real. From the action we then derive the field
equation
GΩΨ = Ω†G†Ψ = J. (4.8)
Its consistency requires the co-BRST invariance of the source:
Ω†J = 0. (4.9)
This reflects the invariance of the action and the field equation under BRST
transformations
Ψ→ Ψ′ = Ψ+ Ωχ. (4.10)
In order to solve the field equation we therefore have to impose a gauge condition,
selecting a particular element of the equivalence class of solutions (4.10).
A particularly convenient condition is
ΩG†Ψ = 0. (4.11)
In this gauge, the field equation can be rewritten in the form
∆G†Ψ =
(
Ω†Ω+ ΩΩ†
)
G†Ψ = Ω J. (4.12)
Here ∆ is the BRST laplacean, which can be inverted using a standard analytic
continuation in the complex plane, to give
G†Ψ =
1
∆
Ω J. (4.13)
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We interpret the operator ∆−1Ω on the right-hand side as the (tree-level) prop-
agator of the field.
We now implement the general scheme (4.6)-(4.13) by choosing the inner
product (4.3), and G = b. Then
GΩ = bc(p2 +m2) = Ω†G†, (4.14)
and therefore
1
2
(Ψ, GΩΨ) =
1
2
∫
ddxψ∗0(p
2 +m2)ψ0, (4.15)
which is the standard action for a free scalar field1.
The laplacean for the BRST operators (4.2), (4.5) is
∆ = ΩΩ† + Ω†Ω = (p2 +m2)2, (4.16)
which is manifestly non-negative, but might give rise to propagators with double
poles, or negative residues, indicating the appearance of ghost states. However,
in the expression (4.13) for the propagator, one of the poles is canceled by the
zero of the BRST operator; in the present context the equation reads
cψ0 =
1
(p2 +m2)2
c(p2 +m2) J0. (4.17)
This leads to the desired result
ψ0 =
1
p2 +m2
J0, (4.18)
and we recover the standard scalar field theory indeed. It is not very difficult to
extend the theory to particles in external gravitational or electromagnetic fields2,
or to spinning particles [33, 38].
However, a different and more difficult problem is the inclusion of self inter-
actions [33]. This question has been addressed mostly in the context of string
theory [32, 37]. As it is expected to depend on spin, no unique prescription has
been constructed for point particles to date.
4.2 Anomalies and BRST cohomology
In the preceding chapters we have seen how local gauge symmetries are encoded
in the BRST-transformations. First, the BRST-transformations of the classical
variables correspond to ghost-dependent gauge transformations. Second, the clo-
sure of the algebra of the gauge transformations (and the Poisson brackets or
1Of course, there is no loss of generality here if we restrict the coefficients ψa to be real.
2See the discussion in [34], which uses however a less elegant implementation of the action.
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commutators of the constraints), as well as the corresponding Jacobi-identities,
are part of the condition that the BRST transformations are nilpotent.
It is important to stress, as we observed earlier, that the closure of the classical
gauge algebra does not necessarily guarantee the closure of the gauge algebra in
the quantum theory, because it may be spoiled by anomalies. Equivalently, in the
presence of anomalies there is no nilpotent quantum BRST operator, and no local
action satisfying the master equation (3.59). A particular case in point is that
of a Yang-Mills field coupled to chiral fermions, as in the electro-weak standard
model. In the following we consider chiral gauge theories in some detail.
The action of chiral fermions coupled to an abelian or non-abelian gauge field
reads
SF [A] =
∫
d4x ψ¯LD/ψL. (4.19)
Here DµψL = ∂µψL− gAaµTaψL, with Ta the generators of the gauge group in the
representation according to which the spinors ψL transform. In the path-integral
formulation of quantum field theory the fermions make the following contribution
to the effective action for the gauge fields:
eiW [A] =
∫
Dψ¯LDψL e
iSF [A]. (4.20)
An infinitesimal local gauge transformation with parameter Λa changes the effec-
tive action W [A] by
δ(Λ)W [A] =
∫
d4x (DµΛ)
a δW [A]
δAaµ
= −
∫
d4xΛa
(
∂µ
δ
δAaµ
− gf cabAbµ
δ
δAcµ
)
W [A],
(4.21)
assuming boundary terms to vanish. By construction, the fermion action SF [A]
itself is gauge invariant, but this is generally not true for the fermionic functional
integration measure. If the measure is not invariant:
δ(Λ)W [A] = −
∫
d4xΛaΓa[A] 6= 0,
Γa[A] = DaW [A] ≡
(
∂µ
δ
δAaµ
− gf cabAbµ
δ
δAcµ
)
W [A].
(4.22)
Even though the action W [A] may not be invariant, its variation should still be
covariant and satisfy the condition
DaΓb[A]−DbΓa[A] = [Da,Db]W [A] = gf cabDcW [A] = gf cabΓc[A]. (4.23)
This consistency condition was first derived by Wess and Zumino [41], and its
solutions determine the functional form of the anomalous variation Γa[A] of the
effective action W [A]. It can be derived from the BRST cohomology of the gauge
theory [39, 44, 40].
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To make the connection, observe that the Wess-Zumino consistency condition
(4.23) can be rewritten after contraction with ghosts as follows:
0 =
∫
d4x cacb (DaΓb[A]−DbΓa[A]− gf cabΓc[A])
= 2
∫
d4x cacb
(
DaΓb − g
2
f cab Γc
)
= −2 δΩ
∫
d4xcaΓa,
(4.24)
provided we can ignore boundary terms. The integrand is a 4-form of ghost
number +1:
I14 = d
4x caΓa[A] =
1
4!
εµνκλ dx
µ ∧ dxν ∧ dxκ ∧ dxλ caΓa[A]. (4.25)
The Wess-Zumino consistency condition (4.24) then implies that non-trivial so-
lutions of this condition must be of the form
δΩI
1
4 = dI
2
3 , (4.26)
where I23 is a 3-form of ghost number +2, vanishing on any boundary of the
space-time M.
Now we make a very interesting and useful observation: the BRST construc-
tion can be mapped to a standard cohomology problem on a principle fibre bundle
with local structureM×G, whereM is the space-time and G is the gauge group
viewed as a manifold [42]. First note, that the gauge field is a function of both
the co-ordinates xµ on the space-time manifold M, and of the parameters Λa
on the group manifold G. We denote the combined set of these co-ordinates by
ξ = (x,Λ). To make the dependence on space-time and gauge group explicit, we
introduce the Lie-algebra valued 1-form
A(x) = dxµAaµ(x)Ta, (4.27)
with Ta a generator of the gauge group, and A
a
µ(x) the gauge field at the point x in
the space-time manifoldM. Starting from A, all gauge-equivalent configurations
are obtained by local gauge transformations, generated by group elements a(ξ)
according to
A(ξ) = −1
g
a−1(ξ) da(ξ) + a−1(ξ)A(x) a(ξ), A(x) = A(x, 0) (4.28)
where d is the ordinary differential operator on the space-time M:
da(x,Λ) = dxµ
∂a
∂xµ
(x,Λ). (4.29)
Furthermore, the parametrization of the group is chosen such that a(x, 0) = 1,
the identity element. Then, if a(ξ) is close to the identity:
a(ξ) = e gΛ(x)·T ≈ 1 + gΛa(x)Ta +O(g2Λ2), (4.30)
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and eq.(4.28) represents the infinitesimally transformed gauge field 1-form (1.124).
In the following we interpret A(ξ) as a particular 1-form living on the fibre bundle
with local structure M×G.
A general one-form N on the bundle can be decomposed as
N(ξ) = dξiNi = dx
µNµ + dΛ
aNa. (4.31)
Correspondingly, we introduce the differential operators
d = dxµ
∂
∂xµ
, s = dΛa
∂
∂Λa
, d = d+ s, (4.32)
with the properties
d2 = 0, s2 = 0, d2 = ds+ sd = 0. (4.33)
Next define the left-invariant 1-forms on the group C(ξ) by
C = a−1 sa, c(x) = C(x, 0). (4.34)
By construction, using sa−1 = −a−1sa a−1, these forms satisfy
sC = −C2. (4.35)
The action of of the group differential s on the one-form A is
sA = 1
g
DC =
1
g
(dC − g[A, C]+) . (4.36)
Finally, the field strength F(ξ) for the gauge field A is defined as the 2-form
F = dA− gA2 = a−1F a, F (x) = F(x, 0). (4.37)
The action of s on F is given by
sF = [F , C]. (4.38)
Clearly, the above system of equations are in one-to-one correspondence with
the BRST transformations of the Yang-Mills fields, described by the Lie-algebra
valued one-formA = dxµAaµTa, and the ghosts described by the Lie-algebra valued
grassmann variable c = caTa, upon the identification −gs|Λ=0 → δΩ:
−gsA|Λ=0 → δΩA = −dxµ (Dµc)aTa = −Dc,
−gsC|Λ=0 → δΩc = g
2
f cab c
acb Tc =
g
2
cacb [Ta, Tb] = gc
2.
−gsF|Λ=0 → δΩF = −g
2
dxµ ∧ dxνf cabF aµνcb Tc = −g[F, c],
(4.39)
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provided we take the BRST variational derivative δΩ and the ghosts c to anti-
commute with the differential operator d:
dδΩ + δΩd = 0, dc+ cd = dx
µ(∂µc). (4.40)
Returning to the Wess-Zumino consistency condition (4.26), we now see that it
can be restated as a cohomology problem on the principle fibre bundle on which
the 1-form A lives. This is achieved by mapping the 4-form of ghost number +1
to a particular 5-form on the bundle, which is a local 4-form onM and a 1-form
on G; similarly one maps the 3-form of ghost number +2 to another 5-form which
is a local 3-form on M and a 2-form on G:
I14 → ω14, I23 → ω23, (4.41)
where the two 5-forms must be related by
− gsω14 = dω23. (4.42)
We now show how to solve this equation as part of a whole chain of equations
known as the descent equations. The starting point is a set of invariant polyno-
mials known as the Chern characters of order n. They are constructed in terms
of the field-strength 2-form:
F = dA− gA2 = 1
2
dxµ ∧ dxνF aµν Ta, (4.43)
which satisfies the Bianchi identity
DF = dF − g [A,F ] = 0. (4.44)
The two-form F transforms covariantly under gauge transformations (4.28):
F → a−1Fa = F . (4.45)
It follows that the Chern character of order n, defined by
Chn[A] = TrF
n = TrFn, (4.46)
is an invariant 2n-form: Chn[A] = Chn[A]. It is also closed, as a result of the
Bianchi identity:
dChn[A] = nTr [(DF )F
n−1] = 0. (4.47)
The solution of this equation is given by the exact 2n-forms:
Chn[A] = dω
0
2n−1[A]. (4.48)
Note, that the exact 2n-form on the right-hand side lies entirely in the local space-
time partM of the bundle, because this is manifestly true for the left-hand side.
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Proof of the result (4.48) is to be given; for the time being we take it for granted
and continue our argument. First we define a generalized connection on the
bundle by
A(ξ) ≡ −1
g
a−1(ξ)da(ξ) + a−1(ξ)A(x)a(ξ) = −1
g
C(ξ) +A(ξ). (4.49)
It follows, that the corresponding field strength on the bundle is
F = dA− gA2 = (d+ s)
(
A− 1
g
C
)
− g
(
A− 1
g
C
)2
= dA− gA2 = F .
(4.50)
To go from the first to the second line we have used eq.(4.36). This result is
sometimes refered to as the Russian formula [43]. The result implies, that the
components of the generalized field-strength in the directions of the group man-
ifold all vanish.
It is now obvious, that
Chn[A] = TrF
n = Chn[A]; (4.51)
moreover F satisfies the Bianchi identity
DF = dF− g[A,F] = 0. (4.52)
Again, this leads us to infer that
dChn[A] = 0 ⇒ Chn[A] = dω02n−1[A] = dω02n−1[A], (4.53)
where the last equality follows from eqs.(4.51) and (4.48). The middle step, which
states that the (2n− 1)-form of which Chn[A] is the total exterior derivative has
the same functional form in terms of A, as the one of which it is the exterior
space-time derviative has in terms of A, will be justified shortly.
We first conclude the derivation of the chain of descent equations, which follow
from the last result by expansion in terms of C:
dω02n−1[A] = (d+ s)ω
0
2n−1[A− C/g]
= (d+ s)
(
ω02n−1[A] +
1
g
ω12n−2[A, C] + ...+
1
g2n−1
ω2n−10 [A, C]
)
.
(4.54)
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Comparing terms of the same degree, we find
dω02n−1[A] = dω
0
2n−1[A],
−gsω02n−1[A] = dω12n−2[A, C],
−gsω12n−2[A, C] = dω22n−3[A, C],
...
−gsω2n−10 [A, C] = 0.
(4.55)
Obviously, this result carries over to the BRST differentials: with I0n[A] = ω
0
n[A],
one obtains
δΩI
k
m[A, c] = dI
k+1
m−1[A, c], m+ k = 2n− 1, k = 0, 1, 2, ..., 2n− 1. (4.56)
The first line just states the gauge independence of the Chern character. Taking
n = 3, we find that the third line is the Wess-Zumino consistency condition
(4.42):
δΩ I
1
4 [A, c] = dI
2
3 [A, c].
Proofs and solutions
We now show how to derive the result (4.48); this will provide us at the same
time with the tools to solve the Wess-Zumino consistency condition. Consider an
arbitrary gauge field configuration described by the Lie-algebra valued 1-form A.
From this we define a whole family of gauge fields
At = tA, t ∈ [0, 1]. (4.57)
It follows, that
Ft ≡ F [At] = tdA− gt2A2 = tF [A]− g(t2 − t)A2. (4.58)
This field strength 2-form satisfied the appropriate Bianchi identity:
DtFt = dFt − g[At, F ] = 0. (4.59)
In addition, one easily derives
dFt
dt
= dA− [At, A]+ = DtA, (4.60)
where the anti-commutator of the 1-forms implies a commutator of the Lie-algebra
elements. Now we can compute the Chern character
Chn[A] =
∫ 1
0
dt
d
dt
TrF nt = n
∫ 1
0
dtTr
(
(DtA)F
n−1
t
)
= nd
∫ 1
0
dtTr
(
AF n−1t
)
.
(4.61)
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In this derivation we have used both (4.60) and the Bianchi identity (4.59).
It is now straightforward to compute the forms ω05 and ω
1
4. First, taking n = 3
in the result (4.61) gives Ch3[A] = dω
0
5 with
I05 [A] = ω
0
5[A] = 3
∫ 1
0
dtTr
(
(DtA)F
2
t
)
= Tr
(
AF 2 +
g
2
A3F +
g2
10
A5
)
. (4.62)
Next, using eqs.(4.39) the BRST differential of this expression gives δΩI
0
5 = dI
1
4 ,
with
I14 [A, c] = −Tr
(
c
[
F 2 +
g
2
(
A2F + AFA+ FA2
)
+
g2
2
A4
])
. (4.63)
This expression determines the anomaly up to a constant of normalization N :
Γa[A] = N Tr
(
Ta
[
F 2 +
g
2
(
A2F + AFA+ FA2
)
+
g2
2
A4
])
. (4.64)
Of course, the component form depends on the gauge group; for example, for
SU(2) ≃ SO(3) it vanishes identically, as is true for any orthogonal group SO(N);
in contrast the anomaly does not vanish identically for SU(N), for any N ≥ 3. In
that case it has to be anulled by cancellation between the contributions of chiral
fermions in different representations of the gauge group G.
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