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I. INTRODUCTION 
In this paper we expound a unified approach to uniqueness of nonlinear 
boundary value problems of nonlinear second-order differential systems and 
equations. -1s a result of this approach old results become transparent and many 
new results are obtained. Instead of using the approach based on the Green 
transform (see Hille [5, Chap. 1 I]), we gain new insight by considering the 
infinite series associated with some resolvents and their majorants. 
In Section 2 we introduce basic assumptions, notations, a couple of elementary 
lemmas and propositions. In Section 3, we formulate necessary and sufficient 
conditions for general linear boundary value problems for linear and nonlinear 
equations to possess a unique solution. The usefulness of Section 3 is brought 
out in an immediate application in Section 4. We are able to show how non- 
uniqueness of a BVP on the boundary of a domain, is induced by the nonunique- 
ness of a HYP in the closed domain. In Section 5, we bring a couple of conse- 
quences of our approach on the disfocality and disconjugacy of the equation 
J v = p(t)!. 
Thus. \ve arc rewarded in Section 6 by obtaining a new family of criteria for 
disfocality and disconjugacy of J” = p(t)? in the complex domain. Surprisingly 
enough, one of the criteria is sharp. In Section 7, we show why and how the sign 
of the coeflicients of a second-order linear differential equation induces its 
disconjugacy. In Section 8, we show a systematic approach how to get norm 
conditions on the coefficients of a second-order differential system which will 
guarantee the uniqueness of general linear boundary value problems. In Section 
9, we suggest some functional theoretic criteria for the disconjugacy ofT”=P(t)>‘. 
We conclude with Section IO where our theory is extended to nonlinear boundary 
value problems of nonlinear equations. 
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2. PRELIMINARIES 
Notation 2.1. Let D be either an interval J or be the unit disk, 1 x j < 1. 
We denote by J, D, the closures of J, D, correspondingly. B1’P will be the 
abbreviation of boundary value problem. 
Assumption 2.1. We say that the differential system 
CT9 (fl(41'1 > Yd (, = f&, y1 , ?'2) 1 = f(tp y, .? (2.1) 
satisfies assumption 2.1 iffi(t, yi , ya), i = 1, 2, are mappings from J X R X [w 
into R, or mappings from J x C x C into C. 
fi(t, yi , ya), i = 1,2, are continuous in R X R or in Cc X C, for every 
fixed t, and piecewise continuous on J, for fixed yi , yz . afz(t, y1 , ye)/ay3 , 
i = I, 2, j = 1, 2, are continuous in R! x R or in C x C for every fixed t, 
and piecewise continuous in 1 for fixed yi , yz . 
Notation 2.2. Let PI , Pz be two 2 x 2 matrices. Let Y(t) be a solution of 
(2.1) and let (Y$) be a vector with uz E R or z’, E C i = 1,2. Let t, E D. i -= 1, 2. 
Then the boundary condition will be referred to 
PlW) + PzY(tz) = (T:) . (2.2) 
Notation 2.3. The differential system 
(“9 = ( Y2 I Y2 f(t, "1 ,?,A 1 (2.3) 
will be called the companion system of the differential equation 
y” = f (t, y, y’). (2.4) 
Assumption 2.2. The functions f,(t, yi , yp), i = 1, 2, in (2.1) are analytic 
in D x @ x C, with D the unit disk. 
Assumption 2.3. The functions fi(t, yi , ys), i = 1, 2, in (2.1) are continuous 
in D x @ x C, with D the unit disk. 
LVotutz’on 2.4. A solution of (2.1), will be a piecewise smooth vector function 
Y(t) = (:;$i!) on J, which satisfies (2.1) in case assumption 2.1 holds, or an 
analytic vector function in D in case assumption 2.2 holds. If in addition assump- 
tion 2.3 holds we assume that the solution is continuously differentiable in 
[zl<l. 
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Notation 2.5. The nonhomogeneous linear system will be 
(2.5) 
where A(t) is a 2 x 2 matrix function and gi(t), ga(t), are two scalar functions 
on D. 
The nonhomogeneous linear differential equation will be 
Y” = &I?” + mv + g(t) = f(4 y, Y’), (2.6) 
with q(t), p(t), g(t) scalar functions defined on D. 
;L’otation 2.6. The homogeneous linear system will be 
(-$j = 4) (3 = f(t, Y) 
with A(t), a 2 x 2 matrix function defined on D, and the homogeneous dif- 
ferential equation will be 
yn = q(t)?/’ + p(t)?, = f(t, y> Y’) (2.8) 
with q(t), p(t), scalar functions defined on D. 
Kotation 2.7. By fy(t, Y) we denote the Jacobian of the vector function 
in (2.1). 
Let Yl(t), Ya(t) be two solutions of (2.1). We denote by s(t, Y, , Ya) the 
following matrix: 
4, Y, > Yz) = [k(f, AY#) + (1 - 4 Y,(t)) dA. 
Given the linear systems (2.5) or (2.7) then it is easily verified that 
A(t, Y, , Yz) = A(t). (2.10) 
;Votation 2.8. Whenever j-i: is encountered, for t, E D, i = 1, 2, then, if 
D = J the integration path is taken along a real segment and if D is the unit disk, 
$’ will be assumed to be taken along a simple Jordan arc embedded in D, and 
wl$ch connects t, and t, . 
In order to bring out that the integration in the complex plane is taken along 
a simple Jordan arc r, we may use the notation &. From now on, we consider 
assumption 2.1 or assumption 2.2 to hold throughout the paper for any dif- 
ferential system or companion system encountered. 
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LEMMA 2.1. Let H(t) be any n x n continuous matrix function on D. Let 
@(t, t,) be a fundamental solution of 
Y’(t) = H(t) Y(t) (2.11) 
with @(to , to) = I, t, E D, I = (t t). Let Yl(t), YB(t) be two solutions of (2.1). 
Denote, 
q) := ds-yt, to) [-4(t, Y, v Yz) - WOI @k 44. (2.12) 
Let Q(t, t, , Y, , Y?) be the solution of 
Q(t, to , Y, , YA = I + j-1 4, Y, , Yz) Q(s, to 3 Y, 9 YA ds. (2.13) 
Let Q(t, to) be the solution (corresponding to (2.7)) of 
Q(f, to) = I + i: J(s) Q(s, to) ds, t, to E D. (2.14) 
c 
Let 
Ql(q = @-yt, to) Q(t, t, 7 y, 9 Y2). 
Then 
Qdt) = I + jt: 4(s) Q,(s) 4 t, to E D. 
Denote by Trz, n = 0, 1 ,.. ., the infinite sequence of operators; 
(2.15) 
(2.16) 
To = I. 
T” = I,’ -4,(s,) c,” .Lzl(sq) s,c A&,) ,..., I,“-’ A4&) ds, ds,-, ,..., ds, , II 2 1. 
0 0 0 II 
Then 
Ql(t) = f T”. (2.18) 
?I=0 
. 
Proof. Formula (2.16) is simply a consequence of the formula of variation 
of constants applied to (2.13), and (2.18) is the formula for the resolvent. 
:iotation 2.9. We say that (2.6) is disconjugate in D if BVF’ (2.1). (2.2) with 
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(2.1) the companion system of (2.6), has a unique solution for eaerq t, E D and 
every v, E C, i = 1, 2, with 
I 0 
p1= 0 0 ’ ( ) P? = ff ,“, 9 
in (2.2). (2.19) 
We say that (2.6) is disfocal in D if BVP (2. I), (2.2) with (2.1) the companion 
system of (2.6) has a unique solution for every t, E D, and every v, E @, i = 1, 2, 
with 
1 0 
p1= 0 0 7 i ) P, = (i y] , in (2.2). (2.20) 
We say that (2.1) is nonoscillatory in D if B17P (2.1) (2.2) has a unique solution 
for every t, E D and every v, E C, z = 1, 2, with P1 , PZ given by (2.20). 
The following lemma can be easily proved. 
LEMMA 2.3. Equation (2.6) is disconjugate in D zy the only solution of (2.8) 
which has two zeros in D at any t, E D i = I, 2, is the tvizlial solution. 
Equation (2.6) is disfocal in D iff the only solution of (2.8) with y(tl) = 0, 
y’(tJ = 0, t, E D, i = 1, 2, is the trivial solution. 
The s_ystem (2.5) is nonoscillatory in D iff the only solution of (2.7) with t, + t? , 
yl(tJ = Tt(t.,) = Ofor t, E D, i = I, 2, is the trivial solution. 
3. LJNIQUENESS CRIT~I.~ 
PROPOSITION 3.1. Let t, E D, i = 0, I, 2. Then BI,‘P (2.5) (2.2) has a 
unique solution iff d -: 0, with 
d := % P,@(& , tO) f i P,@(t, , to) f” &(S) e,(S) ds, 
1=1 1=1 - tu 
d(t” , t, , tJ :- d. 
(3.1) 
(3.2) 
Let L = L(t,, , t, , t,?), R = R(t, , t, , t.J be two inzqertible 2 :< 2 matrices. Then 
BVP (2.5) (2.2) has a unique solution iff d” f 0, with 
d := f LP,@(t, , to) R + i LP,@(t, , to) if’ -Al(S) Q&) R ds, (3.3) 
2=1 1=1 “iI, 
2((t” ( I, ( L) : = ci (3.4) 
In particular, if zce assume xfz, P,@(t, , fo) to be insertible and we choose 
(3.5) 
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and define 
Pi = ($ Pi@(tt , to,)-’ P,@(tt ) t,), (3.6) 
a=1 
theu Bl-P (2.5), (2.2) has a unique solution if/d f 0, with 
d : = det (I + ti p, 1” .4,(s) Qt(s) ds) , 
0 
i(to ) t, ) t2) : = d. 
(3.7) 
(3.8) 
Proqf. Let Yl(t), Yz(t) be two solutions of (2.5), (2.2) then 
(i PiQ(ti 7 to)) Wl(to) - Ydto)) = (i) . 
i=l 
Because of the uniqueness of the initial value problems we have det(&, 
P,Q(t( , to)) - 0, iff BYP (2.5), (2.2) h as a unique solution. We combine (2.15) 
(2.16) to obtain (3.1). The criteria follow from (3.1). 
In a similar way we obtain a criterion for the nonlinear systems. 
PROPOSITION 3.2. Let t, E D, i = 0, 1, 2. Then with the notation of Proposition 
3.1 each of the following conditions 
44, , t, , tz) f 0, (3.9) 
&J 1 t, , ti) f 0, (3.10) 
%to , 4 3 k!) f 0, (3.1 I) 
implies that BVP (2. I), (2.2) has a unique solution. 
Proof. Let Yl(t), Yz(t), be two solutions of (2.1). Then it is readily observed 
that the vector 
Z(t) = Y1(t) - Y,(t) (3.12) 
satisfies the differential equation 
Z’ = A(t, Y, , Y,)Z (3.13) 
and the integral equation 
z(t) == z(h) + 1’ A(s, y, , Y,) Z(s) ds. 
- h 
(3.14) 
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Aloreover if Yl(t), Ya(t) satisfy (2.2) then 
(3.15) 
\Ve repeat the procedure of Proposition 3. I, and the result follows. 
PROPOSITION 3.3. Given the system (2. I ) then 
1 
(i) if assumption 2.1 is satisfied and det(P, + Pz) T 0, d is a continuous 
function in D :< D x D in the variables t, E D, i = 0, 1, 2, dh the choice of 
H(t) = (i i) in (2.11); 
(ii) if assumption 2.1 is satisjed and det(P, + Pz) + 0. then d 1s analytic 
in D x D x D, in the variables t, E D, i = 0, 1, 2, with the choice H(t) =m (i z) 
in (2.11); 
(iii) if assumption 2.1 is satisjed and det(P, T PJ = 0 but det(P,,, Pa,) = 
p + 0, where P,, , P,, are the$rst column vectors of PI , P? correspondingly, then d 
is apiecewise continuousfunction in D x D .K D in the variables t, E D, i := 0, 1,2, 
with the choice of H(t) = (0” A) in (2.11); 
(iv) if assumption 2.2 is satisfied and det(P, + Pz) = 0 but det(P,, , Pai) = 
/3 7 0 then d is an analytic function in D Y D x D in the three variables t, E D, 
i :-= 0, I, 2 (we choose H(t) in (2.1 1) like in (iii)); 
(v) even If B L-P (2.2) may not be definedfor t 1 = t, = t xe have in ruses (i), 
(ii), d(to , t, t) & 0. Also d(to, t, t) =k 0 in cases (iii), (iv) q 
(vi) q det(P, + PJ = det(P,, , P,,) = 0, then there exist systems (2.1) 
such that for every t, , 2 t E D the BI’P does not have a unique solution. 
Proof. (i) In this case the continuity of d^ is determined by the continuity of 
(PI + P&l P, = P’, ) i = 1, 2, and the continuity of $; .4(s, Y, , Ya) 
Q(s, t, , Y, , Ys) ds and our result follows. 
(ii) By a similar argument, since P, , j-j: d(s, Y, , YJ Q(s, t, , Y, , YJ ds 
are analytic functions in D x D x II, for t, E D, i = 0, I, 2, the result follows. 
(iii) We rewrite d^ as follows: 
n* = det 1” A,(s) pi(s) ds + P, l” .4,(s)&(s) ds ) . (3.16) 
” 1 
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Moreover, denote 
L-l = PI exp(t, - t,)H + Pz exp(t, - t,)H. (3.17) 
Then, it is easily verified that det L-l = /3(tz - tJ. 
Also denote by E the adjugate of L-l to obtain 
P, = Lp-‘(t, - tl)-1. (3.18) 
Since .il,(s) Qr(s) is piecewise continuous on D, our result follows. 
folio::.) s 
ince L, A,(s), Q*(s) are analytic functions in their variables, our result 
(v) If t, = t, in case det(P, + Pz) # 0, we observe from Abel-Jacobi’s 
formula that d^ # 0. 
In case t, = t, and det(Pr + Pz) = 0, but /3 # 0, we obtain 
(3.19) 
which must be different from 0 by Abel-Jacobi’s formula. 
(vi) Consider in (2.2) the case PI = -P, = [t 9. Obviously 
det(P, + Pi) = det(P,, , Pa,) = 0. The problem (2.2) for the companion 
system of -v” = y’ is well defined. The general solution of y” = y’ is y = 
k(exp t) + 0, where k and 0 are two constants. The boundary conditions for 
q = z’:! c y become k[(exp tr) - (exp ta)] = z’. If ZI # 0 and t, # t, , k is 
uniquely determined, but 0 is a free parameter. 
A’otation 3. I. Given (2.4), let yr(t), ye(t) be two of its solutions. Denote by 
PlW, !71(4 
A(4 = J’,l g (t, AYl(t) + (1 - 4 ya(t), h!qt) + (1 - A) y;(t)) dh, (3.20) 
41(s) :-I i1 $7 (t, k$(t) + (1 - A) y,(t), Ay;(t) + (I - h)~$(t)) dh. (3.21) 
PROPOSITION 3.4. Denote by Y,(t) = [::I$, i = 1, 2, two solutions of the 
companion system of (2.4) or of 
I 
yn = f(4 Y). (3.22) 
Then 
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(i) & # 0 implies the disfocalrty of (2.4), where d^ is given 6~ 
d’ = det [I + ftl [; 
- 1, 
” ; “1 & ,Rl Q(s, to, Y, , Yz) ds 
i 
tB 0 -(tl - to) 
I [ to 0 1 I[ 
0 0 
PlW q,(s) ] Q(s, to , Y, Yt) ds] ; 
(ii) n^ + 0 implies the disconjugacy of (2.4) where d^ is given 6~ 
d” = [I ,- (tz _ Q-1 s:’ ((tzJto) @a y;y; “1) 
x ( plys) qlysJ !a> t” 1 Yl ) Yz) ds 
+ (j2 - tl)-lr," (-y h) -+'-& "i; - S)) 
x 
( 
plys) qlys), Oh fo * Yl 7 Yz) ds] ; 
(iii) Equation (3.22) is disfocal in D if 
1 + St’ pi(s) j(s) ds :,# 0, 
11 
where j(s) is the solution of the initial aalue problem 
y” = p,(s)y, y(t1) = 0, y’(t1) = I. 
Equation (3.22) is dzsconjugate in D if 
I -t (t? - t,)-l jf*j‘pl(t)j(<) d5 ds + 0. 
t1 11 
(3.23) 
(3.24) 
(3.25) 
(3.24) 
(3.27) 
Proof. The proof in (i), (ii), (iii) f 11 o ows from the observation that any two 
solutions J;(t), yz(t) of (2.4) imply that z(t) := yl(t) -~ am satisfies the dif- 
ferential equation 
Z” = PI(S)Z’ + q,(s)z* (3.28) 
4. NONUNIQUENESS ON THE BOUNDARY 
PROPOSITION 4.1. Let (2.1), (2.2) satisfy assumptions 2.2 and 2.3. Let BVP 
(2.5), (2.2) hare a unique solution for t, E D, , i = 1, 2, t, + t, , where D,. = 
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{t 1 1 t 1 < Y < I}, but let BVP (2.5), (2.2) h ave two distinct solutions for t, E Dr , 
i = 1, 2. Let agiven bJf(3.8) be nonvanishing for t, = t, and analytic in D x D Y 
DfortiED,i=O, 1,2. 
Then, there are two distinct solutions of BVP (2.5), (2.2) with t, E aD,. , where 
%D,. = {t 1 1 t ! == Y>. 
Proof. By Proposition 3.1, d(tO , t, , tz) + 0 for t, E D, , i = 0, 1, 2, but 
d(t,, , t, , tz) = 0 for some t, E (D u Zl,), i = 1, 2. 
By the maximum principle min 1 d(to , t, , tJ for t, E 4, , p < I’, must be 
attained for t, = 2,, , 2, = i,, , where 1 f,, 1 = ] t,, I = p. This is true since 
d(t, , t, , t2) f 0 for t, E D, . 
This implies 
for all ti E D, , i = 1, 2. Since our BI*P does not have a unique solution for all 
t,ED,., i= 1,2, there exist jr,&, where / t, 1 = r, / t, 1 < r, such that 
d(t,, , 2, , iz) = 0. Choose now a sequence of fn + r for n + co, such that 
lim i n+m lo, = fl , lim,,, f 2p, = 2, , j i, / = I 2, ) = Y. By (4.1), d(tO , 2, , f,) = 0 
which proves our assertion. 
Remark. For every p, 0 < p < 1, (2.6) is disfocal in D iff it is disfocal on 
iiD, . For 0 < p < 1, (2.6) is disconjugate in D iff it is disconjugate on aD,, . 
5. SOME CONSEQUENCES FOR y" =pl(t)) 
PROPOSITION 5.1. Let p(t) be analytic in 1 t 1 < 1. Then y” = p,(t)y is 
disfocal in 1 t j < 1 23 the solutions of(3.26) are conformal mappings for all 1 t, I < I_ 
Proof. Every solution of (3.26) which satisfies y’(tl) = 1 must satisfy 
y’(t) = 1 + J‘t PI(S) y(s) ds. 
+1 
(5.1) 
By virtue of (3.25) and proposition 3.4 the result follows. 
PROPOSITION 5.2. Let PI(t) be analytic in 1 t 1 < 1. Let every solution of (3.26) 
be univalent in ) t ) < 1 for every I t, / < 1. Then y” = p,(t)y is disfocal and 
disconjugate in 1 t j < 1. 
Proof. We omit the proof since it is trivial. 
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6. A SHARP INEQUALITY AMONG A FAMILY OF SUFFICIENT CONDITIONS 
PROPOSITION 6.1. Let p(z) be anaZ$ic in / z j < 1 and let p*(l) be an analytic 
function in / 5 ) < 1 such that it is real for real 5 and 
W’2p*(5)) < I 5 I’P*(I 5 I) for 15l<l. (6.1) 
Then, there exists a constant A such that ifjoy all 1 t, I < 1 and some y, / y I < a/2 
thus the diffkrential equation 
ye = -p(z)r (6.3) 
is disconjugate in / z 1 < I. 
Pvoof. By transforming the unit circle into itself via the transformation 
x = (5 + tI)/(l + &) and letting 
Eq. (6.3) is taken into 
(6.4) 
By a straightforward computation we find that if J(Z) is a solution of (3.26), 
then ~(0 given by (6.4) is a solution of (6.5) with ~(0) = 0, ~‘(0) = 1. bloreover, 
the number of zeros of ~(5) in 1 5 / < 1 coincides with the number of zeros of 
?j(z)inI=/ < 1. 
Equation (6.3) is disconjugate in 1 z 1 < I iff the only zeros of a solution of 
(3.26) are attained at z = t, . 
Therefore (6.3) is disconjugate in 1 z 1 < I iff the only zeros of the solution 
of (6.5) with ~(0) = 0, p’(O) = 1 are attained at 5 = 0. A fortiori, if this 
particular solution is univalent in I 5 1 < 1, (6.3) is disconjugate in I z I < 1. 
By Robertson [6J, our conditions imply that ~(5) is univalent in / &’ 1 < 1, and 
the result follows. 
We proceed to show that a special case of (6.2) is sharp. 
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PROPOSITION 6.2. Let p(z) be analytic in 1 z 1 < 1. Then, 
(6.6) 
for j t, 1 < 1, / 5 1 < 1 implies that (6.3) is disconjugate in 1 z 1 < 1. 
Moreover, if the right-hand side of (6.6) is replaced by (7?/4 + l ) / 5 18, .C > 0, 
the criterion (6.6) fails. 
Proof. Consider p*(c) GE 1. Condition (6.1) is trivially satisfied and by 
Robertson [q, A = r/4 is admissible in (6.1). Consider the equation --y” = 
(G/4 + l )J, E > 0, which obviously fails to satisfy (6.2) for t, = 0, with y = 0. 
It possesses the solution y = ((7?/4 + ,)1/*)-i sin((G/4 f E)~/~)z which vanishes 
for z = 0 and z = ~((9/4 + l )i/*)-lz. 
7. A POSITIVITY CRITERION 
PROPOSITION 7.1. Let p,(t), ql(t), given by (3.20), (3.21), be nonnegative 
functions. Then, (2.4) is disconjugate and disfocal on J. 
Proof. We use Propositions 3.2, 3.3 after we show that the elements of 
$(t) with H = (i z) are nonnegative. This follows immediately from Lemma 2.1 
((2.18) combined with (2.17)), since the elements of Tn for 1z = 0, l,... must be 
nonnegative (when t 3 t, , the elements on the main diagonal of Ql(t) are not 
less than 1). In our particular case, Ql(t) = Q(t, t, , Y, , Y,). Since p,(s), q,(s) 
are nonnegative, we have 
( 
0 0 
PlW m 1 Qds) = L;) ;)I ’ 
(7.1) 
where a(s), b(s) are nonnegative functions on J and also 
( 01 t,-s 0 I( 0 = 
4s) 
0 1 
b(s) 
i (4 - 0 4 4s) (4 - 0 4 b(s)) ,- (7.2) 
We choose t, = t, in (3.23) and this implies 
d = 1 + If’ (tl - s) a(s) ds 2 1, 
f* 
(7.3) 
and the disfocality follows. (Consider the cases t, < t, and t, < t, separately.) 
We could have proved similarly by use of (3.24) the “disconjugacy” of (2.4). 
However, it is well known that disfocality implies disconjugacy by the use of 
Rolle’s theorem. 
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EXAkIPLE. The differential equation 
?‘” = El u,(t)yn”-l + il &(t) (y’)2n,-1 (7.4) 
with ai( b,(t), nonnegative and piecewise continuous functions on J and n, , 
Ki , positive integers is disfocal on J. This is true since (7.4) satisfies the assump- 
tions of Proposition 7.1. 
At this stage we note that Proposition 7.1 has the disadvantage of its results 
not being sharp. However, the conditions imposed can be dire&y checked on 
the coefficients of a linear and a nonlinear second-order differential equation. 
For example, let the companion system of (2.8) satisfy assumption 2.1. Let 
v(t) be nonvanishing on J, and such that its second derivative v’(t) is piecewise 
continuous on J. Consider a real problem with real variables. Let 
(P - 4 >, 0, q+p&-20, L’ z’ 
on J. then (2.8) is disconjugate on J. This is a consequence of performing the 
transformation ~7 = UI which takes (2.8) into 
n z =\p- i +, 2' + (q + p ; - 5, z. 
8. NORM CONDITIONS FOR UNIQUENESS 
1Votation 8.0. Let /I 11 denote a norm on the set of 2 x 2 matrices such that 
11 BB Ij < 11 A I/ Ij B 11, for A, B, 2 x 2 matrices. 
PROPOSITION 8. I. The BVP (2.1), (2.2) has a unique solution ij 
171oreoz’er, B I’P (2. l), (2.2) has a unique solution ;f 
m>lI p, II 11~11 (1 - exp $11 A,(5)ll I d5 I)) < 1, i= 1,2. (8.2) 
I 
Proof. By (2.16) and Gronwall’s lemma 
II G(t) < II II! exp jf ~1 -%(s)ll I ds I . (8.3) 
t1 
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We turn to Proposition 3.1 and we let in (3.8) t, = t, . Thus, 
A similar set of inequalities holds with pa in (8.4) replaced by p1 . By Proposi- 
tion 3.1, if any one of the terms in (3.8) is in norm less than one, then d^ # 0. 
This proves the implications of (8.1), (8.2). 
EXAMPLE. Choose in (2.11) H(t) = (z k) and consider the disconjugacy 
of (2.4). Let [/ // be the maximal row norm. It is easily verified by a straight- 
forward calculation that if 
for every tl , t, E D, where 
then (2.4) is disconjugate in D. 
By choosing H(t) = (i E) in (2.1 I), one finds out the well known result that 
t2 
I ll( 
0 0 
tl p,(s) q,(s) ii! ds < 2 In 2 
implies the disfocality of (2.4). Compare with Schwarz [7]. 
Notation 8.1. Given the 2 x 2 matrices A = (a,,), 111 = (m,,), i, j = 1, 2, 
we denote by 1 =1 / the matrix (1 a,, I). By 1 4 1 ,< fii’ we mean 1 ai, 1 < m,, for 
all i andj. If A1 , A, are the eigenvalues of A, then 1 A / (A) := max{i A, 1. 1 A, I>. 
PROPOSITION 8.2. The Br’P (2.1), (2.2) has a unique solution ;f 
yin I A I (I P, I [exp(lM) - I]] -c 1, i= 1,2, 
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and 
min 1 h 1 {Jr, / PI I M(I - A$)-r, / Jjs 1 M(I - A!?-l] < 1, for t, , t, E D. 
(I is the length of an integration path which connects t, and t, .) 
(8.9) 
Proof. We consider majorants of the infinite series (2.18). 
Condition (8.6) implies that 
’ % I 
This combined with Proposition 3.2 (3.1 l), implies our result 
t, = t2 successively in (3.11). 
By (8.8) and the assumption j X ) (M) < 1, one obtains 
by letting t, = t, , 
By letting successively to = t, , t, = t, in (3.1 l), our result follows (1 ,-2 1 < M 
implies I A ;(-a) < A(M).) 
Remark. .Iny functional which measures the growth of / A,(s)I may be used 
to derive an analog to the norm conditions imposed by Propositions 8. I, 8.2. 
9. SUFFICIENT AND NECESSARY CONDITIONS 
Despite the fact that our next necessary and sufficient conditions are not 
easy to check, they have some functional theoretical aspects that are worthwhile 
considering. 
PROPOSITION 9.1. Let F(w) be an analytic function in the Jinite plane except at 
IW = 0, where it has an isolated singularity. 
Let PI(z) be analytic in 1 z 1 < 1. Consider the function 
(9.1) 
where J(tct?) is given by (3.27). Then 
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(i) E(5) is UnaEytic in 1 I; 1 < 1 for all 1 t, 1 < 1 GOT aZZ j t, j < 1. 
(ii) Also, y” = p,(z) y is disconjugate in 1 t 1 < 1 13 
or all / t, 1 < I. 
Proof. By Proposition 3.4, the disconjugacy in 1 t / < 1 is implied iff d(t,) # 0. 
The linear transformation t, = (5 + Q/(1 + iit) takes the unit disk 1 5 1 < I 
onto 1 t, I < 1 such that 5 -= 0, corresponds to t, = t, . Therefore, P(t) is 
analytic in j < i < 1 iff ~?(ct,) f 0 and (i) follows. 
Since J(ti) = 1 + 0, we observe that, in a neighborhood of 5 = 0, P(LJ is 
analytic at < = 0 which makes vn(ti) well defined. 
Combining with (i), part (ii) follows, It is possible to formulate a necessary 
condition by using a Fourier series expansion. 
PROPOSITION 9.2. Let p,(t) E C1[-1, 11. Let F(w) E F-m, 0) u C1(O, co) 
such that 
Consider 
lim 1 w I +OF(w) = +co. 
(9.3) 
for - 1 < 5 < 1 and for - 1 < t, < 1. Then, if the equation y” = p,(t)y is 
(real) disconjugate on (- 1, 1 ), then 
F(i) = vo(tl) + 5 A,(t,) cos nrr-l[ + f b,(tl) sin nxp15, (9.4) 
n=o 71=0 
with 
I a,(tdl + l b,(t,)l = O(n+) (9.5) 
for t, in (--I, 1). 
Proof. Since J(< + Q/(1 + tlLJ) # 0, then E(l) E Ci(- I, 1). XIoreover 
(d/d{) E(t) is bounded on - 1 < 4 < 1. This implies the existence and the 
uniform convergence of the series on the right-hand side of (9.4). By a standard 
theorem (Titchmarsh [8, Chap. 131) our result follows. 
It is worth observing that if we assume that our equation is disconjugate in 
[-1, l] then (9.5) must hold uniformly with respect to t, in [-1, 11. The 
reason being that then (d/d{) P(c) is (uniformly) bounded on [- 1, 11. 
Moreover ~~zo vn2(tl) is also (uniformly) bounded on [- 1, 11. We would like 
to show that the previous propositions were one step before finding the equi- 
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valence between disconjugacy and existence of solutions to initial value problems 
on a finite interval. 
PROPOSITION 9.3. .-ksume pi(t) E Cl[a, b]. Let F(w) be continuously dif- 
ferentiable such that 
lim / w j -0 1 F(ul)l = fm. 
Define for every t2 E [a, b] 
s&J = WM. P-6) 
Let F(~w) be such that the dif/erential equatron resulting from 
Tp, : = S’(t,) (9.7) 
with the right-hand side depending on pi(t) p assesses locally unique solutions to 
initial value problems for any initial data in the range of definition of the operator T. 
Then y” = p,(t)y is disconjugate in [a, b] tz every initial value problem with 
S(t,) = F(l), S’(t,) = 0 has a solution S(t,) which is continuous on [a, b]. 
Proof. The condition is necessary. If the equation is disconjugate then for 
every tl, s(h) = Wtd is a continuously, differentiable solution of (9.7) 
on [a, b] which satisfies the initial conditions. 
Assume that Eq. (9.7) has a continuous solution on [a, b] which is continuously 
differentiable. The function F[d(t,)] is well defined for t, < t, < t, -k E for E 
sufficiently small. 
Moreover, it must be a solution of the initial value problem with S[ 11 = F(I), 
S’(1) = 0. Assume that F[d(t,)] = S(t.J for / t, - t, 1 < E. If a(&) = 0, then 
S(Z,) = + ,x which is impossible. 
We have now F[l(t,)] = S(t,) for t, < t, < 2, . If J((zs) + 0, then d(t,) + 0 
in a neighborhood of 2,) and again, we have F[d(t,)] = S(t,) for t, < t, < 
1 
t, + E, E 3- 0. 
Again, d(t,) # 0 on [t 1 , 2, + .z] by the same argument. By using a continuation 
argument for solutions of differential equations we obtain the desired result. 
Observe: We have not demanded that F’(w) # 0. We could similarly for- 
mulate a result for the analytic case. 
EXAMPLE 1. Let F(w) = w-l. Then, the corresponding equation for S(t,) is 
s” = 2%1s’ - 2(t, - tl)-1s - p1(t2)S. 
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EXAMPLE 2. Let F(w) = In w. Then, the corresponding equation for S(t,) is 
s” = -S’” - 2(t, - tl)-‘S’ + p,(t,). 
If we let S’ = 1; we get the Ricatti equation 
V = - 1,‘2 - 2(t, - t,)-‘F- + p1(t2). 
10. NONLINEAR BVP’s FOR NONLINEAR EQUATIONS 
lVotation 10.1. Let B(Z) be a mapping from Iw* into Iw” or from Cd into C2. 
We say that y(t) satisfies BVP (2.1) (lO.l), if Y(t) is a solution of (2.1) which 
satisfies 
B(Z) = (3 forZ = (z[:$ , t,ED, i= 1,2. (10.1) 
Notation 10.2. Let Yl(t), Ys(t) b e t wo solutions of (2.1). We denote by 
PI , Pz , the following 2 x 2 matrices: 
& = (4 0) (sl B&Z1 + (1 - h)Z,) dA) , (10.2) 
pz =@,I) (;B&Zl+ (1 - h)Z,W), (10.3) 
0 
where Z, corresponds by (10.1) to Yi(t), i = 1, 2. The proofs of the next state- 
ments will be omitted in order to avoid repetition. 
LEMMA 10.1. Let Y,(t), i = 1,2, be two solutions to boundary value problem 
(2.1) (10.1). Then, 
mwl) - YeWI + mm> - Y&l)1 = (3 * (10.4) 
With the assumptions of Proposition 3.2, all of its conclusions hold where PI , P2 
are replaced by PI , p2 . 
PROPOSITION 10.1 (A Triangular Criterion). Let H, p, , t, , i = 1, 2, be such 
that; A,(s) is lower triangular 
wct19 to) = (f: ;, ? PI f 0, (10.5) 
Then B VP (2. l), (10.1) has a unique solution. 
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PROPOSITION 10.2 (Positivity Criterion). Let PI , P, , A,(s) be lower triangular 
2 x 2 matrices with nonnegative elements. Then, the real BVP (2.1), (10.1) has a 
unique solution. 
PROPOSITION 10.3 (Norm Criterion). Propositions 8.1, 8.2 hold with PI , Pi 
replaced by PI , pz in the corresponding formulas. 
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