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ON A PROBLEM OF PICHORIDES
ODYSSEAS BAKAS
Abstract. Let SpΛq denote the classical Littlewood-Paley square function
formed with respect to a lacunary sequence Λ of positive integers. Motivated by
a remark of Pichorides, we obtain sharp asymptotic estimates of the behaviour
of the operator norm of SpΛq from the analytic Hardy space Hp
A
pTq to LppTq
and of the behaviour of the LppTq Ñ LppTq operator norm of SpΛq (1 ă p ă 2)
in terms of the ratio of the lacunary sequence Λ. Namely, if ρΛ denotes the
ratio of Λ, then we prove that
sup
}f}LppTq“1
fPHp
A
pTq
››SpΛqpfq››
LppTq
À
1
p´ 1
pρΛ ´ 1q
´1{2 p1 ă p ă 2q
and ››SpΛq››
LppTqÑLppTq
À
1
pp ´ 1q3{2
pρΛ ´ 1q
´1{2 p1 ă p ă 2q
and that the exponents r “ 1{2 in pρΛ´1q
´1{2 cannot be improved in general.
Variants in higher dimensions and in the Euclidean setting are also obtained.
1. Introduction
Given a strictly increasing sequence Λ “ pλjqjPN0 of positive integers, consider
the corresponding Littlewood-Paley projections
`
∆
pΛq
j
˘
jPN0
given by
∆
pΛq
j :“
#
Sλ0 , if j “ 0
Sλj ´ Sλj´1 , if j P N
where, for N P N, SN denotes the multiplier operator acting on functions over T
with symbol χt´N`1,¨¨¨ ,N´1u. Define the Littlewood-Paley square function S
pΛqpgq
of a trigonometric polynomial g by
SpΛqpgq :“
˜ ÿ
jPN0
ˇˇ
∆
pΛq
j pgq
ˇˇ2¸1{2
.
It is well-known that in the case where Λ “ pλjqjPN0 is a lacunary sequence in
N, namely the ratio ρΛ :“ infjPN0pλj`1{λjq is greater than 1, the Littlewood-Paley
square function SpΛq can be extended as a sublinear LppTq bounded operator for
1 ă p ă 8; see [15] or [38] for the periodic case and [33] for the Euclidean case.
In 1989, in [10], Bourgain proved that if ΛD “ p2jqjPN0 , then the LppTq Ñ LppTq
operator norm of the Littlewood-Paley square function SpΛDq behaves like pp´1q´3{2
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as pÑ 1`, namely
(1.1) }SpΛDq}LppTqÑLppTq „ pp´ 1q´3{2 p1 ă p ă 2q.
Other proofs of the aforementioned theorem of Bourgain were obtained by the
author in [1] and by Lerner in [24].
In 1992, in [29], Pichorides showed that if we restrict ourselves to the analytic
Hardy spaces, then one has the improved behaviour pp ´ 1q´1 as p Ñ 1`. More
specifically, Pichorides proved in [29] that if Λ “ pλjqjPN0 is a lacunary sequence of
positive integers, then one has
(1.2) sup
}f}
LppTdq
“1
fPHp
A
pTdq
››SpΛqpfq››
LppTq
„ 1
p´ 1 p1 ă p ă 2q,
where the implied constants in (1.2) depend only on the lacunary sequence Λ and
not on p. As remarked by Pichorides, see Remark (i) in [29, Section 3], if Λ “
pλjqjPN0 is a lacunary sequence in N with ratio ρΛ P p1, 2q, then the argument in
[29] yields that for fixed 1 ă p ă 2 the implied constant in the upper estimate in
(1.2) is Oppρλ ´ 1q´2q.
Our main purpose in this paper is to solve the aforementioned problem implicitly
posed by Pichorides in [29] and more specifically, our goal is to improve the exponent
r “ 2 in pρΛ ´ 1q´2 obtained in [29] to the following optimal estimate.
Theorem 1. There exists an absolute constant C0 ą 0 such that for every 1 ă p ă 2
and for every lacunary sequence Λ “ pλjqjPN0 in N with ratio ρΛ P p1, 2q one has
(1.3) sup
}f}LppTq“1
fPHp
A
pTq
››SpΛqpfq››
LppTq
ď C0
p´ 1 pρΛ ´ 1q
´1{2.
The exponent r “ 1{2 in pρΛ ´ 1q´1{2 in (1.3) is optimal in the sense that for
every given λ “close” to 1`, one can construct a lacunary sequence Λ in N with
ratio ρΛ „ λ and choose a p close to 1` such that
(1.4) sup
}f}LppTq“1
fPHpApTq
››SpΛqpfq››
LppTq
Á 1
p´ 1 pλ´ 1q
´1{2 „ 1
p´ 1 pρΛ ´ 1q
´1{2.
Note also that for each fixed 1 ă p ă 2, Theorem 1 implies that for every lacunary
sequence Λ in N with ratio ρΛ P p1, pq one has
sup
}f}LppTq“1
fPHp
A
pTq
››SpΛqpfq››
LppTq
À pρΛ ´ 1q´3{2
and this estimate, as remarked in [29], is best possible in general; see also Remark
6 below.
Furthermore, we also establish the sharp behaviour of the LppTq Ñ LppTq op-
erator norm of SpΛq in terms of the ratio ρΛ of Λ. In other words, the following
non-dyadic version of the aforementioned result of Bourgain (1.1) is obtained in
this paper.
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Theorem 2. There exists an absolute constant C0 ą 0 such that for every 1 ă p ă 2
and for every lacunary sequence Λ “ pλjqjPN0 in N with ratio ρΛ P p1, 2q one has
(1.5)
››SpΛq››
LppTqÑLppTq
ď C0pp´ 1q3{2 pρΛ ´ 1q
´1{2.
Moreover, as in Theorem 1, the exponent r “ 1{2 in pρΛ´1q´1{2 in (1.5) cannot
be improved in general.
The proofs of (1.3) and (1.5) are based on the observation that it suffices to show
(1.6)
››SpΛqpfq››
L1,8pTq
À pρΛ ´ 1q´1{2}f}X ,
where for the case of Theorem 1 one takes X to be the real Hardy space H1pTq
and for the case of Theorem 2, one takes X to be the Orlicz space L log1{2 LpTq.
Indeed, regarding the proof of Theorem 1, having established the aforementioned
weak-type inequality, one then argues as in [4]. More precisely, (1.3) is obtained by
using (1.6) for X “ H1pTq, the trivial estimate ››SpΛq››
L2pTqÑL2pTq
“ 1 and a result
of Kislyakov and Xu on Marcinkiewicz-type interpolation between analytic Hardy
spaces [21]. Regarding Theorem 2, having shown (1.6) for X “ L log1{2 LpTq, the
proof of (1.5) is obtained by arguing as in [1], namely by first interpolating between
(1.6) forX “ L log1{2 LpTq and ››SpΛq››
L2pTqÑL2pTq
“ 1 and then using Tao’s converse
extrapolation theorem [36].
The proof of (1.6) for X “ H1pTq and X “ L log1{2 LpTq can be obtained by
using the arguments of Tao and Wright [37] that establish the endpoint mapping
properies of general Marcinkiewicz multiplier operators “near” L1pRq. However,
we remark that for the case of Theorem 1, namely to prove (1.6) for X “ H1pTq,
one can just use a version of Stein’s classical multiplier theorem on Hardy spaces
[31, 32] obtained by Coifman and Weiss in [12].
Furthermore, an adaptation of the aforementioned argument to the Euclidean
setting, where one uses the work of Tao and Wright [37] combined with a theorem
of Peter Jones [20] on Marcinkiewicz-type decomposition for functions in analytic
Hardy spaces on the real line (instead of the theorem of Kislyakov and Xu mentioned
above), gives a Euclidean version of Theorem 1. Moreover, by using the work of
Lerner [24], one obtains a variant of Theorem 2 to the Euclidean setting as well as
an alternative proof of Theorem 2.
At this point, it is worth noting that, given any strictly increasing sequence
Λ “ pλjqjPN0 of positive integers, if 2 ă p ă 8 then SpΛq has an LppTq Ñ LppTq
operator norm that is independent of Λ. More specifically, Bourgain, by using
duality and his extension [7] of Rubio de Francia’s theorem [30], proved in [10] that
for every strictly increasing sequence Λ of positive integers the LppTq Ñ LppTq
operator norm of SpΛq (2 ă p ă 8) behaves like
(1.7)
››SpΛq››
LppTqÑLppTq
„ p ppÑ8q
and the implied constants in (1.7) do not depend on Λ. In particular, if Λ is a
a lacunary sequence in N, then the implied constants in (1.7) are independent of
ρΛ. Moreover, it is well-known that, in general, Littlewood-Paley square functions
formed with respect to arbitrary strictly increasing sequences might not be bounded
on Lp for 1 ď p ă 2; see e.g. [11]. For more details on Littlewood-Paley square
functions of Rubio de Francia type, see [23] and the references therein.
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The present paper is organised as follows. In Section 2, we give some notation and
background. In Section 3, we give a proof of Theorem 1 and present its optimality
in the sense explained above. In Section 4 we prove Theorem 2 and in Section
5 we extend our results to Littlewood-Paley square functions formed with respect
to finite unions of lacunary sequences. In Section 6 we extend (1.3) and (1.5) to
higher dimensions and in the last section of this paper we obtain variants of (1.3)
and (1.5) to the Euclidean setting.
2. Notation and Background
2.1. Notation. We denote the set of integers by Z, the set of natural numbers by
N and the set of non-negative integers by N0. The real line is denoted by R and the
complex plane by C. We identify strictly increasing sequences of positive integers
with subsets of N in a standard way.
If x P R, then rxs stands for the unique integer such that rxs ´ 1 ă x ď rxs
and txu denotes the integer part of x namely, txu is the unique integer satisfying
txu ď x ă txu ` 1.
The notation | ¨ | is used for either the one-dimensional Lebesgue measure of a
Lebesgue measurable set A Ď R or for the modulus of a complex number a P C.
The logarithm of x ą 0 to the base λ ą 0 is denoted by logλpxq. If λ “ e, we
write log x.
If A is a finite set, then #pAq denotes the number of its elements. Given a, b P Z
with a ă b, ta, ¨ ¨ ¨ , bu denotes the set ra, bs X Z and will occasionally be referred
to as an “interval” in Z. Moreover, a function m : Z Ñ R is said to be “affine” in
ta, ¨ ¨ ¨ , bu if, and only if, there exists a function µ : RÑ R such that µpnq “ mpnq
for all n P ta, ¨ ¨ ¨ , bu and µ is affine in ra, bs.
If there exists an absolute constant C ą 0 such that A ď CB, we shall write
A À B or B Á A and say that A is OpBq. If C ą 0 depends on a given parameter
η, we shall write A Àη B. If A À B and B À A, we write A „ B. Similarly, if
A Àη B and B Àη A, we write A „η B.
If J is an arc of the torus T :“ R{p2πZq with |J | ă π, then 2J denotes the arc
that is concentric to J with length equal to 2|J |.
We identify functions on the torus T with 2π-periodic functions defined over the
real line. The Fourier coefficient of a function f in L1pTdq at pn1, ¨ ¨ ¨ , ndq P Zd is
given by
pfpn1, ¨ ¨ ¨ , ndq :“ p2πq´d ż
Td
fpx1, ¨ ¨ ¨ , xdqe´ipn1x1`¨¨¨`ndxdqdx1 ¨ ¨ ¨ dxd.
If f P L1pTdq is such that suppp pfq is finite, then f is said to be a trigonometric
polynomial on Td. If f is a trigonometric polynomial on Td such that suppp pfq Ď Nd0,
then we say that f is an analytic trigonometric polynomial on Td. Similarly, if f is
a Schwartz function on Rd then its Fourier transform at pξ1, ¨ ¨ ¨ , ξdq P Rd is given
by pfpξ1, ¨ ¨ ¨ , ξdq :“ p2πq´d ż
Rd
fpx1, ¨ ¨ ¨ , xdqe´ipξ1x1`¨¨¨`ξdxdqdx1 ¨ ¨ ¨ dxd.
Vector-valued functions on T are denoted by F . Moreover, for 0 ă p ă 8, we
use the notation
}F }LppT;ℓ2pNqq :“ p2πq´1{p
´ż
r´π,πq
}F pxq}p
ℓ2pNqdx
¯1{p
.
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If pX,A, µq is a measure space, we use the standard notation
}f}L1,8pXq :“ sup
λą0
 
λ ¨ µ`tx P X : |fpxq| ą λu˘(.
2.2. Multipliers. If m P ℓ8pZdq, then T is said to be a multiplier operator with
associated multiplier m if, and only if, for every trigonometric polynomial f on Td
one has the representation
T pfqpx1, ¨ ¨ ¨ , xdq “
ÿ
pn1,¨¨¨ ,ndqPZd
mpn1, ¨ ¨ ¨ , ndq pfpn1, ¨ ¨ ¨ , ndqeipn1x1`¨¨¨`ndxdq
for every px1, ¨ ¨ ¨ , xdq P Td. In this case, we also say that m is the symbol of T and
we write T “ Tm.
For j P t1, ¨ ¨ ¨ , du, if Tj is the multiplier operator acting on functions over
T with symbol mj P ℓ8pZq, then T1 b ¨ ¨ ¨ b Td denotes the multiplier operator
acting on functions over Td whose associated symbol is given by mpn1, ¨ ¨ ¨ , ndq “
m1pn1q ¨ ¨ ¨mdpndq for all pn1, ¨ ¨ ¨ , ndq P Zd.
Multiplier operators acting on functions over Euclidean spaces are defined simi-
larly. Given a bounded function m on R, we denote by Tm|Z the multiplier operator
acting on functions defined over the torus with associated symbol given by µ “ m|Z,
i.e. µ : ZÑ C and µpnq “ mpnq for all n P Z.
2.3. Function spaces. The real Hardy space H1pTq is defined to be the class of
all functions f P L1pTq such that Hpfq P L1pTq, where H denotes the periodic
Hilbert transform. For f P H1pTq, we set }f}H1pTq :“ }f}L1pTq ` }Hpfq}L1pTq. One
defines the real Hardy space H1pRq on the real line in an analogous way.
It is well-known that H1pTq admits an atomic decomposition. More specifically,
following [12], a function a is said to be an atom in H1pTq if it is either the constant
function a “ χT or there exists an arc I in T such that supppaq Ď I,
ş
I
apxqdx “ 0,
and }a}L2pTq ď |I|´1{2. The characterisation of H1pTq in terms of atoms asserts
that f P H1pTq if, and only if, there exists a sequence of atoms pakqkPN in H1pTq
and a sequence pµkqkPN P ℓ1pNq such that
f “
ÿ
kPN
µkak,
where the convergence is in the H1pTq-norm and moreover, if we define
}f}H1
at
pTq :“ inf
# ÿ
kPN
|µk| : f “
ÿ
kPN
µkak, ak are atoms in H
1pTq
+
,
then there exist absolute constants c11, c1 ą 0 such that
(2.1) c11}f}H1atpTq ď }f}H1pTq ď c1}f}H1atpTq.
For more details on real Hardy spaces, see [12], [17], [18] and the references therein.
For 0 ă p ă 8, one defines the d-parameter analytic Hardy space HpApRdq as
follows. A function f P LppRdq belongs to HpApRdq if, and only if, there exists an
analytic function rf on pR2`qd satisfying the condition
sup
y1,¨¨¨ ,ydą0
ż
Rd
ˇˇ rfpx1 ` iy1, ¨ ¨ ¨ , xd ` iydqˇˇpdx1 ¨ ¨ ¨dxd ă 8
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so that f equals a.e. to the limit of rf as one approaches the boundary Rd of pR2`qd,
where R2` :“ tx ` iy : x P R, y ą 0u. The Hardy space H8A pRdq is the class of all
functions f P L8pRdq that are boundary values of bounded analytic functions rf on
pR2`qd. One definesHpApTdq in an analogous way (0 ă p ď 8). Also, it is well-known
that for 1 ď p ď 8 the Hardy space HpApTdq coincides with the class of all functions
f P LppTdq such that suppp pfq Ď Nd0. It thus follows that, in the one-dimensional
case, H1ApTq Ď H1pTq and }f}H1pTq “ 2}f}L1pTq for all f P H1ApTq. Moreover, the
class of analytic trigonometric polynomials on Td is dense in pHpApTdq, } ¨ }LppTdqq
for all 0 ă p ă 8. For more details on one-dimensional analytic Hardy spaces, we
refer the reader to the book [14].
For r ą 0, L logr LpTq denotes the class of all measurable functions f on the
torus satisfying ż
T
|fpxq| logrpe` |fpxq|qdx ă 8.
If we equip L logr LpTq with the norm
}f}L logr LpTq :“ inf
#
λ ą 0 : p2πq´1
ż
T
Φrpλ´1|fpxq|qdx ď 1
+
,
where Φrptq :“ tr1` logp1` tqsr (t ě 0), then pL logr LpTq, } ¨ }L logr LpTqq becomes
a Banach space. For more details on Orlicz spaces, see [22].
2.4. Maximal functions. We denote the centred Hardy-Littlewood maximal op-
erator in the periodic setting by Mc, namely if f is a measurable function over T
then one has
Mcpfqpxq :“ sup
0ărďπ
r´1
ż
|t|ăr
|fpx´ tq|dt, x P T.
The symbolMd stands for the centred discrete Hardy-Littlewood maximal operator
given by
Mdpaqpnq :“ sup
NPN
N´1
ÿ
|k|ăN
|apn´ kq| pn P Zq
for any function a : ZÑ C.
It is well-known that Mc is of weak-type p1, 1q and bounded on LppTq for every
1 ă p ď 8; see Chapter I in [33] or Section 13 in Chapter I in [38]. Analogous
bounds hold for Md; see [34].
2.5. Khintchine’s inequality. In several parts of this paper, we pass from square
functions of the form přj |sj |2q1{2 to corresponding families of functions řj ˘sj
and vice versa by using a standard randomisation argument involving Khintchine’s
inequality for powers p P r1, 2q.
Recall that given a probability space pΩ,A,Pq and a countable set of indices
F , a sequence prnqnPF of independent random variables on pΩ,A,Pq satisfying
Pprn “ 1q “ Pprn “ ´1q “ 1{2, n P F , is said to be a sequence of Rademacher
functions on Ω indexed by F . Then, Khintchine’s inequality asserts that for every
finitely supported complex-valued sequence paj1,¨¨¨ ,jdqj1,¨¨¨ ,jdPF one has
(2.2)
››››› ÿ
j1,¨¨¨ ,jdPF
aj1,¨¨¨ ,jdrj1 ¨ ¨ ¨ rjd
›››››
LppΩdq
„
˜ ÿ
j1,¨¨¨ ,jdPF
|aj1,¨¨¨ ,jd |2
¸1{2
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for all 0 ă p ă 8, where the implied constants do not depend on paj1,¨¨¨ ,jdqj1,¨¨¨ ,jdPF .
In the special case where p is “close” to 1`, for instance when p P r1, 2q, the implied
constants in (2.2) can be taken to be independent of p P r1, 2q; see Appendix D in
[33].
3. Proof of Theorem 1
Let Λ “ pλjqjPN0 be a lacunary sequence in N with ratio ρΛ P p1, 2q. To
prove Theorem 1, we shall first establish the weak-type inequality (1.6) for X “
H1pTq and then use a Marcinkiewicz-type interpolation argument for analytic
Hardy spaces on the torus.
As mentioned in the introduction, the proof of (1.6) for X “ H1pTq can be
obtained by using either the work of Tao and Wright [37] or a classical result of
Coifman and Weiss [12] and more specifically, by using the argument of Coifman
and Weiss that establishes [12, Theorem (1.20)]. As the former approach will be
used in the proof of Theorem 2 in Section 4, we shall present here a proof of the
desired weak-type inequality that uses arguments of [12].
To obtain the desired weak-type inequality following the latter method, we shall
consider an appropriate sequence of “smoothed-out” replacements pr∆pΛqj qjPN0 of
p∆pΛqj qjPN0 satisfying
∆
pΛq
j
r∆pΛqj “ ∆pΛqj .
The sequence of operators pr∆pΛqj qjPN0 is defined as follows. For j “ 0, let r∆pΛq0
denote the multiplier operator whose symbol m
pΛq
0 : Z Ñ R is such that:
‚ supp`mpΛq0 ˘ “ t´λ1 ` 1, ¨ ¨ ¨ , λ1 ´ 1u.
‚ mpΛq0 pnq “ 1 for all n P t´λ0, ¨ ¨ ¨ , λ0u.
‚ mpΛq0 is “affine” in t´λ1, ¨ ¨ ¨ ,´λ0u and in tλ0, ¨ ¨ ¨ , λ1u.
For j P N, define r∆pΛqj to be the multiplier operator whose associated multiplier
m
pΛq
j : Z Ñ R is even and satisfies:
‚ supp`mpΛqj ˘ “ tλj´2 ` 1, ¨ ¨ ¨ , λj`1 ´ 1u.
‚ mpΛqj pnq “ 1 for all n P tλj´1, ¨ ¨ ¨ , λju.
‚ mpΛqj is “affine” in tλj´2, ¨ ¨ ¨ , λj´1u and in tλj , ¨ ¨ ¨ , λj`1u.
Here, in the case where j “ 1, we make the convention that λ´1 :“ tλ0{ρΛu.
The following lemma is a consequence of the argument of Coifman and Weiss
establishing [12, Theorem (1.20)].
Lemma 3. Let Λ “ pλjqjPN0 be a lacunary sequence in N with ratio ρΛ P p1, 2q.
If
`r∆pΛqj ˘jPN0 is defined as above and pΩ,A,Pq is a probability space, for ω P Ω,
consider the operator rT pΛqω given byrT pΛqω :“ ÿ
jPN0
rjpωqr∆pΛqj ,
where prjqjPN0 denotes the set of Rademacher functions on Ω indexed by N0. Then,
there exists an absolute constant A0 ą 0 such that
(3.1)
›› rT pΛqω pfq››L1pTq ď A0pρΛ ´ 1q1{2 }f}H1pTq
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for every choice of ω P Ω.
Proof. Let m
pΛq
ω denote the symbol of the operator rT pΛqω in the statement of the
lemma, namely
mpΛqω :“
ÿ
jPN0
rjpωqmpΛqj ,
where m
pΛq
j are as above, j P N0. Our first task is to show that mpΛqω satisfies the
following “Mikhlin-type” condition
(3.2) sup
nPZ
!
|n||mpΛqω pn` 1q ´mpΛqω pnq|
)
ď C0pρΛ ´ 1q´1,
where C0 ą 0 is an absolute constant, independent of ω and Λ. The verification of
(3.2) is elementary. Indeed, to show (3.2), note that for every n P Z there exist at
most 3 non-zero terms in the sum
mpΛqω pnq “
ÿ
jPN0
rjpωqmpΛqj pnq
and so, it suffices to show that for every j P N0 one has
(3.3) δjpnq :“
ˇˇ
m
pΛq
j pn` 1q ´mpΛqj pnq
ˇˇ À 1|n|pρΛ ´ 1q
for all n P Zzt0u, where the implied constant is independent of n and Λ. To show
(3.3), fix a j P N0 and take an n P supp
`
m
pΛq
j
˘
. We may assume that j P N, as
the case j “ 0 is treated similarly and gives the same bounds. Suppose first that
n P t´λj`1, ¨ ¨ ¨ ,´λj´1u Y tλj´1, ¨ ¨ ¨ , λj`1u. Observe that in the subcase where
λj´1 ď |n| ă λj one has δjpnq “ 0 and so, (3.3) trivially holds. If we now assume
that λj ď |n| ď λj`1, then one has
δjpnq “ 1
λj`1 ´ λj ď
1
λj`1p1´ ρ´1Λ q
ď 1|n|p1´ ρ´1Λ q
ď 2|n|pρΛ ´ 1q ,
as desired. The case where n P t´λj´1, ¨ ¨ ¨ ,´λj´2u Y tλj´2, ¨ ¨ ¨ , λj´1u is handled
similarly and also gives |n|δjpnq ď 2pρΛ´ 1q´1. Therefore, (3.3) holds and so, (3.2)
is valid with C0 “ 6.
Consider now an arbitrary non-constant atom a in H1pTq. Then, the proof of
[12, Theorem (1.20)], together with the estimate (3.2), yields that
(3.4)
›› rT pΛqω paq››L1pTq À ››mpΛqω ››ℓ8pZq ` ››mpΛqω ››1{2ℓ8pZqpρΛ ´ 1q´1{2,
where the implied constant does not depend on rT pΛqω and a. Indeed, notice that it
follows from [12, (1.16)] that
ż
T
ˇˇ rT pΛqω paqpxqˇˇdx ď 3π
˜ż
T
ˇˇ rT pΛqω paqpxqˇˇ2dx
¸1{4˜ż
T
ˇˇ rT pΛqω paqpxqˇˇ2|1´ eix|2dx
¸1{4
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and hence, by using (3.3) and arguing exactly as on pp. 578–579 in [12], one deduces
that˜ż
T
ˇˇ rT pΛqω paqpxqˇˇ2dx
¸1{4˜ż
T
ˇˇ rT pΛqω paqpxqˇˇ2|1´ eix|2dx
¸1{4
À ››mpΛqω ››ℓ8pZq`
››mpΛqω ››1{2ℓ8pZq}a}1{2L2pTq
˜
1
pρΛ ´ 1q2
ÿ
|n|ď}a}2
L2pTq
}a}´4
L2pTq `
1
pρΛ ´ 1q2
ÿ
|n|ě}a}2
L2pTq
1
n2
¸1{4
and so, (3.4) follows. Note that since
››mpΛqω ››ℓ8pZq ď 3, we deduce from (3.4) that
there exists an absolute constant D0 ą 0 such that
(3.5)
›› rT pΛqω paq››L1pTq ď D0pρΛ ´ 1q´1{2
for any non-constant atom a in H1pTq. Moreover, observe that the constant atom
a0 “ χT trivially satisfies (3.5), since
}rT pΛqω pa0q}L1pTq “ ˇˇmpΛqω p0q pa0p0qˇˇ ď D10pρΛ ´ 1q´1{2,
where D10 :“ maxtD0, 3u. Therefore, (3.5) holds for all atoms in H1pTq and hence,
by arguing as e.g. on pp. 129–130 in [18], we deduce that (3.5) holds in the whole
of H1pTq with A0 “ c1D10, c1 being the constant in (2.1). 
Having established Lemma 3, we are now ready to prove (1.6) for X “ H1pTq.
Note that by using (1.6) for X “ H1pTq combined with the fact that }g}H1pTq “
2}g}L1pTq for g P H1ApTq and the density of analytic trigonometric polynomials in
pH1ApTq, } ¨ }L1pTqq, one deduces that there exists an absolute constant M0 ą 0 such
that
(3.6)
››SpΛqpgq››
L1,8pTq
ďM0 1pρΛ ´ 1q1{2 }g}L
1pTq pg P H1ApTqq.
Now, in order to prove (1.6) for X “ H1pTq, fix an arbitrary trigonometric polyno-
mial f and define phjqjPN0 by hj :“ r∆pΛqj pfq, where r∆pΛqj are the “smoothed-out”
versions of ∆
pΛq
j , introduced above. It follows from Corollary 2.13 on p. 488 in [17]
and the definition of phjqjPN0 that
(3.7)
››SpΛqpfq››
L1,8pTq
À
›››››
˜ ÿ
jPN0
|hj |2
¸1{2›››››
L1pTq
,
where the implied constant does not depend on f and Λ. If we fix a probability
space pΩ,A,Pq, observe that, by using the definition of phjqjPN0 together with
Khintchine’s inequality (2.2) and Fubini’s theorem, one has›››››
˜ ÿ
jPN0
|hj |2
¸1{2›››››
L1pTq
À
ż
Ω
}rT pΛqω pfq}L1pTqdPpωq,
where the implied constant is independent of f and Λ. Here, rT pΛqω denotes the
multiplier operator in the statement of Lemma 3. Hence, by using the last estimate,
(3.1), and (3.7), we obtain (1.6) for X “ H1pTq.
We shall now employ the following result, which is due to Kislyakov and Xu [21].
See also [6, Proposition 1.6] and [28, Lemma 7.4.2].
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Lemma 4 ([21]). If f P H1ApTq and α ą 0, then there exist functions gα P H1ApTq
and hα P H8A pTq such that f “ gα ` hα and
‚ }gα}L1pTq ď C
ş
t|f |ąαu
|fpxq|dx
‚ |hαpxq| ď Cαmin
 
α|fpxq|´1, α´1|fpxq|( for a.e. x P T,
where the constant C ą 0 does not depend on f and α.
To complete the proof of Theorem 1, one argues as in [4]. More precisely, fix a
p P p1, 2q and take an arbitrary f P HpApTq with }f}LppTq “ 1. Assume first that p
is “close” to 1`, for instance, suppose that p P p1, 3{2s. Since f P HpApTq Ď H1ApTq,
by using Lemma 4, we may write››SpΛqpfq››p
LppTq
“ p2πq´1
ż 8
0
pαp´1
ˇˇˇ!
x P T : SpΛqpfqpxq ą α
)ˇˇˇ
dα ď I1 ` I2,
where
I1 :“ p2πq´1p
ż 8
0
αp´1
ˇˇˇ!
x P T : SpΛqpgαqpxq ą α{2
)ˇˇˇ
dα
and
I2 :“ p2πq´1p
ż 8
0
αp´1
ˇˇˇ!
x P T : SpΛqphαqpxq ą α{2
)ˇˇˇ
dα.
To handle I1, we use (3.6), the properties of gα P H1ApTq, Fubini’s theorem, and
the assumption that }f}LppTq “ 1 as follows,
I1 ď 2pM0p2πq´1pρΛ ´ 1q´1{2
ż 8
0
αp´2
« ż
T
|gαpxq|dx
ff
dα
ď 2pM0Cp2πq´1pρΛ ´ 1q´1{2
ż 8
0
αp´2
« ż
t|f |ąαu
|fpxq|dx
ff
dα
ď C0pρΛ ´ 1q´1{2 1
p´ 1 ,
where C0 “ 4M0C with M0 and C being the constants in (3.6) and in Lemma 4,
respectively. To handle I2, we first use the fact that }SpΛq}L2pTqÑL2pTq “ 1 and get
I2 ď p2πq´1p
ż 8
0
αp´1
ˇˇˇ!
x P T : SpΛqphαqpxq ą α{2
)ˇˇˇ
dα
ď p2πq´14p
ż 8
0
αp´3
«ż
T
|hαpxq|2dx
ff
dα
and then, arguing as e.g. in the proof of [28, Theorem 7.4.1], we write I2 ď I 12` I22 ,
where
I 12 :“ 2π´1Cp
ż 8
0
αp´3
«ż
t|f |ďαu
|fpxq|2dx
ff
dα
and
I22 :“ 2π´1Cp
ż 8
0
αp`1
« ż
t|f |ąαu
|fpxq|´2dx
ff
dα,
with C ą 0 being the constant in Lemma 4. Hence, by using Fubini’s theorem and
the assumption that }f}LppTq “ 1, we have
I 12 ď
C 1
2´ p
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and
I22 ď
C 1
p` 2 ,
where C 1 ą 0 is an absolute constant. Putting all the estimates together, we obtain››SpΛqpfq››p
LppTq
ď C0pρΛ ´ 1q´1{2 1
p´ 1 `
C 1
2´ p `
C 1
p` 2
and since p P p1, 3{2s, we deduce that››SpΛqpfq››
LppTq
À 1
p´ 1pρΛ ´ 1q
´1{2,
where the implied constant does not depend on f , p, and Λ.
We remark that (1.3) also holds for p P p3{2, 2q. To see this, observe that [10,
Theorem 2] implies that, e.g.,
››SpΛq››
L3pTqÑL3pTq
ď C, where C ą 0 does not depend
on the lacunary sequence Λ. Hence, arguing as in the case where p P p1, 3{2s,
namely by using Lemma 4 and, in particular, by interpolating between (3.6) and
the L3pTq Ñ L3pTq bound mentioned above, we deduce that (1.3) is also valid for
p P p3{2, 2q. Therefore, the proof of Theorem 1 is complete.
3.1. Optimality of Theorem 1. In this subsection, it is shown that the exponent
r “ 1{2 in pρΛ ´ 1q´1{2 in (1.3) is optimal in the sense that for every λ “close”
to 1` one can exhibit a lacunary sequence Λ with ratio ρΛ P rλ, λ3q and choose
a p “ ppλq “close” to 1` such that (1.4) holds. For this, the idea is to consider
lacunary sequences Λ whose terms essentially behave like λjqj pλ ´ 1q´1 for all
j P N0, where qj „ 1, j P N0. To be more precise, we need the following elementary
construction.
Lemma 5. For every λ ą 1 such that λ3 ă 2, there exists a lacunary sequence
Λ “ pλjqjPN0 of positive integers such that
(3.8)
1
λ´ 1 ă λ0 ă
4
λ´ 1
and
(3.9) λ ď λj`1
λj
ă λ3 for all j P N0.
In particular, the ratio ρΛ of Λ satisfies ρΛ P rλ, λ3q.
Proof. Given a λ ą 1 with λ3 ă 2, fix a rλ P pλ3{2, λ2q and then consider the
auxiliary sequence pαjqjPN0 given by αj :“ rrλjs, j P N0. Note that it follows from
the definition of pαjqjPN0 that
(3.10)
αj`1
αj
ě rλ ¨ rλjrλj ` 1
for all j P N0. Observe that, since rλ ą λ3{2 ą λ ą 1, there exists a j0 P N such that
(3.11)
rλj0rλj0 ` 1 ě λrλ ą rλ
j0´1rλj0´1 ` 1 .
Note also that, since rλ ă λ2, the left-hand side of (3.11) implies that
(3.12) rλj ą 1
λ´ 1 for all j ě j0.
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Moreover, it follows from the right-hand side of (3.11) that
rλj0´1 ă λrλ´ λ
and hence, using the facts that rλ ą λ3{2 as well as 1 ă λ ă 2, we deduce that
(3.13) rλj0 ă 1
λ1{2 ´ 1 ă
3
λ´ 1 .
Define now Λ “ pλjqjPN0 by
λj :“ αj`j0 “
Prλj`j0T for j P N0,
j0 being as above. We shall prove that Λ satisfies the desired properties (3.8) and
(3.9). To prove (3.8), note that (3.12) gives
λ0 ě rλj0 ą 1
λ´ 1 .
Moreover, (3.13) implies that
λ0 ď rλj0 ` 1 ă 3
λ´ 1 ` 1 ă
4
λ´ 1
and hence, we deduce that λ0 satisfies (3.8).
To prove (3.9), note that for all j P N one has
λj`1
λj
ě rλ ¨ rλj`j0rλj`j0 ` 1 ě rλ ¨ rλ
j0rλj0 ` 1 ě λ,
where we used the fact that the map t ÞÑ tpt`1q´1 is increasing on r0,8q and (3.11).
This completes the proof of the left-hand side of (3.9). To prove the right-hand
side of (3.9), note that by the definition of Λ one has
λj`1
λj
ď
rλj`j0`1 ` 1rλj`j0 “ rλ` 1rλj`j0
and so, (3.12) gives
λj`1
λj
ă rλ` λ´ 1.
Since rλ`λ´ 1 ă λ2`λ´ 1 and the map t ÞÑ t3´ t2´ t` 1 is increasing on r1,8q,
the proof of the right-hand side of (3.9) follows from the last estimate. 
Given a λ ą 1 with λ3 ă 2, construct a lacunary sequence Λ in N as in Lemma
5 and then consider the corresponding square function SpΛq.
Let N P N be such that
(3.14) N :“ Pe4{pλ´1qT
and observe that if we choose p “ λ, then
(3.15) e4 ď Np´1 ď e5.
Consider now the de la Valle´e Poussin kernel VN of order N , namely
VN :“ 2K2N`1 ´KN ,
Kn being the Feje´r kernel of order n; Knpxq :“
ř
|j|ďn
`
1´ |j|{pn` 1q˘eijx, x P T.
As in [4], consider the analytic trigonometric polynomial fN given by
fNpxq :“ eip2N`1qxVN pxq, x P T.
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Using (3.15), one has
(3.16) }fN }LppTq À 1.
Indeed, arguing as on p. 424 in [26], observe that }fN}L1pTq À 1 and }fN}L8pTq À N
and hence, interpolation implies that }fN}LppTq À N1´1{p. Therefore, (3.16) follows
from (3.15).
Next, we claim that the set A
pΛq
N “
 
j P N0 : N ď λj ď 2N
(
is non-empty and
has cardinality
(3.17) #pApΛqN q „ pλ´ 1q´1 „ pρΛ ´ 1q´1.
To prove that A
pΛq
N is non-empty, observe that it follows from (3.8) and (3.14) that
λ0 ă 4
λ´ 1 ă N
and hence, there exists a k0 P N such that
λk0´1 ă N ď λk0 .
Using now the right-hand side of (3.9), we obtain
λk0 ă λ3λk0´1 ă λ3N ă 2N.
It thus follows that k0 P ApΛqN and so, ApΛqN is a non-empty set of indices. In order
to prove (3.17), note that if we set k :“ #pApΛqN q and k0 P N is as above, then the
definition of A
pΛq
N and the left-hand side of (3.9) give
2N ě λk0`k´1 ě λk´1λk0 ě λk´1N
and so, λk´1 ď 2. Hence, k ď 1` logλ 2 „ rlogλs´1 and since rlogλs´1 „ pλ´1q´1,
we get the upper estimate
(3.18) k À pλ´ 1q´1.
By the definitions of A
pΛq
N , k0, k, and the right-hand side of (3.9), we obtain
2N ď λk0`k`1 ď λ3pk`1qλk0´1 ă λ3pk`1qN
and so, pλ´ 1q´1 „ logλ 2 ă 3pk ` 1q. Hence, we also get the lower estimate
(3.19) k Á pλ´ 1q´1
and therefore, the proof of (3.17) is complete in view of (3.18) and (3.19).
Going now back to the proof of (1.4), observe that, thanks to the definition of
fN , one has
(3.20) ∆
pΛq
j pfN qpxq “
λj´1ÿ
n“λj´1
einx
for all j P ApΛqN . Therefore, by using (3.20) and (3.14), one deduces that››∆pΛqj pfN q››L1pTq „ logpλj ´ λj´1q ą logpλj´1pλ´ 1qq ě logpNpλ´ 1qq „ logN
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for all j P ApΛqN with j ą k0` 1, k0 being as above. Hence, arguing again as in [10],
by using Minkowski’s inequality together with the last estimate and (3.17), we get
››SpΛqpfN q››LppTq ě
˜ ÿ
jPN0
}∆pΛqj pfNq}2LppTq
¸1{2
ě
˜ ÿ
jPA
pΛq
N
}∆pΛqj pfN q}2L1pTq
¸1{2
Á
´
#pApΛqN qrlogN s2
¯1{2
„ pρΛ ´ 1q´1{2 logN.
It thus follows from the last estimate combined with (3.16) that
sup
}f}LppTq“1
fPHp
A
pTq
››SpΛqpfq››
LppTq
Á pρΛ ´ 1q´1{2 logN
and this implies the desired bound (1.4), as (3.15) gives logN „ pp´ 1q´1.
Remark 6. Observe that for any fixed p P p1, 2q, if one sets λ :“ p1{3 and defines
Λ “ pλjqjPN0 , N , and fN as above, then one has λ ď ρΛ ă λ3 “ p, logN „
pp´ 1q´1 „ pλ´ 1q´1 and the previous argument shows that
sup
}f}LppTq“1
fPHpApTq
››SpΛqpfq››
LppTq
Á pλ ´ 1q´3{2 „ pρΛ ´ 1q´3{2,
which is the lower estimate mentioned in Remark (i) in [29, Section 3]. Notice that
the aforementioned lower bound also shows that the estimate in Theorem 1 cannot
be improved in general.
3.2. A classical inequality of Paley. A classical theorem of Paley [27] asserts
that if Λ “ pλjqjPN0 is a lacunary sequence in N, then for every f P H1ApTq the
sequence p pfpλjqqjPN0 is square summable. Moreover, Paley’s argument in [27] yields
that if Λ is a lacunary sequence in N with ratio ρΛ P p1, 2q then
(3.21)
˜ ÿ
jPN0
| pfpλjq|2¸1{2 À pρΛ ´ 1q´1{2}f}L1pTq pf P H1ApTqq.
Paley’s inequality was extended by D. Oberlin’s in [25]; see Corollary on p. 45 in
[25]. We remark that by using Lemma 3, iteration and multi-dimensional Khint-
chine’s inequality (2.2), one recovers D. Oberlin’s extension of Paley’s inequality,
namely if Λn “ pλpnqjn qjnPN0 is a lacunary sequence in N with ratio ρΛn P p1, 2q for
n P t1, ¨ ¨ ¨ , du, then
(3.22)
˜ ÿ
j1,¨¨¨ ,jdPN0
ˇˇˇ pfpλp1qj1 , ¨ ¨ ¨ , λpdqjd qˇˇˇ2
¸1{2
Àd
«
dź
n“1
pρΛn ´ 1q´1{2
ff
}f}L1pTdq
for all f P H1ApTdq. Furthermore, an adaptation of the argument presented in the
previous subsection shows that the exponents r “ 1{2 in śdn“1pρΛn ´ 1q´1{2 in
(3.22) cannot be improved in general.
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4. Proof of Theorem 2
As mentioned in the introduction, the first step in the proof of Theorem 2 is to
establish the weak-type inequality (1.6) for X “ L log1{2 LpTq and this inequality
will be obtained by using the work of Tao and Wright on the endpoint behaviour
of Marcinkiewicz multiplier operators acting on functions defined over the real line
[37].
To be more precise, let η be a fixed Schwartz function that is even, supported
in p´8,´1{8q Y p1{8, 8q and such that η|r1{4,4s ” 1. For j P N, set ηjpξq :“ ηp2´jξq
for ξ P R and denote by r∆j the periodic multiplier operator whose symbol is given
by ηj |Z, i.e. r∆j “ Tηj |Z . We shall also consider the sequence of functions pφjqjPN
given by
φjpxq :“ 2j
“
1` 22j sin2px{2q‰´3{4, x P T.
By arguing exactly as on pp. 547–549 in [37] one deduces that [37, Proposition
9.1] implies that for every f P L log1{2 LpTq there exists a sequence pFjqjPN of
non-negative functions such that for every j P N one has
(4.1)
ˇˇ r∆jpfqpxqˇˇ À `Fj ˚ φj˘pxq for all x P T
and
(4.2)
›››››
˜ ÿ
jPN
|Fj |2
¸1{2›››››
L1pTq
À 1`
ż
T
|fpxq| log1{2pe` |fpxq|qdx.
We omit the details. Notice that (4.2) can be regarded as a periodic analogue of
[37, Proposition 4.1].
Fix now a lacunary sequence Λ “ pλkqkPN0 of positive integers with ρΛ P p1, 2q.
Note that it follows from the mapping properties of the periodic Hilbert transform
that for every a, b P R such that a ă b, the multiplier operator Tχta,¨¨¨ ,bu is of weak-
type p1, 1q and bounded on LppTq for all 1 ă p ă 8 with corresponding operator
norm bounds that are independent of a, b. We may thus assume, without loss of
generality, that λ0 ě 8.
For technical reasons, in order to suitably adapt the relevant arguments of [37]
to the periodic setting and prove that SpΛq satisfies (1.6) for X “ L log1{2 LpTq,
it would be more convenient to work with Sp
rΛq, where rΛ is a strictly increasing
sequence in N, which is associated to Λ and satisfies the properties of the following
lemma.
Lemma 7. Let Λ “ pλkqkPN0 be a lacunary sequence in N with ρΛ P p1, 2q and
λ0 ě 8.
There exists a Λ1 Ď N such that if we regard rΛ :“ ΛYΛ1Yp2j`3qjPN0 as a strictly
increasing sequence in N and write rΛ “ prλkqkPN0 , then rλ0 “ 8 and moreover, rΛ has
the following properties:
(1) For every k P N there exists a positive integer jk ě 4 such that
rrλk´1, rλkq Ď r2jk´1, 2jkq
and rλk ´ rλk´1 ď 2jk´3.
(2) For all N P N, one has
#prΛX t2N´1, ¨ ¨ ¨ , 2Nuq ď 9p#pΛ X t2N´1, ¨ ¨ ¨ , 2Nuq ` 2q.
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Proof. The desired construction is elementary. First of all, note that if we regard
the set Λd :“ Λ Y p2j`3qjPN0 as a strictly increasing sequence in N and write
Λd “ pλpdqk qkPN0 , then λpdq0 “ mintλ0, 8u “ 8 and for every k P N there exists a
unique positive integer jk ě 4 such that Ipdqk :“ rλpdqk´1, λpdqk q Ď r2jk´1, 2jkq.
We shall now construct Λ1 “ ŤkPN0 Λ1k, where the sets Λ1k Ď N are defined
inductively as follows.
‚ For k “ 0, define Λ10 :“ tλpdq0 u.
‚ For k P N, let jk and Ipdqk be as above.
Case 1. If |Ipdqk | ď 2jk´3 then Λ1 contains no terms between λpdqk´1 and λpdqk ,
namely we set Λ1k :“ H.
Case 2. If |Ipdqk | ą 2jk´3 then, since Ipdqk Ď r2jk´1, 2jkq, there exist positive
integers a
p1q
k ď ap2qk ď ¨ ¨ ¨ ď ap8qk , suitably chosen, such that the intervals
rλpdqk´1, ap1qk s, rap1qk , ap2qk s, ¨ ¨ ¨ , rap7qk , ap8qk s, and rap8qk , λpdqk q have lengths that
are less or equal than 2jk´3. Here, we make the standard convention that
ra, as “ tau for a P R. For such a choice of ap1qk , ¨ ¨ ¨ , ap8qk , we define
Λ1k :“ tap1qk , ¨ ¨ ¨ , ap8qk u.
If we set rΛ :“ Λ Y Λ1 Y p2j`3qjPN0 and regard it as a sequence i.e. rΛ “ prλkqkPN0 ,
then rλ0 “ λpdq0 “ 8 and for every k P N there exists a k1 P N such that rrλk´1, rλkq Ď
rλpdqk1´1, λpdqk1 q Ď r2jk1´1, 2jk1 q. Hence, property p1q is satisfied for jk “ jk1 . To verify
property p2q, observe that by the definition of Λ1 one has
#pΛ1 X t2N´1, ¨ ¨ ¨ , 2Nuq ď 8p#pΛX t2N´1, ¨ ¨ ¨ , 2Nuq ` 2q
and so,
#prΛ X t2N´1, ¨ ¨ ¨ , 2Nuq ď #pΛ1 X t2N´1, ¨ ¨ ¨ , 2Nuq `#pΛX t2N´1, ¨ ¨ ¨ , 2Nuq ` 2
ď 9p#pΛX t2N´1, ¨ ¨ ¨ , 2Nuq ` 2q.
Hence, the proof of the lemma is complete. 
Note that if rΛ is as in Lemma 7, then one has
(4.3) SpΛqpfqpxq À SprΛqpfqpxq px P Tq
for every trigonometric polynomial f on T. Hence, it is enough to work with the
operator Sp
rΛq instead of SpΛq in view of (4.3).
We now fix a trigonometric polynomial f on T. For every given k P N, we
consider jk P N as in Lemma 7, namely jk is the positive integer satisfying the
property rrλk´1, rλkq Ď r2jk´1, 2jkq and we then set
(4.4) rFk :“ Fjk ,
where pFjqjPN is the sequence of non-negative functions associated to f such that
(4.1) and (4.2) hold. Then, an adaptation of the proof of [37, Proposition 5.1] to
the periodic setting, where one uses (4.1) and (4.2) instead of [37, Proposition 4.1],
yields that
(4.5)
››››› ÿ
kPN
rkpωq∆prΛqk pfq
›››››
L1,8pTq
À
›››››
˜ ÿ
kPN
ˇˇ rFk ˇˇ2¸1{2
›››››
L1pTq
,
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where the implied constant does not depend on Λ and ω. As some of the technicali-
ties in the periodic setting are slightly more involved than the ones in the Euclidean
case, for the convenience of the reader, in Subsection 4.1 we present how (4.5) can
be obtained by adapting the arguments of Tao and Wright [37] to our case.
Assuming now that (4.5) holds, note that it easily follows from the definition
(4.4) of
` rFk˘kPN0 and the second property of rΛ in Lemma 7 that there exists an
absolute constant A ą 0 such that
(4.6)
˜ ÿ
kPN
ˇˇ rFkpxqˇˇ2¸1{2 ď ApρΛ ´ 1q´1{2˜ÿ
jPN
|Fjpxq|2
¸1{2
for all x P T.
Hence, (4.2), (4.5), and (4.6), combined with the fact that ∆
prΛq
0 “ Tχt´rλ0`1,¨¨¨ ,rλ0´1u
is of weak-type p1, 1q with corresponding operator norm independent of Λ, imply
that
(4.7)
››››› ÿ
kPN0
rkpωq∆prΛqk pfq
›››››
L1,8pTq
ď C0pρΛ ´ 1q1{2
«
1`
ż
T
|fpxq| log1{2pe`|fpxq|qdx
ff
,
where C0 ą 0 is an absolute constant that is independent of f , Λ, and ω.
We shall now argue as in [1]. More precisely, by using (4.7) as well as the trivial
estimate
(4.8)
››››› ÿ
kPN0
rkpωq∆prΛqk
›››››
L2pTqÑL2pTq
“ 1,
then a Marcinkiewicz-type interpolation argument implies that
(4.9)
››››› ÿ
kPN0
rkpωq∆prΛqk pfq
›››››
L1pTq
ď A0pρΛ ´ 1q1{2
«
1`
ż
T
|fpxq| log3{2pe ` |fpxq|qdx
ff
,
where A0 ą 0 does not depend on f , Λ, and the choice of ω P Ω. Indeed, arguing
as in the proof of [1, Lemma 3.2], write››››› ÿ
kPN0
rkpωq∆prΛqk pfq
›››››
L1pTq
ď p2πq´1pI1 ` I2q,
where
I1 :“
ż 8
0
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN0
rkpωq∆prΛqk `fχt|f |ąαu˘pxq
ˇˇˇˇ
ˇ ą α{2)ˇˇˇdα
and
I2 :“
ż 8
0
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN0
rkpωq∆prΛqk `fχt|f |ďαu˘pxq
ˇˇˇˇ
ˇ ą α{2)ˇˇˇdα.
To bound I1, we only use (4.7) and Fubini’s theorem,
I1 ď 2π ` 4C0pρΛ ´ 1q1{2
ż 8
1
1
α
«ż
t|f |ąαu
|fpxq| log1{2pe` |fpxq|qdx
ff
dα
ď 2π ` 4C0pρΛ ´ 1q1{2
«
1`
ż
T
|fpxq| log3{2pe` |fpxq|qdx
ff
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whereas for I2, we use (4.8) and the fact that the map t ÞÑ tplog3{2 tq´1 is increasing
on re3{2,8q,
I2 ď 6πe3{2 ` 4
ż 8
e3{2
1
α2
« ż
te3{2ď|f |ďαu
|fpxq|2dx
ff
dα
ď 6πe3{2 ` 4
«ż 8
e3{2
´ 1
α log3{2 α
` 1
α log5{2 α
¯
dα
ff«ż
T
|fpxq| log3{2pe` |fpxq|qdx
ff
ďM0
«
1`
ż
T
|fpxq| log3{2pe ` |fpxq|qdx
ff
.
Here, we set M0 :“ 6πe3{2`4
ş8
e3{2
prα log3{2 αs´1`rα log5{2 αs´1qdα ă 8. We thus
conclude that (4.9) holds for A0 :“ maxt2π ` 4C0,M0u, C0 being as in (4.7).
Therefore, arguing again as in [1], it follows from (4.8), (4.9), and Tao’s converse
extrapolation theorem [36] that
(4.10)
››››› ÿ
kPN0
rkpωq∆prΛqk
›››››
LppTqÑLppTq
À 1pp´ 1q3{2 pρΛ ´ 1q
´1{2 p1 ă p ă 2q,
where the implied constant does not depend on ω and Λ.
To justify the last step, notice that if T is a linear, translation-invariant operator
acting on functions defined over the torus and such that }T }Lp0pTqÑLp0pTq ď 1 for
some p0 ą 1 and }T }L logr LpTqÑL1pTq ď D0 for some r ą 0, then by carefully
examining the proof of [36, Theorem 1.1], one deduces that
(4.11) }T }LppTqÑLppTq ď D0Mr,p0pp´ 1q´r ppÑ 1`q,
where Mr,p0 ą 0 is a constant depending only on r and p0, but not on D0. Indeed,
if T is above, then note that in the proof of [36, Theorem 1.1], }T }LppTqÑLppTq is
estimated by the sum of the quantities on the right-hand sides of [36, (13)] and
[36, (14)]. In the proof of [36, (13)] only the fact that T is bounded on Lp0pTq
is used in [36]. Moreover, it follows from the argument in [36, Section 3] that
the implicit constant on the right-hand side of [36, (14)] depends linearly on the
implicit constant in [36, (1)]. In turn, the proof of [36, Lemma 2.1] yields that the
implicit constant in [36, (1)] depends linearly on }T }L logr LpTqÑL1pTq and one can
thus conclude that (4.11) holds. To complete the justification of (4.10), observe
that in our case we have T “ řkPN0 rkpωq∆prΛqk and so, by employing (4.8) (i.e.
p0 “ 2) and (4.9), we may take r “ 3{2 and D0 “ A0pρΛ ´ 1q´1{2. We thus see
that (4.10) indeed holds, in view of (4.11).
Therefore, the proof of (1.5) is now obtained by using (4.10), Khintchine’s in-
equality (2.2), and (4.3).
Remark 8. By using Lemma 5 and a modification of the argument presented in
Subsection 3.1, one can show that the exponent r “ 1{2 in pρΛ ´ 1q´1{2 in (1.5) is
best possible in general.
Remark 9. The argument presented in this section can also be used to give an
alternative proof of Theorem 1. More specifically, one can prove (1.6) for X “
H1pTq by adapting the proof of Tao and Wright that establishes [37, Proposition
5.1] to the periodic setting, where instead of [37, Proposition 9.1] one uses directly
the square function characterisation of H1pTq. More precisely, given an f P H1pTq,
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if one defines Fj :“ |r∆jpfq| then it follows from the work of Tao and Wright adapted
to the torus (see also the next subsection) that for every choice of ω P Ω one has
(4.12)
››››› ÿ
kPN0
rkpωq∆prΛqk pfq
›››››
L1,8pTq
À pρΛ ´ 1q´1{2
›››››
˜ ÿ
jPN0
|r∆jpfq|2¸1{2
›››››
L1pTq
.
Hence, by using the following Littlewood-Paley inequality
(4.13)
›››››
˜ ÿ
jPN0
|r∆jpfq|2¸1{2
›››››
L1pTq
À }f}H1pTq,
together with (4.12), (2.2), and (4.3), one obtains (1.6) for X “ H1pTq. Note that
(4.13) is a consequence of e.g. [12, Theorem 1.20] or the work of Stein [31, 32].
4.1. Proof of (4.5). In this subsection, we show how one can adapt the argument
on pp. 535–540 in [37] to the periodic setting and establish (4.5).
For this, fix a trigonometric polynomial f on T and let rF :“ p rFkqkPN be as above.
We shall prove that for every α ą 0 one has
(4.14)
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛqk pfqpxq
ˇˇˇˇ
ˇ ą α)ˇˇˇ ď C0α ›› rF ››L1pT;ℓ2pNqq,
where C0 ą 0 is an absolute constant, independent of ω, Λ, α, and f . Towards this
aim, fix an α ą 0 and consider the set
Ωα :“
 
x P T :Mcp
›› rF ››
ℓ2pNq
qpxq ą α(,
where Mc denotes the centred Hardy-Littlewood maximal function acting on func-
tions defined over T. Then one has
(4.15) |Ωα| ď N0
α
›› rF ››
L1pT;ℓ2pNqq
,
where N0 :“ }Mc}L1,8pTqÑL1pTq ă 8. By using a Whitney-type covering lemma;
see e.g. pp. 167–168 in [33], it follows that there exists a countable collection of arcs
pJqJPJ in T whose interiors are mutually disjoint, satisfy |J | ď 1{8 for all J P J as
well as the properties
(4.16) Ωα “
ď
JPJ
J
and
(4.17) c´10 |J | ď distpTzΩα, Jq ď c0|J | for all J P J
where c0 ą 0 is an absolute constant. We thus have
(4.18)
ÿ
JPJ
|J | ď N0
α
›› rF ››
L1pT;ℓ2pNqq
,
where the absolute constant N0 ą 0 is as in (4.15). Moreover, it follows from the
definition of Ωα that
(4.19)
›› rF pxq››
ℓ2pNq
ď α for all x P TzΩα.
Furthermore, (4.16) and (4.17) imply that
(4.20)
1
|J |
ż
J
›› rF pxq››
ℓ2pNq
dx À α for all J P J
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where the implied constant in (4.20) is independent of F and α. Define G “ pgkqkPN
by
gkpxq :“
#
|J |´1 ş
J
rFkpyqdy, if x P JrFkpxq, if x P TzΩα.
Using (4.19), (4.20) as well as Minkowski’s integral inequality one deduces that
(4.21) }G}2L2pT;ℓ2pNqq À α
›› rF ››
L1pT;ℓ2pNqq
,
where the implied constant in (4.21) does not depend on F and α. We also define
B “ pbkqkPN by
bk :“ rFk ´ gk, k P N.
Then it easily follows from (4.20) that
(4.22)
ż
J
}Bpxq}ℓ2pNqdx À α|J | for all J P J ,
where the implied constant in (4.22) is independent of F and α. Notice that we
also have that
ş
J
bkpxqdx “ 0 for all k P N, but we will not exploit this property
here.
Next, we write rΛ “ prλkqkPN0 and for k P N define the intervals
Ik :“ rrλk´1, rλkq and I 1k :“ p´rλk,´rλk´1s.
Observe that
∆
prΛq
k “ ∆p
rΛ,`q
k `∆p
rΛ,´q
k ,
where ∆
prΛ,`q
k :“ TχIk |Z and ∆
prΛ,´q
k :“ TχI1
k
|Z
. Hence, to prove (4.14), it suffices to
show that
(4.23)
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk pfqpxq
ˇˇˇˇ
ˇ ą α{2)ˇˇˇ ď C02α›› rF ››L1pT;ℓ2pNqq
and
(4.24)
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,´qk pfqpxq
ˇˇˇˇ
ˇ ą α{2)ˇˇˇ ď C02α ›› rF ››L1pT;ℓ2pNqq,
where C0 is the constant in (4.14).
We shall only focus on the proof of (4.23), as the proof of (4.24) is completely
analogous. To prove (4.23), for k P N consider the functions
φIkpxq :“ |Ik|
“
1` |Ik|2 sin2px{2q
‰´3{4
, x P T
and for a fixed Schwartz function ψ that is even, supported in r´2, 2s and such that
ψ|r´1,1s ” 1, let
ψkpξq :“ ψ
`|Ik|´1“ξ ´ ξIk‰˘, ξ P R,
where ξIk denotes the centre of Ik. Consider now the multiplier Tψk|Z and note that
it follows from the definition of ψk and Lemma 7 that
Tψk|Zpfq “ Tψk|Z
`r∆jkpfq˘,
where jk P N is such that Ik Ď r2jk´1, 2jkq and r∆jk “ Tηjk |Z with ηj being as in the
previous section. Hence, it follows from (4.1) and the smoothness of ψ that there
exists an absolute constant M0 ą 0 such that
(4.25) |Tψk|Zpfqpxq| ďM0
` rFk ˚ φIk ˚ φjk˘pxq for all x P T,
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where jk P N is as above, i.e. Ik Ď r2jk´1, 2jkq and φjk is as in the previous section,
namely φjkpxq “ 2jkr1`22jk sin2px{2qs´3{4, x P T. For k P N, if rFk is not identically
zero, define the function ak by
akpxq :“ Tψk|Zpfqpxq
”` rFk ˚ φIk ˚ φjk˘pxqı´1, x P T.
Otherwise, define akpxq :“ 0, x P T. Hence, the definition of ak and (4.25) imply
that }ak}L8pTq ďM0 for all k P N. For each k P N, we thus have that
∆
prΛ,`q
k pfq “ ∆p
rΛ,`q
k pTψk|Zpfqq “ ∆p
rΛ,`q
k
`
akp rFk ˚ φIk ˚ φjkq˘
and so, to prove (4.23), it suffices to show thatˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk `akp rFk ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α2 )ˇˇˇ ď C 10α ›› rF ››L1pT;ℓ2pNqq,
where C 10 ą 0 is an absolute constant that does not depend on ω, Λ, α, and f .
Since rFk “ gk ` bk, it is enough to prove thatˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk `akpgk ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α4 )ˇˇˇ ď C20α ›› rF ››L1pT;ℓ2pNqq
andˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk `akpbk ˚ φIk ˚ φjk q˘pxq
ˇˇˇˇ
ˇ ą α4 )ˇˇˇ ď C20α ›› rF ››L1pT;ℓ2pNqq
for some absolute constant C20 ą 0.
To establish the first bound involving G “ pgkqkPN, note that by using Cheby-
shev’s inequality, Parseval’s identity twice as well as the fact that }ak}L8pTq ď M0
for all k P N, one obtainsˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk `akpgk ˚ φIk ˚ φjk q˘pxq
ˇˇˇˇ
ˇ ą α4 )ˇˇˇ À
1
α2
ÿ
kPN
››gk ˚ φIk ˚ φjk››2L2pTq,
where the implied constant is independent of ω, Λ, α, and f . Using now Young’s
inequality twice combined with the fact that there exists an absolute constant C ą 0
such that }φIk}L1pTq ď C and }φjk}L1pTq ď C for all k P N, we deduce thatˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk `akpgk ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α4 )ˇˇˇ À 1α2 }G}2L2pT;ℓ2pNqq,
where the implied constant does not depend on ω, Λ, α, and f . Hence, the desired
inequality for G “ pgkqkPN follows from the last estimate combined with (4.21).
To prove the desired weak-type inequality involving B “ pbkqkPN, for J P J we
write
bk,J :“ χJbk, k P N
and, as in [37], we haveˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN
rkpωq∆prΛ,`qk `akpbk ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α4 )ˇˇˇ ď I1 ` I2,
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where
I1 :“
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ď1
rkpωq∆prΛ,`qk `akpbk,J ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α8 )ˇˇˇ
and
I2 :“
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ą1
rkpωq∆prΛ,`qk `akpbk,J ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α8 )ˇˇˇ.
We shall prove separately that
(4.26) I1 À 1
α
›› rF ››
L1pT;ℓ2pNqq
and
(4.27) I2 À 1
α
›› rF ››
L1pT;ℓ2pNqq
,
where the implied constants in (4.26) and (4.27) do not depend on ω, Λ, α, and f .
4.1.1. Proof of (4.26). To prove the desired bound for I1, observe that by using
Chebyshev’s inequality, Parseval’s identity twice, the bound }ak}L8pTq ď M0 and
then Young’s inequality together with the fact that there exists an absolute constant
C ą 0 such that }φjk}L1pTq ď C, one has
(4.28) I1 À 1
α2
ÿ
kPN
››› ÿ
JPJ :
|Ik||J|ď1
bk,J ˚ φIk
›››2
L2pTq
,
where the implied constant is independent of ω, Λ, α, and f . To get an appropriate
bound for the right-hand side of (4.28), we shall use the following lemma.
Lemma 10. Let bk,J and φIk be as above.
If |Ik||J | ď 1, then there exists an absolute constant A0 ą 0 such that
(4.29) |pbk,J ˚ φIkqpxq| ď A0}bk,J}L1pTq|J |´1pχJ ˚ φIkqpxq
for all x P T.
Proof. We may suppose, without loss of generality, that 2J can be regarded as an
interval in r´π, πq. To prove (4.29), take an x P r´π, πq and consider two cases;
x P 2J and x R 2J .
Assume first that x R 2J . In the subcase where |x´ y| ď 3π{2 for all y P J (with
´π ď y ă π) note that for all y, y1 P J we have |x ´ y| ě |x ´ y1|{3. Hence, if yJ
denotes the centre of J , we get
|bk,J ˚ φIk pxq| À
ż
J
|bk,J pyq||Ik|p1` |Ik|2|x´ y|2q´3{4dy
À }bk,J}L1pTq|Ik|p1` |Ik|2|x´ yJ |2q´3{4
À }bk,J}L1pTq|J |´1
ż
J
|Ik|p1` |Ik|2|x´ y|2q´3{4dy
À }bk,J}L1pTq|J |´1pχJ ˚ φIkqpxq,
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where the implied constants in the above chain of inequalities do not depend on k,
J and we used the fact that
(4.30) |Ik|p1 ` |Ik|2|x|2q´3{4 ď φIkpxq ď 64|Ik|p1 ` |Ik|2|x|2q´3{4
for all x P r´3π{2, 3π{2s, which is a direct consequence of the elementary inequal-
ities y{8 ď sinpy{2q for y P r0, 3π{2s and sinpyq ď y for all y ě 0. Notice that
the inequality on the left-hand side of (4.30) holds for all x P R. If we now con-
sider the subcase where |x ´ y| ą 3π{2 for some y P J (with ´π ď y ă π), then
|x´ y| „ |x| „ |y| for all y P J (noting that |J | ď 1{8) and so, by using (4.30), one
has
|bk,J ˚ φIk pxq| À
ż
r´π,πq
|bk,J px´ yq||Ik|p1 ` |Ik|2|y|2q´3{4dy
À }bk,J}L1pTq|Ik|p1` |Ik|2|x|2q´3{4
À }bk,J}L1pTq|J |´1
ż
J
|Ik|p1` |Ik|2|x´ y|2q´3{4dy
À }bk,J}L1pTq|J |´1pχJ ˚ φIkqpxq.
If x P 2J , observe that |Ik||x´ y| ď 2|Ik||J | ď 2 for all y P J and hence, by using
the trivial estimate |bk,J ˚ φIkpxq| ď }bk,J}L1pTq|Ik| and (4.30), we get
|bk,J ˚ φIkpxq| ď }bk,J}L1pTq|J |´1
ż
J
|Ik|dy À }bk,J}L1pTq|J |´1pφIk ˚ χJqpxq,
where the implied constant is independent of k, J . 
Using (4.29), (4.28) becomes
(4.31) I1 ď A
1
0
α2
ÿ
kPN
››››› ÿ
JPJ
}bk,J}L1pTq|J |´1pφIk ˚ χJ q
›››››
2
L2pTq
,
whereA10 ą 0 is an absolute constant. Hence, by using (4.31) and Young’s inequality
combined with the fact that }φIk}L1pTq ď C, we get
I1 ď A
2
0
α2
ÿ
kPN
ż
T
˜ ÿ
JPJ
}bk,J}L1pTq|J |´1χJ pxq
¸2
dx,
where A20 ą 0 is an absolute constant. Since the arcs pJqJPJ have mutually disjoint
interiors, we have
(4.32) I1 ď B0
α2
ÿ
JPJ
|J |´1
ÿ
kPN
}bk,J}2L1pTq,
where B0 ą 0 is an absolute constant. Observe that by using Minkowski’s integral
inequality and (4.22) one has
(4.33)
ÿ
kPN
}bk,J}2L1pTq ď B10α2|J |2
where B10 ą 0 is an absolute constant. Therefore, by using (4.32) together with
(4.33) and (4.18), (4.26) follows.
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4.1.2. Proof of (4.27). We shall now estimate the remaining term I2. As in [37],
for k P N0 and J P J with |Ik||J | ą 1, we write
bk,J ˚ φIk ˚ φjk “ χTzp2Jqpxqpbk,J ˚ φIk ˚ φjk qpxq ` χ2J pxqpbk,J ˚ φIk ˚ φjkqpxq
for x P T and hence, we have the inequality
(4.34) I2 ď Ipiq2 ` Ipiiq2 ,
where
I
piq
2 :“
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ą1
rkpωq∆prΛ,`qk `akχTzp2Jqpbk,J ˚ φIk ˚ φjk q˘pxq
ˇˇˇˇ
ˇ ą α16)ˇˇˇ
and
I
piiq
2 :“
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ą1
rkpωq∆prΛ,`qk `akχ2Jpbk,J ˚ φIk ˚ φjkq˘pxq
ˇˇˇˇ
ˇ ą α16)ˇˇˇ.
We shall first handle the term I
piq
2 . For this, we need the following lemma.
Lemma 11. Assume that |Ik||J | ą 1.
There exists an absolute constant C0 ą 0 such thatˇˇ
χTzp2Jqpxq
`
bk,J ˚ φIk ˚ φjk
˘pxqˇˇ ď C0}bk,J}L1pTq|J |´1“McpχJqpxq‰3{2
for all x P T.
Proof. To prove the desired estimate, note that there exists an absolute constant
C ą 0 such that
(4.35) φIk ˚ φjkpxq ď C
“
φIk pxq ` φjk pxq
‰
for all x P r´π, πq. To see this, consider first the case where x P r´π{2, π{2s and
write
φIk ˚ φjk pxq “ I1pxq ` I2pxq ` I3pxq,
where
I1pxq :“ p2πq´1
ż
´πďyăπ:
|x|ą2|y|
φjk pyqφIkpx´ yqdy,
I2pxq :“ p2πq´1
ż
´πďyăπ:
2|x|ă|y|
φjk pyqφIkpx´ yqdy,
and
I3pxq :“ p2πq´1
ż
´πďyăπ:
|x|{2ď|y|ď2|x|
φjkpyqφIk px´ yqdy.
Observe that in this subcase one has |x ´ y| ď 3π{2 for all y P r´π, πq and so, by
using (4.30) twice, one gets
I1pxq À
ż
´πďyăπ:
|x|ą2|y|
φjkpyq|Ik|p1` |Ik|2|x´ y|2q´3{4dy
À |Ik|p1 ` |Ik|2|x|2q´3{4
ż
´πďyăπ:
|x|ą2|y|
φjkpyqdy
À φIkpxq
ż
T
φjk pyqdy.
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Since
ş
T
φjk pyqdy À 1, one deduces that I1pxq is OpφIk pxqq. Similarly, one shows
that I2pxq is OpφIk pxqq and I3pxq is Opφjk pxqq. Therefore, by putting the above
estimates together, it follows that (4.35) holds when x P r´π{2, π{2s. If we now
assume that x P r´π, πq and |x| ą π{2, we write
φIk ˚ φjk pxq “ p2πq´1
ż
´πďyăπ:
|x´y|ď3π{2
φjkpyqφIk px´ yqdy
` p2πq´1
ż
´πďyăπ:
|x´y|ą3π{2
φjk pyqφIkpx´ yqdy.
The first integral is handled as in the first case. For the second integral, we have
|y| „ |x| for all y P r´π, πq with |x´ y| ą 3π{2 and so, by using a version of (4.30)
for φjk as well as the fact that
ş
T
φIkpyqdy À 1, we getż
´πďyăπ:
|x´y|ą3π{2
φjkpyqφIk px´ yqdy À
ż
´πďyăπ:
|x´y|ą3π{2
2jkp1 ` 22jk |y|2q´3{4φIk px´ yqdy
À 2jkp1` 22jk |x|2q´3{4
ż
´πďyăπ:
|x´y|ą3π{2
φIkpx´ yqdy
À φjk pxq,
as desired.
Therefore, by using (4.35), one has
(4.36) |bk,J ˚ φIk ˚ φjkpxq| ď C
“|bk,J | ˚ φIk pxq ` |bk,J | ˚ φjkpxq‰ px P Tq.
We may suppose that 2J can be regarded as an interval in r´π, πq. To estimate
the first term on the right-hand side of (4.36), take an x P r´π, πqz2J and consider
first the case where |x´ y| ď 3π{2 for all y P J . Note that, by using (4.30), one has
|bk,J | ˚ φIk pxq À
ż
J
|bk,Jpyq||Ik|p1` |Ik|2|x´ y|2q´3{4dy
À }bk,J}L1pTq|Ik|´1{2rdistpx, Jqs´3{2
À }bk,J}L1pTq|J |´1rMcpχJqpxqs3{2
where the constants in the above chain of inequalities do not depend of k, J and
we used the assumption that |Ik||J | ą 1 as well as the fact that McpχJqpxq „
|J |rdistpx, Jqs´1 when x R 2J . In the case where |x´ y| ą 3π{2 for some y P J , one
has |x| „ |y| „ |x´ y| „ 1 for all y P J and hence,
|bk,J | ˚ φIk pxq À
ż
´πďyăπ
|bk,J px´ yq||Ik|p1` |Ik|2|x|2q´3{4dy
À }bk,J}L1pTq|Ik|´1{2rdistpx, Jqs´3{2
À }bk,J}L1pTq|J |´1rMcpχJqpxqs3{2.
Since we have 2jk |J | ě |Ik||J | ą 1, a similar argument shows that |bk,J | ˚ φjk pxq is
Op}bk,J}L1pTq|J |´1rMcpχJ qpxqs3{2q for all x R 2J and hence, the proof of the lemma
is complete. 
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Having established Lemma 11, observe that it follows from Chebyshev’s inequal-
ity and Parseval’s identity that
I
piq
2 ď
C
α2
ÿ
kPN
››››› ÿ
JPJ
}bk,J}L1pTq|J |´1rMcpχJ qs3{2
›››››
2
L2pTq
where C ą 0 is an absolute constant. Since we may write››››› ÿ
JPJ
}bk,J}L1pTq|J |´1
“
McpχJq
‰3{2›››››
2
L2pTq
“
p2πq´1
ż
T
˜ ÿ
JPJ
“
Mc
`}bk,J}2{3L1pTq|J |´2{3χJ˘pxq‰3{2
¸2
dx,
an application of a periodic version of the Fefferman-Stein maximal theorem [16,
Theorem 1 (1)] (for r “ 3{2 and p “ 3) gives us that››››› ÿ
JPJ
}bk,J}L1pTq|J |´1rMcpχJqs3{2
›››››
2
L2pTq
À
ż
T
˜ ÿ
JPJ
}bk,J}L1pTq|J |´1χJ pxq
¸2
dx
“
ÿ
JPJ
}bk,J}2L1pTq|J |´1,
where in the last step we used the fact that the arcs pJqJPJ have mutually disjoint
interiors. We thus deduce that there exists an absolute constant A0 ą 0 such that
(4.37)
ÿ
kPN
››››› ÿ
JPJ
}bk,J}L1pTq|J |´1
“
McpχJq
‰3{2›››››
2
L2pTq
ď A0
ÿ
JPJ
|J |´1
ÿ
kPN
}bk,J}2L1pTq.
Hence, by using (4.33), (4.37), and (4.18), it follows that
(4.38) I
piq
2 À
1
α
›› rF ››
L1pT;ℓ2pNqq
,
where the implied constant does not depend on ω, Λ, α, and f .
We shall now prove that
(4.39) I
piiq
2 À
1
α
›› rF ››
L1pT;ℓ2pNqq
,
To this end, for |Ik||J | ą 1, we decompose the projection ∆prΛ,`qk as
∆
prΛ,`q
k “ ∆p
rΛ,`q
k ˝ TPk,J ` TQk,J `∆p
rΛ,`q
k ˝ T rPk,J ,
where the operators TPk,J , TQk,J , T rPk,J are defined as follows. The operators TPk,J
and T rPk,J are of convolution-type and their kernels pk,J and rpk,J are trigonometric
polynomials given by
pk,Jpxq :“ eirλk´1xKt|J|´1upxq px P Tq
and rpk,J pxq :“ eiprλk´1qxKt|J|´1upxq px P Tq
respectively, where KN denotes the Feje´r kernel of order N . Observe that TPk,J
and T rPk,J are multiplier operators and their symbols Pk,J and rPk,J are supported
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in
 rλk´1´ t|J |´1u, ¨ ¨ ¨ , rλk´1` t|J |´1u( and  rλk´1´ t|J |´1u, ¨ ¨ ¨ , rλk´1` t|J |´1u(,
respectively. The symbol of the multiplier operator TQk,J is given by
Qk,Jpnq :“ χIkpnq
“
1´ Pk,J pnq ´ rPk,J pnq‰, n P Z.
Hence, if we set
ck,Jpxq :“ akpxqχ2J pxqpbk,J ˚ φIk ˚ φjk qpxq px P Tq,
we have
(4.40) I
piiq
2 ď Apiiq2 `Bpiiq2 ` rApiiq2 ,
where
A
piiq
2 :“
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ą1
rkpωq∆prΛ,`qk `TPk,J pck,J q˘pxq
ˇˇˇˇ
ˇ ą α48)ˇˇˇ,
B
piiq
2 :“
ˇˇˇ!
x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ą1
rkpωqTQk,J pck,J qpxq
ˇˇˇˇ
ˇ ą α48)ˇˇˇ,
and rApiiq2 :“ ˇˇˇ!x P T :
ˇˇˇˇ
ˇ ÿ
kPN,JPJ :
|Ik||J|ą1
rkpωq∆prΛ,`qk `T rPk,J pck,J q˘pxq
ˇˇˇˇ
ˇ ą α48)ˇˇˇ.
To estimate A
piiq
2 , note that by using Chebyshev’s inequality and Parseval’s iden-
tity twice, as well as the fact that the for every given n P Z there are at most 3
non-zero terms pTPk,J pck,J qqppnq for |Ik||J | ą 1, one gets
(4.41) A
piiq
2 ď
C
α2
ÿ
kPN
››› ÿ
JPJ :
|Ik||J|ą1
TPk,J pck,J q
›››2
L2pTq
for some absolute constant C ą 0. The right-hand side of (4.41) will essentially be
estimated as in the previous case. More precisely, we have the following pointwise
bound.
Lemma 12. If TPk,J and ck,J are as above, then one has
(4.42) |TPk,J pck,J qpxq| ď C0}bk,J}L1pTq|J |´1rMcpχJ qpxqs2 for all x P T,
where C0 ą 0 is an absolute constant.
Proof. First of all, note that since ck,J is supported in 2J , it follows from the
definition of TPk,J that we may write
(4.43) |TPk,J pck,J qpxq| ď p2πq´1
ż
2J
|ck,J pyq|Kt|J|´1upx´ yqdy.
To prove (4.42), we shall consider two cases; x P 2J and x R 2J .
If x P 2J then we use the trivial bound }Kt|J|´1u}L8pTq À |J |´1 and so, (4.43)
gives
|TPk,J pck,J qpxq| À |J |´1}ck,J}L1pTq.
Hence, by first using the bound }ak}L8pTq À 1 and then Young’s inequality com-
bined with the facts that }φIk}L1pTq À 1 and }φjk}L1pTq À 1, one gets
|TPk,J pck,J qpxq| À |J |´1}bk,J}L1pTq.
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Since McpχJqpxq „ 1 when x P 2J , the desired inequality (4.42) follows from the
last estimate.
In the case where x R 2J , by using (4.43) and the definition of the Feje´r kernel,
then one deduces, by arguing as in the proof of Lemma 11, that
(4.44) |TPk,J pck,J qpxq| À }ck,J}L1pTqt|J |´1u´1
“
distpx, Jq‰´2.
Since }ck,J}L1pTq À }bk,J}L1pTq and McpχJqpxq „ |J |rdistpx, Jqs´1 when x R 2J , the
desired estimate (4.42) follows from (4.44). 
By using (4.42), (4.41) gives
A
piiq
2 À
1
α2
ÿ
kPN
ż
T
˜ ÿ
JPJ
}bk,J}L1pTq|J |´1
“
McpχJ qpxq
‰2¸2
dx
and so, by arguing as in the previous case, namely by using a periodic version of
[16, Theorem 1 (i)] (this time for r “ 2 and p “ 4) as well as (4.33), we deduce that
A
piiq
2 À
ÿ
JPJ
|J |.
It thus follows from the last etimate combined with (4.18) that
(4.45) A
piiq
2 À
1
α
›› rF ››
L1pT;ℓ2pNqq
,
where the implied constant does not depend on ω, Λ, α, and f . Similarly, one
proves that
(4.46) rApiiq2 À 1α›› rF ››L1pT;ℓ2pNqq,
where the implied constant does not depend on ω, Λ, α, and f .
To obtain an appropriate estimate for B
piiq
2 , observe that by using Chebyshev’s
inequality, the triangle inequality as well as by exploiting the translation-invariance
of the operator ÿ
kPN:
|Ik||J|ą1
rkpωqTQk,J ,
one gets
(4.47) B
piiq
2 ď 4
ÿ
JPJ
|J | ` 48
α
ÿ
JPJ
››››› ÿ
kPN:
|Ik||J|ą1
rkpωqTQk,J prck,J q
›››››
L1pTzp2 rJqq,
where rJ denotes the arc r´|J |, |J |s in T (noting that by our construction |J | ď 1{8)
and rck,J is a translated copy of ck,J such that suppprck,J q Ď rJ . We thus see that,
in view of (4.18), it suffices to handle the second term on the right-hand side of
(4.47). To this end, fix a Schwartz function s supported in r´1, 1s with sp0q “ 1
and set sJpxq :“ sp|J |´1xq. Hence, supppsJ q Ď rJ “ r´|J |, |J |s and sJp0q “ 1. So,
if σJ denotes the periodisation of sJ , then supppσJ q Ď rJ and moreover, the Fourier
coefficients of σJ satisfy the properties
(4.48) xσJpnq “ |J |psp|J |nq for all n P Z
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and
(4.49)
ÿ
nPZ
xσJ pnq “ 1.
Consider now the multiplier operator TRk,J whose symbol Rk,J is given by
Rk,J pnq :“ Qk,J pnq ´
`
Qk,J ˚xσJ˘pnq, n P Z.
Notice that if qk,J denotes the kernel of TQk,J , then one has
TRk,J prck,J qpxq “ p2πq´1 ż rJ rck,Jpyqqk,J px ´ yq“1´ σJpx ´ yq‰dy
“ p2πq´1
ż
rJ rck,Jpyqqk,J px ´ yqdy
for all x P Tzp2 rJq and so, it is enough to show that for every J P J one has
(4.50)
››››› ÿ
kPN:
|Ik||J|ą1
rkpωqTRk,J prck,J q
›››››
L1pTzp2 rJqq ď D0|J |α,
whereD0 ą 0 is an absolute constant. Towards this aim, consider the trigonometric
polynomial
γpxq :“ eix ´ 1 px P Tq
and observe that, by using the Cauchy-Schwarz inequality, the left-hand side of
(4.50) is majorised by
}pγq´1}
L2pTzp2 rJqq
›››››γ ¨
˜ ÿ
kPN:
|Ik||J|ą1
rkpωqTRk,J prck,J q
¸›››››
L2pTq
À |J |´1{2
›››››γ ¨
˜ ÿ
kPN:
|Ik||J|ą1
rkpωqTRk,J prck,Jq
¸›››››
L2pTq
.
Hence, by using Parseval’s theorem, one has
(4.51)
››››› ÿ
kPN:
|Ik||J|ą1
rkpωqTRk,J prck,J q
›››››
L1pTzp2 rJqq À |J |
´1{2BJ ,
where
BJ :“
« ÿ
nPZ
˜ ÿ
kPN:
|Ik||J|ą1
ˇˇ
Rk,J pn` 1qprck,Jqppn` 1q ´Rk,J pnqprck,J qppnqˇˇ¸2ff1{2.
We shall prove that there exists an absolute constant C0 ą 0 such that
(4.52) BJ ď C0|J |3{2α
for every J P J . To show (4.52), given a k P N such that |Ik||J | ą 1, consider the
following subsets of Ik,
Lk,J :“
 rλk´1, ¨ ¨ ¨ , rλk´1 ` t|J |´1u(
and
L1k,J :“
 rλk ´ 1´ t|J |´1u, ¨ ¨ ¨ , rλk ´ 1(.
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The desired estimate (4.52) will easily be obtained by using the following lemma.
Lemma 13. Let k P N and J P J be such that |Ik||J | ą 1. If Lk,J , L1k,J are as
above, then for every n P Z one has
(4.53) |Rk,J pnq| À
“
MdpχLk,J qpnq
‰2 ` “MdpχL1
k,J
qpnq‰2
and
(4.54) |Rk,J pn` 1q ´Rk,J pnq| À |J |
`“
MdpχLk,J qpnq
‰2 ` “MdpχL1
k,J
qpnq‰2˘,
where the implied constants do not depend on Ik, J . Here, Md denotes the centred
discrete maximal function.
Proof. We shall establish (4.53) first. To this end, fix an arbitrary n P Z and
consider the following cases; n R Ik and n P Ik.
Case 1. If n R Ik, then either n ă rλk´1 or n ě rλk. Assume first that n ă rλk´1.
Since Qk,J is supported in Ik, one has
Rk,J pnq “
ÿ
lPIk
Qk,JplqxσJ pn´ lq.
Moreover, note that since s is a Schwartz function, we deduce from (4.48) that
there exists an absolute constant A0 ą 0 such that
(4.55) |xσJ plq| ď A0 |J |p1` |J |2l2q2 for every l P Z.
Hence, by using the fact }Qk,J}ℓ8pZq “ 1, it follows from (4.55) that
|Rk,J pnq| ď A0 |J |
´2“
distpn, Lk,J q
‰2 ÿ
lPIk
|J |
1` |J |2pl ´ nq2
ď A10
“
MdpχLk,J qpnq
‰2 ÿ
lěn
|J |
1` |J |2pl ´ nq2 ,
where A10 ą 0 is an absolute constant and in the last step we used the fact if A is
an “interval” in Z and n R A then one hasMdpAqpnq „ #pAqpdistpn,Aqq´1. Hence,
by using the last estimate, together with the elementary boundÿ
lěn
|J |
1` |J |2pl ´ nq2 ď 1`
ż 8
n
|J |
1` |J |2px ´ nq2 dx “ 1`
ż 8
0
1
u2 ` 1du “ 1`
π
2
,
it follows that |Rk,J pnq| is OprMdpχLk,J qpnqs2q and so, (4.53) holds when n ă λk´1.
If n ě λk, then a similar argument shows that |Rk,J pnq| is OprMdpχL1
k,J
qpnqs2q and
hence, (4.53) holds when n R Ik.
Case 2. We shall now prove (4.53) in the case where n P Ik. Towards this aim,
observe that if n P Lk,J Y L1k,J , then
|Rk,J pnq| ď 1`
ÿ
mPN
|σJ pmq| À 1 À
“
MdpχLk,J qpnq
‰2 ` “MdpχL1
k,J
qpnq‰2,
where we used (4.55) and the fact that if A is an “interval” in Z and n P A then
one has MdpχAqpnq „ 1.
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If we now assume that Ikz
`
Lk,J Y L1k,J
˘ ‰ H and n P Ikz`Lk,J Y L1k,J˘, then
Qk,Jpnq “ 1 and so, (4.49) gives
|Rk,Jpnq| ď
ÿ
lărλk´1
|xσJ pn´ lq| ` ÿ
lPLk,J
|1´Qk,Jplq||xσJ pn´ lq|
`
ÿ
lPL1
k,J
|1´Qk,J plq||xσJ pn´ lq| ` ÿ
lěrλk
|xσJ pn´ lq|.
To bound the second term, note that by using (4.55) and the fact that }Qk,J}ℓ8pZq “
1, one hasÿ
lPLk,J
|1´Qk,Jplq||xσJ pn´ lq| À ÿ
lPLk,J
|J |
1` |J |2pn´ lq2 À
|J |´1“
distpn, Lk,Jq
‰2#pLk,J q
„ |J |
´2“
distpn, Lk,Jq
‰2
„ “MdpχLk,J qpnq‰2,
where the implied constants are independent of k and J . The third term is handled
similarly and is OrMdpχL1
k,J
qpnqs2. For the first term, notice that by using (4.55)
one hasÿ
lărλk´1
|xσJ pn´ lq| À ÿ
lărλk´1
|J |
p1` |J |2pn´ lq2q2 À
|J |´2“
distpn, Lk,Jq
‰2 ÿ
mPZ
|J |
1` |J |2m2
À “MdpχLk,J qpnq‰2.
One shows that the fourth term is OprMdpχL1
k,J
qpnqs2q in a completely analogous
way. Hence, by putting all the estimates together, we deduce that (4.53) also holds
in this subcase.
We shall now prove (4.54). Towards this aim, we argue as in the proof of (4.53)
and, for a given n P Z, consider the cases where n R Ik and n P Ik.
Case 1’. If n R Ik, then Qk,J pn` 1q “ Qk,Jpnq “ 0 and so, one has
|Rk,J pn` 1q ´Rk,J pnq| “
ˇˇˇˇ
ˇ ÿ
lPIk
Qk,Jplq
“xσJ pn` 1´ lq ´xσJpn´ lq‰
ˇˇˇˇ
ˇ
ď
ÿ
lPIk
|xσJ pn` 1´ lq ´xσJ pn´ lq|.
Notice that, since for all k P Z one has xσJ pkq “ |J |psp|J |kq and s is a Schwartz
function, it follows from the last estimate and the mean value theorem that
(4.56) |Rk,J pn` 1q ´Rk,Jpnq| ď A|J |
ÿ
lPIk
|J |
p1 ` |J |2pn´ lq2q2 ,
where A ą 0 is an absolute constant. Therefore, by arguing as in case 1, if n ă rλk´1,
the quantity on the right-hand side of (4.56) is Op|J |rMdpχLk,J qpnqs2q, whereas if
n ě rλk, the quantity on the right-hand side of (4.56) is Op|J |rMdpχL1
k,J
qpnqs2q. We
thus deduce that (4.54) holds when n R Ik.
Case 2’. If n R Ik, then either n P Lk,JYL1k,J or n P IkzpLk,JYL1k,Jq (assuming
that Ikz
`
Lk,J Y L1k,J
˘ ‰ H).
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If n P Lk,J Y L1k,J , we have rMdpχLk,J qpnqs2 ` rMdpχL1k,J qpnqs2 „ 1 and hence,
(4.57) |Qk,J pn` 1q ´Qk,J pnq| À |J | „ |J |
`“
MdpχLk,J qpnq
‰2 ` “MdpχL1
k,J
qpnq‰2˘,
where the implied constants do not depend on k, J . As in case 1’, by using the
definition of σJ and the mean value theorem, one hasÿ
lPIk
|Qk,Jplq||xσJ pn` 1´ lq ´xσJpn´ lq| ď A|J | ÿ
mPZ
|J |
p1` |J |2m2q2 .
We thus deduce that the right-hand side of the last inequality is Op|J |q, which
combined with (4.57), gives (4.54) in the subcase where n P Lk,J Y L1k,J .
It remains to treat the subcase where n P IkzpLk,J Y L1k,Jq. To this end, note
that, in view of (4.49), we may write
Rk,J pn` 1q ´Rk,J pnq “ Sk,J pnq ` Tk,J pnq ` Uk,Jpnq,
where
Sk,J pnq :“ Qk,J pn` 1q
ÿ
lărλk´1
xσJpn` 1´ lq ´Qk,Jpnq ÿ
lărλk´1
xσJ pn´ lq,
Tk,Jpnq :“ Qk,Jpn` 1q
ÿ
lěrλk
xσJ pn` 1´ lq ´Qk,Jpnq ÿ
lěrλk
xσJ pn´ lq,
and
Uk,Jpnq :“
ÿ
lPIk
 rQk,Jpn`1q´Qk,J plqsxσJpn`1´ lq´rQk,J pnq´Qk,J plqsxσJpn´ lq(.
For the first term, we have
|Sk,Jpnq| ď |Qk,Jpn` 1q ´Qk,Jpnq|
ÿ
lărλk´1
|xσJ pn` 1´ lq|
` |Qk,J pnq|
ÿ
lărλk´1
|xσJ pn` 1´ lq ´xσJ pn´ lq|
and, by arguing as above, we see that both terms on the right-hand side of the
last estimate are Op|J |rMdpχLk,J qpnqs2q. Similarly, one shows that |Tk,Jpnq| is
Op|J |rMdpχL1
k,J
qpnqs2q. For the last term, observe that if n P IkzpLk,J Y L1k,Jq,
then Qk,Jpn` 1q “ Qk,J pnq “ 1 and so,
|Uk,J pnq| ď
ÿ
lPLk,JYL1k,J
|1´Qk,Jplq||xσJ pn` 1´ lq ´xσJpn´ lq|.
Hence, by arguing as above, one deduces that
|Uk,Jpnq| À |J |
`“
MdpχLk,J qpnq
‰2 ` “MdpχL1
k,J
qpnq‰2˘,
where the implied constants do not depend on k, J . Therefore, (4.54) also holds in
this subcase and hence, the proof of the lemma is complete. 
Going now back to the proof of (4.52), observe that for every n P Z one hasˇˇprck,J qppn`1q´prck,Jqppnqˇˇ ď ż rJ |eix´1||rck,Jpxq|dx ď 2|J |}ck,J}L1pTq À |J |}bk,J}L1pTq
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and |prck,J qppnq| À }bk,J}L1pTq. It thus follows from Lemma 13 that there exists an
absolute constant C0 ą 0 such that
BJ ď C0
`
B
p1q
J `Bp2qJ
˘
,
where
B
p1q
J :“ |J |
˜ ÿ
nPZ
« ÿ
kPN:
|Ik||J|ą1
“
Md
`}bk,J}1{2L1pTqχLk,J ˘pnq‰2
ff2¸1{2
and
B
p2q
J :“ |J |
˜ ÿ
nPZ
« ÿ
kPN:
|Ik||J|ą1
“
Md
`}bk,J}1{2L1pTqχL1k,J ˘pnq‰2
ff2¸1{2
.
By using a version of the Fefferman-Stein theorem [16] for the discrete maximal
operatorMd; see e.g. [19, Theorem 1.2] as well as the fact that the “intervals” Lk,J
are mutually disjoint and have cardinality Op|J |´1q, we deduce that
B
p1q
J À |J |
˜ ÿ
nPZ
« ÿ
kPN:
|Ik||J|ą1
}bk,J}L1pTqχLk,J pnq
ff2¸1{2
“ |J |
˜ ÿ
nPZ
ÿ
kPN:
|Ik||J|ą1
}bk,J}2L1pTqχLk,J pnq
¸1{2
„ |J |1{2
˜ ÿ
kPN:
|Ik||J|ą1
}bk,J}2L1pTq
¸1{2
,
where in the above chain of inequalities the implied constants are independent of k
and J . Similarly, one shows that
B
p2q
J À |J |1{2
˜ ÿ
kPN:
|Ik||J|ą1
}bk,J}2L1pTq
¸1{2
and we thus have
BJ ď D0|J |1{2
˜ ÿ
kPN:
|Ik||J|ą1
}rbk,J}2L1pTq
¸1{2
where D0 ą 0 is an absolute constant. Hence, by using the last estimate combined
with (4.33), one obtains (4.52).
Therefore, by using (4.51) and (4.52), we deduce that (4.50) holds. It thus follows
from (4.18), (4.47), and (4.50) that
B
piiq
2 À
1
α
›› rF ››
L1pT;ℓ2pNqq
and so, by combining the last estimate with (4.45), (4.46), and (4.40), we obtain
(4.39). Hence, the proof of (4.27) is complete.
We have thus shown (4.23). One establishes (4.24) in a completely analogous way
and hence, (4.14) holds for every α ą 0. Therefore, the proof of (4.5) is complete.
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5. Variants and remarks in the one-dimensional case
The argument of Tao and Wright [37] adapted to the torus, as presented in the
previous section, can actually be used to handle Littlewood-Paley square functions
formed with respect to finite unions of lacunary sequences in N. To be more specific,
observe that an increasing sequence Λ of positive integers can be written as a finite
union of lacunary sequences in N if, and only if, the quantity
(5.1) σΛ :“ sup
NPN
#
`
ΛX t2N´1, ¨ ¨ ¨ , 2Nu˘
is finite. Hence, given a finite union of lacunary sequences Λ, if f is an arbitrary
trigonometric polynomial on T and pFjqjPN and p rFkqkPN are as in the previous
section, it follows that there exists an absolute constant A ą 0 such that
(5.2)
˜ ÿ
kPN
ˇˇ rFkpxqˇˇ2¸1{2 ď Aσ1{2Λ
˜ÿ
jPN
|Fjpxq|2
¸1{2
for all x P T.
Note that (5.2) can be regarded as the analogue of (4.6) in this case. Therefore, by
arguing exactly as in Subsection 4.1, one shows that
(5.3) }SpΛqpfq}L1,8pTq À σ1{2Λ
«
1`
ż
T
|fpxq| log1{2pe ` |fpxq|qdx
ff
.
Hence, by using interpolation (where in this case, one uses (5.3) instead of (4.7))
and Tao’s converse extrapolation theorem [36], one deduces that }SpΛq}LppTqÑLppTq
is Oppp´1q´3{2σ1{2Λ q for p P p1, 2q. Similarly, by arguing as in Remark 9, one shows
that the HpApTq Ñ LppTq operator norm of SpΛq is Oppp ´ 1q´1σ1{2Λ q for p P p1, 2q.
We thus obtain the following theorem.
Theorem 14. There exists an absolute constant C0 ą 0 such that for every strictly
increasing sequence Λ “ pλjqjPN0 in N with σΛ ă 8 one has
(5.4) sup
}f}LppTq“1
fPHp
A
pTq
}SpΛqpfq}LppTq ď
C0
p´ 1σ
1{2
Λ
and
(5.5) }SpΛq}LppTqÑLppTq ď C0pp´ 1q3{2 σ
1{2
Λ
for every 1 ă p ă 2.
If Λ is a lacunary sequence in N with ratio ρΛ P p1, 2q then one can easily check
that
σΛ À pρΛ ´ 1q´1
and hence, (1.3) and (1.5) are direct corollaries of (5.4) and (5.5), respectively.
Moreover, by arguing as in Subsection 3.1, one can show that both estimates
in Theorem 14 are optimal in the sense that for every σ P N “large”, there exist
strictly increasing sequences Λ1, Λ2 of positive integers with σΛi “ σ (i “ 1, 2) and
p P p1, 2q such that
(5.6) sup
}f}LppTq“1
fPHpApTq
}SpΛ1qpfq}LppTq Á σ1{2pp´ 1q´1
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and
(5.7) }SpΛ2q}LppTqÑLppTq Á σ1{2pp´ 1q´3{2,
respectively. Indeed, to prove (5.6) fix a “large” σ P N and choose p :“ 1 ` σ´1.
Also, let N P N be such that 2N´1 ď eσ ă 2N and set M :“ 22N . We thus have
(5.8) logM „ pp´ 1q´1.
We shall now construct an increasing sequence Λ “ pλjqjPN0 such that σΛ “ σ
and (5.6) holds. To this end, define λj :“ M ` j
X
M{σ\ for j “ 0, ¨ ¨ ¨ , σ ´ 1 and
λj`1 :“ 3λj for all j ě σ. Hence, if we set
sΛpkq :“ #
` 
j P N0 : 2k´1 ď λj ă 2k
(˘
,
then sΛpkq “ 0 for all k ď 2N , sΛp2N ` 1q “ σ and sΛpkq ď 2 for all k ą 2N ` 1.
Therefore, our sequence Λ satisfies σΛ “ σ.
Next, as in Subsection 3.1, consider the analytic trigonometric polynomial fM
given by fM pxq :“ eip2M`1qxVM pxq, x P T and note that, by our choice of M and
p, one has }fM}LppTq „ 1. Hence, by arguing as in Subsection 3.1, one has
sup
}f}LppTq“1
fPHpApTq
}SpΛqpfq}LppTq „ }SpΛqpfM q}LppTq ě
˜ ÿ
jPN0:
Mďλjă2M
}∆pΛqj pfM q}2L1pTq
¸1{2
Á
˜
σ´2ÿ
j“0
log2pλj`1 ´ λjq
¸1{2
Á σ1{2 logM
„ σ1{2pp´ 1q´1,
where in the last step (5.8) was used. This completes the proof of (5.6). The proof
of (5.7) is completely analogous.
5.1. Zygmund’s classical inequality revisited. Let Λ “ pλjqjPN0 be an increas-
ing sequence that can be written as a finite union of lacunary sequences in N or,
equivalently, σΛ ă 8 with σΛ P N being as in (5.1).
Notice that (4.1), (4.2), (5.2), and the argument on pp. 530–531 in [37] yield
the following version of a classical inequality due to Zygmund (see Theorem 7.6 in
Chapter XII of [38])
(5.9)
˜ ÿ
jPN0
| pfpλjq|2¸1{2 ď Aσ1{2Λ
«
1`
ż
T
|fpxq| log1{2pe` |fpxq|qdx
ff
,
where A ą 0 is an absolute constant. Therefore, by using (5.9) and duality; see
e.g. Remarque on pp. 350–351 in [5], one deduces that for every trigonometric
polynomial g such that supppgq Ď Λ one has
(5.10) }g}LppTq ď Cσ1{2Λ
?
p}g}L2pTq for all 2 ď p ă 8,
where C ą 0 is an absolute constant.
We remark that the exponent r “ 1{2 in σ1{2Λ in (5.10) cannot be improved and
therefore, the exponent r “ 1{2 in σ1{2Λ on the right-hand side of (5.9) is sharp.
Indeed, this can be shown by using the work of Bourgain [8]. To be more specific,
since we assume that σΛ ă 8, we may write Λ as a disjoint union of lacunary
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sequences Λ1, ¨ ¨ ¨ ,ΛN of positive integers with ρΛj ě 2 for all j “ 1, ¨ ¨ ¨ , N and
N „ σΛ. Since lacunary sequences with ratio greater or equal than 2 are quasi-
independent sets in Z; see [9, Definition 4], it follows that we may decompose Λ
as a disjoint union of N „ σΛ quasi-independent sets. We thus conclude that for
every finite subset A of Λ there exists a quasi-independent subset B of A such that
#pBq ě N´1#pAq „ σ´1Λ #pAq
and hence, (5.10) as well as its sharpness (in terms of the dependence with respect
to σΛ) follows from [8, Lemma 1], see also pp. 101–102 in [9].
For variants of the aforementioned result of Zygmund in higher dimensions, see
[2], [3] and the references therein.
6. Higher-dimensional versions of Theorems 1 and 2
In this section we extend Theorem 1 to the d-torus. To state our result, fix
a d P N and consider strictly increasing sequences Λn “ pλpnqjn qjnPN0 of positive
integers, n P t1, ¨ ¨ ¨ , du. Then, the d-parameter Littlewood-Paley square function
formed with respect to Λn (n P t1, ¨ ¨ ¨ , du) is given by
SpΛ1,¨¨¨ ,Λdqpfq :“
˜ ÿ
j1,¨¨¨ ,jdPN0
ˇˇˇ
∆
pΛ1q
j1
b ¨ ¨ ¨ b∆pΛdqjd pfq
ˇˇˇ2¸1{2
and is initially defined over the class of all trigonometric polynomials f on Td.
Theorem 15. Given a d P N, there exists an absolute constant Cd ą 0 such that
for every 1 ă p ă 2 and for all lacunary sequences Λn “ pλpnqjn qjnPN0 in N with ratio
ρΛn P p1, 2q, n P t1, ¨ ¨ ¨ , du, one has
(6.1) sup
}f}
LppTdq
“1
fPHpApT
dq
›››SpΛ1,¨¨¨ ,Λdqpfq›››
LppTdq
ď Cdpp´ 1qd
dź
n“1
pρΛn ´ 1q´1{2
and
(6.2)
›››SpΛ1,¨¨¨ ,Λdq›››
LppTdqÑLppTdq
ď Cdpp´ 1q3d{2
dź
n“1
pρΛn ´ 1q´1{2.
Proof. We shall prove (6.1) first. To this end, the idea is to fix a probability space
pΩ,A,Pq and show that there exists an absolute constant C ą 0 such that for every
choice of ω P Ω one has
(6.3)
››››› ÿ
jPN0
rjpωq∆pΛqj pgq
›››››
LppTq
ď C
p´ 1 pρΛ ´ 1q
´1{2}g}LppTq.
for every analytic trigonometric polynomial g on T. Then the proof of (6.1) is
obtained by iterating (6.3).
To prove (6.3), note that by using estimate p3.2q in Bourgain’s paper [10], which
follows from Bourgain’s extension [7] of Rubio de Francia’s theorem [30], one de-
duces that there exists an absolute constant M ą 0 such that for every q P r1, 2s
one has
(6.4) }h}LqpTq ďM
››SpΛqphq››
LqpTq
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for every analytic trigonometric polynomial h on T. Hence, in order to establish
(6.3), fix a trigonometric polynomial g and consider the trigonometric polynomial
hω given by
hω :“
ÿ
jPN0
rjpωq∆pΛqj pgq.
Observe that (6.4) applied to hω implies that››››› ÿ
jPN0
rjpωq∆pΛqj pgq
›››››
LppTq
ďM››SpΛqpgq››
LppTq
for all p P p1, 2q and for every analytic trigonometric polynomial g on T. Hence,
the desired estimate (6.3) follows from the last inequality combined with (1.3).
Alternatively, (6.3) can be obtained by using (4.12) and Marcinkiewicz interpolation
for analytic Hardy spaces for the operator T
pΛq
ω :“
ř
jPN0
rjpωq∆pΛqj , as explained
in Section 3.
To complete the proof of (6.1), fix a p P p1, 2q and take an analytic trigonometric
polynomial f on Td. By iterating (6.3), we get››››› ÿ
j1,¨¨¨ ,jdPN0
rj1pω1q ¨ ¨ ¨ rjdpωdq∆pΛ1qj1 b ¨ ¨ ¨ b∆
pΛdq
jd
pfq
›››››
LppTdq
ď
Cd
pp´ 1qd
«
dź
n“1
pρΛn ´ 1q´1{2
ff
}f}LppTdq
where C ą 0 is the constant in (6.3). Hence, by using the last estimate together
with multi-dimensional Khintchine’s inequality (2.2) and the density of analytic
trigonometric polynomials on Td in pHpApTdq, } ¨ }LppTdqq, (6.1) follows.
The proof of (6.2) is similar. Indeed, by iterating (4.10), one gets››››› ÿ
j1,¨¨¨ ,jdPN0
rj1pω1q ¨ ¨ ¨ rjdpωdq∆p
rΛ1q
j1
b ¨ ¨ ¨ b∆prΛdqjd pfq
›››››
LppTdq
ď
Cd
pp´ 1q3d{2
«
dź
n“1
pρΛn ´ 1q´1{2
ff
}f}LppTdq
for every trigonometric polynomial f on Td, where rΛn is a strictly increasing se-
quence in N associated to Λn and is constructed as in Lemma 7, n P t1, ¨ ¨ ¨ , du.
Hence, the proof of (6.2) is obtained by using the last estimate, (2.2), the fact that
for every trigonometric polynomial f on Td one has
SpΛ1,¨¨¨ ,Λdqpfqpxq Àd SprΛ1,¨¨¨ ,rΛdqpfqpxq px P Tdq,
and the density of trigonometric polynomials on Td in pLppTdq, } ¨ }LppTdqq. 
Remark 16. The estimates (6.1) and (6.2) in Theorem 15 can be regarded as refined
versions of [4, Corollary 2] and [1, Proposition 4.1], respectively.
An adaptation of the argument presented in Subsection 3.1 to higher dimensions
shows that (6.1) is optimal in the following sense. For every choice of λ “close” to
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1`, there exists a lacunary sequence Λ “ `λj˘jPN0 in N with ratio ρΛ P rλ, λ3q and
a p “close” to 1` such that
sup
}f}
LppTdq
“1
fPHp
A
pTdq
›››SpΛ,¨¨¨ ,Λqpfq›››
LppTdq
Ád 1pp´ 1qd pλ´ 1q
´d{2 „d 1pp´ 1qd pρΛ ´ 1q
´d{2.
Similarly, one deduces that (6.2) is also optimal.
Remark 17. By arguing as in the previous section, one shows that if Λn “ pλpnqjn qjnPN0
are finite unions of lacunary sequences (n “ 1, ¨ ¨ ¨ , d), then
sup
}f}
LppTdq
“1
fPHp
A
pTdq
›››SpΛ1,¨¨¨ ,Λdqpfq›››
LppTdq
Àd pp´ 1q´d
dź
n“1
σ
1{2
Λn
and ›››SpΛ1,¨¨¨ ,Λdq›››
LppTdqÑLppTdq
Àd pp´ 1q´3d{2
dź
n“1
σ
1{2
Λn
and that the above estimates cannot be improved in general.
7. Euclidean Variants
Let Λ “ pλjqjPZ be a countable collection of positive real numbers indexed by Z
such that λj`1 ą λj for all j P Z as well as
lim
jÑ´8
λj “ 0 and lim
jÑ`8
λj “ `8.
For j P Z define the j-th “rough” Littlewood-Paley projection P pΛqj to be the
multiplier with symbol χIjYI1j , where Ij :“ rλj´1, λjq and I 1j :“ p´λj ,´λj´1s.
Given a d P N and sequences Λ1, ¨ ¨ ¨ ,Λd as above, define the d-parameter “rough”
Littlewood-Paley square function
S
pΛ1,¨¨¨ ,Λdq
Rd
pfq :“
˜ ÿ
j1,¨¨¨ ,jdPZ
ˇˇˇ
P
pΛ1q
j1
b ¨ ¨ ¨ b P pΛdqjd pfq
ˇˇˇ2¸1{2
initially over the class of Schwartz functions on Rd.
A Euclidean version of (6.1) is given by the following theorem.
Theorem 18. Given a d P N, consider sequences Λ1, ¨ ¨ ¨ ,Λd that are as above and
moreover, satisfy
σΛn :“ sup
jPZ
#
`
Λn X r2j´1, 2jq
˘ ă 8
for all n P t1, ¨ ¨ ¨ , du.
Then, there exists an absolute constant Cd ą 0, depending only on d, such that
(7.1) sup
}f}
LppRdq
“1
fPHpApR
dq
›››SpΛ1,¨¨¨ ,Λdq
Rd
pfq
›››
LppRdq
ď Cdpp´ 1qd
dź
n“1
σ
1{2
Λn
for every 1 ă p ă 2.
Similarly, a Euclidean version of (6.2) is the content of the following theorem.
ON A PROBLEM OF PICHORIDES 39
Theorem 19. Given a d P N, consider sequences Λ1, ¨ ¨ ¨ ,Λd that are as above and
moreover, satisfy
σΛn :“ sup
jPZ
#
`
Λn X r2j´1, 2jq
˘ ă 8
for all n P t1, ¨ ¨ ¨ , du.
Then, there exists an absolute constant Cd ą 0, depending only on d, such that
(7.2)
›››SpΛ1,¨¨¨ ,Λdq
Rd
›››
LppRdqÑLppRdq
ď Cdpp´ 1q3d{2
dź
n“1
σ
1{2
Λn
for every 1 ă p ă 2.
The proofs of Theorems 18 and 19 are given in Subsections 7.1 and 7.2 respec-
tively.
7.1. Proof of Theorem 18. Let n P t1, ¨ ¨ ¨ , du be a fixed index. Note that if we
consider a probability space pΩ,A,Pq and Λn “ pλpnqjn qjnPZ is as in the hypothesis of
the theorem, then it follows from the work of Tao and Wright [37], see also Remark
9, that there exists an absolute constant C0 ą 0 such that
(7.3)
››››› ÿ
jnPZ
rjnpωnqP pΛnqjn pfq
›››››
L1,8pRq
ď C0σ1{2Λn }f}L1pRq pf P H1ApRqq
for every choice of ωn P Ω.
We can now argue as in [4, Section 5]. Assume first that p P p1, 3{2s and note
that by using (7.3) together with the trivial bound››››› ÿ
jnPZ
rjnpωnqP pΛnqjn
›››››
H2ApRqÑH
2
ApRq
“ 1
and a Marcinkiewicz decomposition for functions in analytic Hardy spaces on the
real line, which is due to Peter Jones; see [20, Theorem 2], one deduces that
(7.4)
››››› ÿ
jnPZ
rjnpωnqP pΛnqjn
›››››
H
p
A
pRqÑHp
A
pRq
ď A0σ1{2Λn pp´ 1q´1,
where A0 ą 0 is an absolute constant; see the proof of [4, Proposition 8]. To show
that (7.4) also holds for p P p3{2, 2q, one can use, e.g., (7.4) for p “ 3{2 and duality
so that one gets an appropriateH3ApRq to H3ApRq bound and then, as in the previous
case, interpolate between this bound and (7.3).
Therefore, (7.4) holds for all p P p1, 2q and hence, by iterating (7.4) and then
using multi-dimensional Khintchine’s inequality (2.2), (7.1) follows.
Remark 20. By adapting the argument of Section 5 to the Euclidean setting, where
one uses a variant of the construction in the proof of [4, Corollary 10], one can show
that the exponents r “ 1{2 in σ1{2Λn in (7.1) are optimal.
7.2. Proof of Theorem 19. The proof of (7.2) for d “ 1 is obtained by care-
fully examining Lerner’s argument that establishes [24, Theorem 1.1]. To be more
specific, the proof of (7.2) will be a consequence of the following weighted estimate
(7.5)
››SpΛnq
R
››
L2pwqÑL2pwq
ď Cσ1{2Λn rws
3{2
A2
pn P t1, ¨ ¨ ¨ , duq
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combined with an extrapolation result, which is due to Duoandikoetxea; see [13,
Theorem 3.1]. Recall that a non-negative locally integrable function on R is said
to be an A2 weight if, and only if,
rwsA2 :“ sup
JĎR:
J interval
xwyJxw´1yJ
is finite. Here, we use the notation xσyJ :“ |J |´1
ş
J
σpyqdy.
For a fixed index n P t1, ¨ ¨ ¨ , du, set rΛn :“ ΛYp2jqjPZ and observe that for every
Schwartz function f one has
S
pΛnq
R
pfqpxq À SprΛnq
R
pfqpxq
for all x P R. Hence, in order to establish (7.5), it suffices to prove that for every
A2 weight w one has
(7.6)
››SprΛnq
R
››
L2pwqÑL2pwq
ď C 1σ1{2Λn rws
3{2
A2
pn P t1, ¨ ¨ ¨ , duq
for each fixed index n P t1, ¨ ¨ ¨ , du. To prove (7.6), note that by arguing exactly
as in [24], namely by using duality and [24, Theorem 2.7], it suffices to show that
there exists an absolute constant C2 ą 0 such that
(7.7)
›››››Sφ,I
˜ÿ
jPZ
P
prΛnq
j pψjq
¸›››››
L2pwq
ď C2σ1{2Λn rwsA2
›››››
˜ÿ
jPZ
|ψj |2
¸1{2›››››
L2pwq
for every A2 weight w and for every countable collection of Schwartz functions
pψjqjPZ, see also [24, Remark 4.1]. Here, as in [24], given a dyadic lattice I in R;
see [24, Definition 2.1], one sets
Sφ,Ipfqpxq :“
˜ÿ
kPZ
ÿ
JPI:
|J|“2´k
x|f ˚ φk|2yJχJ pxq
¸1{2
px P Rq,
where φ is a Schwartz function satisfying suppppφq Ď r1{2, 2s and for k P Z we use
the notation φkpxq :“ 2kφp2kxq, x P R.
Write rΛn “ prλpnqj qjPZ and rIpnqj :“ rrλpnqj´1, rλpnqj q for j P Z. To prove (7.7), observe
that by using the Cauchy-Schwarz inequality one hasˇˇˇˇ
ˇSφ,I
˜ÿ
jPZ
P
prΛnq
j pψjq
¸
pxq
ˇˇˇˇ
ˇ
2
ď
4σΛn
ÿ
kPZ
ÿ
rIpnqjk Ďr2k´1,2k`1q
ÿ
JPI:
|J|“2´k
Aˇˇˇ
P
prΛnq
jk
pψjkq ˚ φk
ˇˇˇ2E
J
χJpxq
and hence,›››››Sφ,I
˜ÿ
jPZ
P
prΛnq
j pψjq
¸›››››
2
L2pwq
ď 4σΛn
ÿ
kPZ
ÿ
rIpnqjk Ďr2k´1,2k`1q
›››P prΛnqjk pψjkq ˚ φk›››2L2pwk,Iq,
where, as in [24], one sets
wk,I :“
ÿ
JPI:
|J|“2´k
xwyJχJ .
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By using [24, Lemma 3.2], for every k P Z, one gets›››P prΛnqjk pψjk q ˚ φk›››L2pwk,Iq ď C0rwsA2}ψjk}L2pwq
for all jk P Z such that rIpnqjk Ď r2k´1, 2k`1q, where C0 ą 0 is a constant depending
only on the function φ. Hence, (7.7) is obtained by combining the last two estimates.
Therefore, we deduce that (7.5) holds.
Hence, by arguing as in [24, Remark 4.2], (7.5) and [13, Theorem 3.1] imply that
(7.8)
››SpΛnq
R
››
LppRqÑLppRq
ď Aσ1{2Λn pp´ 1q´3{2 p1 ă p ă 2q
for each index n P t1, ¨ ¨ ¨ , du.
To obtain the higher-dimensional case, given a probability space pΩ,A,Pq, ob-
serve that (7.8) combined with a Euclidean version of [10, (3.2)] implies that
(7.9)
››››› ÿ
jnPZ
rjnpωnqP pΛnqjn
›››››
LppRqÑLppRq
ď A1σ1{2Λn pp´ 1q´3{2 p1 ă p ă 2q
for every ωn P Ω and for all indices n P t1, ¨ ¨ ¨ , du. Therefore, (7.2) is obtained by
first iterating (7.9) and then using multi-dimensional Khintchine’s inequality (2.2).
Remark 21. We remark that either by adapting the modification of Lerner’s argu-
ment [37] presented above to the periodic setting or by using an appropriate variant
of (7.9) and transference; see Theorem 3.8 in Chapter VII in [35], one obtains an
alternative proof of (6.2) and in particular, of Theorem 2 as well as of the bound
(5.5) in Theorem 14.
Remark 22. By adapting the argument of Section 5 to the Euclidean setting, where
one uses a variant of the construction in the proof of [1, Proposition 6.1], one can
show that the exponents r “ 1{2 in σ1{2Λn in (7.2) cannot be improved in general.
Remark 23. Assume that Λ “ pλjqjPZ is a countable collection of non-negative real
numbers satisfying the assumptions of Theorem 7.2. Then, it follows from the work
of Tao and Wright [37] that
(7.10)
››SpΛq
R
››
L1,8pKqÑL log1{2 LpKq
ÀK σ1{2Λ
for every compact subset K in R. Hence, by using (7.10), interpolation, and a
version of Tao’s converse extrapolation theorem for operators restricted to compact
sets in R; see p. 2 in [36], it follows that
(7.11)
››SpΛq
R
››
LppKqÑLppKq
ÀK σ1{2Λ pp´ 1q´3{2 p1 ă p ă 2q
for every compact subset K of the real line. Notice that (7.11) is weaker than (7.2)
(for d “ 1).
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