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HIGHER NEWTON POLYGONS AND INTEGRAL BASES
JORDI GUA`RDIA, JESU´S MONTES, AND ENRIC NART
Abstract. Let A be a Dedekind domain whose field of fractions K is a global
field. Let p be a non-zero prime ideal of A, and Kp the completion of K at
p. The Montes algorithm factorizes a monic irreducible separable polynomial
f(x) ∈ A[x] over Kp, and it provides essential arithmetic information about
the finite extensions of Kp determined by the different irreducible factors. In
particular, it can be used to compute a p-integral basis of the extension of K
determined by f(x). In this paper we present a new and faster method to
compute p-integral bases, based on the use of the quotients of certain divisions
with remainder of f(x) that occur along the flow of the Montes algorithm.
Introduction
Let A be a Dedekind domain whose field of fractions K is a global field. Let p
be a non-zero prime ideal of A, and π ∈ A a local generator of p. Let Kp be the
completion of K with respect to the p-adic topology.
Let f(x) ∈ A[x] be a monic irreducible separable polynomial of degree n. Let
θ ∈ Ksep be a root of f(x), L = K(θ) be the finite separable extension of K
generated by θ, and B be the integral closure of A in L.
The Montes algorithm [7, 8] computes an OM representation of every prime ideal
P of B lying over p [6]. This algorithm carries out a program suggested by Ø. Ore
[18, 20], and developed by S. MacLane in the context of valuation theory [15, 16]. An
OM representation is a computational object supporting several data and operators,
linked to one of the irreducible factors (say) F (x) of f(x) in Kp[x]. Among these
data, the Okutsu invariants of F stand out, revealing a lot of arithmetic information
about the finite extension of Kp determined by F [17, 5]. The initials OM stand
indistinctly for Ore-MacLane or Okutsu-Montes.
In [6] we presented a method to compute p-integral bases of B/A, based on these
OM representations of the prime ideals of B dividing p. For n large, this method
is significantly faster than the traditional methods, most of them based on variants
of the Round 2 and Round 4 routines [24, 3, 2, 12, 10, 4].
In this paper we present an improvement of that OM-method, based on the use
of quotients of φ-adic expansions. This idea goes back to a construction of integral
bases by W.M. Schmidt, for certain subrings of function fields [21]. Along the
flow of the Montes algorithm, some polynomials φ(x) ∈ A[x] are constructed as
a kind of optimal approximations to the irreducible factors of f(x) over Kp. The
(conveniently truncated) φ-expansions of f(x) provide the necessary data to build
higher order Newton polygons of f(x), from which new and better approximations
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are deduced. As a by-product of the computation of any φ-expansion, f(x) =∑
0≤s as(x)φ(x)
s, we obtain several quotients:
f(x) = φ(x)Q1(x) + a0(x), Q1(x) = φ(x)Q2(x) + a1(x), . . .
These polynomials Qi(x) have nice properties that can be exploited to obtain short-
cuts and improvements in the computation of p-integral bases.
The outline of the paper is as follows. In section 1 we review the main technical
ingredients of the paper: OM representations and Okutsu invariants of irreducible
separable polynomials over local fields. In section 2 we review the OM-method
of [6] for the computation of integral bases. In section 3, we study the quotients
Q(x) obtained along the computation of φ-expansions of f(x). We analyze the
P-adic value of Q(θ), for all prime ideals P lying over p, in order to determine the
highest exponent µ such that Q(θ)/πµ is p-integral (Theorem 3.3 and Corollary
3.8). In section 4, we show how to construct local bases with these quotients. For
every prime ideal P | p, we find a family of elements of L whose images in the P-
completion LP are an integral basis of the local extension LP/Kp. These elements
are constructed as a product of quotients, divided by an adequate power of π. The
essential difference with the OM-method is that all these elements are already p-
integral (globally integral if A is a PID), and not only P-integral. Finally, in section
5 we show how to use these p-integral elements to build a p-integral basis (Theorem
5.16). This method of the quotients has three significant advantages with respect
to the former OM-method and all classical methods:
(1) It yields always p-reduced bases. For instance, let L = F(t, x) be the function
field of a curve C over a finite field F, defined by an equation f(t, x) = 0, which is
separable over K = F(t). For the subring A = F[t−1] and the prime ideal p = t−1A,
a p-reduced basis of B/A is just a classical reduced basis with respect to a certain
size function determined by the degree function on A [13], [14, Sec. 16]. The
construction of reduced bases is a key ingredient in the computation of bases of the
Riemann-Roch spaces attached to divisors of C [21], [23], [11].
(2) It admits a neat complexity analysis (Theorem 5.21). The method requires
only O(n) multiplications in the ring A[θ], along an ordinary application of the
Montes algorithm with input data (f(x), p). If A/p is small, the computation
of a p-integral basis requires altogether O
(
n2+ǫδ1+ǫ + n1+ǫδ2+ǫ
)
word operations,
where δ is the p-adic valuation of the discriminant of f(x).
(3) It has an excellent practical performance. For A = Z, the method may be
tested by running the pIntegralBasis routine of the Magma package +Ideals.m,
which may be downloaded from the site http://www-ma4.upc.edu/∼guardia/
+Ideals.html.
1. Okutsu invariants of irreducible polynomials over local fields
Let k be a local field, i.e. a locally compact and complete field with respect to a
discrete valuation v. Let O be the valuation ring of k, m the maximal ideal, π ∈ m
a generator of m and F = O/m the residue field, which is a finite field.
Let ksep ⊂ k be the separable closure of k inside a fixed algebraic closure. Let
v : k → Q ∪ {∞}, be the canonical extension of the discrete valuation v to k,
normalized by v(k) = Z.
HIGHER NEWTON POLYGONS AND INTEGRAL BASES 3
Let F (x) ∈ O[x] be a monic irreducible separable polynomial, θ ∈ ksep a root
of F (x), and L = k(θ) the finite separable extension of k generated by θ. Denote
n := [L : k] = degF . Let OL be the ring of integers of L, mL the maximal ideal
and FL the residue field. We indicate with a bar, —: O[x] −→ F[x], the canonical
homomorphism of reduction of polynomials modulo m.
Let [φ1, . . . , φr] be an Okutsu frame of F (x), and let φr+1 be an Okutsu approxi-
mation to F (x). That is, φ1, . . . , φr+1 ∈ O[x] are monic separable polynomials of
strictly increasing degree:
1 ≤ m1 := deg φ1 < · · · < mr := deg φr < mr+1 := deg φr+1 = n,
and for any monic polynomial g(x) ∈ O[x] we have:
(1) mi ≤ deg g < mi+1 =⇒
v(g(θ))
deg g
≤
v(φi(θ))
mi
<
v(φi+1(θ))
mi+1
,
for 0 ≤ i ≤ r, with the convention that m0 = 1 and φ0(x) = 1. It is easy to deduce
from (1) that the polynomials φ1(x), . . . , φr+1(x) are all irreducible in O[x].
The length r of the frame is called the Okutsu depth of F (x). We have r = 0 if
and only if F is irreducible over F; in this case, the Okutsu frame is an empty list.
Okutsu frames were introduced by K. Okutsu in [17] as a tool to construct integral
bases. Okutsu approximations were introduced in [5], where it is shown that the
family φ1, . . . , φr+1 determines an optimal F -complete type of order r + 1:
(2) tF = (ψ0; (φ1, λ1, ψ1); · · · ; (φr , λr, ψr); (φr+1, λr+1, ψr+1)).
In the special case φr+1 = F , we have λr+1 = −∞ and ψr+1 is not defined. We
call tF an OM representation of F .
Any OM representation of the polynomial F carries (stores) several invariants
and operators yielding strong arithmetic information about F and the extension
L/k. Let us recall some of these invariants and operators.
Attached to the type tF , there is a family of discrete valuations of the rational
function field k(x), the MacLane valuations :
vi : k(x) −→ Z ∪ {∞}, 1 ≤ i ≤ r + 1,
satisfying 0 = v1(F ) < · · · < vr+1(F ). The v1-value of a polynomial in k[x] is the
minimum of the v-values of its coefficients.
Also, tF determines a family of Newton polygon operators:
Ni : k[x] −→ 2
R
2
, 1 ≤ i ≤ r + 1,
where 2R
2
is the set of subsets of the Euclidean plane. Any non-zero polynomial
g(x) ∈ k[x] has a canonical φi-development:
g(x) =
∑
0≤s
as(x)φi(x)
s, deg as < mi,
and the polygon Ni(g) is the lower convex hull of the set of points (s, vi(asφ
s
i )).
Usually, we are only interested in the principal polygon N−i (g) ⊂ Ni(g) formed
by the sides of negative slope. For all 1 ≤ i ≤ r, the Newton polygons Ni(F )
and Ni(φi+1) are one-sided and they have the same slope, which is a negative
rational number λi ∈ Q<0. The Newton polygon Nr+1(F ) is one-sided and it has
an (extended) integer negative slope, which we denote by λr+1 ∈ Z<0 ∪ {−∞}.
There is a chain of finite extensions: F = F0 ⊂ F1 ⊂ · · · ⊂ Fr+1 = FL.
The type tF stores monic irreducible polynomials ψi(y) ∈ Fi[y] such that Fi+1 ≃
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Fi[y]/(ψi(y)). We have ψi(y) 6= y, for all i > 0. Finally, for every negative rational
number λ, there are residual polynomial operators:
Rλ,i : k[x] −→ Fi[y], 0 ≤ i ≤ r + 1.
We define Ri := Rλi,i. For all 0 ≤ i ≤ r, we have Ri(F ) ∼ ψ
ωi+1
i and Ri(φi+1) ∼ ψi,
where the symbol ∼ indicates that the polynomials coincide up to a multiplicative
constant in F∗i . For i = 0 we have R0(F ) = F = ψ
ω1
0 and R0(φ1) = φ1 = ψ0. The
exponents ωi+1 are all positive and ωr+1 = 1. The operator Rr+1 is defined only
when φr+1 6= F ; in this case, we also have Rr+1(F ) ∼ ψr+1, with ψr+1(y) ∈ Fr+1[y]
monic of degree one such that ψr+1(y) 6= y.
From these data some more numerical invariants are deduced. Initially we take:
m0 := 1, f0 := degψ0, e0 := 1, h0 := V0 = 0.
Then, we define for all 1 ≤ i ≤ r + 1:
hi, ei positive coprime integers such that λi = −hi/ei,
fi := degψi,
mi := deg φi = ei−1fi−1mi−1 = (e0 e1 · · · ei−1)(f0f1 · · · fi−1),
Vi := vi(φi) = ei−1fi−1(ei−1Vi−1 + hi−1),
ℓi, ℓ
′
i a pair of integers such that ℓihi − ℓ
′
iei = 1,
zi−1 := the class of y in Fi, so that ψi−1(zi−1) = 0.
An irreducible polynomial F admits infinitely many different OM representa-
tions. However, the numerical invariants ei, fi, hi, for 0 ≤ i ≤ r, and the MacLane
valuations v1, . . . , vr+1 attached to tF , are canonical invariants of F .
The data λr+1, ψr+1 are not invariants of F ; they depend on the choice of the
Okutsu approximation φr+1. The integer slope λr+1 = −hr+1 measures how close
is φr+1 to F . We have φr+1 = F if and only if hr+1 =∞.
Definition 1.1. An Okutsu invariant of F (x) is a rational number that depends
only on e0, e1, . . . , er, f0, f1, . . . , fr, h1, . . . , hr.
For instance, the ramification index and residual degree of L/k are Okutsu in-
variants of F . More precisely,
e(L/k) = e0e1 · · · er, f(L/k) = f0f1 · · · fr.
The general definition of a type may be found in [8, Sec. 2.1]. In later sections,
we shall consider types which are not necessarily optimal nor F -complete. So, it
may be convenient to distinguish these two properties among all features of a type
that we have just described.
Definition 1.2. Let t = (ψ0; (φ1, λ1, ψ1); · · · ; (φi, λi, ψi)) be a type of order i and
denote mi+1 := eifimi. Let g(x), h(x) ∈ k[x] be non-zero polynomials.
• We say that t is optimal if m1 < · · · < mi. We say that t is strongly optimal if
m1 < · · · < mi < mi+1.
• We define ordt(g) := ordψi Ri(g) in Fi[y]. If ordt(g) > 0, we say that t divides
g(x), and we write t | g(x). We have ordt(gh) = ordt(g) + ordt(h).
•We say that t is g-complete if ordt(g) = 1.
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• A representative of t is a monic polynomial φ(x) ∈ O[x] of degree mi+1, such
that Ri(φ) ∼ ψi. This polynomial is necessarily irreducible in O[x]. The degree
mi+1 is minimal among all polynomials satisfying this condition. The choice of a
representative of t determines a Newton polygon operator Nφ,vi+1 , which depends
only on φ and the valuation vi+1 supported by t. We denote Ni+1 := Nφi+1,vi+1 .
• For any 0 ≤ j ≤ i, the truncation of t at level j, Truncj(t), is the type of order
j obtained from t by dropping all levels higher than j.
For a general type of order i dividing F , we have m1 | · · · | mi and ωi > 0,
but not necessarily m1 < · · · < mi = degF , and ωi = 1. These were particular
properties of the optimal and F -complete type tF of order i = r + 1, constructed
from an Okutsu frame and an Okutsu approximation to F .
Definition 1.3. The length of a Newton polygon N is the abscissa of its right end
point; we denote it by ℓ(N).
Lemma 1.4. [8, Lem. 2.17,(2)] Let t be a type of order i ≥ 0, and let φi+1 ∈ O[x]
be a representative of t. Then, ℓ(N−i+1(g)) = ordt(g), for any non-zero polynomial
g(x) ∈ k[x].
The next lemma shows that a type gathers “features” of irreducible polynomials
in O[x]. This is the motivation for the term type. The lemma is a combination of
[8, Def. 2.1, Lem. 2.4, Cor. 2.18].
Lemma 1.5. Let t be a type of order i ≥ 0, and let G(x) ∈ O[x] be a monic
irreducible separable polynomial such that t | G. Then,
(1) Rj(G) ∼ ψ
nj
j in Fj[y], for a certain nj > 0, for all 0 ≤ j ≤ i.
(2) Nj(G) = N
−
j (G) is one-sided of slope λj , for all 1 ≤ j ≤ i.
We shall frequently use the following result, extracted from [8, Prop. 3.5,(5)].
Note that it contains the definition of the MacLane valuation vi+1.
Proposition 1.6. Let t be a type of order i ≥ 1, and let F (x) ∈ O[x] be a monic
irreducible separable polynomial such that t | F . Let θ ∈ ksep be a root of F (x),
and g(x) ∈ O[x] a non-zero polynomial. Take a line of slope λi far below Ni(g),
and shift it upwards till it touches the polygon for the first time. Let (0, H) be the
intersection point of this line with the vertical axis. Then,
v(g(θ)) ≥ vi+1(g)/(e0 · · · ei) = H/(e0 · · · ei−1),
and equality holds if and only if t ∤ g(x).
Corollary 1.7. With the above notation, v(φj(θ)) = (Vj + |λj |)/(e0 · · · ej−1), for
all 1 ≤ j ≤ i.
Local integral bases. The next result is an elementary combinatorial fact.
Lemma 1.8. For 0 ≤ i ≤ r, consider positive integers, mi | · · · | mr+1. Then, any
integer 0 ≤ N < (mr+1/mi) can be expressed in a unique way as:
N = ji + ji+1(mi+1/mi) + · · ·+ jr(mr/mi),
for integers jk satisfying: 0 ≤ jk < (mk+1/mk), for all i ≤ k ≤ r.
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Now, let m1, . . . ,mr+1 be the degrees of the Okutsu polynomials of an OM
representation tF of a monic irreducible separable polynomial F ∈ O[x], as in (2).
Take m0 := 1, φ0(x) := x. For any integer 0 ≤ m < mr+1 = n, consider the
following monic polynomial gm(x) ∈ O[x], of degree m:
gm(x) :=
∏
0≤k≤r
φk(x)
jk , m =
∑
0≤k≤r
jkmk, 0 ≤ jk < mk+1/mk = ekfk.
Corollary 1.7 provides concrete formulas for all v(φk(θ)); thus, we can easily com-
pute µm := ⌊v(gm(θ))⌋, for all m.
Theorem 1.9 (Okutsu, [17, I,Thm. 1]). The following family is an O-basis of OL:
1, g1(θ)/π
µ1 , . . . , gn−1(θ)/π
µn−1 .
The exponent of F is the least non-negative integer exp(F ) such that πexp(F )OL
is included in O[θ]. Since µ1 ≤ · · · ≤ µn−1, it is clear that exp(F ) = µn−1.
2. An OM method to compute p-integral bases
Let A be a Dedekind domain whose field of fractions K is a global field, and
let Ksep be a separable closure of K. Let f(x) ∈ A[x] be a monic irreducible
and separable polynomial of degree n > 1. Let L = K(θ) be the finite separable
extension of K generated by a root θ ∈ Ksep of f(x). The integral closure B ⊂ L
of A in L is a Dedekind domain too.
Let p be a non-zero prime ideal of A. Let Ap be the localization of A at p, π ∈ A
a generator of the principal ideal pAp, and Fp := A/p the residue field. The integral
closure Bp of Ap in L is the subring of p-integral elements of L:
Bp = {α ∈ L | vP(α) ≥ 0, ∀P ∈ Spec(B), P | p},
where vP is the discrete valuation of L attached to P. The ring Bp is a free
Ap-module of rank n.
Definition 2.1. A p-integral basis of B/A is a family α1, . . . , αn ∈ Bp, that satisfies
any of the following equivalent conditions:
(a) α1, . . . , αn is an Ap-basis of Bp.
(b) α1 ⊗ 1, . . . , αn ⊗ 1 is an Fp-basis of Bp ⊗Ap Fp ≃ Bp/pBp ≃ B/pB.
Conditions (a) and (b) are equivalent by Nakayama’s lemma. Since B/pB has
dimension n as an Fp-vector space, it suffices to check that α1, . . . , αn ∈ Bp deter-
mine Fp-linearly independent elements in the Fp-algebra B/pB, to show that they
form a p-integral basis of B/A.
Consider the factorization of pB into a product of prime ideals in L:
pB = P
e(P1/p)
1 · · · P
e(Pg/p)
g .
Let Kp, LP, be the completions of K and L with respect to the p-adic and P-adic
topology, respectively. Denote the ring of integers of these fields by:
Op ⊂ Kp, OP ⊂ LP, ∀P | p.
Finally, we denote by nP := [LP : Kp] = e(P/p)f(P/p), the local degrees.
By a classical theorem of Hensel, these prime ideals are in 1-1 correspondence
with the different monic irreducible factors of f(x) in Op[x].
HIGHER NEWTON POLYGONS AND INTEGRAL BASES 7
Definition 2.2. For each prime ideal P | p, let us fix a topological embedding,
iP : L ⊂ LP →֒ Kp. Then θP := iP(θ) is the root of a unique monic irreducible
factor (say) FP(x) of f(x) over Op. Also, we denote:
wP := e(P/p)
−1vP : L
∗ −→ e(P/p)−1Z.
Clearly, wP(α) = v(iP(α)), for all α ∈ L, where v := vp is the canonical extension
of vp to Kp. Thus, for any polynomial g(x) ∈ A[x],
wP(g(θ)) = v(g(θP)).
This identity will be implicitly used throughout the paper without further mention,
when we apply local results to a global situation.
The Montes algorithm provides a family of OM representations of the irreducible
factors of f(x) in Op[x]. For any prime ideal P dividing p, let us denote by
tP := tFP =
(
ψ0,P; (φ1,P, λ1,P, ψ1,P); · · · ; (φrP+1,P, λrP+1,P, ψrP+1,P)
)
,
the OM representation corresponding to FP. All polynomials φi,P have coefficients
in A. The type tP singles out P (or FP) by:
tP | FP, tP ∤ FQ, ∀Q | P, Q 6= P.
As we saw in the last section, from the OM representation we derive a family of
P-integral elements in L,
BP =
{
1, g1,P(θ)/π
µ1,P , . . . , gnP−1,P(θ)/π
µnP−1,P
}
⊂ L.
whose image under iP is the Okutsu basis of OP as an Op-module, described in
Theorem 1.9. It is easy to buid a p-integral basis with these local P-bases.
Theorem 2.3 (Ore, [19]). For each prime ideal P | p, take βP ∈ Bp such that:
wP(βP) = 0, wQ(βP) ≥ exp(FP) + 1, ∀Q | p, Q 6= P.
Then, B :=
⋃
P|p βPBP, is a p-integral basis.
In [6, Secs. 3.2,4.2] we found an efficient way to compute these multiplicators
βP in terms of the data supported by the OM representations. They are elements
in Bp of the form:
βP = π
−N
∏
Q|p,Q6=P
φQ(θ)
dQ , φQ := φrQ+1,Q
An adequate choice of the exponents dQ, N leads to wP(βP) = 0. Also, we can get
wQ(βP) high enough, by improving to an adequate precision the Okutsu approxi-
mations φQ to the factors FQ, with the single-factor lifting algorithm [9].
Although the local bases are a by-product of the Montes algorithm, the cons-
truction of these multiplicators requires an extra work. In section 4 we shall cons-
truct local bases by using quotients instead of φ-polynomials. These quotients are
p-integral (and not only P-integral). In section 5 we shall use this fact to construct
p-integral bases with no need to compute multiplicators (Theorem 5.16).
If A is a PID, then B is a free A-module of rank n. If we take π ∈ A to be a
generator of the principal ideal p, then the p-integral bases constructed as above
are made of global integral elements, because p is the only prime ideal of A that
divides the denominators.
If for all prime ideals p dividing the discriminant of f(x) we compute a p-integral
basis in Hermite normal form, then an easy application of the CRT yields a global
integral basis; that is, a basis of B as an A-module.
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3. Quotients of φ-adic expansions
We keep all notation from the preceding section.
Let φ(x) ∈ A[x] be a monic polynomial of positive degree, and let
f(x) = a0(x) + a1(x)φ(x) + · · ·+ am(x)φ(x)
m , as(x) ∈ A[x], deg as < degφ,
be the canonical φ-expansion of f(x). Note that m = ⌊deg f/ degφ⌋.
Definition 3.1. The φ-quotients of f(x) are the quotients Q1(x), . . . , Qm(x), ob-
tained along the computation of the coefficients of the φ-expansion of f(x):
f(x) = φ(x)Q1(x) + a0(x),
Q1(x) = φ(x)Q2(x) + a1(x),
· · · · · ·
Qm(x) = φ(x) · 0 + am(x) = am(x).
Equivalently, Qs(x) is the quotient of the division of f(x) by φ(x)
s; we denote
by rs(x) the remainder of this division. Thus, for all 1 ≤ i ≤ m we have,
(3) f(x) = rs(x)+Qs(x)φ(x)
s, rs(x) = a0(x)+a1(x)φ(x)+ · · ·+as−1(x)φ(x)
s−1 .
The aim of this section is to use these quotients to construct nice p-integral
elements. More precisely, for certain φ-quotients Q(x) of f(x), we find the highest
exponent µ such that Q(θ)/πµ is p-integral (Theorem 3.3 and Corollary 3.8).
3.1. Construction of integral elements.
Lemma 3.2. Let t = (ψ0; · · · ; (φr , λr, ψr)) be a type over Op, of order r ≥ 1. Fix
an index 1 ≤ i ≤ r. Let g(x) ∈ A[x] be a polynomial of degree less than mr+1, and
consider its multiadic expansion:
g(x) =
∑
j=(ji,...,jr)
aj(x)Φ(x)
j, deg aj < mi,
where Φ(x)j := φi(x)
ji · · ·φr(x)jr , and 0 ≤ jk < ekfk, for all i ≤ k ≤ r. Then,
vr+1(g) = min
{
vr+1(aj(x)Φ(x)
j) | j = (ji, . . . , jr)
}
.
Proof. Since vr+1 is a valuation, it is sufficient to show vr+1
(
aj(x)Φ(x)
j
)
≥ vr+1(g),
for all j. Let us prove this inequality by induction on r− i. For r = i this is proven
in [8, Prop. 2.7,(4)]. Suppose that r > i and the lemma is true for the indices
r − 1 ≥ i. Consider the φr-expansion of g(x), and the (φi, . . . , φr−1)-multiadic
development of each coefficient:
g(x) =
∑
0≤j<erfr
gj(x)φr(x)
j , gj(x) =
∑
j=(ji,...,jr−1,j)
aj(x)φi(x)
ji · · ·φr−1(x)
jr−1 .
By the definition of vr+1, we have vr+1(P ) = ervr(P ), for any polynomial P ∈ A[x]
of degree less than mr. Thus, by [8, Prop. 2.7,(4)] and the induction hypothesis:
vr+1(g) ≤ vr+1
(
gj(x)φr(x)
j
)
= ervr(gj) + jvr+1(φr)
≤ ervr
(
aj(x)φi(x)
ji · · ·φr−1(x)
jr−1
)
+ jvr+1(φr) = vr+1
(
aj(x)Φ(x)
j
)
,
for all 0 ≤ j < erfr, and all j = (ji, . . . , jr) such that jr = j. 
For any pair i < r of positive integers, two of the formulas from [8, Prop. 2.15]
can be rewritten as:
(4)
vr(φr)
e1 · · · er−1
=
∑
1≤j<r
mr
mj
hj
e1 · · · ej
,
vr(φi)
e1 · · · er−1
=
∑
1≤j≤i
mi
mj
hj
e1 · · · ej
.
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Recall that Vi := vi(φi). We deduce from these identities:
(5)
Vr
e1 · · · er−1
=
mr
mi
Vi
e0 · · · ei−1
+
∑
i≤j<r
mr
mj
hj
e1 · · · ej
,
(6)
vr(φi)
e1 · · · er−1
=
Vi
e0 · · · ei−1
+
hi
e1 · · · ei
.
Theorem 3.3. Let t = (ψ0; · · · ; (φr−1, λr−1, ψr−1)) be a type over Op, of order
r − 1 ≥ 0, and let φr be a representative of t. Suppose that t | f(x) and all po-
lynomials φ1, . . . , φr have coefficients in A. For any integer, 1 ≤ s ≤ ℓ(N−r (f)),
let Qs(x) be the s-th φr-quotient of f(x), and let ys ∈ Q be determined by (s, ys) ∈
N−r (f). Then, for every prime ideal P of B lying over p, we have:
(7) wP(Qs(θ)) ≥ Hs := (ys − sVr)/(e0 · · · er−1).
In particular, Qs(θ)/π
⌊Hs⌋ is p-integral.
Proof. Let λr = −hr/er, with hr, er positive coprime integers, be the slope of the
side S of N−r (f), whose projection to the horizontal axis contains the abscissa s. If
s is the abscissa of a vertex of N−r (f), then we take S to be the left adjacent side.
The identities (3) show that N−r (f) should split in principle into two parts:
N−r (rs) and N
−
r (Qs(φr)
s) (see Figure 1). This is not always true because, depend-
ing on the values of vr(as−1(φr)
s−1) and vr(as(φr)
s), the two parts of the side S
in the polygons N−r (rs) and N
−
r (Qs(φr)
s) might change. Figure 2 shows different
possibilities for these changes. However, the line L of slope λr that first touches
both polygons from below is still the line determined by S.
A prime ideal P | p satisfies one and only one of the following conditions:
(i) t | FP.
(ii) t ∤ FP, but t
′ | FP, for t′ = Trunci−1(t), and some maximal 1 ≤ i < r.
(iii) Trunc0(t) ∤ FP, or equivalently, ψ0 ∤ FP.
We shall prove the inequality (7) by an independent argument in each case. We
denote throughout the proof: e = e0 · · · er−1.
Case (i): t | FP
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By [8, Thm. 3.1], for some slope µ of N−r (f), we have:
(8) wP(φr(θ)) = (Vr + |µ|)/e,
and Nr(FP) is one-sided of slope µ. Consider the type t˜ := (t; (φr , µ, ψ)), where ψ
is the monic irreducible factor of Rµ,r(FP). By construction, t˜ | FP.
If |µ| ≥ |λr|, then Proposition 1.6 applied to the type t˜ and the polynomial
Qs(x)φr(x)
s shows that (see Figure 3):
wP(Qs(θ)φr(θ)
s) ≥ (ys + s|µ|)/e.
By (8), we get wP(Qs(θ)) ≥ Hs, as desired.
If |µ| < |λr|, we apply Proposition 1.6 to the type t˜ and the polynomial rs(x)
and we get (see Figure 3):
wP(Qs(θ)φr(θ)
s)
(3)
= wP(rs(θ)) ≥ (ys + |λr|+ (s− 1)|µ|) /e.
By (8), we get in this case a stronger inequality:
wP(Qs(θ)) ≥ Hs + (|λr| − |µ|) /e.
Summing up, we get in Case (i):
(9) wP(Qs(θ)) ≥ Hs +max {0, (|λr| − |µ|) /e} .
Case (ii): t ∤ FP, t
′ | FP, for t′ = Trunci−1(t), and i maximal, 1 ≤ i < r
As above, Ni(FP) is one-sided of slope µ, one of the slopes of N
−
i (f), and
(10) wP(φi(θ)) = (Vi + |µ|)/(e0 · · · ei−1).
On the other hand, the arguments in the proof of [6, Prop. 3.8] show that
(11) wP(φj(θ)) =
mj
mi
Vi +min{|λi|, |µ|}
e0 · · · ei−1
, i < j ≤ r.
Since rs(x) =
∑
0≤t<s at(x)φr(x)
t, there exists 0 ≤ t < s such that wP(rs(θ)) ≥
wP(at(θ)φr(θ)
t); thus, by (3),
(12) wP(Qs(θ)) = wP(rs(θ)) − swP(φr(θ)) ≥ wP(at(θ))− (s− t)wP(φr(θ)).
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Let us show that wP(at(θ)) is sufficiently large. Consider the multiadic expansion:
(13) at(x) =
∑
j∈J
bj(x)Φ(x)
j, deg bj < mi,
where Φ(x)j := φi(x)
ji · · ·φr−1(x)jr−1 , and 0 ≤ jk < ekfk, for all i ≤ k < r. Fix a
multiindex j such that
(14) wP(at(θ)) ≥ wP
(
bj(θ)Φ(θ)
j
)
.
Since t′ | FP and deg bj < mi, [8, Props. 2.9,2.7,(1)] show that:
(15) wP(bj(θ)) = vi(bj)/(e0 · · · ei−1) = vr(bj)/(e0 · · · er−1).
Finally, by the convexity of the Newton polygon N−r (f):
(16) vr
(
at(φr)
t
)
≥ ys + (s− t)|λr |.
If we gather (12), (14), (15), (16), and we use Lemma 3.2, we get:
wP(Qs(θ)) ≥ wP(at(θ))− (s− t)wP(φr(θ))
≥ wP(bj(θ)) + wP(Φ(θ)
j)− (s− t)wP(φr(θ))
= vr(bj)/e+ wP(Φ(θ)
j)− (s− t)wP(φr(θ))
≥ (vr(at)− vr(Φ
j))/e + wP(Φ(θ)
j)− (s− t)wP(φr(θ))
≥ (ys + (s− t)|λr | − tVr − vr(Φ
j))/e + wP(Φ(θ)
j)− (s− t)wP(φr(θ)).
If we add and substract sVr/e to the last term, we get:
(17) wP(Qs(θ)) ≥ Hs + (s− t)M +N,
where
M :=
Vr + |λr|
e
− wP(φr(θ)), N := wP(Φ(θ)
j)−
vr(Φ
j)
e
.
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Now, (5) and (11) provide a closed formula for M :
M =
|λr|
e
+

 ∑
i≤k<r
mr
mk
hk
e1 · · · ek

− mr
mi
min{|λi|, |µ|}
e0 · · · ei−1
=

 ∑
i≤k≤r
mr
mk
hk
e1 · · · ek

− mr
mi
min{|λi|, |µ|}
e0 · · · ei−1
≥ 0,
the last inequality because hi/(e1 · · · ei) = |λi|/(e0 · · · ei−1). Also, (10), (6), (11)
and (5) provide a closed formula for N :
N =
∑
i≤k<r
jk
(
wP(φk(θ)) −
vr(φk)
e
)
= ji
|µ| − |λi|
e0 · · · ei−1
+
∑
i<k<r
jk
(
mk
mi
Vi +min{|λi|, |µ|}
e0 · · · ei−1
−
Vk
e1 · · · ek−1
−
hk
e1 · · · ek
)
= ji
|µ| − |λi|
e0 · · · ei−1
+
∑
i<k<r
jk

mk
mi
min{|λi|, |µ|}
e0 · · · ei−1
−
∑
i≤j≤k
mk
mj
hj
e1 · · · ej

 .
Since M ≥ 0 and s > t, we deduce from (17) that: wP(Qs(θ)) ≥ Hs +M +N .
Thus, we need to find lower bounds for M + N . Let us calculate first the sum of
all terms of M +N involving hi, |λi| = hi/ei and |µ|. If |µ| ≥ |λi|, this partial sum
is equal to ji(|µ| − |λi|)/(e0 · · · ei−1) ≥ 0, whereas for |µ| < |λi| we get
mr
mi
|λi| − |µ|
e0 · · · ei−1
−
∑
i≤k<r
jk
mk
mi
|λi| − |µ|
e0 · · · ei−1
≥
|λi| − |µ|
e0 · · · ei−1
,
because (mr/mi)−
∑
i≤k<r jk(mk/mi) ≥ 1, by Lemma 1.8.
Finally, the partial sum of the terms of M +N involving hj, for each i < j ≤ r,
is equal to:
mr
mj
hj
e1 · · · ej
−
∑
j≤k<r
jk
mk
mj
hj
e1 · · · ej
≥
hj
e1 · · · ej
,
because (mr/mj)−
∑
j≤k<r jk(mk/mj) ≥ 1, by Lemma 1.8. Summing up, we have
proven that
(18) wP(Qs(θ)) ≥ Hs +max
{
0,
|λi| − |µ|
e0 · · · ei−1
}
+
∑
i<j≤r
hj
e1 · · · ej
> Hs.
Case (iii): Trunc0(t) ∤ FP, or equivalently, ψ0 ∤ FP.
The proof is similar to the previous case, but the arguments are now simplified
because wP(φj(θ)) = 0, for all 1 ≤ j ≤ r. The formula (12) now gives:
wP(Qs(θ)) = wP(rs(θ)) ≥ wP(at(θ)),
for some 0 ≤ t < s. If we consider the multiadic expansion (13) for i = 1, there
exists a multiindex j = (j1, . . . , jr−1) such that
wP(at(θ)) ≥ wP(bj(θ)Φ(θ)
j) = wP(bj(θ)).
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Figure 4. λ-component of a polygon. Lλ is the line of slope λ
having first contact with the polygon from below.
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Clearly, wP(bj(θ)) ≥ v1(bj). On the other hand, since deg bj < m1, the recur-
sive definition of v2, . . . , vr leads to v1(bj) = vr(bj)/(e0 · · · er) = vr(bj)/e. These
inequalities, together with Lemma 3.2 and (16), show that:
wP(Qs(θ)) ≥ vr(bj)/e ≥
(
vr(at)− vr(Φ
j)
)
/e ≥
(
ys + (s− t)|λr | − tVr − vr(Φ
j)
)
/e
≥ Hs +
(
(s− t)(Vr + |λr|)− vr(Φ
j)
)
/e ≥ Hs +
(
Vr + |λr| − vr(Φ
j)
)
/e.
Now, by (4):
Vr + |λr| − vr(Φj)
e
=
∑
1≤j≤r

mr
mj
−
∑
j≤k<r
jk
mk
mj

 hj
e1 · · · ej
≥
∑
1≤j≤r
hj
e1 · · · ej
,
the last inequality by Lemma 1.8. Thus, we obtain in this case:
(19) wP(Qs(θ)) ≥ Hs +
∑
1≤j≤r
hj
e1 · · · ej
> Hs.

3.2. Residual polynomials of quotients. In this section we compute the resi-
dual polynomial Rr(Qs) of a φr-quotient of f(x). To this end, we recall first the
general construction of the operator Rλ,i, of order i > 0, with respect to a type t,
of order i− 1, a representative φi of t, and a negative rational number λ.
Definition 3.4. Let λ ∈ Q<0 and N a Newton polygon. We define the λ-compo-
nent of N to be Sλ(N) := {(x, y) ∈ N | y − λx is minimal}. If N has a side S of
slope λ, then Sλ(N) = S; otherwise, Sλ(N) is a vertex of N (see Figure 4).
Let λ = −h/e, with h, e positive coprime integers. Let g(x) =
∑
0≤s as(x)φi(x)
s
be the canonical φi-expansion of a non-zero polynomial g(x) ∈ Op[x]. Let S be the
λ-component of Ni(g), and let s0 be the abscissa of the left end point of S. The
points of integer coordinates lying on S have abscissa sj := s0 + je, for 0 ≤ j ≤ d,
where d := d(S) is the degree of S.
For each 0 ≤ s ≤ ℓ(N−i (g)), consider the residual coefficient cs ∈ Fi, defined as:
(20) cs :=
{
0, if (s, vi(asφ
s)) lies above N−i (g),
z
ti−1(s)
i−1 Ri−1(as)(zi−1), if (s, vi(asφ
s)) lies on N−i (g),
where t0(s) := 0, and ti−1(s) is described in [8, Def. 2.19] for i > 1.
Definition 3.5. The residual polynomial of g with respect to (t, φi, λ) is:
Rλ,i(g)(y) := cs0 + cs1y + · · ·+ csdy
d ∈ Fi[y].
Since cs0csd 6= 0, this polynomial has degree d = d(S) and it is not divisible by y.
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We now go back to the situation described in Theorem 3.3. Recall that S is the
λr-component of N
−
r (f), and 1 ≤ s ≤ ℓ(N
−
r (f)) is an abscissa belonging to the
projection of S to the horizontal axis. Denote by d′ = d(S) the degree of S, and
let (b, u) be the right end point of S. By Definition 3.5,
Rr(f)(y) = cb−d′er + cb−(d′−1)ery + · · ·+ cby
d′ ,
The points of S having integer coordinates are marked in Figure 5 with ◦; among
them, those belonging to the cloud of points (t, vr(atφ
t
r)) are marked with •.
Lemma 3.6. Let N = N−r (f), N
′ = N−r (Qs(φr)
s). Let d be the greatest integer
0 ≤ d ≤ ⌊(b − s)/er⌋ such that cb−der 6= 0. Then, the λr-component of N
′ has left
end point (b− der, u+ dhr) and right end point (b, u). Moreover,
Rr(Qs(φr)
s)(y) = cb−der + cb−(d−1)ery + · · ·+ cby
d.
Proof. Figure 6 shows the shape of N ′ = N−r (Qs(φr)
s). By definition,
Qs(x)φr(x)
s =
∑
s≤t
at(x)φr(x)
t,
and N ′ is the lower convex hull of the cloud of points of the plane with coordinates
(t, vr(atφ
t
r)), for s ≤ t. Clearly, N
′ ∩ ([b− der,∞)× R) = N ∩ ([b− der,∞)× R),
and the residual coefficients of N ′ are c′t = ct, for all integer abscissas s ≤ t ≤
ℓ(N ′) = ℓ(N). The lemma is an immediate consequence of this fact. 
Corollary 3.7. If we convene that ℓ0 := 0, then,
Rr(Qs)(y) = (zr−1)
sℓr−1Vr/er−1
(
cb−der + cb−(d−1)ery + · · ·+ cby
d
)
.
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Proof. By [8, Thm. 2.26], we have Rr(Qs) = Rr(Qs(φr)
s)/Rr(φr)
s in Fr[y]. On the
other hand, Rr(φr) = (zr−1)
−ℓr−1Vr/er−1 ∈ F∗r is a non-zero constant polynomial,
which was calculated along the proof of [8, Thm. 2.11]. Thus, the corollary follows
from Lemma 3.6. 
Corollary 3.8. With the above notation, let ψr ∈ Fr[y] be a monic irreducible
factor of Rr(f), and consider the type t
′ := (t; (φr , λr, ψr)). Let P | p be a prime
ideal of B such that t′ | FP, and suppose 0 ≤ b−s < erfr. Then, wP(Qs(θ)) = Hs.
Proof. By Corollary 3.7, degRr(Qs) ≤ (b − s)/er < fr; thus, ψr ∤ Rr(Qs). Hence,
t′ ∤ Qs(x), and Proposition 1.6 shows that (see Figure 6)
wP(Qs(θ)φr(θ)
s) = (ys + s|λr|)/(e0 · · · er−1).
On the other hand, wP(φr(θ)) = (Vr + |λr|)/(e0 · · · er−1), by Corollary 1.7. There-
fore, wP(Qs(θ)) = wP(Qs(θ)φr(θ)
s)− swP(φr(θ)) = Hs. 
4. Quotients and local integral bases
Consider again the local context of section 1. Let k be a local field, and let
v, O, m, π, F, be as in that section. Also, let F (x) ∈ O[x] be a monic irreducible
separable polynomial, and let θ, L, OL, mL, FL, be as in section 1. We indicate
with a bar, —: OL −→ FL, the reduction modulo mL homomorphism. Denote:
e := e(L/k), f := f(L/k), nL := [L : k] = degF = ef.
4.1. Local bases in standard form. Let UL be the group of units of OL, and
B := BL := {α ∈ OL | 0 ≤ v(α) < 1}.
Lemma 4.1. Let B ⊂ B be a finite subset. Split B into the disjoint union:
B =
⋃
0≤t<e
Bt, Bt := {α ∈ B | v(α) = t/e},
and suppose that the following two conditions hold:
(a) #Bt = f ,
(b) for some ω ∈ Bt, the family ω−1Bt is an F-basis of FL,
for all 0 ≤ t < e. Then, B is an O-basis of OL.
Proof. LetM ⊂ OL be the O-module generated by the elements in B. By condition
(a), #B = nL. By condition (b), B⊗O F is an F-linearly independent family, hence
an F-basis, of OL ⊗O F. Therefore, M = OL by Nakayama’s lemma. 
Condition (b) of the lemma does not depend of the choice of the element ω ∈ Bt.
Actually, we can replace ω by any element in OL having valuation t/e.
Definition 4.2. An O-basis B of OL is said to be in standard form if B ⊂ B and,
the two conditions of Lemma 4.1 are satisfied, for all 0 ≤ t < e.
Examples.
(1) Suppose U ⊂ UL is a family of units such that U is an F-basis of FL.
Take ω0, . . . , ωe−1 ∈ OL such that v(ωt) = t/e, for all 0 ≤ t < e. Then,
B := ∪0≤t<eωtU is an O-basis of OL in standard form.
(2) The Okutsu basis B = {gm(θ)/πµm | 0 ≤ m < nL}, described at the end of
section 1 is in standard form [17, I,Prop. 2], [8, Prop. 4.28].
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Definition 4.3. We define a star operation between elements of OL \ {0}, by:
α ⋆ β := αβ/π⌊v(αβ)⌋ ∈ B.
It is clearly associative and commutative.
Lemma 4.4. Let B be an O-basis of OL in standard form. For any ω ∈ OL \ {0},
the set ω ⋆ B := {ω ⋆ α | α ∈ B} is an O-basis of OL in standard form.
Proof. Let Π ∈ OL be a uniformizer, and write ω = Πmη, for some unit η ∈ UL and
some exponent 0 ≤ m. Clearly, ω ⋆ α = Π ⋆ · · · ⋆Π ⋆ η ⋆ α, for all α ∈ B. Thus, it is
sufficient to check that η ⋆ B and Π ⋆ B are bases in standard form. For η ⋆B = ηB
this is obvious. For Π ⋆ B we have
Π ⋆ B =
⋃
0≤t<e
B′t, B
′
t :=
{
ΠBt−1, if t > 0,
(Π/π)Be−1, if t = 0.
Clearly, the sets B′t satisfy the conditions of Lemma 4.1, for all 0 ≤ t < e. 
4.2. Quotients and local bases. Let t = (ψ0; (φ1, λ1, ψ1); · · · , (φr , λr, ψr)) be an
F -complete type of order r. By [8, Cor. 3.8], we have e = e0e1 · · · er, f = f0f1 · · · fr.
To this type t we may attach several rational functions in k(x) [8, Sec. 2.4]. Let
π0(x) = 1, π1(x) = π. We define recursively for all 1 ≤ i ≤ r,
(21) Φi(x) =
φi(x)
πi−1(x)Vi/ei−1
, γi(x) =
Φi(x)
ei
πi(x)hi
, πi+1(x) =
Φi(x)
ℓi
πi(x)ℓ
′
i
.
These rational functions can be written as a product of powers of π, φ1(x), . . . , φr(x),
with integer exponents. Recall that ℓi, ℓ
′
i are integers satisfying the identity ℓihi −
ℓ′iei = 1 (section 1).
The type t determines as well a chain of extensions of the residue field of k:
F = F0 ⊂ F1 ⊂ · · · ⊂ Fr+1, Fi+1 = F[z0, . . . , zi], 0 ≤ i ≤ r.
The residue field FL can be identified to the field Fr+1. More precisely, in [8, (27)]
we construct an explicit isomorphism
(22) γ : Fr+1 −→ FL, z0 7→ θ, z1 7→ γ1(θ), . . . , zr 7→ γr(θ),
where γi(x) ∈ k(x) are the rational functions defined in (21).
We denote by redL : OL −→ Fr+1, the reduction map obtained by composition
of the canonical reduction map with the inverse of this isomorphism:
redL : OL −→ FL
γ−1
−→ Fr+1.
The following proposition is easily deduced from [8, Prop. 3.5].
Proposition 4.5. Let F, θ, L, t, be as above. Let g(x) ∈ O[x] be a non-zero poly-
nomial, and let (s, u) be the left end point of the λr-component of Nr(g) (Definition
3.4). If t ∤ g, we have v(g(θ)) = v(Φr(θ)
sπr(θ)
u), and
redL (g(θ)/(Φr(θ)
sπr(θ)
u)) = Rr(g)(zr) 6= 0.
Notation 4.6. Let f(x) ∈ O[x] be a monic separable polynomial, divisible by F (x)
in O[x]. For all 1 ≤ i ≤ r, we denote
(bi, ui) the right end point of the side of slope λi of N
−
i (f)
u′i = ui − biVi
Qi,j(x) the (bi − j)-th φi-quotient of f(x), for 0 ≤ j < bi
yi,j the ordinate of the point of N
−
i (f) with abscissa bi − j
Hi,j = (yi,j − (bi − j)Vi)/(e0 · · · ei−1) = (u′i + j(Vi + |λi|))/(e0 · · · ei−1)
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Figure 7.
•
•
❆
❆
❆
❍❍
❍❍
❍❍
❵❵❵
×
N−i (f)
λi
bi−j bi
ui
0
yi,j
j✛ ✲
•
•
•❇
❇
❇
❇❇
❍❍
❍
❍ ❵❵❵
×
N−i (Qi,j)
λi
j
ui−(bi−j)Vi
0
yi,j−(bi−j)Vi
We emphasize that j is the distance from the relevant abscissa bi − j of the
quotient, to the abscissa bi of the right end point of the relevant side of N
−
i (f).
Figure 7 illustrates the situation.
The aim of this section is to prove the following result.
Theorem 4.7. Let J = {(j0, . . . , jr) ∈ Nr+1 | 0 ≤ ji < eifi, ∀ 0 ≤ i ≤ r}, and for
each multiindex j ∈ J , consider:
Qj := θ
j0Q1,j1(θ) ⋆ · · · ⋆ Qr,jr (θ) =
θj0Q1,j1(θ) · · ·Qr,jr (θ)
π⌊H1,j1+···+Hr,jr ⌋
∈ B.
Then, the family B := {Qj | j ∈ J} is an O-basis of OL in standard form.
By (1), v(θj0 ) = 0, because 0 ≤ j0 < e0f0 = m1. Also, v(Qi,ji(θ)) = Hi,ji , for all
i, by Corollary 3.8. Thus, Qj indeed belongs to B. In order to prove Theorem 4.7
we need to check that the sets, Bt = {α ∈ B | v(α) = t/e}, satisfy the conditions of
Lemma 4.1. This will be shown by a recursive argument.
Consider the filtration of B determined by the subsets:
UL = B0 ⊂ B1 ⊂ · · · ⊂ Br = B, Bi := {α ∈ B | e0 · · · ei v(α) ∈ Z}.
For 0 ≤ i ≤ r, Bi splits as the disjoint union:
Bi =
⋃
0≤t<e0···ei
Bi,t, Bi,t := {α ∈ Bi | v(α) = t/e0 · · · ei} .
Definition 4.8. We say that B ⊂ Bi is a level i basis in standard form if for all
0 ≤ t < e0 · · · ei, the following two conditions are satisfied:
(1) #Bt = f0 · · · fi, where Bt := B ∩ Bi,t,
(2) For any ω ∈ Bi,t, the family redL(ω−1Bt) is an F-basis of Fi+1.
Lemma 4.9. Let B ⊂ Bi−1 be a level i − 1 basis in standard form, for some
1 ≤ i ≤ r. For each 0 ≤ t < e0 · · · ei, take 0 ≤ qt < ei such that: qthi ≡ t (mod ei).
(a) Let {ωj}0≤j<eifi ⊂ Bi such that e0 · · · ei v(ωj) ≡ jhi (mod ei), for all j.
Then,
(i) If j 6≡ qt (mod ei), then (ωj ⋆ B) ∩ Bi,t = ∅.
(ii) For each j = qt + kei, there exists a unique 0 ≤ tk < e0 · · · ei−1, depending
on i, t, k and v(ωj), such that ωj ⋆ Btk ⊂ Bi,t.
(b) Suppose moreover that for some Π ∈ Bi,1, Π0 ∈ Bi−1,1, the family
ǫk := redL
(
Π−tωqt+kei ⋆ (Π0)
tk
)
, 0 ≤ k < fi,
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is an Fi-basis of Fi+1, for all 0 ≤ t < e0 · · · ei. Then, B′ :=
⋃
0≤j<eifi
ωj ⋆ B ⊂ Bi
is a level i basis in standard form.
Proof. Let e0 · · · ei v(ωj) = jhi + pjei, for some integer pj . For any 0 ≤ t′ <
e0 · · · ei−1, the condition ωj ⋆ Bt′ ⊂ Bi,t is equivalent to:
v(ωj) + t
′/(e0 · · · ei−1) ≡ t/(e0 · · · ei) (mod Z),
or, equivalently,
(23) jhi + pjei + t
′ei ≡ t (mod e0 · · · ei).
The condition jhi ≡ t (mod ei), or equivalently, j ≡ qt (mod ei), is necessary. On
the other hand, if we denote ni,t := (qthi − t)/ei, and we take j = qt + kei, then
there is a unique 0 ≤ t′ < e0 · · · ei−1 for which (23) holds:
t′ ≡ −(ni,t + khi + pj) (mod e0 · · · ei−1).
This proves items (i) and (ii) of the lemma. Therefore, the set B′ splits as:
B′ =
⋃
0≤t<e0···ei
B′t, B
′
t =
⋃
0≤k<fi
ωqt+kei ⋆ Btk .
In particular, #B′t = fi#Btk = f0 · · · fi.
Finally, by the hypothesis on B, for any given t as above, the sets Btk can be
expressed as Btk = (Π0)
tkUk, for a set Uk ⊂ UL such that redL(Uk) is an F-basis
of Fi. Hence, if the family (ǫk)0≤k<fi is an Fi-basis of Fi+1, then, the family
redL(Π
−tB′t) =
⋃
0≤k<fi
ǫk redL(Uk)
is an F-basis of Fi+1. 
Lemma 4.9 can be applied to construct different local integral bases in standard
form. Starting with B0 = {1, θ, · · · , θf0−1}, we recursively construct, for 1 ≤ i ≤ r,
Bi =
⋃
0≤j<eifi
ωi,j ⋆ Bi−1,
with ωi,j satisfying the conditions of Lemma 4.9. For instance, we can take ωi,j =
φi(θ)
j , and we reobtain Okutsu’s basis, as described in Theorem 1.9.
Let us apply this idea to the quotients. For all 0 ≤ i ≤ r, consider the set
Bi := {θ
j0Q1,j1 ⋆ · · · ⋆ Qi,ji | 0 ≤ jk < ekfk, ∀ 0 ≤ k ≤ i} ⊂ Bi.
Since B = Br, and Fr+1 ≃ FL, Theorem 4.7 is a consequence of the following result.
Proposition 4.10. For all 0 ≤ i ≤ r, the set Bi is a level i basis in standard form.
Proof. We prove the proposition by induction on i. For i = 0, we have B0 =
{1, θ, . . . , θf0−1}, and the statement is clear. Suppose i > 0 and Bi−1 is a level
i− 1 basis in standard form. In order to show that Bi is a level i basis in standard
form, we need only to check that the family ωj := Qi,j(θ), for 0 ≤ j < eifi, satisfies
the conditions (a) and (b) of Lemma 4.9.
Condition (a) on v(ωj) is clearly satisfied:
e0 · · · ei v(ωj) = e0 · · · eiHi,j = u
′
iei + j(eiVi + hi) ≡ jhi (mod ei).
Let us prove condition (b). The rational functions πi(x), πi+1(x) defined in (21)
satisfy [8, Cor. 3.2]:
v(πi(θ)) = 1/(e0 · · · ei−1), v(πi+1(θ)) = 1/(e0 · · · ei).
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By taking, Π := πi+1(θ), Π0 := πi(θ), we need only to show that, for any 0 ≤ t <
e0 · · · ei, the family (ǫk)0≤k<fi , considered in (b) is an Fi-basis of Fi+1.
Let 0 ≤ t < e0 · · · ei, and consider the integer 0 ≤ qt < ei of Lemma 4.9. Since
ℓihi − ℓ′iei = 1, the integer N := (qt − ℓit)/ei depends only on i and t. Clearly,
(qthi − t)/ei = Nhi + ℓ
′
it.
We fix an integer 0 ≤ k < fi, and we let j := qt + kei. By (a) of Lemma 4.9,
there is a unique 0 ≤ tk < e0 · · · ei−1 such that
nk := Hi,j + tk/(e0 · · · ei−1)− t/(e0 · · · ei)
is a non-negative integer that depends on i, t and k. We can express:
(24)
e0 · · · ei−1nk = u
′
i + j(Vi + |λi|) + tk − t/ei
= u′i + jVi + khi + tk + (qthi − t)/ei
= u′i + jVi + khi + tk +Nhi + ℓ
′
it.
By definition, ǫk ∈ Fi+1, is the image under redL of the unit
(25) πi+1(θ)
−tQi,j(θ) ⋆ πi(θ)
tk =
Qi,j(θ)πi(θ)
tk
πnkπi+1(θ)t
.
Figure 6 shows the shape of N−i (Qi,j(φi)
bi−j). Let dk be the degree of Ri(Qi,j).
By Lemma 3.6, dk ≤ ⌊j/ei⌋ = k < fi, and the left end point of the λi-component
of this polygon is (bi − dkei, ui + dkhi). Clearly, the Newton polygon N
−
i (Qi,j) is
the image of the former polygon under the following transformation of the plane:
(x, y) 7→ (x− (bi − j), y − (bi − j)Vi).
Hence, Ri(Qi,j)(y) is not divisible by ψi(y), and the left end point of the λi-compo-
nent of N−i (Qi,j) has coordinates (j − dkei, u
′
i + jVi + dkhi). By Proposition 4.5,
(26) redL
(
Qi,j(θ)
Φi(θ)sπi(θ)u
)
= Ri(Qi,j)(zi) ∈ F
∗
i+1,
where s := j − dkei and u := u′i + jVi + dkhi.
We can express the unit (25) as the product of two units:
(27)
Qi,j(θ)πi(θ)
tk
πnkπi+1(θ)t
=
Qi,j(θ)
Φi(θ)sπi(θ)u
·
Φi(θ)
sπi(θ)
u+tk
πnkπi+1(θ)t
,
and the residue class of the first factor is computed in (26). If we use the following
identities from (21):
πi+1(θ) = Φi(θ)
ℓi/πi(θ)
ℓ′i , γi(θ) = Φi(θ)
ei/πi(θ)
hi ,
and the identity (24), the second unit may be simplified into:
Φi(θ)
sπi(θ)
u+tk
πnkπi+1(θ)t
= π−nkΦi(θ)
j−dkei−ℓitπi(θ)
u′i+jVi+dkhi+tk+ℓ
′
it
= π−nkΦi(θ)
ei(N+k−dk)πi(θ)
e0···ei−1nk−hi(N+k−dk)
= π−nkπi(θ)
e0···ei−1nkγi(θ)
N+k−dk .
By (22), the reduction of the gamma factor is immediate:
redL(γi(θ)
N+k−dk) = zN+k−dki .
The unit π−1πi(θ)
e0···ei−1 depends only on i; hence,
τk := redL(π
−nkπi(θ)
e0···ei−1nk) = redL(π
−1πi(θ)
e0···ei−1)nk
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is a non-zero element in Fi that depends on i, t and k.
From (25), (26) and (27) we get:
(28) ǫk = redL
(
Qi,j(θ)πi(θ)
tk
πnkπi+1(θ)t
)
= Ri(Qi,j)(zi) · τk · z
N+k−dk
i .
If we use the expression for Ri(Qi,j) in Corollary 3.7, and we consider the element
ζk := (zi−1)
(bi−j)ℓi−1Vi/ei−1 · τk ∈ F ∗i (that depends on i, t and k), we get:
(29) ǫk = ζk · z
N
i
(
cbi−dkeiz
k−dk
i + cbi−(dk−1)eiz
k−dk+1
i + · · ·+ cbiz
k
i
)
∈ F∗i+1,
Since cbi is always non-zero, and N does not depend on k, the family of all ǫk,
for 0 ≤ k < fi, is an Fi-basis of Fi+1. 
4.3. A variation on Theorem 4.7. We can simplify a little bit some quotients
and still get an integral basis. For all 1 ≤ i ≤ r, 0 ≤ j < bi, define
(30) Q′i,j(x) :=
{
Qi,j(x), if j 6= 0,
1, if j = 0,
H ′i,j(x) :=
{
Hi,j(x), if j 6= 0,
0, if j = 0,
where Qi,j, Hi,j have still the meaning of Notation 4.6.
Theorem 4.11. Let J = {(j0, . . . , jr) ∈ Nr+1 | 0 ≤ ji < eifi, ∀ 0 ≤ i ≤ r}, and
for each multiindex j ∈ J denote:
Q′j := θ
j0Q′1,j1(θ) ⋆ · · · ⋆ Q
′
r,jr (θ) =
θj0Q′1,j1(θ) · · ·Q
′
r,jr
(θ)
π⌊H
′
1,j1
+···+H′r,jr ⌋
∈ B.
Then the family B′ := {Q′j | j ∈ J} is an O-basis of OL in standard form.
Proof. For each 0 ≤ i ≤ r, consider the following set:
B′i := {θ
j0Q′1,j1 ⋆ · · · ⋆ Q
′
i,ji | 0 ≤ jk < ekfk, ∀ 0 ≤ k ≤ i} ⊂ Bi.
Denote ωj := Qi,j , ω
′
j := Q
′
i,j , for all 0 ≤ j < eifi. Arguing as in the proof of
Proposition 4.10, the theorem will be proven if we show that the family of all ω′j
satisfies the conditions (a) and (b) of Lemma 4.9.
Condition (a) is obvious; let us prove condition (b). For fixed 0 ≤ i ≤ r,
0 ≤ t < e0 · · · ei, let 0 ≤ qt < ei be the integer of Lemma 4.9, and consider
ǫk := redL (πi+1(θ)
−tωqt+kei ⋆ πi(θ)
tk ) , 0 ≤ k < fi,
ǫ′k := redL
(
πi+1(θ)
−tω′qt+kei ⋆ πi(θ)
t′k
)
, 0 ≤ k < fi.
If qt 6= 0, we have t′k = tk and ǫ
′
k = ǫk, for all k, and we saw along the proof of
Proposition 4.10 that they form an Fi-basis of Fi+1.
Suppose qt = 0. Then, again, ǫ
′
k = ǫk, for all k 6= 0. For k = 0 (i.e. j = 0), let
us compute and compare ǫ0 and ǫ
′
0. The degree dk of Ri(Qi,0)(y) is zero, because
0 ≤ dk ≤ k; hence, (29) shows that: ǫ0 = ζzNi , for some ζ ∈ F
∗
i . Since qt = 0, t is
divisible by ei, and N = −ℓit/ei; also, since v(ω′j) = 0, we have t
′
0 = t/ei. By using
again (21) and ℓihi − ℓ′iei = 1, we get:
πi+1(θ)
−eit
′
0πi(θ)
t′0 = Φi(θ)
−ℓieit
′
0πi(θ)
t′0+ℓ
′
ieit
′
0 = γi(θ)
−ℓit
′
0 = γi(θ)
N .
Hence, ǫ′0 = redL(πi+1(θ)
−eit
′
0πi(θ)
t′0) = redL(γi(θ)
N ) = zNi .
Thus, the family (ǫ′k)0≤k<fi differs from the family (ǫk)0≤k<fi only in one term:
ǫ0 = ζǫ
′
0, for some ζ ∈ F
∗
i . Since the family (ǫk)0≤k<fi is an Fi-basis of Fi+1, the
family (ǫ′k)0≤k<fi has the same property. 
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5. Quotients and global p-integral bases
We go back to the global context of sections 2, 3, and we keep the notation from
those sections. We denote by P the set of prime ideals of B lying above p.
5.1. Reduced families of algebraic elements. For any prime ideal P ∈ P , we
use a special notation for two objects attached to the OM representation tP:
FP := FrP+1,P, ΠP := πrP+1,P(θ) ∈ L
∗.
Thus, FP is a computational representation of the local residue field OP/POP.
The rational fractions πi,P were defined in (21); recall that wP(ΠP) = 1/e(P/p).
The concept of a p-reduced family of elements of the function field of a curve was
introduced by W. M. Schmidt in the context of Puiseux expansions [21, 23]. In this
section we use these ideas conveniently adapted to our more general setting.
Definition 5.1. Consider the following p-valuation mapping:
w := wp : L −→ Q ∪ {∞}, w(α) = minP∈P{wP(α)}.
Clearly, w(a) = vp(a), for all a ∈ K. The map w does not behave well with
respect to multiplication, but it has some of the typical properties of a valuation.
Lemma 5.2. Let a ∈ K, and α, β ∈ L.
(1) w(aα) = w(a) + w(α) = vp(a) + w(α).
(2) w(α + β) ≥ min{w(α), w(β)}, and if w(α) 6= w(β), then equality holds.
Definition 5.3. For any value δ ∈ w(L), we denote
Lδ := {α ∈ L | w(α) ≥ δ} ⊃ L
+
δ := {α ∈ L | w(α) > δ}.
Note that Lδ ⊂ Bp if δ ≥ 0. These subgroups Lδ, L
+
δ have a natural structure
of Ap-modules. Since pLδ ⊂ L
+
δ , the quotient Lδ/L
+
δ has a natural structure of
Fp-vector space.
Definition 5.4. Consider the Fp-vector space, V :=
∏
P∈P FP, of dimension∑
P∈P f(P/p). For each δ ∈ w(L), δ ≥ 0, we define a kind of reduction map:
redδ : Lδ −→ V, redδ(α) = (αδ,P)P∈P , αδ,P = redLP
(
iP
(
α/Π
e(P/p)δ
P
))
.
Note that αδ,P = 0 if and only if wP(α) > δ. Clearly, redδ is an homomorphism
of Ap-modules, and ker(redδ) = L
+
δ . Therefore, redδ induces an embedding of
Lδ/L
+
δ as an Fp-subspace of V .
Definition 5.5. A finite subset B = {α1, . . . , αm} ⊂ L is called p-reduced if for
all families a1, . . . , am ∈ Ap, one has:
(31) w
(∑
1≤i≤m
aiαi
)
= min{w(aiαi) | 1 ≤ i ≤ m}.
Let ν := min1≤i≤m{vp(ai)}. The left and right terms of (31) diminish both by
ν if we replace all ai by a
′
i = ai/π
ν . Thus, in order to check the equality (31) we
can always assume that not all elements a1, . . . , am ∈ Ap belong to pAp.
Reduceness is a sufficient condition to ensure that certain families of elements in
Bp are a p-integral basis.
Lemma 5.6. For n = [L : K], let B = {α1, . . . , αn} ⊂ L be a p-reduced set such
that 0 ≤ w(α) < 1, for all α ∈ B. Then, B is a p-integral basis of B/A.
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Proof. We need only to check that the elements of B are linearly independent
modulo pBp. Suppose
∑
1≤i≤n aiαi ∈ pBp, for certain a1, . . . , an ∈ Ap. Since
w
(∑
1≤i≤n aiαi
)
≥ 1 and B is reduced, we have w(aiαi) ≥ 1, for all 1 ≤ i ≤ n.
Since w(αi) < 1, this implies that w(ai) > 0, or equivalently, ai ∈ pAp, for all i. 
Let us give a more practical criterion to check that a subset of L is reduced.
Lemma 5.7. Let B ⊂ L be a finite subset such that 0 ≤ w(α) < 1, for all α ∈ B.
For each δ ∈ w(L), denote Bδ := {α ∈ B | w(α) = δ}. Then, B is p-reduced if and
only if redδ(Bδ) is an Fp-linearly independent family of V , for all δ ∈ w(B).
Proof. Write B = {α1, . . . , αm}, and let Iδ := {1 ≤ i ≤ m | αi ∈ Bδ}, for each
δ ∈ w(B). For any family (ai)i∈Iδ of elements in Ap, we clearly have:
(32) redδ
(∑
i∈Iδ
aiαi
)
=
∑
i∈Iδ
redδ(aiαi) =
∑
i∈Iδ
ai redδ(αi),
where ai ∈ Fp is the class of ai modulo pAp.
Suppose B is a reduced set. If ai0 6= 0, for some i0 ∈ Iδ, then w(ai0αi0) = δ =
mini∈Iδ{w(aiαi)}. By reduceness, we get w
(∑
i∈Iδ
aiαi
)
= δ, and (32) shows that∑
i∈Iδ
ai redδ(αi) 6= 0. Thus, the family redδ(Bδ) is Fp-linearly independent.
Conversely, suppose that redδ(Bδ) is an Fp-linearly independent family of V , for
all δ ∈ w(B). Take a1, . . . , am ∈ Ap, not all of them belonging to pAp, and let
δ := min{w(aiαi) | 1 ≤ i ≤ m}, Jδ := {1 ≤ i ≤ m | w(aiαi) = δ}.
Since 0 ≤ w(α) < 1, for all α ∈ B, and not all am belong to pAp, we have δ < 1.
Thus, Jδ ⊂ Iδ, and (32) shows that w
(∑
i∈Jδ
aiαi
)
= δ. Since w
(∑
i6∈Jδ
aiαi
)
> δ,
we get w (
∑m
i=1 aiαi) = δ, as desired. 
5.2. Domination and similarity of prime ideals. The aim of the Montes algo-
rithm is to determine successive dissections of the set P , till each prime ideal lying
over p is singled out. In this section, we derive from these dissections a partial
ordering on a quotient of P by a certain equivalence relation. Needless to say, these
relationships between prime ideals are not intrinsic; they depend on the choice of
the polynomial f(x) ∈ A[x], defining the extension L/K. For instance, the first
dissection of P is determined by the factorization of f(x) modulo p:
f(y) =
∏
ϕ
ϕ(y)aϕ ,
into a product of powers of pairwise different monic irreducible polynomials ϕ ∈
Fp[y]. By Hensel’s lemma, this determines a partition
P =
∐
ϕ
Pϕ, Pϕ :=
{
P ∈ P | FP is a power of ϕ
}
.
Let us briefly recall how the Montes algorithm proceeds to obtain further dissec-
tions of the subsets Pϕ. We use the version of the algorithm described in [1, Sec.
4], guaranteeing that the OM representations tP have order rP + 1, where rP is
the Okutsu depth of FP.
For each ϕ, we consider initially a triple (t, φ, ω), where t = (ϕ) is a type of order
zero, φ is a representative of t (a monic lift of ϕ to A[x]) and ω = ordϕ(f). We
submit this triple to a kind of branching process, by enlarging t to different types of
higher order. This process is repeated for each branch, till all OM representations
of the prime ideals in Pϕ are obtained. We build in this way a connected tree Tϕ
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Figure 8. Tree Tϕ of OM representations of the irreducible factors
of f(x) whose reduction modulo p is a power of ϕ.
•
•
•
✟✟
✟
❍❍❍
ϕ
•
•
✟✟
✟
❍❍❍
•
· · ·
· · ·
· · ·
•
•
•
•✟
✟✟
❍❍❍
(φi−1, λi−1, ψi−1)
(φi, λi, ψi)
! tP
· · ·
· · ·
! tQ• •
of OM representations, whose root node is labelled by the polynomial ϕ, and the
rest of the nodes are labelled by triples (φ, λ, ψ). The prime ideals of Pϕ are in 1-1
correspondence with the leaves of the tree, and the type tP attached to a leaf is
obtained by gathering the invariants of all nodes in the unique path joining the leaf
to its root node (see Figure 8).
In a general iteration, the branching process is applied to a triple (t, φ, ω), where
t is a strongly optimal type of order i− 1 ≥ 0, dividing f(x), φ is a representative
of t and ω a positive integer. We compute the Newton polygon Ni,ω(f) ⊂ N
−
φ,vi
(f)
determined by the first ω+1 coefficients of the φ-expansion of f(x). The branches
of t are determined by all pairs (λ, ψ), where λ runs on all slopes of the sides of
Ni,ω(f), and for each λ, the polynomial ψ runs on all monic irreducible factors of
Rλ,i(f).
If ω = 1, there is only one branch, and the triple (φ, λ, ψ) determines a leaf of
Tϕ. If ω > 1, for each branch (λ, ψ) we consider the type tλ,ψ := (t; (φ, λ, ψ)),
of order i, we compute a representative φλ,ψ of this type, and the positive integer
ωλ,ψ := ordtλ,ψ (f). The following subsets of Pϕ:
Pλ,ψ := {P ∈ Pϕ | tλ,ψ divides FP}
are pairwise disjoint. If tλ,ψ is strongly optimal, then (φ, λ, ψ) labels a new node
of Tϕ, and we submit the triple (tλ,ψ, φλ,ψ , ωλ,ψ) to further branching. Otherwise,
φλ,ψ is also a representative of t, and we submit the triple (t, φλ,ψ , ωλ,ψ) to further
branching; this is called a refinement step.
Definition 5.8. Let P0 :=
⋃
ordϕ(f)=1
Pϕ be the subset of P formed by the prime
ideals singled out by the first dissection.
In fact, if ordϕ(f) = 1, then Pϕ = {P} consists of a single prime ideal, with
e(P/p) = 1, f(P/p) = degϕ. In the initial step, we have already ω = 1, so that
FP has Okutsu depth zero and the tree Tϕ has only the root node and one leaf:
• •ϕ (φ, λ, ψ) ! tP = (ϕ; (φ, λ, ψ))
Definition 5.9. A leaf of Tϕ is isolated if it is the unique branch of its previous
node. We say that P ∈ P is isolated if the leaf corresponding to tP is isolated.
For instance, in Figure 8, the primeP is non-isolated and the primeQ is isolated.
Definition 5.10. Let P,Q ∈ P, P 6= Q. If ψ0,P = ψ0,Q (that is, tP and tQ
belong to the same connected tree of OM representations), we define the index of
coincidence between tP and tQ as:
i(tP, tQ) = min {j ∈ Z>0 | (φj,P, λj,P, ψj,P) 6= (φj,Q, λj,Q, ψj,Q)} .
If ψ0,P 6= ψ0,Q, we define i(tP, tQ) = 0.
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By the very definition, we have:
(33) i(tP, tQ) ≤
{
rP, if P is isolated,
rP + 1, if P is non-isolated.
If j = i(tP, tQ), the types tP, tQ have the same truncation at the (j − 1)-th
order: tj−1 := Truncj−1(tP) = Truncj−1(tQ). The last level of this type labels the
first node of Tϕ, where the branches corresponding to the leaves tP, tQ diverge.
•
•
•
✏✏
✏✏
PPPP
•
•
•
• •
(φj−1, λj−1, ψj−1)
tP
tQ
(φj,P, λj,P, ψj,P)
(φj,Q, λj,Q, ψj,Q)
The polynomials φj,P, φj,Q are representatives of tj−1, but they do not necessari-
ly coincide. Nevertheless, there exists a greatest common φ-polynomial φ(P,Q) of
the pair tP, tQ [6, Defn. 3.7]. The algorithm computes at some iteration a repre-
sentative φ(P,Q) of tj−1, admitting two different branches, (λ
Q
P, ψ
Q
P) 6= (λ
P
Q, ψ
P
Q),
leading, eventually after some refinement steps and/or further branching, to the
nodes (φj,P, λj,P, ψj,P), (φj,Q, λj,Q, ψj,Q), respectively. The slopes λ
Q
P, λ
P
Q are
called the hidden slopes of the pair tP, tQ.
Let (t, φr , ω) be one of the triples submitted to the branching process, along the
flow of the Montes algorithm, and suppose that ω > 1. Recall that t is a strongly
optimal type of order (say) r − 1 ≥ 0, and φr is a representative of t. Let S be a
side of Nr,ω(f) ⊂ N−r (f), λ ∈ Q
− the slope of S, and
Rλ,r(f)(y) ∼ ψ1(y)
n1 · · ·ψt(y)
nt
the factorization of Rλ,r(f)(y) into the product of pairwise different monic irre-
ducible polynomials in Fr[y]. Write λ = −h/e, with h, e positive coprime integers.
The length ℓ(S) of the side S is, by definition, the length of the projection of S to
the horizontal axis. By Definition 3.5,
ℓ(S) = e degRλ,r(f) = e
∑
1≤k≤t
nk degψk.
Definition 5.11. We define the terminal length of S as:
ℓterm(S) := e
∑
nk=1
degψk.
We say that S is a terminal side of order r, if ℓterm(S) > 0, or equivalently, if at
least one irreducible factor of Rλ,r(f) divides this polynomial with exponent one.
Let S be a terminal side of order r. Each branch (λ, ψ) of (t, φ, ω), with
ωλ,ψ := ordtλ,ψ(f) = ordψ(Rλ,r(f)) = 1,
singles out a prime ideal Pλ,ψ of P . In fact, 1 = ordtλ,ψ (f) =
∑
P∈P ordtλ,ψ (FP),
so that ordtλ,ψ (FP) = 0, for all P ∈ P , except for one prime ideal, say Pλ,ψ, for
which ordtλ,ψ (FPλ,ψ ) = 1. We denote
PS := {Pλ,ψ | ordψ(Rλ,r(f)) = 1} ⊂ Pϕ.
Note that tλ,ψ is simultaneously f -complete and FPλ,ψ -complete.
The representative φλ,ψ of tλ,ψ has degree e(degψ)mr. Hence, tλ,ψ is strongly
optimal if and only if e degψ > 1; in this case, FPλ,ψ has Okutsu depth rPλ,ψ = r,
and (φr , λ, ψ) is the r-th level of the OM representation of Pλ,ψ. The prime ideal
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Pλ,ψ is isolated, because tλ,ψ has a unique branch, which is a leave of the tree Tϕ.
This (r+1)-th level of tPλ,ψ is constructed by a last iteration applied to the triple
(tλ,ψ, φλ,ψ , ωλ,ψ = 1).
If e degψ = 1, the Okutsu depth of FPλ,ψ is rPλ,ψ = r − 1, and P is non-
isolated. In fact, the iteration that constructs the leaf attached to Pλ,ψ is applied
to the triple (t, φλ,ψ , ωλ,ψ = 1); hence, it yields a node of level r of the tree of OM
representations. On the other hand, since ω > 1, the initial triple (t, φr, ω) has
other branches of level r.
Definition 5.12. Let Sterm be the set of all terminal sides that occur along the
application of the Montes algorithm to f(x) and p. We have a partition:
P = P0 ∪
⋃
S∈Sterm
PS .
Let S ∈ Sterm be a terminal side of order r. If P ∈ PS, we denote φS := φr,
the φ-polynomial from which the side S was derived. Note that φS = φr,P, if P is
isolated, but φS is not a φ-polynomial of tP, if P is non-isolated.
Definition 5.13. Let S ∈ Sterm, and let P ∈ PS. We say that Q ∈ P \ P0
dominates P, and we write Q ≻ P, if wQ(φS(θ)) ≥ wP(φS(θ)).
We say that P,Q are similar, and we write P ≃ Q, if Q ≻ P and P ≻ Q.
Lemma 5.14. Let S ∈ Sterm have order r. Let P ∈ PS and Q ∈ P \ P0, Q 6= P.
(1) Q ≻ P if and only if i(tP, tQ) = r, φS = φ(P,Q) and |λ
P
Q| ≥ |λ
Q
P|.
(2) Q ≃ P if and only if Q ∈ PS.
Proof. Let λ be the slope of S. By [8, Thm. 3.1],
(34) wP(φS(θ)) = (Vr,P + |λ|) /e0,P · · · er−1,P.
As mentioned above, r = rP, if P is isolated, and r = rP+1, otherwise. By (33),
j := i(tP, tQ) ≤ r. If j = 0, we have wQ(φS(θ)) = 0, and the claimed equivalent
conditions of item 1 are both false. If j > 0, [6, Prop. 3.8] shows that
(35) wQ(φS(θ)) =


Vr,P + |λ
P
Q|
e0,P · · · er−1,P
, if j = r and φ(P,Q) = φS ,
mr,P
mj
Vj +min{|λ
Q
P|, |λ
P
Q|}
e0 · · · ej−1
, otherwise.
The Okutsu invariants e0, . . . , ej−1,mj , Vj of tP and tQ coincide, and for them we
dropped the subindex P, or Q.
Suppose j = r and φ(P,Q)) = φS . We then have λ
Q
P = λ, by the definition of
the hidden slope. By (34) and (35), |λPQ| ≥ |λ
Q
P| is equivalent to Q ≻ P. Therefore,
in order to prove item 1 of the lemma, it is sufficient to check that Q ≻ P implies
j = r and φ(P,Q)) = φS .
In every refinement step, the slope grows strictly in absolute size [7, Thm. 3.1].
Hence,
(36) |λQP| ≤ |λj,P|, and φ(P,Q) 6= φS =⇒ |λ
Q
P| < |λ|.
If j = r and φ(P,Q) 6= φS , then we get directly wQ(φS(θ)) < wP(φS(θ)),
by (34), (35) and (36). If j < r, then (34), (35), (36) and the explicit recurrent
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formulas for Vi from section 1, show that
wQ(φS(θ)) ≤ mr,P
Vj + |λj,P|
mj e0 · · · ej−1
= mr,P
Vj+1,P
mj+1,Pe0,P · · · ej,P
≤ mr,P
Vr,P
mr,P e0,P · · · er−1,P
< wP(φS(θ)).
This ends the proof of item 1.
Let us now prove item 2. If Q ∈ PS , we have by construction: i(tP, tQ) = r,
φ(P,Q) = φS and λ
Q
P = λ
P
Q = λ. Hence, Q ≻ P and P ≻ Q, by the first item.
Conversely, suppose P ≃ Q. Let T be the terminal side for which Q ∈ PT , and
let µ be the slope of T . By the first item, i(tP, tQ) = r, φ(P,Q) = φS = φT , and
λ = λQP = λ
P
Q = µ. Hence, S = T . 
Lemma 5.15. The relation of domination is reflexive and transitive. Thus, it
induces a partial ordering on the set (P \ P0)/≃ of similarity classes of P \ P0.
Proof. The reflexive property is obvious. Let us prove transitivity. Suppose L ≻ Q,
Q ≻ P. Let S, T ∈ Sterm be the terminal sides such that P ∈ PS , Q ∈ PT . By
Lemma 5.14, φS = φ(P,Q), φT = φ(Q,L), r := i(tP, tQ) is equal to rP, or rP +1,
according to P being isolated or not, and s := i(tQ, tL) is equal to rQ, or rQ + 1,
according to Q being isolated or not. By (33), we have r ≤ s, so that i(tP, tL) = r.
Let (t, φ, ω) be the first triple such that the three prime ideals P,Q,L do not
belong to the same of its branches. Let (λ, ψ) be the branch to which P belongs;
that is, P ∈ Pλ,ψ. The prime ideal Q cannot belong to the same branch. In fact,
this would separate Q from L, and we would have φ = φ(Q,L) = φT ; but this is
impossible, because the branch of φT to which Q belongs contains no other prime
ideal. Therefore, φ = φ(P,Q) = φS ; in particular, Pλ,ψ = {P}. Hence, P and L
are also separated by this triple, and this implies φ(P,L) = φ = φS .
By Lemma 5.14, in order to prove that L ≻ P, we need only to show that
|λPL | ≥ |λ
L
P|. We now have two possibilities, according to L, Q belonging to the
same branch, or to different branches.
 
❅
φ(P,Q)
(λ, ψ) Pλ,ψ = {P}
(λ′, ψ′) Q, L ∈ Pλ′,ψ′
φ(P,Q) 
❅
(λ, ψ) Pλ,ψ = {P}
(λ′, ψ′) Pλ′,ψ′ = {Q}
(λ′′, ψ′′) L ∈ Pλ′′,ψ′′
In the first case, we have |λPL | = |λ
′| = |λPQ| ≥ |λ
Q
P| = |λ| = |λ
L
P|. In the second
case, the argument is similar: |λPL | = |λ
Q
L | ≥ |λ
L
Q| = |λ
P
Q| ≥ |λ
Q
P| = |λ
L
P|. 
By Lemma 5.14, there is a natural bijection between Sterm and (P \ P0)/ ≃.
Therefore, domination induces a partial ordering on Sterm as well.
5.3. Method of the quotients. For each P ∈ P0, with OM representation
tP = (ψ0,P; (φ1,P, λ1,P, ψ1,P)), denote by QP(x) the quotient of the division with
remainder of f(x) by φ1,P(x). Consider the set:
BP0 :=
⋃
P∈P0
BP, BP := {QP(θ), θQP(θ), . . . , θ
f0,P−1QP(θ)}.
Let S be a terminal side of order r, derived from a type
(37) t = (ψ0; (φ1, λ1, ψ1); · · · ; (φr−1, λr−1, ψr−1)),
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with representative φr. Denote by λr the slope of S. For all 1 ≤ i ≤ r, let bi be the
abscissa of the right end point of the side of slope λi of N
−
i (f). For all 0 ≤ j < bi,
let Qi,j be the (bi − j)-th quotient of the φi-expansion of f(x). Consider the set:
JS := {(j0, . . . , jr−1, j) ∈ N
r+1 | 0 ≤ ji < eifi, 0 ≤ i < r; 0 ≤ j < ℓterm(S)},
and for any j ∈ JS , consider the element:
(38) Qj :=
θj0Q′1,j1(θ) · · ·Q
′
r−1,jr−1
(θ)Qr,j(θ)
π
⌊H′
1,j1
+···+H′r−1,jr−1
+Hr,j⌋
∈ Bp,
where Q′i,j, H
′
i,j , Hi,j , are defined in (30). Finally, let BS := {Qj | j ∈ JS}.
Theorem 5.16. The following family is a p-reduced p-integral basis of B/A:
B := BP0 ∪
(⋃
S∈Sterm
BS
)
.
For the proof of the theorem we need two lemmas.
Lemma 5.17. Let S be a terminal side of order r, derived from a type t with
representative φr, as in (37). Let λr be the slope of S. For each P ∈ PS, denote
by ψP ∈ Fr[y] the irreducible factor of Rr(f), such that P = Pλr ,ψP is determined
by the branch (λr , ψP).
(1) For each 0 ≤ j < br, wP(Qr,j(θ)) = Hr,j if and only if ψP ∤ Rr(Qr,j).
If 0 ≤ j < ℓterm(S), this condition is satisfied by at least one P ∈ PS.
(2) Let α = Qj ∈ BS, as in (38). Then,
w(α) = H ′1,j1 + · · ·+H
′
r−1,jr−1 +Hr,j − ⌊H
′
1,j1 + · · ·+H
′
r−1,jr−1 +Hr,j⌋.
In particular, 0 ≤ w(α) < 1. Moreover, for all P ∈ PS, we have w(α) =
wP(α) if and only if ψP ∤ Rr(Qr,j).
(3) Suppose that Q ∈ P either belongs to P0, or it does not dominate the prime
ideals in PS. Then, wQ(α) > w(α), for all α ∈ BS.
Proof. Write λr = −hr/er, with hr, er positive coprime integers. Let P ∈ PS , and
consider the type t′P := tλr ,ψP = (t; (φr , λr, ψP)), dividing FP.
The shape of N−r (Qr,j) is shown in Figure 7. The ordinate H of the intersection
point of the vertical axis with the line of slope λr that first touches N
−
r (Qr,j) from
below is equal to yr,j − (br − j)Vr. By Proposition 1.6 applied to the type t′P,
wP(Qr,j(θ)) ≥ H/e0 · · · er−1 = Hr,j ,
and equality holds if and only if ψP ∤ Rr(Qr,j).
Let ϕ :=
∏
P∈PS
ψP, so that ℓterm(S) = er degϕ. If 0 ≤ j < ℓterm(S), Corollary
3.7 shows that,
degRr(Qr,j) ≤ j/er < ℓterm(S)/er = degϕ.
Since ϕ is a separable polynomial, at least one irreducible factor ψP, of ϕ, does not
divide Rr(Qr,j). This proves item 1.
Consider α = Qj ∈ BS , as in (38). Take arbitrary prime ideals Q ∈ P , P ∈ PS .
By the properties of the Okutsu frame (1), wQ(θ
j0 ) ≥ 0 = wP(θj0). By Theorem
3.3 and Corollary 3.8:
(39) wQ(Q
′
i,ji(θ)) ≥ H
′
i,ji = wP(Q
′
i,ji(θ)), ∀ 1 ≤ i < r.
By Theorem 3.3, wQ(Qr,j(θ)) ≥ Hr,j, and this coincides with wP(Qr,j(θ)) if and
only if ψP ∤ Rr(Qr,j), by item 1. This proves item 2.
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In order to prove item 3, it suffices to show that wQ(Qr,j(θ)) > Hr,j , ifQ ∈ P0, or
Q 6≻ P. Let us apply Theorem 3.3 to the type t. If Q falls in cases (ii) or (iii) of the
proof of the theorem, the inequalities (18) and (19) show that wQ(Qr,j(θ)) > Hr,j.
Suppose that Q falls in case (i); that is, t | FQ. By (8) and Corollary 1.7,
(40) wQ(φr(θ)) = (Vr + |µ|)/e0 · · · er−1, wP(φr(θ)) = (Vr + |λr|)/e0 · · · er−1,
where µ is one of the slopes of N−r (f). In the notation of Definition 5.13, we have
φS := φr. Thus, Q 6≻ P means, by definition, wQ(φr(θ)) < wP(φr(θ)). By (40),
we get |µ| < |λr|, and by (9), we deduce that wQ(Qr,j(θ)) > Hr,j . 
Definition 5.18. We define a global ⋆-product on Bp \ {0} by:
α ⋆ β := αβ/π⌊w(αβ)⌋ ∈ Bp, ∀α, β ∈ Bp.
It is clearly associative and commutative.
Lemma 5.19. Let S be a terminal side. Let V :=
∏
P∈P FP, VS :=
∏
P∈PS
FP,
and prS : V −→ VS the canonical projection. Let BS,δ := {α ∈ BS | w(α) = δ}, for
some δ ∈ w(BS). Then, prS(redδ(BS,δ)) is an Fp-basis of VS.
Proof. We keep the notation from Lemma 5.17. Let P ∈ PS , and denote fP :=
degψP. The type t
′
P = (t; (φr, λr, ψP)) is FP-complete; hence [8, Cor. 3.8],
(41) e(P/p) = e0 · · · er, f(P/p) = f0f1 · · · fr−1fP.
For all P ∈ PS, the types t
′
P coincide, except for the data involving the polyno-
mials ψP. In particular, the tower of fields, Fp = F0 ⊂ · · · ⊂ Fr, and the rational
fractions π0, . . . , πr+1 ∈ K(x) of (21), are the same for all P ∈ PS . We denote:
FP = Fr[y]/(ψP(y)) = Fr[zP], Π := ΠP = πr+1(θ), Π0 := πr(θ),
where zP is the class of y in FP, so that ψP(zP) = 0. Recall that wP(Π) =
1/(e0 · · · er), wP(Π0) = 1/(e0 · · · er−1), for all P ∈ PS .
Consider the set:
B0S :=
{
θj0Q′1,j1(θ) · · ·Q
′
r−1,jr−1
(θ)
π
⌊H′
1,j1
+···H′r−1,jr−1
⌋
∣∣∣ 0 ≤ ji < eifi, 0 ≤ i < r
}
.
For all P ∈ PS , we have:
(i) iP(B0S) is a level r − 1 basis in standard form of LP/Kp,
(ii) w(B0S) = wP(B
0
S) = {t
′/(e0 · · · er−1) | t′ ∈ Z, 0 ≤ t′ < e0 · · · er−1}.
In fact, we saw (i) along the proof of Theorem 4.11, and (ii) is deduced from (39).
Let δ ∈ w(BS). By Lemma 5.17, 0 ≤ δ < 1 and there exists P ∈ PS such
that δ ∈ wP(L) = (e0 · · · er)−1Z. Thus, δ = t/(e0 · · · er), for some integer 0 ≤ t <
e0 · · · er. Let qt be the unique integer, 0 ≤ qt < er, such that qthr ≡ t (mod er).
For any 0 ≤ j < ℓterm(S), the argument of the proof of item (a) of Lemma 4.9
shows that:
j 6≡ qt (mod er) =⇒ Hr,j + t
′/(e0 · · · er−1) 6≡ δ (mod Z),
for all integers, 0 ≤ t′ < e0 · · · er−1, whereas
j = qt + ker =⇒ Hr,j + tk/(e0 · · · er−1) ≡ δ (mod Z),
for a uniquely determined integer 0 ≤ tk < e0 · · · er−1. This leads to:
BS,δ =
⋃
0≤k<fS
Qr,qt+ker (θ) ⋆ B
0
S,tk ,
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where fS :=
∑
P∈PS
fP = ℓterm(S)/er = dimFr VS , and B
0
S,tk
is the subset of B0S
formed by those α0 such that w(α0) = tk/e0 · · · er−1.
For any 0 ≤ k < fS , write B0S,tk = Π
tk
0 Uk, for Uk ⊂ L. By condition (i) above,
redLP(iP(Uk)) ⊂ Fr is an Fp-basis of Fr, for all P ∈ PS . Now, the elements in BS,δ
may be parameterized as:
αk,u = Qr,j(θ) ⋆Π
tk
0 u, 0 ≤ k < fS , u ∈ Uk,
for j = qt + ker. Let us compute the P-th component, redLP(iP(αk,u/Π
t)), of
redδ(αk,u) ∈ V , for all P ∈ PS . By item 2 of Lemma 5.17:
(42) w(αk,u) = wP(αk,u) ⇐⇒ ψP ∤ Rr(Qr,j) ⇐⇒ Rr(Qr,j)(zP) 6= 0.
If P satisfies (42), then iP is compatible with the global and local ⋆ operations,
and the arguments of the proof of Proposition 4.10, lead to (28), (29), and:
ηk,u,P := redLP(iP(αk,u/Π
t)) = redLP(iP(Qr,j(θ) ⋆Π
tk
0 uΠ
−t))
= redLP(iP(Qr,j(θ)) ⋆ iP(Π0)
tk iP(Π)
−t) u¯
= Rr(Qr,j)(zP) · τk · (zP)
N+k−dk u¯
= ζk · (zP)
N (Cdk(zP)
k−dk + · · ·+ C0(zP)
k) u¯,
where u¯ := redLP(iP(u)), dk = degRr(Qr,j) ≤ k, τk, ζk, C0, Cdk ∈ F
∗
r , Ci ∈ Fr, for
i 6= 0, dk, and N is an integer that depends only on t (that is, on δ).
If P does not satisfy (42), then wP(αk,u) > w(αk,u), so that ηk,u,P = 0. Since
Rr(Qr,j)(zP) = 0 in this case, the above formula for ηk,u,P holds for all P ∈ PS .
Our aim is to show that the vectors ηk,u := (ηk,u,P)P∈PS ∈ VS , for 0 ≤ k < fS
and u ∈ Uk, are an Fp-basis of VS . Clearly, the map:
(xP)P∈PS 7→ ((C0)
−1(zP)
−NxP)P∈PS
is an Fp-automorphism of VS . Thus, since u¯, ζk ∈ F∗r do not depend on P ∈ PS , we
may assume that
ηk,u = u¯ · ζk · ηk, ηk =
(
cdk(zP)
k−dk + · · ·+ c1(zP)
k−1 + (zP)
k
)
P∈PS
∈ VS ,
where ci := Ci/C0, for all i. Since for all k the family {u¯ | u ∈ Uk} is an Fp-basis of
Fr, it suffices to check that the family of all {ζkηk | 0 ≤ k < fS} is an Fr-basis of VS .
Since dimFr VS = fS and all ζk belong to F
∗
r , this is equivalent to {ηk | 0 ≤ k < fS}
being an Fr-linearly independent family of VS . We can relate this family to the
family η′k := ((zP)
k)P∈PS by the following equations:
ηk = η
′
k + c1η
′
k−1 + · · ·+ cdkη
′
k−dk .
Since the transition matrix between the two families is invertible, it suffices to check
that the family {η′k | 0 ≤ k < fS} is Fr-linearly independent. Now, a linear relation
of the form:
∑
0≤k<fS
akη
′
k = 0, with ak ∈ Fr, is equivalent to:∑
0≤k<fS
ak(zP)
k = 0, ∀P ∈ PS .
Since the irreducible polynomials ψP, forP ∈ PS , are pairwise different, this implies
that the polynomial
∑
0≤k<fS
akx
k is divisible by the polynomial
∏
P∈PS
ψP, which
has degree fS . This occurs only when all coefficients ak vanish. 
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Proof of Theorem 5.16. Denote nP = e(P/p)f(P/p), for all P ∈ P . Clearly,
#BP0 =
∑
P∈P0
f0,P =
∑
P∈P0
nP.
On the other hand, by (41), for any S ∈ Sterm,
#BS = (e0f0) · · · (er−1fr−1) ℓterm(S)
= (e0f0) · · · (er−1fr−1) · er ·
∑
P∈PS
fP =
∑
P∈PS
nP.
Thus, by Lemma 5.12, #B =
∑
P∈P nP = n. Also, B ⊂ Bp, by construction.
For any P ∈ P0, Corollary 3.8 shows that wP(QP(θ)) = 0, and (1) shows that
wP(θ
j) = 0, for all 0 ≤ j < f0,P; hence, w(α) = 0 for all α ∈ BP0 . We conclude
that 0 ≤ w(α) < 1, for all α ∈ B, by item 2 of Lemma 5.17. Therefore, by Lemma
5.6, we need only to check that the set B is reduced. To this end, we apply the
criterion of Lemma 5.7.
For any δ ∈ w(B), let BS,δ := Bδ ∩ BS . The set Bδ splits into the disjoint union:
Bδ =
{
BP0 ∪
(⋃
S∈Sterm
BS,δ
)
, if δ = 0,⋃
S∈Sterm
BS,δ, if δ > 0.
Our aim is to prove the Fp-linear independence of the family redδ(Bδ), for all δ ∈
w(B). Let us show first that the family
⋃
S∈Sterm
redδ (BS,δ) is linearly independent.
Take any δ ∈ w(B). Let Sδ := {S ∈ Sterm | BS,δ 6= ∅}. For any S ∈ Sδ, write:
redδ(BS,δ) = {ζm,S | 1 ≤ m ≤ nS,δ} ⊂ V .
Suppose that for some family of elements am,S ∈ Fp, we have
(43)
∑
m,S
am,S ζm,S = 0,
the sum running on S ∈ Sδ and 1 ≤ m ≤ nS,δ. Take T ∈ Sδ minimal with respect
to the relationship of domination (cf. the remark following Lemma 5.15); that is:
Q 6≻ P, ∀Q ∈ PT , ∀P ∈ PS , ∀S ∈ Sδ, S 6= T.
By item 3 of Lemma 5.17,
wQ(α) > δ, ∀Q ∈ PT , ∀α ∈ BS,δ, ∀S ∈ Sδ, S 6= T.
Hence, prT (ζm,S) = 0, for all S ∈ Sδ, S 6= T , and all m. Thus, if we apply prT to
both sides of (43), we get ∑
m
am,T prT (ζm,T ) = 0,
and by Lemma 5.19, am,T = 0, for all m. Thus, we get again an equation like (43),
for S running on the set Sδ\{T }. By applying in a recurrent way the same argument,
we conclude that am,S = 0 for all m,S. Therefore, the family
⋃
S∈Sterm
redδ (BS,δ)
is Fp-linearly independent.
This proves the theorem in the case δ > 0. Suppose now δ = 0.
Define the support of a vector (xP)P∈P ∈ V , as the set of indices P ∈ P such
that xP 6= 0. For each P ∈ P0, red0(BP) is an Fp-linearly independent subset of
V , and all these vectors have support {P}, because wQ(QP) > 0, for all Q ∈ P ,
Q 6= P. In fact, since ψ0,Q 6= ψ0,P, the prime ideal Q falls in case (iii) of Theorem
3.3, applied to the type of order zero t = (ψ0,P), with representative φ1,P.
We have seen that the subset
⋃
S∈Sterm
red0 (BS,0) is Fp-linearly independent.
All these vectors in V have support contained in P \P0, by item 3 of Lemma 5.17.
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Therefore, red0(B0) is Fp-linearly independent, because it is the union of linearly
independent subsets with pairwise disjoint supports. 
5.4. Complexity analysis. Denote δ := vp(Disc(f)). If δ = 0, then Bp = Ap[θ];
thus, we assume δ > 0 in our analysis. By [1, Thm. 3.14], for the computation of
a p-integral basis of B/A we may work modulo pδ+1. Hence, we assume that the
elements of A are finite π-adic developments of length δ + 1.
Definition 5.20. An operation in A is called p-small if it involves two elements
belonging to a fixed system of representatives of A/p.
Each multiplication in A costs O(δ1+ǫ) p-small operations, if we assume the fast
multiplications techniques of Scho¨nhage-Strassen [22]. Also, if q := #A/p, a p-small
operation in A requires O
(
log(q)1+ǫ
)
word operations, the cost of an operation in
the residue field A/p.
The Montes algorithm has a cost of O
(
n2+ǫ + n1+ǫδ log q + n1+ǫδ2+ǫ
)
p-small
operations [1, Thm. 5.15]. Let us estimate the cost of the extra tasks that are
necessary to compute the p-integral basis. The computation of BP0 being negligible,
let us discuss the computation of
⋃
S∈Sterm
BS.
For any element α ∈ BS , the factorsQi,j of the numerator of α, and the exponents
Hi,j of the denominator, are computed along the flow of the Montes algorithm. The
final computation of α is dominated by the product of the numerators in A[θ], and
we may neglect the computation of the sum of the Hi,j and the final division by a
power of π.
Suppose S is a terminal side of order r, derived from a type t of order r − 1,
with representative φr . We compute BS in r steps:
BS,0 = {1, θ, . . . , θ
f0−1}, BS,i =
⋃
0≤j<eifi
Q′i,j(θ) ⋆ BS,i−1, 1 ≤ i < r,
and finally, BS = BS,r =
⋃
0≤j<erfS
Qr,j(θ) ⋆ BS,r−1. Clearly,
#BS,i = (e0f0) · · · (eifi), 0 ≤ i < r,
nS := #BS,r = (e0f0) · · · (er−1fr−1)erfS =
∑
P∈PS
nP.
If we keep only the numerators in mind, each element of BS,i, i ≥ 1, is obtained
after one multiplication in A[θ]: Q′i,j(θ), or Qr,j(θ), times an element in BS,i−1.
Thus, the total number of multiplications for the computation of BS is:
N = e0f0 + (e0f0)(e1f1) + · · ·+ (e0f0) · · · (er−1fr−1) + (e0f0) · · · (er−1fr−1)(erfS).
Now, since the type t is optimal, we have eifi ≥ 2, for 1 ≤ i < r. Thus,
N ≤
nS
2r−1
+
nS
2r−2
+ · · ·+
nS
1
+ nS = nS(1 + 2− 2
1−r) ≤ 3nS.
Since n ≥
∑
S∈Sterm
nS, the total number of multiplications in A[θ] required for the
computation of B is O(n). Each multiplication in A[θ] has a cost of O(n1+ǫ) multi-
plications in A. Therefore, the total cost of the computation of B is O
(
n2+ǫδ1+ǫ
)
p-small operations. Adding to this cost the cost of the Montes algorithm, we get
the following total estimation.
Theorem 5.21. The computation of a p-integral basis of B/A requires not more
than O
(
n2+ǫδ1+ǫ + n1+ǫδ log q + n1+ǫδ2+ǫ
)
p-small operations in A. If A/p is
small, we obtain an estimation of O
(
n2+ǫδ1+ǫ + n1+ǫδ2+ǫ
)
word operations.
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5.5. An example. Let us show how the method of the quotients works with an
example. Take A = Z, p = 2Z and
f(x) = x12+14x10+60x8+32x7+80x6+128x5−80x4+256x3−288x2−256x+832.
Since f(x) ≡ x12 (mod 2), there will be only one tree of types, whose root node is the
type of order zero, t0 = (y), determined by the irreducible polynomial ψ0(y) = y.
Take φ1(x) = x as a representative of this type. The Newton polygon N1(f) is
one-sided, and it has slope −1/2.
•
•
•
•
•
•
•
•
•
•
•
❍❍❍❍❍❍❍❍❍❍❍❍❍❍
N1(f)
1210876543210
8
6
4
2
The residual polynomial of the first order attached to the side S = N1(f) is:
R−1/2,1(f)(y) = y
6 + y5 + y4 + y2 + y + 1 = (y2 + y + 1)(y + 1)4.
Thus, the type t0 ramifies into two types of order one:
t1 = (y; (x,−1/2, y
2 + y + 1)), t′1 = (y; (x,−1/2, y+ 1)).
Since y2+ y+1 divides R−1/2,1(f)(y) with exponent one, the type t1 is f -complete
and S is a terminal side of order 1, with ℓterm(S) = 4. The type t1 singles out a
prime ideal P with e(P/p) = f(P/p) = 2. If Q1, . . . , Q12 are the twelve quotients
of the x-adic development of f(x), we have:
Q1,0 = Q12 = 1, H1,0 = 0, Q1,1 = Q11 = x, H1,1 = 1/2,
Q1,2 = Q10 = x
2 + 14, H1,2 = 1, Q1,3 = Q9 = x
3 + 14x, H1,3 = 3/2.
The set BS contains the following four globally integral elements:
BS =
{
1, θ, (θ2 + 14)/2, (θ3 + 14θ)/2
}
.
The type t′1 is not complete, and its analysis requires some more work in order
two. Before analyzing its branching, we store a list B1 = {1, θ}, with the quotients
Q′1,j, for 0 ≤ j < e1f1 = 2, and also the corresponding values H
′
1,0 = 0, H
′
1,1 = 1/2.
All future branches of t′1 will share these data.
Let us choose φ2(x) = x
2+2 as a representative of t′1. By Lemma 1.4, ℓ(N
−
2 (f)) =
ordt′
1
(f) = 4; thus, we compute the φ2-expansion of f(x) only up to degree four:
f(x) = 1024− 512x+ 128xφ2(x)− 64xφ2(x)
2 + 32xφ2(x)
3 − 20φ2(x)
4 + ....
The first four quotients of this φ2-development are:
Q1 = x
10 + 12x8 + 36x6 + 32x5 + 8x4 + 64x3 − 96x2 + 128x− 96,
Q2 = x
8 + 10x6 + 16x4 + 32x3 − 24x2 − 48,
Q3 = x
6 + 8x4 + 32x− 24,
Q4 = x
4 + 6x2 − 12.
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Since V2 = v2(φ2) = v2(2) = 2, and v2(x) = 1, we get v2(1024 − 512x) = 19,
v2(128xφ2) = v2(64x(φ2)
2) = v2(32x(φ2)
3) = 17, v2(20(φ2)
4) = 12. Therefore,
N−2 (f) has two sides of slopes −2 and −5/3:
•
• • •
•
▲
▲
▲
❚
❚
❚
❚
❚
❚
T−2
T
−5/3
N−
2
(f)
410
19
17
12
Since both sides have degree one, the residual polynomials of second order have
degree one: R−2,2(f)(y) = R−5/3,2(f)(y) = y + 1. Thus, the type t
′
1 branches into
two f -complete types of order two:
t2 = (y; (x,−1/2, y+1); (φ2,−2, y+1)), t
′
2 = (y; (x,−1/2, y+1); (φ2,−5/3, y+1)).
They single out two prime ideals Q, Q′, with e(Q/2) = 2, e(Q′/2) = 6, f(Q/2) =
f(Q′/2) = 1.
Both sides T−2 and T−5/3 are terminal. With respect to T−2, we have Q2,0 = Q1,
H2,0 = 15/2, so that
BT−2 = Q2,0 ⋆ B1 =
{
Q1(θ)/2
7, θQ1(θ)/2
8
}
.
With respect to T−5/3, we have Q2,0 = Q4, H2,0 = 2, Q2,1 = Q3, H2,1 = 23/6,
Q2,2 = Q2, H2,2 = 17/3, so that
BT−5/3 =
⋃
0≤j<3
Q2,j ⋆ B1 =
{
Q4(θ)
22
,
θQ4(θ)
22
,
Q3(θ)
23
,
θQ3(θ)
24
,
Q2(θ)
25
,
θQ2(θ)
26
}
.
The 2-integral basis, B = BS ∪ BT−2 ∪ BT−5/3 , is complete. The Hermite Normal
Form algorithm transforms the basis into the following 12 integral elements:
1, θ,
θ2
2
,
θ3
2
,
θ4
4
,
θ5
4
,
θ6
8
,
θ7 + 8θ
16
,
θ8 + 2θ6 + 8θ2 + 16
32
,
θ9 + 2θ7 + 8θ3 + 16θ
64
,
,
θ10 + 12θ6 + 8θ4 + 96
128
,
θ11 + 12θ7 + 8θ5 + 64θ3 + 224θ
256
,
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