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Abstract
Nested sampling is a Bayesian sampling technique developed to explore probability distributions
localised in an exponentially small area of the parameter space. The algorithm provides both pos-
terior samples and an estimate of the evidence (marginal likelihood) of the model. The nested
sampling algorithm also provides an efficient way to calculate free energies and the expectation
value of thermodynamic observables at any temperature, through a simple post-processing of the
output. Previous applications of the algorithm have yielded large efficiency gains over other sam-
pling techniques, including parallel tempering. In this paper we describe a parallel implementation
of the nested sampling algorithm and its application to the problem of protein folding in a Go¯-like
force field of empirical potentials that were designed to stabilize secondary structure elements in
room-temperature simulations. We demonstrate the method by conducting folding simulations on a
number of small proteins which are commonly used for testing protein folding procedures. A topo-
logical analysis of the posterior samples is performed to produce energy landscape charts, which
give a high level description of the potential energy surface for the protein folding simulations.
These charts provide qualitative insights into both the folding process and the nature of the model
and force field used.
1 Introduction
Approximately 50 years ago, Anfinsen and colleagues demonstrated that protein molecules can
fold into their three-dimensional native state reversibly, leading to the view that these structures
represented the global minimum of a rugged funnel-like energy landscape (1–3).
According to the hierarchical folding theory of Baldwin and Rose, a protein folds by first
forming local structural elements, α-helices and β-strands. These secondary structure elements
then interact with each other resulting in the formation of the folded protein (4, 5). The formation
of local structural elements reduces the entropy of the protein, for example, the side-chains of helical
residues are strongly constrained by the rest of the helix. This loss of entropy is compensated
by favourable short-range interactions, including hydrogen bonding and desolvation of backbone
polar groups. This is considered to be a fundamental property of proteins, and any model system
attempting to simulate protein folding should mimic this property.
Whilst there has been recent evidence of hierarchical folding in long time-scale molecular dy-
namics simulations made possible by the use of custom designed supercomputers (6), simplified
Go¯-type models remain an important class of protein models in the investigation of energy land-
scapes. Go¯ models assume that non-native interactions do not contribute to the overall shape of
the folding energy surface (7, 8). In this work we use an extended Go¯-type model, in which a Go¯
potential captures interactions between contacts of the native state of the protein, but attractive
non-native interactions are also permitted (for example, hydrogen bonds can form between residues
that are not in contact in the native state). This addition allows us to explore a more realistic
rugged energy landscape compared to the ‘perfect funnel’ found in a standard Go¯ model (8), whilst
maintaining the ability to perform simulations with limited computational resources.
The energy landscapes of protein folding simulations are most commonly visualised in terms of
two- or three-dimensional plots of microscopic or free energy versus a ‘reaction coordinate’, such as
the fraction of residue contacts in common with the native state or the root mean squared deviation
between a given conformation and the native state (9, 10). Originally developed for reduced lattice
models, these approaches have since been used for all-atom off-lattice simulations, although, in
these more realistic models, they offer only an indirect visualization of the energy landscape at
a single scale (11). Projection into the space defined by principal components analysis of the
contact map has also been used to provide a two-dimensional visualization of the energy surface
(12). Techniques adapted from robotic motion planning have been used to provide a ‘probabilistic
roadmap’ of protein folding, which may be mapped onto a conceptual drawing of the potential
energy surface (13). Protein potential energy surfaces and folding funnels have also been visualized
by disconnectivity graphs (14) and scaled disconnectivity graphs (15, 16). Although these latter
methods have the advantage of providing a visualisation of the whole energy landscape, they rely
on creating a large database of local energy minima of the surface, and are thus impractical for
large systems, and do not provide information about the entropy of the system, which governs the
widths of the conceptual protein folding funnel.
The funnel-like nature of the energy landscape provides a challenging conformational space for
computer simulations to explore, because only an exponentially small number of conformations have
low energy and low entropy and are found towards the bottom of the funnel; the system also under-
goes a first order phase transition as the protein collapses into its native state. In this work we use
nested sampling to explore the energy landscapes of protein folding simulations. Nested sampling
is a Bayesian sampling technique introduced by Skilling (17, 18), designed to explore probability
distributions where the posterior mass is localised in an exponentially small area of the parameter
2
space. It both provides an estimate of the evidence (also known as the marginal likelihood, or par-
tition function) and produces samples of the posterior distribution. Nested sampling offers distinct
advantages over methods such as simulated annealing (19), Wang-Landau sampling (20), parallel
tempering (replica exchange) (21) and annealed importance sampling (22), in systems characterized
by first order phase transitions (17, 23). The technique reduces multidimensional problems to one
dimension and has a single key parameter in the trade-off between cost and accuracy. The calcula-
tion of free energies by thermodynamic integration (24) and thermodynamic observables, such as
heat capacities, typically involves multiple simulations at different temperatures. Nested sampling
provides an efficient framework for computing the partition function and hence thermodynamic
observables at any temperature, without the need to generate new samples at each temperature.
Hence, it allows us to directly investigate the macroscopic states of the protein folding pathway
and evaluate the associated free energies. Nested sampling has previously been used in the field of
astrophysics (25) and for exploring potential energy hypersurfaces of Lennard-Jones atomic clusters
(23), yielding large efficiency gains over parallel tempering. Its use in this paper, represents, to our
knowledge, the first application of this technique to a biophysical problem.
2 Materials and Methods
In general, the energy of a polypeptide, E(Ω, θ), is defined by its conformation, Ω, and arbitrary
interaction parameters, θ. These interaction parameters may be as diverse as force constants,
distance cut-offs, dielectric permittivity, atomic partial charges, etc. This energy, in turn, defines
the probability of a particular conformation, Ω, at inverse thermodynamic temperature β via the
Boltzmann distribution:
P (Ω, θ|β) = 1
Z(θ, β)
exp [−E(Ω, θ)β] (1)
Z(θ, β) =
∫
dΩ exp [−E(Ω, θ)β] , (2)
where Z(θ, β) is the partition function (or evidence, in Bayesian terminology). In the following,
energy is expressed in units of RT , the product of the molar gas constant and absolute temperature
and β = 1/RT .
In Bayesian statistics, with θ an unknown parameter, D the observed data and H the underlying
model or hypothesis, we have the following relation (Bayes’ rule): Posterior x Evidence = Likelihood
x Prior:
P(θ|D,H)Z = P(D|H, θ)P(θ|H),
where Z, the evidence, is defined as
Z =
∫
P(D|H, θ)P(θ|H)dθ .
Nested sampling provides an algorithm for estimating the evidence, Z = P(D|H), and the procedure
additionally explores the posterior distribution, allowing its properties to be estimated.
2.1 Procedure
We define X(λ) = λ to be the proportion of the prior with likelihood L(X) greater than λ. Then,
following (18), the evidence is: Z =
∫ 1
0 L(X)dX, where L(X(λ)) = λ and dX = pi(θ)dθ, with pi(θ)
3
the prior distribution. Fig. 1 shows the graph of L against X (this is not to scale as normally the
bulk of the posterior is in an exponentially small area of the phase space). L is a decreasing function
of X, as the restriction on the likelihood becomes tighter as λ increases. The area under the curve
is Z. The nested sampling procedure estimates points on this curve (see Algorithm below) and
then uses numerical integration to calculate Z.
Algorithm
1. Sample (uniformly w.r.t. the prior) K points of the parameter space {θ1 . . . θK}, the ‘active
list’; calculate their likelihoods: {L(θ1), . . . , L(θK)}
2. Take the sample point with the smallest likelihood; save it as (L1, X1) (see below for an
estimate of X); remove this point from the active list
3. Generate a new point θ sampled uniformly (w.r.t. the prior) from those points with likelihood
L(θ) > L∗ = L1; add it to the active list
4. Repeat steps 2 and 3 generating (L2, X2), (L3, X3), . . . , (Li, Xi), . . .
Figure 1: The evidence Z is the area under the function L(X). The sample θn represents Xn−1−Xn
of the phase space volume, the proportion of the x-axis shaded grey. Its weighting for the posterior
is Ln(Xn−1 −Xn)/Z, the proportion of Z shaded grey.
X1 is located at the largest of N numbers uniformly distributed on (0, X0), where X0 = 1.
Skilling suggests using the expected value of the shrinkage ratio, Xi/Xi−1, to estimate Xi (the
estimate of X for iteration i), where Xi is the largest of N numbers uniformly distributed on
(0, Xi−1) (18). The shrinkage ratio has probability density function f(t) = KtK−1, with mean and
standard deviation log(t) = (−1 ± 1)/K, and, as each shrinkage ratio is independent, we find, if
uncertainties are ignored,
log(Xi) = (−i±
√
i)/K ⇒ Xi ≈ exp(−i/K).
It is also possible to use the arithmetic expected value to estimate Xi (26). This implies that
Xi = α
i where α = K/(K + 1). In the limit of large K, these two approaches are identical and
henceforth we will use α = exp(−1/K) or K/(K + 1), and Xn = αn.
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2.2 Parallel Nested Sampling
For high dimensional systems sampling uniformly (conditional upon the likelihood being above a
fixed value, L∗) is not computationally tractable. In this case a Markov chain can be used to explore
the parameter space (17). To generate a new point, one of the active set of points (not necessarily
the one with the lowest likelihood) is chosen to be the start of a short Monte Carlo (MC) run, with
all moves that keep the likelihood above L∗ being accepted.
Starting the MC run from a copy of one of the points of the active set, chosen at random, is
crucial to nested sampling. Suppose we have a bimodal likelihood function. Once L∗ is sufficiently
high, the region of the parameter space the chain is allowed to explore will no longer be connected;
it will have two disconnected components. Without copying, all active points which enter the
subordinate component will be trapped there. With copying, provided at least one enters the
dominant mode, then as L∗ increases, active points in the subordinate mode will be replaced by
ones from the dominant mode. This is particularly important for likelihood functions for which
the dominant mode splits again at a higher likelihood. In general, for a given K, if the relative
phase space volume of a mode is less than 1/K in comparison to the rest of the space at the
splitting likelihood, the chances of nested sampling exploring the mode is small (23). Therefore,
the parameter K controls the resolution of the exploration.
The number of trial MC moves per nested sampling iteration, m, is another key parameter when
using nested sampling for higher dimensional systems. If m is too small, the parameter space is
inadequately explored; new active set samples and the current conformations they are copied from
remain very similar. Setting m too high results in longer than necessary runtimes, as conformations
part way through the MC run are already sufficiently different from their starting positions. Hence
K controls which regions of the parameter space are available to the algorithm and m controls how
well these regions are explored.
We parallelized the nested sampling algorithm by removing the P points with the lowest likeli-
hood at each nested sampling iteration, one for each processor used. Each processor then runs its
own independent MC simulation to replace one of the removed points. For post-processing, at each
iteration we only store the point which has the P th lowest likelihood and adjust α accordingly;
α = 1− P/(K + 1).
Running a parallel nested sampling algorithm with K points explores the parameter space
more effectively than P serial nested sampling simulations each with K/P points in the active
set, while requiring equal computational resources. Consider a likelihood function, which splits
n times in the dominant mode (i.e. contains the majority of the evidence), with the probabilities
of an exploratory active point falling into the dominant mode being W1,W2, ...Wn at the critical
likelihood (the likelihood of splitting). Defining success as exploring the dominant mode at the nth
split in at least one simulation, it can be shown, using an argument similar to that of (17) that
P(success |1 simulation with K points) = Πg
[
1− (1−Wg)K
]
(3)
and
P(success |P simulations with K/P points) =
= 1−
(
1−Πg
(
1− (1−Wg)K/P
))P
.
For example, if n = 2, W1 = W2 = 0.1, K = 32 and P = 4 then P(success|parallel) = 0.933 and
P(success|serial) = 0.792.
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2.3 Posterior Samples
The sample points removed from the active set, labelled θ1, θ2, . . ., say, can be used to estimate
properties of the posterior distribution. Sample point θn represents
ωn = Xn−1 −Xn
of the phase space volume (with respect to the prior distribution) and hence
χn =
(Xn−1 −Xn)L(θn)
Z
is the relative volume of the posterior space that θn represents; see Fig. 1.
In the case of a Boltzmann distribution, at inverse temperature β, L(θn) = exp(−Enβ) and
hence, by calculating χn(β), a single nested sampling simulation can provide the expectation value
of any thermodynamic observable, such as heat capacity, at any temperature. Given a property
Q(θ|β) of the posterior:
E(Q|β) ≈
∑
i
χi(β)Q(θi). (4)
In energetic terms, the nested sampling scheme is built from a set of decreasing energy lev-
els, {En}, with the energy of conformation Ωn given by equation 5. Each energy level has an
associated weight, which is also decreasing. At each energy level, a set of K sample points (or con-
formations), {Ωin}, is obtained by uniform sampling from the energy landscape below En : Ωin ∼
U(Ω : E(Ω) < En). After every iteration, a new lowest energy level En+1 is defined to be at a
fixed fraction, α, of the current energy distribution. In this way, a fraction αn of the whole phase
space has energy below En, and a fraction α
n+1 has energy below En+1. The phase space volume
will therefore shrink exponentially, by a factor of α, with every nested sampling iteration, and the
algorithm is able to locate exponentially small regions of phase space.
2.4 The Protein Model
The polypeptide model we use is adapted from our previous published work (27–30). It is fully
described in Appendix A and a summary is provided below.
Our polypeptide model features all-atom representations of the polypeptide backbone and β-
carbon atoms. Other side-chain atoms are represented by one or, in the case of branched side
chains, two pseudo-atoms, following (31).
For a given protein sequence, R, the Boltzmann distribution defines the probability, P (R,Ω|β),
of it adopting a particular conformation, Ω, at inverse thermodynamic temperature β. This proba-
bility can be factorized into the product of the sequence-dependent likelihood for a given conforma-
tion and the prior distribution of conformations, P (R,Ω) = P (R|Ω)P (Ω). This can be rewritten
in energetic terms as
E(R,Ω) = − lnP (R|Ω) + E(Ω) (5)
where sequence-dependent and sequence-independent contributions to the energy are separated. We
assume that the sequence-independent term, E(Ω), is defined by short-range interactions between
the polypeptide backbone, β-carbon and pseudo-atoms. At room temperature, van der Waals
repulsions and covalent bonding between atoms are extremely rigid interactions which contribute
to this energy. Another large contribution comes from hydrogen bonding, but the magnitude of
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this interaction is vaguely understood. The sequence-dependent part of the potential (the negative
log-likelihood) can be approximated by the pair-wise interactions between side-chains, which make
the largest contribution to this term. In this work, these interactions are modelled by a Go¯-
type potential based on a ‘regularised’ native contact map (27), which contains lateral contacts in
parallel and anti-parallel β-sheets and contacts between residues i and i + 3 in α-helices (32, 33).
Our model also includes a hydrophobic packing term; hydrophobic side chains coming into contact
with hydrophobic or amphipathic side chains are rewarded with a decrease in energy (31). The force
constants for these side-chain interactions, as well as backbone hydrogen bonding, are optimised
using a novel statistical machine learning technique (29).
Nested sampling is initialised with K conformations, uniformly distributed over the space of
dihedral angles (i.e. every φi, ψi ∼ U [−180◦, 180◦]). To generate new sample points we use our
implementation of an efficient Metropolis Monte Carlo (MMC) algorithm (28, 30), which relies on
local Metropolis moves, as suggested in earlier studies (34). In contrast to other programs that
rely on local Metropolis moves in the space of dihedral angles, our sampler utilises local crankshaft
rotations of rigid peptide bonds in Cartesian space. An important feature of our model is the
elasticity of the α-carbon valence geometry. With flexible α-carbon valence angles, it becomes pos-
sible to use crankshaft moves inspired by earlier MMC studies of large-scale DNA properties. The
amplitudes of proposed crankshaft rotations were chosen uniformly from [−α0, α0] where, at every
2K nested sampling iterations, α0 (the maximum allowed proposed amplitude) was recalculated,
attempting to keep the acceptance rate at 50% (the trial MC moves used for this calculation were
then ignored).
We ran simulations until Z(β) converges for β = 1 (T = 25◦C), which implies that we have
sampled from the thermodynamically accessible states for all temperatures smaller than β (greater
than T ). The nested sampling algorithm marches left across the x-axis of Fig. 1. The step size
is constant in logX and the larger K, the smaller the step size. For a given protein and β, we
find that simulations terminate at approximately the same point on the x-axis (for protein G, with
β = 1, this is approximately e−440). This implies that the total number of iterations is proportional
to K, and the total number of MC moves is proportional to mK. The results for protein G shown
below are from a simulation with K = 20000 and m = 15000 which used 32 processors (Intel Xeon
X5650), had 1.38x1011 MC moves, and took about 22 hours.
2.5 Energy Landscape Charts
We use the algorithm recently introduced by Pa´rtay et al. (23), which uses the output of a nested
sampling simulation to generate an energy landscape chart, facilitating a qualitative understanding
of potential energy surfaces. It has the advantage of showing the large scale features of the potential
energy surface without requiring a large number of samples.
The output of a nested sampling simulation is a sequence of sample points with decreasing
energy. Each sample point (conformation), Ωn, represents ωn = α
n−1 − αn of the phase space and
has energy En(Ωn). A metric defining the distance between two conformations is required, and
using this, a topological analysis of the sample points is performed. As the metric, we use the root
mean square deviation (RMSD) of the backbone and side chain non-hydrogen atoms of a pair of
conformations; that is, the sum of the Euclidean distances of corresponding atoms after the two
conformations have been translated and rotated in space to minimise the overall distance.
A graph G is created with the sample points as nodes and arcs joining a sample to the k nearest
samples which have higher energy. In this work k is chosen to be 15 throughout. We then start with
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an empty graph (G′), adding nodes one at a time (starting with the lowest energy) to gradually
rebuild G.
Energy landscape charts are produced with energy on the vertical axis, and, at a given energy
En, the width of the chart is proportional to the sum of the weights of the points below that
energy (i.e. ωn+ωn+1 + . . .), that is, the available phase space volume in the prior space, contained
below En. On the horizontal scale, the chart is split into different basins corresponding to the
disconnected subgraphs that exist when sample n is added to G′. The relative widths of the basins
is given by the ratio of the sum of the weights of the sample points in the disconnected subgraphs.
The ordering of the basins horizontally is arbitrary. Due to the rapid shrinking of the available
phase space volume with decreasing energy, for better visualisation, a horizontal scaling is applied
by an exponential function of the energy, similar to (23). The energy landscape chart represents a
potential energy landscape for the system.
We also use a variant of the energy landscape charts where the width of the chart is proportional
to the sum of the posterior weights, χn = ωn exp(−Enβ)/Z(β), i.e. (χn + χn+1 + ...), at inverse
temperature β. Hence, the relative widths of the basins correspond to the probabilities of adopting
a conformation from one basin or another. These energy landscape charts, therefore, represent the
energy landscape as it is ‘experienced’ by the protein at inverse temperature β. In the following,
the two versions will be referred to as prior and posterior energy landscape charts, according to the
weights used in the calculation of their basin widths.
3 Results
To validate the nested sampling procedure we simulated the folding of an isolated 16 residue
polyalanine β-hairpin. We then conducted folding simulations on a number of small proteins which
are commonly used for testing protein folding procedures: protein G (PDB code 1PGA), the SH3
domain of Src tyrosine kinase (PDB code 1SRL) and chymotrypsin inhibitor 2 (PDB code 2CI2).
3.1 Isolated Polyalanine β-hairpin
We used a Go¯-like potential to simulate the folding of an isolated 16 residue polyalanine β-hairpin.
Fig. 2 (bottom panel) shows a snapshot of five (equally spaced along the log(X) axis) conformations
from a single simulation with K = 1000, m = 2500 (a total of 1.12x108 MC moves). At the
beginning there is a rapid decrease in energy, moving from extended conformations (at first those
with van der Waals collisions) to hairpin-like structures (A-C). The final part of the simulation
moves through the exponentially small volume of the phase space containing hairpin-like structures,
gradually decreasing in energy towards a fully formed hairpin (D-E).
We used the hairpin to check the behaviour of the nested sampling procedure: Fig. 2 (top
panel) shows how α0 (the maximum proposed crankshaft rotation amplitude) varies with the energy
threshold for a simulation with K = 1000. As lower energy is reached, α0 is reduced to keep the
acceptance rate near 0.5. Fig. 2 (second panel) shows the acceptance rate. Fig. 2 (third panel)
shows the difference between the start and end points of a single MC chain, specifically the drift
per dihedral angle, where the drift is the L2-norm of the dihedral angles.
The protein model used stabilises room temperature secondary structure formation; it folds
isolated helices and hairpins very effectively. This is reflected in the energy landscape charts that
consist of a single funnel (not shown).
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Figure 2: Top graph: the maximum allowed amplitude of the crankshaft rotations α0 (in radians);
Middle graph: the acceptance rate of the MC chains; Bottom graph: the drift per dihedral angle
(the distance between the start and end conformations of a single MC chain). All with respect
to the current energy threshold, for a 16 residue polyalanine β-hairpin; see text for more details.
Bottom: Five snapshots from a single nested sampling simulation of a β-hairpin with K = 1000 and
m = 2500. The snapshots are equally spaced along the log(X) axis and have energies 3567, 190, 0,
-46 and -66 (A-E). For comparison, the expectation of the internal energy at room temperature is
-43.
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Figure 3: Top: Dihedral angle evolution for residues 4, 8, 9 and 11 of the 16 residue polyalanine
nested sampling simulation. In the later snapshots, residues 4 and 11 are distributed in the standard
β-sheet region of the Ramachandran plot. Residues 8 and 9 contain the turn of the polypeptide.
The dihedral angles of the turn residues, 8 (60±15,−90±30) and 9 (−150±30, 0±30), are closest
to the values of type II’ turn ((60,−120) and (−80, 0)) (35). Bottom: Energy v Time graph for
nested sampling (black, right hand axis) and two of the chains from a parallel tempering simulation
(red, room temperature; green, 300◦C; both left hand axis). On both vertical axes a star marks
the expected thermodynamic energy at room temperature.
Fig. 3 (top) shows the time evolution of the dihedral angles of 4 residues of the 16 residue
polyalanine. The formation of the hairpin can be clearly seen. For example, the dihedral angles of
the residues in the strands 4 and 11 converge to the standard β-sheet area of the Ramachandran
plot. The Go¯-like potential used was designed for a hairpin with a two residue turn, and this
is found to be the case. The dihedral angles of the turn residues 8 (60 ± 15,−90 ± 30) and 9
(−150±30, 0±30), are closest to the values of a type II’ turn ((60,−120) and (−80, 0)) (35). Fig. 3
(bottom) shows the energy of the snapshots (right hand axis) for nested sampling plotted against
time. The montonic decrease of the energy over a very large energy range allows us to view the
formation of the hairpin.
Due to the nature of the model used, the folding pathway of the hairpin is relatively simple to
sample, and parallel tempering can also successfully fold the hairpin. However, in this case, we need
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a very large temperature range to explore the whole parameter space and view the folding pathway
in its entirety. For example, Fig. 3 (bottom) shows the energy of 2 of the parallel tempering chains;
room temperature (red) and 300◦C (green). For real proteins, which have more complicated energy
landscapes and possibly high energy barriers, it is difficult to know the temperature range required
for parallel tempering to explore the entire parameter space and not be ‘trapped’ in a particular
basin. Nested sampling, with its top down, temperature independent approach, does not suffer
from this problem.
Another of the advantages of nested sampling is that simulations are temperature independent,
and hence can provide estimates of thermodynamic variables at any temperature. Fig. 4 shows the
heat capacity (Cv) curve for the 16 residue polyalanine. The curves were calculated using nested
sampling (converged down to −25◦C, so that the Cv curve does not stop abruptly at room tempera-
ture), and parallel tempering. The solid line is calculated using 10 nested sampling simulations each
with 1.3x109 MC moves. The dashed lines show twice the standard error. The parallel tempering
curve shows the heat capacity using 10 parallel tempering simulations (again each with 1.3x109 MC
moves) with error bars showing twice the standard error. For parallel tempering, the heat capacity
is only calculated for discrete temperatures and a procedure such as Boltzmann reweighting (36) is
needed to calculate the continuous curve.
There appears to be good agreement between the methods. Previous results have found nested
sampling to be more efficient at calculating the heat capacity curves (23). In this example, we found
nested sampling to be of similar efficiency to parallel tempering. We believe this to be because,
unlike the system presented in (23), our phase transition (from coil to hairpin) occurs over a very
large energy (and hence temperature) range from which parallel tempering can successfully sample.
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Figure 4: The heat capacity curve for the 16 residue polyalanine. The nested sampling simulations
(solid line) use 1.3x109 MC moves, with error lines denoting 2 standard errors from the mean. The
parallel tempering uses the same number of MC moves again with error bars showing 2 standard
errors from the mean.
3.2 Protein G
Protein G is a 56-residue protein consisting of an anti-parallel four-stranded β-sheet and an α-
helix, with a β-Grasp (ubiquitin-like) fold, which has been extensively studied by a variety of
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folding simulation techniques (37–40). Its native structure is shown on the left of Fig. 5. All figures
of protein G in this paper have been oriented so that the first β-strand is the second strand from
the right and the N-terminal residue is at the top.
DBNative A C
Figure 5: The native (crystal) structure of protein G (left) with a sample of conformations accessible
at room temperature from a simulation with K = 20000 and m = 15000. All figures of protein G
in this paper have been oriented so that the first β-strand is the second strand from the right and
the N-terminal residue is at the top. The thermodynamic energy at room temperature, estimated
from the simulation, is -190 and conformers A,B,C and D have have energies -189, -190, -191 and
-190, respectively. The backbone RMSDs from the crystal structure are 1.93 A˚, 2.96 A˚, 3.97 A˚ and
5.22 A˚, respectively. The angle between the helix projected onto the sheet and the first β-strand is
17.9◦, 8.6◦, −4.7◦ and −15.1◦, respectively, compared to 21.9◦ of the crystal structure.
As described above, the nested sampling procedure can be used to estimate the thermodynamic
energy of the system at any temperature, using equation 4. For protein G, at room temperature
(β = 1.0), the thermodynamic energy is -190 units. Fig. 5 shows a sample of four room temperature,
thermodynamically accessible conformations found by a single nested sampling simulation withK =
20000 and m = 15000. The conformers have energies -189, -190, -191 and -190, respectively, with
backbone RMSDs (from the crystal structure) of 1.93 A˚, 2.96 A˚, 3.97 A˚ and 5.22 A˚ respectively. The
estimated value of the backbone RMSD at β = 1, calculated using equation 4, is E (RMSD|β = 1) =
3.21 A˚.
Conformers A–D have the correct backbone topology, close to the native structure, but there is
a reasonable amount of variation in the orientation of the helix with respect to the β-sheet at this
temperature. It is important to remember that protein structures are intrinsically flexible (41–43),
and the crystal structure (1PGA.pdb) is only one member of an ensemble of conformations that
the protein may explore. In Appendix C we demonstrate that flexible motion of protein G allows
a substantial reorientiation of the axis of the helix with respect to the sheet. Conformers A–D in
Fig. 5, which differ from the native state principally in the orientation of the helix relative to the
sheet, may therefore be more representative of the native state than the RMSD alone suggests.
The first half of the nested sampling simulation is spent exploring high energy conformations
with no noticeable secondary structure and often steric hindrances. In the second half of the simula-
tion, once the long range quadratic bias potential has pulled the secondary structure elements close
together, the short range hydrogen bond interaction contributions increase to dominate the bias po-
tential contributions, having a steeper gradient in the last third of the simulation (Fig. 6 (top)). The
short range hydrophobic interaction contributions are the smallest, but nevertheless not negligible;
they ensure the correct packing of the hydrophobic and amphipathic side chains at confomations
available at room temperature (see below and Fig. 7). Fig. 6 (bottom) shows a sequence of 10
conformers in order of decreasing energy. These conformers come from the deepest basin of the
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energy landscape chart of a simulation (higher energy conformers come from the part of the energy
landscape chart which contains the deepest basin). The sequence illustrates how the secondary and
tertiary structure accrete in the course of a simulation, capturing the essence of the hierarchical
folding model. The sequence is not, however, a single folding pathway, in the sense of a molecular
dynamics trajectory; there are many conformations in the active set in the same basin. It is pos-
sible, though, that Fig. 6 (bottom) represents a plausible sequence of events leading to the native
structure.
Figure 6: Top: Energy contributions of the Go¯-type bias potential (red), hydrogen bonds (green)
and hydrophobic interactions (blue) in the second half of a nested sampling simulation of protein
G with K = 20000 and m = 15000. Units of energy are in RT corresponding to temperature. Note
the different scale on the vertical axes. Bottom: Ten conformations of protein G from the same
simulation, in order of decreasing energy. The colours are: purple; α-helix, dark blue; 310-helix,
yellow; β-strand, cyan; turn, white; coil.
Energy landscape charts using the prior and posterior weights for a nested sampling simulation
of protein G using K = 20000 and m = 15000, calculated using a connectivity number k = 15, are
shown in Fig. 7. The volume scale on the right hand axis shows the proportion of the prior and
posterior phase space volume available below the given energy level. The width of the chart uses
this scale. Basins which contain less than 1/1000th of the probability mass at the point of splitting
are not shown on the diagram. Conformers have been placed on the chart to provide examples of
the samples found in different places of the chart.
Topologically, for energy above 405 units, there is one main basin containing virtually all of the
samples. There is little structure in the samples, as shown by the conformers on the top panel of
the chart. However, at energy 405 units, the phase space splits into two main funnels: one with the
helix forming on the correct side of the sheet (funnel 1) and one with it forming on the incorrect
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side (funnel 2). Funnel 1 further splits at energy -75 units, corresponding to conformations where
the hydrophobic residues are in the interior of the protein (funnel 1) or on the surface of the protein
(funnel 1A). At room temperature (the expected energy corresponding to β = 1 is marked by a
horizontal line on the bottom panel of the chart), the phase space volume of both funnels 1A and
2 are less than 1/1000th of the main funnel and hence the posteror energy landscape chart consists
of a single funnel. The inaccessibility of funnel 1A at room temperature indicates the importance
of hydrophobic interactions.
Fig. 8 shows two conformers which are placed in the same small basin, branching off the right
hand funnel. The conformer on the left has higher energy than the one on the right. These con-
formers are very similar, and demonstrate that the topological analysis shows how meta-stable
conformations are formed. The pathway to these states would be obtained by considering conform-
ers found in the same basin.
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Figure 7: Top: prior (potential) energy landscape chart, Bottom: posterior energy landscape chart
at β = 1, for a nested sampling simulation of protein G using K = 20000 and m = 15000. On the
left axis the energy is shown in units of RT , and the width of the chart is proportional to the sum
of the prior (Top) and posterior (Bottom) weights of the nested sampling points below the given
energy level (shown on the right axis). The prior energy landscape chart shows the potential energy
surface and the posterior energy landscape chart shows, for a given temperature, the probabilities
of finding conformations from the different basins. At β = 1 (room temperature) only funnel 1
is accessible. The scaling function used for the prior energy landscape chart is exp(−fE) with f
being 0.1, 0.4 and 0.7 on the top, middle and bottom panels of the prior energy landscape chart,
respectively. Example conformers from the main basins, at various energy levels, are shown on the
charts.
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Figure 8: The topological analysis places similar conformations in the same basin. For example,
these two conformations (which both have the 3rd and 4th β-strands aligned incorrectly) are placed
in the same basin.
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4 Discussion
It is interesting to consider how the energy landscape charts vary from simulation to simulation.
Topologically, we always find two main funnels in the protein G simulations (funnels 1 and 2 on
Fig. 7), corresponding to the packing of the helix on the two sides of the helix, and the dominant
mode with the native-like backbone topology (funnel 1) splits again at a lower energy level to
two funnels, corresponding to the hydrophobic residues being in the interior (funnel 1) or on the
surface (funnel 1A) of the protein. The energy at which funnels 1 and 2 split varies significantly
between simulations, from 220 to 580 energy units. This is probably due to the fact that the RMSD
metric is an imprecise way of comparing wildly different conformations. The energy where funnels
1 and 1A split has a much smaller variation, −75 to −55 energy units. This trend in the variation
of splitting energies was also observed in the nested sampling simulations of the other modeled
proteins. Metrics other than the RMSD might improve the reproducibility of energy landscape
charts and would be worthy of investigation.
The relative basin widths of energy landscape charts depend on the size of the nested sampling
active set, K. In general, K determines the resolution of exploration. When converging the
evidence at lower temperatures, a larger value of K is required. This is because at every splitting
of the likelihood function, the probability of exploring the dominant mode decreases according
to equation 3. At high energies, the accessible conformational space is connected, and the MMC
procedure explores the space effectively. As the energy lowers, the accessible conformational space
becomes increasingly disconnected. Since the MMC procedure cannot jump between disconnected
components of the conformational space, an increasingly large set of active points is required to
sample effectively. As the posterior mass is concentrated at lower energies for lower temperatures, K
behaves as an effective minimum temperature. Using too small an active set for a given temperature
causes large variation between different nested sampling simulations; for example, the estimates for
the evidence and the relative widths of the funnels of energy landscape charts.
In the protein G simulations, we find that K = 20000 is large enough to produce simulation
independent charts for temperatures near β = 1. When using, for example, K = 2500, which is
too small for sampling the posterior distribution at β = 1, we find that the active set becomes
extremely homogenous and the simulation is, in effect, exploring just one tiny basin in one of
the main funnels, by making smaller and smaller crankshaft rotations. Hence, we find a single
room temperature accessible conformation, as opposed to the wide selection that is found when
K = 20000.
The magnitude of m relative to K is problem specific. It has been suggested that for probability
distributions which lack a large number of modes, it is optimal to set K small and use a large m
(the cost is proportional to mK) (22). For Protein G, we find the energy landscape is so complex
that we need a large K in order to explore all the funnels simultaneously, and a large m to ensure
the active set remains heterogeneous, and we therefore choose m and K to have the same order of
magnitude. Incorporating non-local flexibile motions (44) into our MMC procedure may allow a
decrease in m without losing heterogenity and this is a focus of future work. If this proves to be
the case we would choose to increase K relative to m.
In our previous work (27), using MMC with parallel tempering to simulate the folding of protein
G with a simpler model (no γ-atoms and hydrophobic interactions were included in this model),
the lowest energy structures obtained were similar to those shown at the bottom of funnel 2 of
Fig. 7, with the helix packed on the incorrect side of the sheet and a backbone RMSD of 8.6 A˚ from
the crystal structure. This demonstrates the difficulty of using parallel tempering or simulated
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annealing to reconstruct the native structure, when the energy landscape exhibits two main funnels
separated by a large energy barrier. If the annealing proceeds down the ‘incorrect’ funnel it will
be nearly impossible for it to climb back out and down into the ‘correct’ funnel. The reason for
the double funnel is the symmetry of the protein G topology with respect to the Go¯-type bias
potential, which is the predominant factor at the beginning of the simulation. The further splitting
of the main funnel into funnels 1 and 1A (Fig. 7) is also due to the nature of the Go¯-type bias
potential. This applies a quadratic potential on the Cβ atom contacts, which does not restrict the
hydrogen bond pattern between the individual strands; at high energies, both conformations (with
the hydrophobic residues of the β-sheet being in the interior or on the surface of the protein) are
similarly likely to be adopted. However, other energy and entropy contributions due to the presence
of side chains (e.g. hydrophobic interactions and steric clashes) ensure that only conformations with
the native-like topology are accessible at room temperature. This way, energy landscape charts also
reflect the nature of the protein model and force field used. For example, the energy landscape
charts for chymotrypsin inhibitor 2, which differs in topology from protein G, but also possesses
a similar symmetry with regard to the packing of the α-helix against the β-sheet, also exhibit
this double funnel (see Appendix B). It would be interesting to compare energy landscape charts
of nested sampling simulations using other protein models and force fields, for example, all-atom
representations, and this will be a focus of future work.
5 Conclusion
This paper has described the parallelisation of the nested sampling algorithm, and its application to
the problem of protein folding in a force field of empirical potentials that were designed to stabilise
secondary structure elements in room-temperature simulations. The output of the nested sampling
algorithm can be used to produce energy landscape charts, which give a high level description of
the potential energy surface for the protein folding simulations. These charts provide qualitative
insights into both the folding process and the nature of the model and force field used. The topology
of the protein molecule emerges as a major determinant of the shape of the energy landscape, as
has been noted by other authors (37). The energy landscape chart for protein G exhibits a double
funnel with a large energy barrier, a potential energy surface which parallel tempering struggles
to explore fully. The nested sampling algorithm also provides an efficient way to calculate free
energies and the expectation value of thermodynamic observables at any temperature, through a
simple post-processing of the output.
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A The Protein Model
We modelled the polypeptide as a chain of peptide groups elastically connected at the Cα atoms,
with the valence angles constrained to 111.5◦ ± 2.8◦. The positions of all backbone and Cβ atoms,
including hydrogen, were specified by the orientations of the peptide bonds. We fixed the peptide
bond lengths and angles at standard values (45–47). The distance between Cα atoms separated by
trans peptide bonds was fixed at 3.8 A˚. The Cβ positions were stipulated by the tetrahedral geom-
etry of the Cα atoms and corresponded to l-amino acids. Most of the conformational variability
of polypeptides comes from relatively free rotation around N–Cα and Cα–C bonds characterised,
respectively, by dihedral angles φ and ψ (Fig. 1 in (30)). These rotations are least restricted in
glycine that lacks Cβ. The dihedral angles φ in proline were elastically constrained to −60◦±7◦ by
covalent bonding (48). We introduced a harmonic potential EBi to impose these and other elastic
constraints. A more detailed description of the model is given in our previous work (30).
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In this work, we represented other side chain atoms by one, or in the case of branched side
chains, two pseudo-atoms, following (31). The side chain dihedral angles χ were permitted to vary,
and take the values {±60◦, 180◦}, or in the case of proline {±30◦}, with probabilities dependent on
residue type, with values corresponding to the distribution of the χ angles in the same ASTRAL
PDB database (49) that was used in (30), and here, to learn the potential parameters by a statistical
machine learning procedure, contrastive divergence (50).
We modelled van der Waals repulsions so that there is a prohibitively large energetic cost of
overlaps between atoms. We used values of atomic radii close to a lower limit of the range found
in the literature (51–54): r(Cα) = r(Cβ) = 1.57 A˚, r(C) = 1.42 A˚, r(O) = 1.29 A˚, r(N) = 1.29 A˚.
We adopted values of the contact radii for the pseudo-atoms from (31).
Hydrogen bonding is a major polar interaction between NH and CO groups of polypeptide
backbone. Based on surveys of the Protein Data Bank (PDB) (55), important reviews of hydrogen
bonding in globular proteins have formulated the basics of the current understanding of hydrogen
bond geometry and networking (56–59). We considered the hydrogen bond formed when three
distance and angular conditions were satisfied: r(O, H) < δ, ∠OHN > Θ, and ∠COH > Ψ, where
r(O, H) is the distance between oxygen and hydrogen, and symbol ∠ denotes the angle between
the three atoms (see Fig. 1A in (29) ). The lower bound on the separation between the atoms
(r(O, H) > 1.8 A˚) was implicitly set by the hard-sphere collision between oxygen and nitrogen.
We used the same hydrogen bond potential regardless of the secondary structure adopted by the
peptide backbone. The energy of the hydrogen bond (Fig. 1B in (29) ) was described in (29) by a
square-well potential,
EHBij = −nhH (6)
where H is the strength of each hydrogen bond, and nh is the number of hydrogen bonds between
the amino acids i and j. The strength of the hydrogen bonds, H, as well as the three cutoff
parameters, δ, Θ, Ψ was determined by a machine learning procedure, contrastive divergence (50).
We found that softening the hard cutoffs {δ,Ψ,Θ} improved the results, and hence we used a steep
continuous approximation to the square well.
We modelled hydrophobic interactions in a manner consistent with (31). The hydrophobic
interaction contribution between hydrophobic atoms A and B of amino acids i and j (|i− j| ≥ 2)
is
EhydAB =

fkh rAB < rcut,AB
fkh
(
rAB−rcut,AB
∆
)
rcut,AB ≤ rAB < rcut,AB + ∆
(7)
where kh is a constant parameter proportional to the Kauzmann parameter (60), the cutoff distance
rcut,AB is the sum of the vdW radii of atoms A and B listed in (31), ∆ = 2.8 A˚ is a smoothing range
beyond the cutoff distance, and the multiplicative factor f takes the value 2, if both amino acids
are hydrophobic, 1, if one is hydrophobic and the other one is amphipathic, and 0, if neither are hy-
drophobic. Hydrophobic amino acids are cysteine, isoleucine, leucine, methionine, phenylalaninne,
tryptophan and valine; amphipathic residues are alanine, histidine, threonine and tyrosine.
The sequence-dependent part of the potential (the negative log-likelihood) was approximated in
our model by pair-wise interactions between side-chains, as described in (27). Our main focus was
on the resulting effect of these interactions and how they stabilise secondary structural elements.
We did not consider the detailed physical nature of these forces, or how they depend on the amino
acid types. We introduced these interactions between the polypeptide side chains as an effective
23
Go¯-type potential (7) dependent on the distance between Cβ atoms,
ESCij = κCij(rij − r)2 (8)
where rij is a distance between non-adjacent Cβ atoms, |i − j| > 1; r a constant and κ is a force
constant. In (27) we introduced a “regularised contact map”, Cij . In this binary matrix, two types
of contacts were defined in the context of protein secondary structure. First, only lateral contacts
in the parallel and anti-parallel β-sheets were indicated by 1’s. Second, the contacts between amino
acids i and i+ 3 in α-helices were also represented by 1’s. These contacts typically have the closest
Cβ–Cβ distance among non-adjacent contacts in native proteins. The force constants and r depend
on the secondary structure type, introducing positive κα κβ, rα and rβ. Non-adjacent contacts in
secondary structural elements were, therefore, stabilised by attracting potentials.
We also modelled interactions between sequential residues. This interaction was defined by the
mutual orientation of adjacent residues that are involved in secondary structural elements,
ESCi,i+1 = η cos γi,i+1 (9)
where γi,i+1 is the dihedral angle Ni–Cα,i–Cα,i+1–Ci+1 between the adjacent residues. The pur-
pose of this interaction is to bias the conformation towards the naturally occurring orientations
of residues in secondary structural elements. In α-helices, adjacent residues adopt a conformation
with positive cos γ. In β-sheets, cos γ is negative. We, therefore, used two values of the force
constant: negative ηα and positive ηβ.
As in (27), all parameters were determined by a statistical machine learning procedure, con-
trastive divergence (50) and in this work δ = 2.06, − cos Θ = 0.89, − cos Ψ = 0.766, H = 4.35, ηβ =
3.5, ηα = −4.9, κα = 3.3, κβ = 1.2, rα = 5.66, rβ = 5.35 and kh = 0.08, where the unit of energy
is RT at room temperature. With the improved model and force field described in this paper,
contrastive divergence provided good parameters without the need of further adjustments, as had
been the case in (27).
To summarise, the total energy of a polypeptide chain with conformation Ω was calculated as
follows
E(R,Ω) =
N∑
i=1
EBi +
N∑
i=1
i∑
j=1
(EvdWij + E
HB
ij + E
SC
ij + E
hyd
ij ) (10)
where we consider harmonic valence elasticity, EBi , van der Waals repulsions, E
vdW
ij , hydrogen
bonding, EHBij and hydrophobic packing, E
hyd
ij . The valence elasticity, van der Waals repulsions,
and hydrogen bonding that contribute to this potential have a clear physical meaning and are
analogous to traditional ab initio approaches. The side-chain interactions, ESCij in this model were
introduced as a long-range quadratic Go¯-type potential based on the contact map and secondary
structure assignment. This pseudo-potential had two purposes: it was needed to stabilise the
secondary structural elements, and to provide a biasing force that allows reconstruction of the
backbone conformation in the course of Metropolis Monte Carlo simulations (27, 30).
B Additional Results
Src Tyrosine Kinase SH3 Domain.
Src Tyrosine Kinase SH3 Domain is a 56-residue protein, comprising a 5-stranded β-barrel. The
last strand is interrupted by a single turn of a 310-helix, which was not included in the ‘regularised’
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Figure 9: The native (crystal) structure of the SH3 Domain, with conformers from the two main
funnels accessible at room temperature from a simulation with K = 15000 and m = 15000. Con-
formers 1 and 1B have the correct backbone topology, unlike conformer 2. The backbone RMSDs
are 4.89 A˚, 5.28 A˚ and 11.51 A˚, respectively. The N and C termini are marked; see the text for more
details.
contact map used to define the native state in these simulations. The native (crystal) structure is
shown in Fig. 9.
The energy landscape for a simulation with K = 15000 and m = 15000, depicted in Fig. 10,
shows two main funnels (funnels 1 and 2) that further split into sub-funnels (funnels 1 and 1A,
and funnels 2 and 2A). At room temperature, conformations representative of funnels 1 and 2 are
accessible, and most of the posterior mass is in funnel 1, which contains conformers with the correct
backbone topology. Funnel 1 splits further at −43 energy units. The sub-funnels 1 and 1B are
connected at room temperature, and the probability of moving from one to the other is non-zero,
due to the non-zero probability of adopting a conformation that is indistinguishable from those
typical to funnels 1 and 1B. The estimated energy at room temperature is −39 energy units.
Fig. 9 shows low energy conformers from the same simulation. Conformers 1 and 1B (from
funnels 1 and 1B in Fig. 10) have the correct backbone topology and a backbone RMSD of 4.61 A˚ and
5.47 A˚ with respect to the crystal structure. Moreover, although the N-terminal loop is not included
in the ‘regularised’ contact map used in the simulation, the packing of the loop is in reasonable
agreement with the crystal structure. Conformer 2, taken from the bottom of the other major
funnel, adopts a conformation with an incorrect backbone topology – note the relative positions of
the N and C termini with respect to the sheet. The conformers shown in Fig. 9 correspond to lower
energies than the estimated energy at room temperature, but have been shown as it is clearer to
see the differences between them once the β-strands have fully formed. Conformations available
at room temperature typically have shorter β-strands. The estimated backbone RMSD at room
temperature is E(RMSD|β = 1) = 6.46 A˚.
Chymotrypsin Inhibitor 2.
Chymotrypsin inhibitor 2 is a 65-residue protein which contains a four-stranded β-sheet and an
α-helix, but differs in topology from protein G. However, it also possesses a similar symmetry with
regard to the packing of the α-helix against the β-sheet.
As with protein G, the energy landscape shows two main folding funnels. Fig. 12 shows the
prior energy landscape chart and the posterior energy landscape chart at room temperature for a
simulation with K = 15000 and m = 15000. Sample conformers from the main funnels at different
energy levels are also included. The posterior energy landscape chart shows that virtually all the
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Figure 10: Top: prior (potential) energy landscape chart, Bottom: posterior energy landscape chart
at β = 1 for a simulation of the SH3 Domain using K = 15000 and m = 15000. Sample conformers
of funnels 1, 1A, 1B, 2 and 2A are marked on the chart.
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Figure 11: The native (crystal) structure for chymotrypsin inhibitor 2 (left) and 3 conformers from
a simulation with K = 15000 and m = 15000. 1 and 1A: conformers from near the bottom of the
funnel which contains conformers with the correct topology with backbone RMSD of 4.86 A˚ and
4.91 A˚, respectively. The 1A conformer has the hydrophobic residues of the C-terminal β-strand
on the wrong side. 2: a conformer from near the bottom of the other funnel with backbone RMSD
of 11.18 A˚. Note that the helix is packed on the wrong side of the sheet in conformer 2. The N and
C termini are shown.
posterior mass is in funnel 1 (including funnel 1A) at room temperature, with funnel 2 being
insignificant. Funnel 1 splits at −75 energy units into funnels 1 and 1A, which are connected at
room temperature; the probability of adopting a conformation that is indistinguishable from the
ones in funnels 1 and 1A is non-zero. The estimated value of the energy at β = 1 is −82 units.
The native structure and sample conformers from the main funnels are also compared in Fig. 11.
As with protein G, in our model, the helix can be packed on either side of the sheet, and in Fig. 11
conformers 1 and 2 are taken from the bottom of the two funnels. Conformer 1 has the correct
backbone topology, whereas conformer 2 has the helix packed on the incorrect side of the sheet.
Conformer 1A from funnel 1A has the correct backbone topology, but the hydrophobic residues
of the C-terminal β-strand are packed on the wrong side of the sheet. Both conformers 1 and 1A
have much lower energy than found at room temperature, and it is interesting to note that in both
of these conformers the C-terminal β-strand has formed spontaneously without contact bias. In
the crystal structure this strand is actually a large coil. In simulations, we find that the secondary
structure that is defined by the regularised contact map forms first, and, since the model allows a
large amount of freedom for residues which do not have contact bias, nested sampling then tries
to place the remaining residues in the lowest energy position possible. The backbone RMSD of
conformers 1, 1A and 2, from the crystal structure, are 4.86 A˚, 4.91 A˚ and 11.18 A˚, respectively,
while the estimated backbone RMSD at room temperature is E(RMSD|β = 1) = 5.55 A˚.
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Figure 12: Top: prior (potential) energy landscape chart, Bottom: posterior energy landscape chart
at β = 1 for a simulation of the chymotrypsin inhibitor 2 using K = 15000 and m = 15000. Sample
conformers of funnels 1, 1A and 2 are marked on the charts.
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C Rigidity and Flexibility of Protein G
We have carried out rigidity analysis on Protein G using the software “FIRST” (42). Our input
was the 1PGA.pdb structure with hydrogens added using the “Reduce” software (61). Rigidity
analysis balances the degrees of freedom of the atoms against the constraints introduced by covalent
bonding, hydrophobic tethers, salt bridges and hydrogen bonds. The result is a decomposition of
the structure into rigid and flexible regions, known as a rigid cluster decomposition. The set of
hydrogen bonds included is determined by a (negative) cutoff energy Ecut. An Ecut value near zero
will include a large number of weak bonds and largely rigidify a structure; progressively lowering
Ecut eliminates hydrogen bonds in an order from weakest to strongest, a process known as “rigidity
dilution”. The progress of this loss of rigidity can be mapped in a dilution plot (Figure 13a) in which
the rigid cluster membership of each residue is mapped onto a 1-D representation of the protein
backbone. A new line is plotted for each cutoff energy at which the rigidity of the mainchain
changes.
At cutoff energies above −1.844 kcal/mol, the helix and the beta-sheet form a single rigid cluster
(Figure 13b), while at lower energies the helix is a rigid body but the beta-sheet has become flexible
(Fig. 13c). We stress that the backbone–backbone hydrogen bonding in both the helix and the sheet
persists to much lower cutoff values. Once the helix and the sheet are not a single rigid cluster,
motion of the helix with respect to the sheet becomes possible. The amplitude of such motion
will be constrained by covalent and non-covalent interactions, in particular the many hydrophobic
tethers between helix and sheet residues.
We obtain an eigenvector for flexible motion using a coarse-grained (one site per residue) elastic
network model as implemented in the software “ElNeMo” (62). The lowest-frequency non-trivial
mode, mode 7, corresponds to a rotation of the helix about an axis perpendicular to the beta-sheet.
Linear projection of the structure along this mode would rapidly introduce unphysical distortions
such as elongation of the helix. In order to project the motion to finite non-zero amplitude, we make
use of geometric simulation using the “FRODA” module (43) included in FIRST. FRODA generates
new conformations of the protein structure by repeatedly introducing small perturbations of the
atomic positions and reimposing the constraints. We use the elastic-network mode eigenvector
to bias the perturbations (44); this allows us to project the motion to large amplitudes while
maintaining covalent, non-covalent and steric constraints.
The mode can be projected to a Cα RMSD of more than 3 A˚ from the initial structure (Figure
14a) while maintaining the network of hydrophobic tethers that are present in the original crystal
structure. During this projection (Fig. 14b–d) the helix rotates from its initial position diagonal
to the sheet to lie parallel to the beta-sheet strands. The projected structures are very similar to
conformations from the folding simulation, shown in the main article.
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Figure 13: (a) Rigidity dilution of Protein G structure 1PGA as hydrogen bond energy cutoff is
lowered. Each line represents the protein backbone; a thin line represents a flexible region while a
thick line indicates membership of a large rigid cluster. The beta-sheets lose their rigidity at a cutoff
of −1.844 kcal/mol while the helix (residues 22-35) remains rigid to much lower cutoffs. (b) Rigid
cluster decomposition of 1PGA at a cutoff of −1.0 kcal/mol. (c) Rigid cluster decomposition at a
cutoff of −1.9 kcal/mol. Green and red dashed lines represent hydrophobic tethers and hydrogen
bonds.
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Figure 14: Projection of lowest-frequency non-trivial elastic network mode from initial structure
(a) to 3A˚ RMSD (b–d). Green and red dashed lines represent hydrophobic tethers and hydrogen
bonds.
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