The implementation of the remote control, monitoring and maintenance of industrial automation systems based on real-time criteria is becoming more difficult as the distance increases. ATM is an important transport, switching, network management and backbone technology that offers different solutions to real-time communication with different classes of service. In this study, the effects on real-time communication of AAL 3/4 and AAL 5 classes of service of ATM were researched on a model in which the communication between WorldFIP industrial network nodes and ATM network nodes was provided over a bridge. First, a communication system consisting of a WorldFIP network, ATM network and bridge were modeled on a simulation tool and implemented. Afterwards, the system performance was analyzed under different loads within the classes of service AAL 3/4 and AAL 5. The analysis results have indicated that compared to AAL 5, AAL 3/4 better satisfies the real-time communication criteria. This result has shown that in both real-time access to a remote industrial automation systems and communication among remote industrial automation systems, ATM is preferable as a backbone and AAL 3/4 as the class of service.
Introduction
Fieldbuses are communication networks intended for industrial use that connect field devices such as sensors and actuators and field controllers such as PLCs (programmable logic controllers), regulators, drive controllers, etc. and human-machine interfaces to each other [1] . There is a variety of fieldbuses such as ASI, BITBUS, CAN, DeviceNet, Hart, IEC-Fieldbus, InterBus-S, LonWorks, P-NET, PROFIBUS, Rackbus, SERCOS, SDS, TRON and WorldFIP [2] . All of the fieldbuses implement communication in accordance with real-time communication criteria, which is one of the requirements of industrial automation systems. Message latency time, one of the important parameters of real-time communication, is 100-300 ms in process technologies, 10-100 ms in manufacturing technologies and 1-10 ms in drive systems [3] . Message response time, another important parameter, is 10 ms in 34%, 1 ms in 30%, 100 ms in 14%, higher than 100 ms in 12% and 0.1 ms in 10% of fieldbuses [4] .
WorldFIP (world factory instrumentation protocol) is a fieldbus used in industrial manufacturing, power, process, transportation and other fields. Defined as an international communication standard, WorldFIP offers real-time data communication using three-layer fieldbus architecture. The physical layer of WorldFIP has S1 (31.25 Kbit/s), S2 (1 Mbit/s) and S3 (2.5 Mbit/s) data transmissions on shielded twisted-pair and 5 Mbit/s on * corresponding author; e-mail: tuncayaydogan@sdu.edu.tr fiber optic. The data link layer provides variable exchange and message transfer services. The application layer implements messaging and message control services. A WorldFIP network consists of a bus arbitrator (BA), station nodes with producer (P)/consumer (C) features and a serial bus [5, 6] .
Asynchronous transfer mode (ATM) is a backbone communication technology that ensures the communication of different types of user services such as data, sound and image using different classes of service (CoS). ATM has three-layer architecture that possesses the functions of the first two layers of the OSI (open system interconnection) model. The physical layer consists of physical medium and transmission convergence sub-layers. An ATM layer ensures general flow control, generation and extraction of a cell header, multiplexing and demultiplexing of cell virtual path/channel identifier. An ATM adaptation layer (AAL) consists of layers of segmentation and reassembly and convergence sublayer and is responsible for the adaptation of the data in upper layers to ATM cells. In AAL, different CoS defined as AAL 1, AAL 2, AAL 3/4 and AAL 5 have been created depending on the timing relationship between the cell's source and destination, bit transfer rate and connection mode. In ATM, data is transported in packets referred to as cells that have a 53 byte fixed length, using packet switching technology [7] .
Modern industrial automation systems develop in the direction of merging local industrial automation systems located at a geographical distance to one another and equipped with the same or different technologies and their conversion into distributed automation systems.
These systems require real-time remote connection to local automation systems for remote control, configuration, monitoring and maintenance of distributed automation systems [8] . When the distance between the networks increases, it is difficult to maintain real-time communications.
In the literature there are solutions involving Ethernet [9] , FDDI (fiber distributed data interface) [10] and ATM [11] [12] [13] [14] communication technologies for connections among remote fieldbuses. Moreover, ATM is indicated to be one of the backbone technologies suitable for WorldFIP [15] and a study is available, in which WorldFIP was controlled and monitored over ATM using PC gateway [16] .
Protocol converting devices are used to establish connections between networks systems with different technologies. Bridges are used to connect local area networks (LANs) with the same or different technologies and to generate extended LANs. Because fieldbuses have the first three layers of an OSI, they can be connected to another network by a bridge [1, [17] [18] [19] .
The purpose of this study was to identify the ATM class of service that could provide real-time communication between remote WorldFIP fieldbus nodes and ATM network nodes. A communication system was designed for the study that consisted of WorldFIP and ATM networks and a WorldFIP/ATM bridge. The designed system was modeled using a NetworkII.5 simulation tool and separately simulated so that it could transmit a traffic model generated under various loads at CoS AAL 3/4 and AAL 5. The simulation results were analyzed and the extent of satisfaction by the CoS AAL 3/4 and AAL 5 and industrial automation real-time communication criteria was evaluated. Figure 1 illustrates the communication model designed for the study. The model consists of an automation system created using the WorldFIP fieldbus, an ATM network capable of performing functions such as remote monitoring, maintenance and control of the automation system and a WorldFIP/ATM bridge capable of ensuring communication between the two networks with different technologies. Fig. 1 consists of five NCPSn nodes and one BA that communicate with the WorldFIP fieldbus. Each NCPSn node with C/P features has been modeled using an actuator and sensor connection. The BA and all nodes were modeled using algorithms that could manage such different traffic loads [6, 20] . In the model, the WorldFIP bus was configured according to the S3 data transmission rate while the nodes were configured in accordance with 80 MHz WorldFIP chip features.
The WorldFIP/ATM communication model

WorldFIP network model in
The ATM network model in Fig. 1 consists of three NATMn personal computer nodes and one switch. The ATM network has been separately modeled for the CoS AAL 3/4 and AAL 5. In the model, the buses TD1, TD2 and TD3 were configured at the data transmission rate of 25 Mbps, bus TD4 at 155 Mbps and switch IBM 8285 was modeled in accordance with the NwaysWorkgroup switch features [21] .
Because WorldFIP and ATM protocol features are dissimilar, the WorldFIP/ATM bridge model in Fig. 1 was designed so as to possess all the features related to the functions of a two-port transparent-translating local bridge [17, 19, 22] . Finally, in the modeling of bridge entities and algorithms, the conversion from WorldFIP frame format into AAL 3/4 and AAL 5 ATM cell formats and from the two ATM cell formats into WorldFIP frame format was conducted using three-step processes by converting as follows.
Step 1: Discarding fields that are unnecessary for other format.
Step 2: Reconstructing fields that are necessary for other format.
Step 3: Producing new fields to other format.
Simulation and performance analysis of the WorldFIP/ATM networking model for ALL 3/5 and AAL 5 data traffics
The model of the designed system, shown in Fig. 1 , and its simulation were implemented using NetworkII.5 software, programmed using Simscript II [23, 24] . The used software has features that make it capable of modeling the lower layers of OSI and real-time systems using the discrete event simulation technique [11, 14] . These features are sufficient for WorldFIP, ATM network and bridge modelling [22] .
Local (L) and remote (R) message traffics have been modeled on both networks in order to evaluate system performance. Traffic among the networks' own nodes was defined as "local messages" while their traffic with the nodes of another network was defined as "remote messages".
Network message traffic features were defined, modeled and simulated at the rates of 70%-30%, 50%-50% and 30%-70% locally/remotely for WorldFIP, and at the rates of 70%-30%, 50%-50% and 30%-70% locally/remotely for ATM. Also they were defined by changing the mean value of exponential distribution so as to generate values with variable data fields up to 256 bytes for WorldFIP, and 53 bytes fixed length for ATM.
Analyses were conducted in accordance with bus utilization, process time and cycle time of both WorldFIP and ATM under different local/remote message loads. In the WorldFIP network traffic, messaging is conducted using six different frames of different sizes from 6 to 268 bytes. The fact that utilization rates of the service class AAL 5 are slightly higher than those of the service class AAL 3/4 is caused by shorter idle time on the line as a result of the higher data load quantity used in the AAL 5 cell. Figure 5 illustrates the process time from WorldFIP to ATM. Process time is the time that passes from the receipt of the message at one port of the bridge. Process time has ranged from 207 to 221 µs with the use of AAL 3/4 and from 234 to 238 µs with the use of AAL5. The reason for a slightly longer process time for service class AAL 5 compared to that of the service class AAL 3/4 is the larger size of data kept waiting at the bridge buffers due to the higher data load of the AAL 5 cell format, i.e. the increase in the waiting time in the buffer and data transmission times. Figure 6 illustrates the process time from ATM to WorldFIP. The process time has ranged from 2.5 to 2.7 ms with the use of AAL 3/4 and from 2.5 to 3 ms with the use of AAL 5. It can been seen from the graph that as the ratio of remote messages increases, the number of messages processed on the bridge also increases. The uneven variation on the graph and higher process times than those illustrated in Fig. 5 are attributable to the waits in the WorldFIP side buffer of the bridge. Slightly higher values for AAL 5 compared to those for AAL 3/4 are attributable to larger data kept waiting in the buffers due to the greater data load of the AAL 5 cell format and to the longer duration of the process of conversion into WorldFIP, i.e. increase in the times of waiting in the buffer and data transmission. Figure 7 illustrates the cycle time from WorldFIP to ATM of a remote WorldFIP message labeled as C1A3 from NCPS1 to NATM3. The cycle time ranged from 523 to 650 µs with AAL 3/4 and from 499 to 607 µs with AAL 5. Since data is carried using less cells with AAL 5 compared to AAL 3/4, the total time required for a WorldFIP message to get to the target node was shorter with AAL 5 cells. This is more clearly observed in the graphs where the number of messages is low. Figure 8 illustrates the cycle time from ATM to World-FIP of a remote ATM message labeled as A3C5 from NATM3 to NCPS5. The cycle time ranged from 262 to 271 µs with AAL 3/4 and from 337 to 345 µs with AAL 5. A different format and WorldFIP message frame conversion algorithm of an AAL 5 cell compared to those of an AAL 3/4 cell are responsible for the delay experienced with AAL 5. 
Conclusions
In this study, nodes on an ATM network were connected to a remote WorldFIP fieldbus automation system via a bridge and a model was designed allowing them to communicate using AAL 3/4 and AAL 5 CoS features. Performance of the model was analyzed using discrete event simulation technique.
The reason for the difference between the analyses based on AAL 5 and AAL 3/4 is the difference between cell formats and communication algorithms. Those differences affect the quantity of data kept waiting in buffers, conversion process time for WorldFIP/ATM and ATM/WorldFIP, buffer waiting time and data transmission times.
Results of the study have shown that ATM technology and AAL 3/4 and AAL 5 CoS support the 1-10 ms message latency time [3] and that 64% of fieldbuses support the message response time obtained as 1-10 ms [4] . It has been further determined that as a CoS, AAL 3/4 yields higher performance than AAL 5 and that World-FIP/ATM bridge fieldbuses satisfy the real-time communication requirements, i.e. it is possible to remotely connect ATM networks to WorldFIP fieldbuses via bridges in order to monitor, maintain and control them.
