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Abstract 
Systems biology is the study of how biological systems operate as a whole. Systems 
become complex when interactions between system parts dominate system behavior. 
To uncover the mechanisms by which complex biological systems operate, those 
interactions must be discovered and quantified. Further, to understand dynamic system 
behavior, mechanistic rules for how system parts are stimulated and regulate each other 
must be discovered. 
The plant immune signaling network, which protects plants from pathogens, is an 
especially complex system. Pathogens disable plant immune signaling with effectors; 
thus plant immunity must be robust against pathogen perturbation. Thus, deciphering the 
mechanisms that underlie the plant immune signaling network is met by a challenge: 
effects of single-gene mutations, on which traditional genetic analysis depends, are also 
buffered by the network. 
In this dissertation, a network reconstitution approach was taken, where the network is 
disassembled and then stepwise re-assembled, to accurately assign network functions 
to system parts, including interactions between parts. We define the plant immune 
signaling network in terms of 4 major signaling sectors controlled by the plant hormones 
jasmonate (JA), ethylene (ET), and salicylate (SA) sectors, and the major immune 
regulator phytoalexin-deficient 4 (PAD4). Dynamic transcriptome and hormone profiles 
after plant immune stimulus with bacterial flagellin were collected across a 
combinatorially complete set of mutants, lacking all combinations of these four sectors. 
These mutant profiles were used in (1) attempts to find mechanistic mathematical 
models of immune network behavior and to (2) characterize the four-sector network’s 
control of the flg22-responsive transcriptome. 
The work in this dissertation produced two main discoveries. First, that delay differential 
equations (DDEs) can be found which provide mechanistic explanations of immune 
network function; additional time course detail will be needed to confirm the accuracy of 
these models. Second, network buffering is extensive in the flg22-responsive 
transcriptome. As a result of this network buffering, our network reconstitution based 
interpretations of gene regulation are at points quite different from the regulatory 
mechanisms described in the plant immunity literature. 
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Chapter 1.  
Introduction: System Modeling of Dynamic Plant Processes 
 
“A system is more than the sum of its parts.” –Aristotle. 
 
When multiple factors and components contribute to a biological process of interest, it is 
often the case that these system parts interact with each other. In the case that these 
interactions are strong, the system that is governed by these interacting parts becomes 
complex; the system is no longer merely the sum of independent part functions. To 
understand a complex system, the interactions between its parts must be discovered 
and quantified. This is the goal of systems biology. The aim of the work described in this 
dissertation was to discover and quantify salient interactions in the plant immune 
signaling network. 
 
The response of a biological network to a signal is inherently dynamic, since biological 
and environmental signals are themselves dynamic. Thus, good models of the biological 
systems that process information must be dynamic. Understanding how interactions 
drive system dynamics is a key to building system-level understanding of biological 
networks and the processes they control. Thus a major feature of this dissertation is the 
analysis of time course data after immune stimulus. 
 
Plant systems biology is a relatively underdeveloped field. Plants grow slowly compared 
to Escherichia coli and Saccharomyces cerevisiae, the model systems in which the lion’s 
share of systems biology studies have been performed. Plant model systems are also 
largely less developed than animal model systems; fewer molecular details of important 
signal transduction pathways have been identified in plants than in animal systems. 
Nevertheless, research in plant systems biology is vital: agricultural improvements and 
food security are on the line. Pathogen drag is a major component of agricultural yield 
loss (Oerke 2005; Strange and Scott 2005; Bebber, Ramotowski, and Gurr 2013; Bebber 
and Gurr 2015). Understanding the mechanisms by which the plant immune signaling 
network operates may suggest new modes of plant protection. This work in this 
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dissertation contributes to our understanding of the mechanisms that underlie the plant 
immune signaling network; this network protects plants from pathogens. 
This dissertation is also a contribution to the systems biology literature. The networks 
that control many biological processes are not only complex but also large, consisting of 
at least hundreds of different components (Fischer 2008). Most of the successful 
mechanistic mathematical models of dynamic biological systems to date have used the 
equations of Michaelis-Menten (MM) kinetics to directly model molecular reactions. 
However, when the number of system components exceeds a dozen or so, this 
approach becomes intractable. There are several reasons why. First, as the system 
becomes large, the number of kinetic parameters which must be estimated from the data 
also becomes large; to estimate these parameters requires system perturbations that 
decouple these parameters from each other. Finding appropriate perturbations and 
collecting the data needed to support MM modeling for large biological networks is a 
serious hurdle. Second, fitting large systems of differential equations, testing for 
parametric sensitivity, and simulating the behavior of these equations under various 
initial conditions is very computationally intensive when more than a dozen equations 
are in play; an example of these computational difficulties is demonstrated in efforts to 
model the Drosophila segmentation network using 17 ordinary differential equations (von 
Dassow et al. 2000; von Dassow and Odell 2002). Furthermore, MM kinetics is a 
continuous approximation of a statistical process; including stochastic events in ODE 
models can be done, but with even greater computational challenges (Székely and 
Burrage 2014). The practical choice therefore arises between either modeling relatively 
small sub-networks (Alon 2006), or choosing a summarized scale at which to model the 
full network. The second involves discovering the system rules de novo. This second 
approach has been used successfully in ecology, epidemiology, and physiology (Ellner 
and Guckenheimer 2011), but is underutilized in molecular genetics. Nevertheless, 
molecular genetics is an ideal domain for empiricism; precise tools exist for removing, 
adding and modifying components of interest. This dissertation seeks to discover, de 
novo, the rules by which four summarized signaling sectors of the model plant 
Arabidopsis thaliana regulate each other and the full plant transcriptome in response to 
the immune stimulus bacterial flagellin. These four sectors are the jasmonate (JA), 
salicylate (SA), ethylene (ET), and phytoalexin-deficient 4 (PAD4). They mediate the 
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signaling from three major plant hormones (JA, ET, and SA), and from the major 
immune regulator PAD4. 
1.1 Mathematical modeling of plant signaling networks 
 
To set my dissertation work in context, I begin with a brief overview of the mechanistic 
mathematical models of plant signaling networks that have been published to date. 
There are few such models. Moreover, mechanistic mathematical models for plant 
signaling responses to biotic pressure are to date lacking from the literature; models 
have been made for animal innate immunity (Pigozzo et al. 2013), but not for plant 
immunity. Published mechanistic models of plant signaling networks are mostly based 
on MM kinetics; the scale of these models is bound to molecular events where the MM 
equations can be applied. This dissertation aims to help bridge a two-fold gap in the 
plant science literature: I sought for mechanistic mathematical rules of plant immune 
function, while also using a more summarized modeling scale. 
 
Most of the highly developed plant mechanistic mathematical models are models of core 
plant processes. These include models of core photosynthesis and starch metabolism 
(Pettersson and Ryde-Pettersson 1988; Laisk, Eichelmann, and Oja 2006; Nägele et al. 
2010), including non-equilibrium models (Poolman 2000). Metabolic models are 
sufficiently advanced that they can be used for directed engineering (McNeil 2000; 
Libourel and Shachar-Hill 2008). However, these metabolic models have an advantage 
over models of signaling networks: a strong set of constraints from conservation laws of 
stoichiometry (Maarleveld et al. 2013). 
 
There are far too many unknowns in signal transduction networks to rely on this 
constraint-based approach. Nevertheless, several notable plant signaling networks have 
been modeled using MM kinetics. Dynamic mathematical models have been used to 
capture the mechanisms underlying the plant circadian clock (Alabadí et al. 2001). Clock 
models have benefitted from iterative rounds of modeling and experimentation, which 
identified missing loops (J C W Locke, Millar, and Turner 2005; James C W Locke et al. 
2005; James C W Locke et al. 2006), and allowed investigation into emergent network 
features, like plasticity and controllability (Dodd et al. 2014; Dalchau et al. 2010). 
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Mathematical models have also been successfully used to model dynamic patterning in 
the Arabidopsis apical shoot meristem and to identify previously unknown feedback 
loops (Gordon et al. 2009; Chickarmane et al. 2012). Additionally, a mechanistic 
mathematical model has been used to describe the Arabidopsis floral transition (Jaeger 
et al. 2013). Finally, a dynamic mathematical model has been built for jasmonate (JA) 
biosynthesis feedback and the resulting transcriptional response that occurs after an 
elevation in JA levels (which often occurs during herbivory) (Banerjee and Bose 2011). 
 
A major signal processing feature of many plant processes is that they must be able to 
buffer environmental noise, ensuring operation of critical plant functions despite the 
continually fluctuating environmental conditions to which most plants are exposed. 
Meanwhile, these networks must still respond to and integrate external cues, notably, 
light cues. Plant signaling networks which respond to potential pathogens face an even 
more complex task. Not only must they respond reliably to pathogen attack signals, 
while avoiding mis-firing, as inducible immunity is costly (Vos, Pieterse, and Wees 
2013), but immune signals must be reliably transduced into immune responses while 
pathogens actively engage in disabling the plant processes that mediate immune 
signals, using secreted or injected effectors. Plants face a distinct disadvantage 
compared to their microbial pathogens: microbes evolve much faster than plants. Thus, 
the plant immune network must be robust against attack and resilient against pathogen 
evolution of new effectors (Tsuda and Katagiri 2010). 
 
1.2 Modeling the plant immune signaling network’s dynamics 
 
There is detailed, and expanding, knowledge of how immune stimuli are perceived, that 
is, for how plant immune signal transduction is initiated (Dodds and Rathjen 2010; Jones 
and Dangl 2006; Dangl and Jones 2001). Effector-triggered immunity (ETI), which 
triggers a fast and strong form of immunity, relies on the direct or indirect recognition of 
pathogen effectors by plant Resistance (R) proteins. Pathogen effectors are highly 
diversified. On the other hand, molecular moieties that are highly conserved across 
broad classes of microorganisms also trigger plant immunity. Bacterial flagellin, bacterial 
elongation factor EF-Tu, and chitin (a component of fungal cell walls), among other 
  5 
microbe-associated molecular patterns (MAMPs), trigger a broad-spectrum form of 
immunity called Pattern-Triggered Immunity (PTI). Receptors and co-receptors for 
several MAMPs have been identified (Newman et al. 2013). Several key immune 
signaling events downstream of pathogen perception are also well known, including 
MAP Kinase activation, reactive oxygen species (ROS) production, calcium signaling, 
and defense gene activation. Yet mechanistic models that can predict immune signaling 
dynamics and the phenotypic outcomes of this signaling with accuracy do not yet exist. 
 
The work in this dissertation builds on previous genetic work that defined the very large 
and complex plant immune network in terms of four subnetworks: the salicylate (SA), 
jasmonate (JA), ethylene (ET), and phytoalexin-deficient 4 (PAD4) sectors (Tsuda et al. 
2009). This four-sector network explains 80% of the flg22-PTI phenotype against the 
bacterial pathogen Pseudomonas syringae pv. tomato DC3000. The models in this 
previous study (Tsuda et al. 2009) were statistical models, with causal connections 
between genotype and phenotype. This work (Tsuda et al. 2009) was followed by a 
semi-dynamic model built from sector activity profiles at two time points after MAMP 
treatment (Kim et al. 2014). This semi-dynamic model revealed the signaling flows 
between sectors that drive network behavior after MAMP treatment. The work in this 
dissertation sought to reach the next milestone in mechanistic modeling, discovering 
rules for sector interactions that could predict the signal flows seen in the Kim model 
(Kim et al. 2014). The data which informed the modeling in this dissertation were 
detailed time course sector activity profiles after plant treatment with flg22, a potent 
MAMP; data were collected by collaborators. While promising delay-differential equation 
models were found (see Chapter 3), the complexity of these models approached, and in 
some cases exceeded, the complexity of the underlying data. These models were fit to 
time-interpolated data, thus, while the models explained the time-interpolations very well, 
they are likely fitting interpolation artifacts in addition to the network’s underlying 
mechanisms. Additional time resolution where the underlying data is dynamic will be 
needed to verify that model terms accurately and only reflect network mechanisms, and 
not time-interpolation artifacts. 
 
Detailed transcriptome profiles after flg22 treatment were collected by collaborators to 
extract the input data for the modeling work in Chapter 3. In Chapter 4, I studied the 
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dynamic mechanisms by which the JA-ET-PAD4-SA network regulates the genes in the 
flg22-responsive transcriptome. While Chapter 3 asks, “What are the mechanisms 
underlying JA-ET-PAD4-SA network behavior?”, Chapter 4 asks, “How does the control 
network, that is, the JA-ET-PAD4-SA network, regulate the transcriptome?”. Chapter 4 
provides extensive documentation of just how much the plant signaling immune network 
really is more than the sum of its parts; I described and investigated the extensive 
network buffering that is a key consequence of the beyond-additive mechanisms that 
underlie the plant immune signaling network. 
 
The work in this dissertation begins with an introduction to systems biology (Chapter 2), 
a primer I wrote on why a systems approach that can characterize both system parts—
and, critically, their interactions—is vital in discovering the regulatory mechanisms of 
complex networks. 
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Chapter 2.  
Systems Biology for Biologists. 
 
The material in this chapter was published under the Creative Commons Attribution 
(CCBY) license as part of the Pearls collection at the journal PLOS Pathogens (Hillmer 
2015). The Pearls are a collection of teaching articles for “lessons that last.” 
2.1 Have you been put off by systems biology? 
 
Do you avoid papers thick with mathematical details and unfamiliar statistical analyses? 
If so, this article is for you! Systems biology, at its core, is not a set of computational and 
mathematical techniques; these are merely tools, incredibly useful, but secondary. The 
heart of systems biology is simple: explaining how a system works requires an 
integrated outlook. For any phenotype—molecular, macroscopic or ecological—a set of 
interrelated factors exist that contribute to this phenotype.  Since these factors interact, 
they need to be studied collectively, not merely individually. That’s it! 
2.2 What is a system? 
 
A system is a collection of parts and factors that work together to complete a task. 
Conversely, for a given task, the system is defined by the set of all parts and factors 
which influence, accomplish, or impede that task. 
 
Some systems are easy to identify. Think of a machine, like a car. The body of the car 
houses all the parts that make up the automobile. The external boundary makes the 
system easy to identify. Some systems are less easily identified. Consider all the factors 
that influence traffic flow in a city.  The first example is concrete, the second more 
abstract; both are systems. 
2.3 What about some biological systems? 
 
In the systems biology literature, the most commonly discussed systems are networks of 
genes or proteins. Sometimes these are very large systems: the set of all genes in an 
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organism (e.g. (Lim et al. 2005; Eichten et al. 2013; Costanzo et al. 2010)).  But there is 
no fixed scale at which systems biology operates. Your system could be an ecosystem 
of plants, and the soil services they provide and require; your system could be an 
epidemiological system with hosts, pathogens, and vectors. Your system could be a 
single molecular process, like the regulation of an important gene. Or it could be 
complex system like induction of an immune response within a cell, tissue or organism. If 
there is a biological question you wish to ask, or a process you wish to study, there is, de 
facto, a set of parts which contribute to that process; these parts define the system. 
Biological parts are interconnected and interdependent. Systems biology recognizes this 
and provides tools and frameworks to both accurately capture these relationships and 
deduce the system behavior that emerges from these relationships. 
2.4 My system has tens of thousands of molecular parts. Aren’t your claims 
that systems biology will help me just wild speculation? 
 
Happily, no. The solution: taking stock of major effects and ignoring minor ones. Good 
systems biology is a balance between reductionism—breaking a system apart into 
smaller parts and defining the function of these parts—and synthesis—understanding 
how the parts cooperate to produce the behavior of the whole. We have two options: (1) 
discover and study small modular sub-systems (Alon 2006) or (2) approximate a 
complex system via a tractable number of components (Ellner and Guckenheimer 2011) 
(e.g. (Kim et al. 2014)). To do the latter, we first look for the parts which have large 
effects on our process or phenotype of interest, so-called “large-effect” parts (Coe 2002). 
For example, if the system is an organism-level process, these may be hormone 
concentrations, which by definition regulate a large number of molecular processes, 
e.g.(Kim et al. 2014; Gordon et al. 2009). Or they may be cells in the circulatory system, 
which can monitor and regulate multiple tissues, e.g.(Kosmrlj et al. 2010). If we first get a 
good approximation of the basic functionality of a system, we can then add on the bells 
and whistles. 
 
To figure out the major-effect parts and/or processes of your system, there are a host of 
established biological methods, including: 
 (1) observation 
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 (2) forward genetic screens 
 (3) genome-sequence-assisted guesses 
 (4) co-expression analysis 
 (5) exogenous chemical application 
2.5 How do I define the rules governing my biological system? 
 
Once you have a first-pass parts list assembled, you will need to combine two types of 
experimental factors: (see e.g.(Ellner and Guckenheimer 2011; Kim et al. 2014))  
(1) External system perturbations. 
(2) Internal system perturbations. 
Why are perturbations needed? As in classical genetics, we learn about systems best by 
breaking or aggravating them in defined ways, observing how those induced changes 
modulate the process or phenotype of interest. External perturbations include, for 
example, treating a tissue with pathogens or pathogen-derived compounds. An internal 
perturbation involves removing, disabling, or modifying one or more system parts. 
Diverse internal system perturbations are needed because complex, robust systems are 
often full of redundancies and backups. Robust systems buffer mild perturbations. 
Ideally, a combinatorial set of internal perturbations that jointly abolish a phenotype 
would be challenged by a representative diverse suite of external system perturbations 
that stimulate the system in different precise ways (Kim et al. 2014; Tsuda et al. 2009; 
Jansen 2003). 
 
The system should be measured across appropriate timecourses to capture when the 
system is dynamically responding to the (esp. external) perturbations. Quantitative 
monitoring of both the system parts and the system output empowers mathematical 
deduction of the mechanisms by which system parts control and modulate the system 
response. 
2.6 What is a mathematical model? 
 
A mathematical model is a set of relationships, usually written as equations, that 
describe how the parts of system respond to system inputs, regulate each other, and 
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control system output. Why do we need math to do this? Math is just formalized logic, so 
in theory we could just use descriptive sentences. But for all but the simplest 
relationships, exhaustively working out the implications of these relationships is 
prohibitively laborious, and error-prone. Moreover, language can be imprecise, where 
math naturally tends towards precise expression of relationships. Why is a model 
valuable? Models are hypothesis-generation tools, efficient ways to scout out novel and 
interesting system behavior. We use them to explore in silico varied external conditions 
and internal system modifications. Accomplishing such exploration experimentally is 
usually far more labor intensive, costly, and perhaps even impossible. A good model is 
an imperfect but useful virtual copy of a system that reproduces the salient features of 
the system. This copy lets us play with the system using computational techniques, 
analogous to how physical toy models help chemists think about the structure of a 
molecule. 
 
Perfect system knowedge is not a prerequisite for starting to build a mathematical 
model. Model building is an iterative procedure: model, predict, test experimentally, 
repeat all. Modeling, when done well, will help channel further experiments in the most 
fruitful directions. 
 
Have no fear, you do not need to become an expert in math. You need only make 
friends with someone who is. And your collaborator very much needs your input on the 
model. Mathematical approaches and structures need to be chosen which capture and 
reflect the essence of each biological system. For this, the training and intuition of a 
biologist is irreplaceable. 
2.7 Are there any systems biology success stories? 
 
Why yes, indeed there are. The history of successful mathematical modeling in biology 
has a history much longer than that of the genomics era. Here are some highlights: 
Tissue models of the human heart stand on over half a century of iterative modeling, 
experimentation, and model refinement. Birthed from this long labor, the virtual heart 
effort, used in clinical settings, may be systems biology’s brightest star (Freedman 2004; 
Kohl and Noble 2009). In 1952, British mathematician Alan Turing proposed that leopard 
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spots, zebra stripes, and spirals in nature did not require complicated signaling, but arise 
by a simple reaction-diffusion equation imposed on a homogenous system (Turing 
1952). It took decades to develop the molecular tools to test his hypothesis, but he was 
right (Economou et al. 2012; Ouellette 2013). During the 2001 UK outbreak of foot-and-
mouth disease, mathematical models were used to predict disease spread and assisted 
in deciding control measures (Keeling 2005). An integrated biomedical informatics 
program, aneurIST, predicts rupture of incidentally discovered cerebral aneurysms using 
additional patient-specific medical data. During active model development, it was 
estimated that this modeling effort saved thousands to millions of Euros annually in 
unnecessary procedures (“aneurIST” 2015).  Nicolas Le Novère has an accessible 
description of several successful classical molecular systems biology models on his blog 
(Le Novère 2015). For numerous additional examples, see the European Bioinformatics 
Institute’s (EMBL-EBI) ‘model of the month’ database, part of its BioModels database 
(“BioModels” 2015). 
2.8 Should you become a systems biologist? 
 
Are you perfectly content to study a small system? There’s no pressure to take on a 
wildly ambitious system, understanding the function of an entire cell, or modeling the 
ecosystem of planet earth. For any biological question, a relevant system exists, and the 
study of this system will benefit from including mathematical models in your toolkit. 
You may be hesitant to consider becoming a systems biologist. Math fear is a real thing. 
But who knows? There might be a collaborator waiting for you just across campus. From 
my experience as a physicist turned biologist, I can confidently say there are 
mathematicians, physical and computer scientists and engineers who are lured by the 
extraordinariness of biology.  
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Figure 2-1. Combinations of system perturbations are required to learn the 
mechanisms underlying complex biological system responses.  Complex systems, 
e,g., the immune system of an organism, are notably complicated in two ways: (1) they are tuned 
to respond differently to different system inputs and (2) the system that mediates outputs as a 
function of inputs is full of network redundancy, which ensures operation under non-ideal 
circumstances. Thus, learning the rules for how a complex system operates requires coincident 
varied, and likely, combinatorial external and internal perturbations to a system. Mild 
perturbations are likely buffered by the system; strong perturbations are the key. Complex 
systems often have numerous parts; how do we decide which parts should be perturbed? 
Network hubs—parts which integrate numerous signals and/or regulate many parts—are 
  13 
excellent candidates for an abbreviated parts list. We then monitor system behavior when 
different combinations of hubs have been rendered inoperable. Such data can enable 
mathematical reconstruction of how major system parts are stimulated, influence each other, and 
modulate system output. Goals of these models include directing further experiments, furthering 
our fundamental understanding of the system, and predicting properties of the system relevant in 
applied settings. Image: conceptual diagram of a complex system responding to an external input 
(perturbation). 
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Chapter 3. 
A search for mechanistic mathematical models of the 
JA-ET-PAD4-SA network. 
 
3.1 Chapter Overview 
 
A major goal of computational systems biology is to discover and quantitatively 
characterize the key mechanisms that underlie biological systems of interest. The 
purpose of such models is to be able to predict system behavior, even far from the 
conditions under which the data were collected for model fitting. We call such predictions 
type II predictions (Hillmer and Katagiri 2016); such predictions are the gold standard for 
models in the physical sciences. In this chapter, I present my work in attempting to 
discover predictive mechanistic mathematical models for the plant immune signaling 
network. This network can be approximated by four signaling sectors: the jasmonate 
(JA), ethylene (ET), phytoalexin-deficient 4 (PAD4), and salicylate (SA) signaling sectors 
(Tsuda et al. 2009; Kim et al. 2014). 
 
I sought models that could explain observed dynamic modulations in the activities of all 
four sectors after stimulating the plant immune system with bacterial flagellin (flg22). The 
models I considered all assume that sector activities can be explained by two types of 
regulation: (1) network input(s), and (2) the activities of any of the four sectors. These 
are reasonable assumptions since the JA-ET-PAD4-SA network controls about 80% of 
the pattern-triggered-immunity (PTI) conferred by flg22 against the virulent plant 
pathogen Pseudomonas syringae pv. tomato DC3000 (Tsuda et al. 2009). 
 
I discuss two modeling frameworks: (1) models fit to log2 data that I have called 
“nonlinear delay models with an enforced 2D input-output relationship”, or ND2D models 
for short, and (2) delay differential equations (DDEs) fit to concentration values of sector 
activities. Both models were fit to time-interpolated data. While the ND2D models 
showed isolated cases of excellent performance, they could not explain dynamic sector 
behavior for all network states that were profiled. DDE models showed more promise. A 
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simple DDE model was found for the behavior of each isolated sector. Fairly elaborate 
DDE models appear to be required to explain full network behavior; a case study for the 
PAD4 sector is shown. This PAD4 model can explain the data well, although this model 
requires approximately as many parameters as there are mean data points underlying 
the data time-interpolation. Thus, while effective, this PAD4 model is potentially fitting 
time-interpolation artifacts as well as network behavior; additional work will be needed to 
determine to what extent this PAD4 model captures the network’s underlying 
mechanisms. This chapter concludes with a discussion of what additional data and 
analyses may be useful in future work to discover mechanistic mathematical models of 
the Arabidopsis plant immune signaling network. 
 
The modeling work done in this chapter was performed in close collaboration with my 
adviser, Fumi Katagiri, and with regular input from Chad Myers in the Department of 
Computer Science and Engineering at the University of Minnesota. The data used in this 
chapter were generated from flg22 infiltration experiments performed by Kenichi Tsuda, 
who was at the University of Minnesota at the time. Tag-Seq libraries (Rallapalli et al. 
2014) for expression profiling generated from these plant tissue samples were mainly 
made by Kenichi Tsuda, Ghanashyam Rallapalli, and Shuta Asai, with some assistance 
from William Truman and myself; Ghanashyam’s and Shuta’s work was done in the 
laboratory of Jonathan Jones at The Sainsbury Laboratory in Norwich, UK; William’s 
work was done at the University of Minnesota. Hormone profiles were generated by 
Hitoshi Sakakibara at the RIKEN Center for Sustainable Resource Science in Japan, 
with assistance from Mikiko Kojima. 
 
3.2 Background: Coarse-grained empirical modeling of the Arabidopsis plant 
immune signaling network 
 
To date, most mechanistic mathematical models with type II predictive power for 
dynamic systems in molecular systems biology are derived from Michaelis-Menten 
chemical kinetics. For large complex biological systems, however, such a modeling 
framework is impractical. The needed kinetic parameters when hundreds of parts are in 
play are mostly unknown, and the complexity of differential equations with more than a 
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handful independent variables rapidly becomes unwieldy. A potential alternative, 
successfully employed in empirical biological sciences such as ecology, epidemiology 
and engineering, is to directly discover, in a data-driven manner, the rules governing 
system dynamics at a more summarized scale (Ellner and Guckenheimer 2011). This 
summarization involves lumping numerous related parts into a single variable. 
Summarization aims to capture the essence of a system’s behavior while glossing over 
minor variations in this behavior. 
 
The models described in this chapter were preceded by two successful, descriptive 
models of the Arabidopsis immune signaling network (Tsuda et al. 2009; Kim et al. 
2014). Tsuda et al. developed the genetic system that demonstrated that the JA-ET-
PAD4-SA network approximates the Pattern-Triggered-Immunity (PTI) signaling network 
in Arabidopsis. Null mutants in the DDE2, EIN2, PAD4, and SID2 genes were used to 
remove the JA, ET, PAD4 and SA sectors from the network, both individually and 
combinatorially via 4 single-gene mutants, 6 double-gene mutants, 4 triple-gene 
mutants, a quadruple mutant and the wild type. From PTI bacterial growth data collected 
in all these different genotypes, the contributions of individual sectors to immunity, as 
well as the immune contributions of two-sector, three-sector and four-sector interactions, 
were quantitatively estimated using a mixed-effects linear modeling framework which 
was called “signaling allocation analysis.” This model captured causal genotype to 
phenotype relationships. 
 
Statistical models that link input and output values serve as an important first step in 
modeling a biological system, but they lack mechanistic descriptions of network function. 
A limitation of the Tsuda et al. model was that it only explained network output (PTI), 
leaving the signal flows that produced this network output as a black box. The signaling 
allocations for immune phenotypes do not explain the network dynamics that lead to 
those network outputs. Rather, they are static descriptions of the network output that 
approximate the net effect of the dynamic signaling within the network. It should be 
noted that when signaling allocation analysis is applied to dynamic network response 
data, rather than static data, the mechanisms behind network dynamics can be 
investigated. In the next chapter, Chapter 4, I characterize the dynamics of the flg22-
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responsive transcriptome by applying signaling allocation analysis to each gene’s 
dynamic expression. 
 
The natural next step after an initial set of statistical models is to open up the black box 
that links network input to output. We did this by modeling the dynamic signal flows in 
the JA-ET-PAD4-SA network that drive the PTI network output (Kim et al. 2014). From 
sector activity measurements via gene expression proxies at two time points after 
network stimulation by microbe-associated molecular patterns (MAMPs) as well as 
network output data (PTI bacterial growth data), we built a linear-regression-based semi-
dynamic model of PTI, to which I contributed ideas for statistical analysis and model 
interpretation. This model is called semi-dynamic since two time points are the minimum 
needed to capture dynamics. This model revealed causal signal flows between sectors, 
and from sectors to network output. Notably, for this model we did not have to assume 
different signal flows in the network for different MAMPs; a single model structure 
explained MAMP-responsive signaling in the JA-ET-PAD4-SA network. However, the 
rules for these signal flows between sectors changed both quantitatively and qualitatively 
in time. 
 
The next step towards predictive dynamic modeling of the plant immune signaling 
network is to find mechanistic rules that explain the dynamic signal flows in the network 
that were captured in the Kim model (Kim et al. 2014). By mechanistic rules, I mean 
fixed mathematical relationships for how the network sectors interact; mechanistic rules 
are themselves time-invariant, but they predict dynamic behavior. Such models are the 
modeling standard in the physical sciences. For example, the law of gravity, true 
everywhere in space as time that we know of, can be used to predict the orbital 
dynamics of planets. In the work described in this chapter, I sought mechanistic rules for 
sector interactions that could explain sector activity dynamics after flg22 treatment. 
 
3.3 ND2D models of the JA-ET-PAD4-SA network 
 
The models fit in this chapter were fit to detailed dynamic sector activity time course 
profiles collected 0, 1, 2, 3, 5, 9, and 18 hrs after flg22 treatment across the full set of 
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combinatorial genotypes used in both (Kim et al. 2014) and (Tsuda et al. 2009). These 
data were extracted from Tag-Seq (stranded mRNA) libraries and LC-MS hormone 
profiles (see Chapter 4 for details). Gene expression proxies (AT4G04500 for PAD4 and 
AT5G39900 for ET) were used to monitor ET and PAD4 sector activities; free JA and 
free SA hormone measurements were used for JA and SA sector activities. 
3.3.1 Selection of sector activity marker genes 
 
The sector activity marker genes used in the Kim model (Kim et al. 2014) were 
insufficient for two reasons: (1) the transcript levels of some of the marker genes 
measured by qPCR in that study (Kim et al. 2014) were below the detection limit of our 
Tag-Seq libraries and (2) the Tag-Seq dataset allowed me to implement far more 
conservative selection criteria for sector activity proxies than were possible to implement 
with the literature microarray datasets that were mined for the Kim et al study (Kim et al. 
2014). Chapter 4 details my selection of the PAD4 and ET sector activity marker genes. 
Additional candidate sector activity marker genes for the PAD4 and ET sectors, which 
may be useful in future work, are also listed in Chapter 4. 
3.3.2 Interpolation of sector activity data 
 
A major feature of the Kim model (Kim et al. 2014) was the need for delays in sector 
cross-talk and for delays in sector activation. Thus, I expected delays to also play a 
prominent role in the models I fit for the work described in this chapter. Delays could in 
principle take on any continuous value, so I needed to interpolate our sector activity time 
course data so as to estimate sector activity at time points between measured data 
points. We determined that interpolation should have the following desirable features: 
 
1. The interpolation should be a smooth curve, everywhere continuous and 
differentiable between data points (i.e., no gaps and no sharp edges). 
2. The endpoints should be well-behaved. Specifically, the derivative should go to 0 
at 0 hrs, since we assume that the system is responding from steady state. 
For the models described in this section (non-linear delay models with an enforced 2-D 
linear input-output relationship, which I have named ND2D models), these features are 
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not strictly needed, but they are critical for the differential-equation-based models in 
section 3.4. Nonetheless, I chose to use the same interpolation for the models in both 
section 3.3 and section 3.4 to avoid arbitrary differences in input data between the two 
types of models. 
 
We used the following data interpolation procedure to implement the desirable features 
above ((1), (2)). To ensure a smooth interpolation curve, polynomial regression was 
selected. Polynomial fits for short time course data perform better on the [-1, 1] interval 
than on the wider Real axis. Therefore we used a spline transformation to transform the 
sampled time interval, [0, 18] hrs, onto a pseudo time axis where we performed the 
polynomial fitting. The interpolated curve was returned to the real time axis via the 
inverse of this spline transformation. 
 
To avoid the tendency of all non-constant polynomial terms to go to 𝑦 = 0 at 0, we chose 
the sub-interval [-1,-0.5] (referred to as “pseudo time” hereafter) on the well-behaved 
interval [-1,1]. Since we required not only a smooth interpolation, but more than that, a 
smooth interpolation with well-behaved endpoints, we selected the following basis set for 
fitting: 
 
𝑦 ~ (𝑡 + 0.5)2(𝑡 + 1)2𝑓(𝑡)      Equation 3-1. 
 
where 𝑡 is the pseudo time variable, (𝑡 + 0.5)2 is an envelope function that forces y to be 
twice-differentiable at 𝑡 = −0.5, and (𝑡 + 1)2 is an envelope function that forces y to be 
twice-differentiable at 𝑡 = −1, and 𝑓(𝑡) is a polynomial, e.g. 𝑎 + 𝑏𝑡 + 𝑐𝑡2 + 𝑑𝑡3 + 𝑒𝑡4 
where 𝑎, 𝑏, 𝑐, 𝑑, and 𝑒 are constants. Mean steady state (0 hr) values of sector activity 
were subtracted off from each genotype separately so that a constant value was not 
needed in fitting; these constant values were added back on after fitting. Activity values 
for each sector were interpolated separately; only data from genotypes with the given 
sector present were interpolated. We assumed that the system starts from steady state 
at a real time of 0 hrs (pseudo time = -1) and that the system relaxes back to the same 
state at 36 hrs (pseudo time = -0.5). We assume that the system returns back to steady 
state a long time after stimulus, since it has been observed that the protective effects of 
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the flg22 stimulus peak after about a day and fully diminish over time. 36 hrs was an 
arbitrarily-chosen, but reasonably large, value that satisfied this known behavior. Thus 
we used 8 time points: 0, 1, 2, 3, 5, 9, 18, and 36 hrs, where the 0 hr data was copied at 
36 hrs. 
 
An unbiased fit would space the measured time points and the endpoint anchor (0, 1, 2, 
3, 5, 9, 18, 36 hrs) evenly on the sub-interval [-1, -0.5] of the pseudo time axis. But we 
found that this produced a less-than-optimal fit. In intervals where there was little change 
in sector activity, the polynomial was too flexible and wiggled too much, whereas in 
intervals where there were large changes in data values (such as JA sector activity from 
0 hr to 1 hr), the polynomial was insufficiently flexible enough and couldn’t bend enough. 
Thus we spaced the real time points on the [-1, -0.5] pseudo time interval based on the 
absolute value of the discrete 2nd derivative. The continuous second derivative describes 
the curvature of a curve at any time point; the discrete second derivative approximates 
this curvature.  
 
The discrete 2nd derivative was calculated as follows: for each genotype with the sector 
of interest present, the change between mean activity values at consecutive time points 
was calculated; this is the discrete 1st derivative. This yields a vector of values one index 
shorter than the total number of time points. An extra value of ‘0’ was included at both 
the beginning and the end of this vector, since we assume steady state before and long 
after flg22 stimulus. The difference between consecutive values in the discrete derivative 
vector was calculated; this is the discrete 2nd derivative. The absolute value of the 
discrete second derivative was calculated; the changes between consecutive absolute 
discrete 2nd derivative values, divided by the time elapsed during that interval was used 
to calculate the relative size to be used for each time interval. The mean of these relative 
sizes across all relevant genotypes for each interval was calculated, and these 7 mean 
sizes, one for each interval, were scaled together so that the total distance was 0.5, the 
length of the pseudo time fitting interval. 
 
The spacing I selected varied for the four different sectors, since the sector dynamics 
are markedly different for the different sectors. For example, JA rapidly responds from 
0 hrs to 1 hr while SA is relatively constant on the same interval. To reduce uncertainty 
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in the time-interpolated mean estimates, a single polynomial fit was used for each sector 
(using genotype as an interacting factor with the polynomial), incorporating the same 
spacing across all nine genotypes with the given sector (wild type, 3 single mutants, 3 
double mutants, 1 triple mutant and fls2). Figure 3-1 shows the time point spacings 
chosen and the spline transformations used for the data from each sector. 
 
Figure 3-1. The time axis transformations used for polynomial interpolation. 
 
When selecting the polynomial interpolations used in this chapter, fits with varying 
maximal polynomial degrees were visually inspected to guarantee interpolation curves 
that followed the underlying data points. For JA and PAD4, 𝑓(𝑡) ~ 𝑎 + 𝑏𝑡 + 𝑐𝑡2 + 𝑑𝑡3 +
𝑒𝑡4 was selected. For ET and SA, 𝑓(𝑡) ~ 𝑎 + 𝑏𝑡 + 𝑐𝑡2 + 𝑑𝑡3 was selected. Pseudo time 
fits are shown in Figures 3-2 to 3-6. 
 
Combinatorial genotypes are referred to in this chapter using single-letter abbreviations: 
J for JA, E for ET, P for PAD4 and S for SA. Lower-case letters are used to indicate that 
a sector has been removed in a given genotype. For example, dde2 ein2 is referred to 
as jePS. 
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Figure 3-2. Pseudo time interpolations of JA sector activity data. Smooth black line: 
interpolated values. Dashed lines: 95% confidence intervals (CIs) for mean interpolated values. 
Symbols and colors indicate the biological replicate of the underlying data points: red circle, rep1; 
blue triangle, rep2; yellow square, rep3. For easy viewing, genotype abbreviations only indicate 
sectors present. For example, J is Jeps. 
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Figure 3-3. Pseudo time interpolations of ET sector activity data. Smooth black line: 
interpolated values. Dashed lines: 95% confidence intervals (CIs) for mean interpolated values. 
Symbols and colors indicate the biological replicate of the underlying data points: red circle, rep1; 
blue triangle, rep2; yellow square, rep3. For easy viewing, genotype abbreviations only indicate 
sectors present. For example, E is jEps. 
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Figure 3-4. Pseudo time interpolations of PAD4 sector activity data. Smooth black 
line: interpolated values. Dashed lines: 95% confidence intervals (CIs) for mean interpolated 
values. Symbols and colors indicate the biological replicate of the underlying data points: red 
circle, rep1; blue triangle, rep2; yellow square, rep3. For easy viewing, genotype abbreviations 
only indicate sectors present. For example, P is jePs. 
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Figure 3-5. Pseudo time interpolations of SA sector activity data. Smooth black line: 
interpolated values. Dashed lines: 95% confidence intervals (CIs) for mean interpolated values. 
Symbols and colors indicate the biological replicate of the underlying data points: red circle, rep1; 
blue triangle, rep2; yellow square, rep3. For easy viewing, genotype abbreviations only indicate 
sectors present. For example, S is jepS. 
 
To produce the sector activity curves used for the models in this chapter, pseudo time 
interpolations were transformed back to the [0, 36] hrs time interval using the inverse of 
the sector’s spline time transformation (see Figure 3-1), and mean steady state values 
for each sector and genotype were added back on. For the ND2D models in section 3.3, 
interpolated curves were sampled every 0.2 hrs, an arbitrary but small value intended to 
provide a reasonable number of samples to capture the shape of the interpolated curve, 
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while limiting computational complexity when I searched time delays. Interpolated sector 
activity data for each sector are shown in Figures 3-6 to 3-9. 
 
Figure 3-6. Time-interpolated JA sector activity values. Black curve, wild type; purple 
curve, fls2. Other genotypes are denoted using colors that indicate sector presence. Red, JA; 
yellow, ET; green, PAD4; blue, SA. For example, the blue and red curve is the interpolated JA 
time course for JepS. 
 
 
Note that the slight differences in peak time for free JA concentration may be an artifact 
of our fitting procedure. The underlying mean activity data reach a maximum at 1 hr 
(among the sampled time points 0, 1, 2, 3, 5, 9, and 18 hrs), but the speed at which the 
sector activity in different genotypes fall from that peak affects the polynomial curvature 
near the 1 hr peak. However, if the rigidness of the polynomials used accurately reflects 
the underlying sector behavior, then these peak differences could be real. Collecting 
additional early JA sector activity measurements in the future will be necessary to 
accurately determine the JA sector behavior in the first hour after flg22 treatment. 
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Figure 3-7. Time-interpolated ET sector activity values. Black curve, wild type; purple 
curve, fls2. Other genotypes are denoted using colors that indicate sector presence. Red, JA; 
yellow, ET; green, PAD4; blue, SA. For example, the yellow and green curve is the interpolated 
ET time course for jEPs. 
 
Figure 3-8. Time-interpolated PAD4 sector activity time courses. Black curve, wild 
type; purple curve, fls2. Other genotypes are denoted using colors that indicate sector presence. 
Red, JA; yellow, ET; green, PAD4; blue, SA. For example, the red and green curve is the 
interpolated PAD4 time course for JePs. 
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Figure 3-9. Time-interpolated SA sector activity time courses. Black curve, wild type; 
purple curve, fls2. Other genotypes are denoted using colors that indicate sector presence. Red, 
JA; yellow, ET; green, PAD4; blue, SA. For example, the yellow and blue curve is the interpolated 
SA time course for jEpS. 
 
3.3.3 ND2D model structure discovery 
 
With a good data interpolation in hand, I searched for mathematical model structures 
that could provide hypotheses about the mechanisms that could generate curves like 
those of the interpolated data. As noted in the introductory chapter, (Chapter 1), there 
are no fundamental rules from which to derive the underlying rules of the 
JA-ET-PAD4-SA network; the modeling scale at which Michaelis-Menten kinetics are 
applicable, where tested and reliable dynamic mechanistic models exist, is far too 
removed from the scale of the signaling sectors—JA, ET, PAD4, and SA. Therefore, we 
required a data-driven empirical modeling approach to discover the rules underlying the 
network de novo. 
 
Note that an exhaustive search for mathematical functions with the ability to explain 
response variables as a function of input variables is a computationally impossible 
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search. It would involve searching an uncountably infinite set: the set of all mathematical 
functions known (and unknown) to man. Instead, we relied on the pattern-detection 
capabilities of the human brain to guess functional forms which might explain patterns in 
the data. Once a mathematical form was chosen, we searched for parameters to fit that 
model to the data. One mathematical form that showed promise was a form I have 
named, “nonlinear delay models with an enforced 2-dimensional input-output 
relationship”, or, hereafter, ND2D models. 
 
A key constraint on the Kim model (Kim et al. 2014) was that sectors could not influence 
themselves: the mathematical undecidability between whether changes in sector activity 
came from influences from a MAMP to a sector, or via the auto-regulation of a sector, 
produced a singularity in the Kim model. Therefore, the models disallowed auto-
regulation. A similar limitation arose with our Tag-Seq dataset. The quadruple mutant 
response serves as the network response baseline. In a triple mutant two things have 
been added to the system: both the sector of interest with any auto-feedback it may 
have, as well as any input from flg22 to that sector. The shape of the flg22 input to each 
sector is unknown as of this writing. Some details about receptor-mediated endocytosis 
of flg22 bound to its cognate receptor, FLS2 have been measured: GFP-labeled 
receptors appear to have been mostly internalized within 20-40 minutes after flg22 
treatment (Robatzek, Chinchilla, and Boller 2006). Yet the details of how this signal is 
transduced to each sector are unknown. They include the possibility that internalized 
receptors may continue engaging in intra-cellular signaling. In addition, there could be 
signaling steps between the receptor and the sector in question, which delay the signal 
and/or modify the time-course shape of the signal before the signal reaches to the 
sector. Thus, given uncertainty regarding the network input signals, the ND2D models 
take the triple-mutant behavior as given, without attempting to explain it. Rather, I sought 
to explain the response of mutant genotypes with more intact network states, starting 
with the double-gene mutants. In each double mutant, a single factor has been added to 
the system, relative to the triple mutant: one other sector. The ND2D models seek to 
explain the subtractive difference between wt, single or double mutant sector activities 
and the triple mutant activity of that sector. For example, for SA sector activity in the 
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double mutant jePS, I sought for models that could predict the time course values 
𝑆𝐴jePS(t) − 𝑆𝐴jepS(𝑡). 
 
Via exploratory analysis, I noticed that in some cases, the differences between double 
and triple mutant sector activities roughly resembled the shape of the activity of the 
added sector. This similarity increased if I allowed delays between the added sector and 
the sector of interest. This suggested a mathematical rule structure whereby sector 
activities produce changes in other sector activities, with some delay. There are very 
plausible biological reasons for these delays: signaling from one sector to another could 
(and likely does) include time-consuming processes such as gene transcription, protein 
translation, protein maturation and vesicle trafficking. Delays on the order of minutes to 
several hours are reasonable features of any modeling scheme involving the 
summarized sectors JA, ET, PAD4, and SA. 
 
If, in addition to a delayed input from the added sector, I added a multiplicative term 
between the sector of interest and the activity of the added sector, I could produce an 
extremely well-fitting model for the PAD4 effect on SA in the double mutant jePS (Figure 
3-10).  
 
Figure 3-10. A very well-behaved input rule was found for the PAD4 effect on the 
SA sector in the double mutant jePS. (See Equations 3-2 and 3-3.) The adjusted R2 value 
for the linear fit (Equation 3-3) to mean interpolated data was 0.997. The diverging color scheme 
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maps the implicit time dependence from the 0 hr time point (dark red) to the 18 hr time point (dark 
blue), through off-white at 9 hrs. Points are shown for all sampled times (every 0.2 hrs). Dark 
borders indicate the sub-sampled time points used in fitting. Note that the fit, with a slope of 1, will 
not go through the origin; the fit line contains an intercept. My ND2D models allow these flexible 
offsets. An interpretation of this intercept is that the PAD4 effect on the SA sector can be either 
positive or negative, depending on the sector activity ranges of the PAD4 and SA sectors. 
 
The rule  
 
𝑖𝑛𝑝𝑢𝑡(𝑡) = 𝑃𝐴𝐷4jePS(𝑡 + 1ℎ𝑟) ∗ 𝑆𝐴jePS(𝑡)  − 10 ∗ 𝑃𝐴𝐷4jePS(𝑡 + 1ℎ𝑟)  
Equation 3-2. 
 
produced a very nearly linear relationship between the input (Equation 3-2) and the SA 
response, 𝑆𝐴jePS(t) − 𝑆𝐴jepS(𝑡); 𝑃𝐴𝐷4jePS(𝑡) is the PAD4 activity in the genotype jePS as 
a function of time, and 𝑆𝐴jePS(𝑡) is the SA activity in the genotype jePS as a function of 
time. That is, a linear model of the form  
 
𝑆𝐴jePS(t) − 𝑆𝐴jepS(𝑡) = 𝑎 ∗ 𝑖𝑛𝑝𝑢𝑡(𝑡) + 𝑏     
 Equation 3-3. 
 
fit the data well. During initial rule discovery, I optimized model parameters (e.g. 
+1hr, -10 in Equation 3-2) by hand. 
 
Notice that there is a delay in the PAD4 sector activity values of -1 hr (Equation 3-2). 
The delays in this model have two different potential biological sources. The first is a 
delay in signaling between sectors. The second is a delay in the response of the sector 
activity proxy. The latter is included in the model as a negative delay, since the actual 
time for the sector activity may be ahead of the time when the sector activity proxy level 
was measured (both PAD4 and ET sector activities were measured via transcript levels 
of sector activity marker genes). For the ET proxy, any delay is likely quite short: using 
data in the Arabidopsis Electronic Fluorscent Pictograph (eFP) browser (D. Winter et al. 
2007), the selected ET proxy responds strongly within 30 minutes after exogenous ACC 
treatment (ACC is an ethylene biosynthetic precursor), and very strongly 1 hr after 
treatment with the elicitors flg22 and HrpZ. For the PAD4 proxy, however, the only 
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information is (from our data) that a response occurs at 1 hour (the earliest time point in 
our dataset); in the eFP browser data, no strong responses are seen after any elicitor 
treatment at 1 hr or 4 hrs for our PAD4 sector activity proxy. It is possible that a delay of 
up to one hour could exist in our PAD4 sector activity marker, AT4G04500. Thus when 
PAD4 was the influencing sector, I searched both positive delays, as well as negative 
delays as negative as -1 hr. I only allowed negative delays as negative as -0.2 hrs for 
influences from the ET sector. 
 
After time-interpolation, I sampled the interpolated data every 0.2 hrs. However, using all 
of these points in fitting would have been inappropriate. There are, for example, the 
same number of underlying real data points on the time intervals [0, 3] hrs and [3, 18] 
hrs. Therefore I sub-sampled the time-interpolated data relative to the underlying data 
density: six sample points, including the endpoints, were used on the [0, 1], [1, 2], [2, 3], 
[3, 5], [5, 9], and [9, 18] hrs intervals. This sub-sampled data was used to calculate 
adjusted R2 values reported for the ND2D models in this chapter. 
 
3.3.4 ND2D model structure and parameter selection for all double mutants 
 
Via by-hand parameter exploration, I found that a set of related input rule structures 
appeared to be able to explain the effects of sectors on other sectors across all double 
mutants. I then fit all of these model structures to data using an exhaustive coarse-
grained parameter search (Table 3-1). For cartoon diagrams of the full family of models 
considered, see Figure 3-11. 
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Figure 3-11. Diagrams of the family of ND2D models that I considered when 
searching for rules to explain double-mutant sector activity behavior. The A nodes 
represent the added sector in the double mutant, and the B nodes the sector of interest whose 
activity (relative to the triple mutant) is to be explained. The selected rule for the PAD4 effect on 
the SA sector (see Figure 3-10) has the structure B. 𝜏𝑖, 𝜏𝑗, 𝜏𝑝, and 𝜏𝑚 are delays. Dotted lines 
indicate that the presence of sector A is required to activate the auto-feedback loop of B. 
Mathematically, the input rule for models of structure D, for example, take the form 
𝑖𝑛𝑝𝑢𝑡 ~ 𝐴(𝑡 − 𝜏𝑗) + 𝑘 ∗ 𝐵(𝑡 − 𝜏𝑝). The relative coefficient 𝑘 is not visually represented in the 
cartoon diagrams, but was searched during model selection. See Equations 3-4 (A-F) on page 34 
for the mathematical expressions for all rule structures. 
 
Fitting these ND2D models is not trivial. Unlike least-squares regression for ordinary 
linear models, there is no straightforward optimization procedure for ND2D models that I 
could find; fitting these ND2D models requires a computationally intensive global 
parameter search. Input rule selection involves exhaustively searching through delays 
and values for the relative coefficient which together produce a 1-1 input-output 
relationship. 
 
By manually exploring parameter values, it appeared that some portions of some input-
response curves could not be fit well, regardless of parameter values. Thus, for 
automated global parameter searches, I excluded the first several points of some 
response curves. Specifically, I removed the first 2 sampled points from the ETSA and 
SAET rules, the first 3 sampled points from the SAPAD4 rule, and the first 4 
  34 
sampled points from the ETPAD4 rule. Reported adjusted R2 values do not include 
these points. 
 
I performed an automated coarse-grained global parameter search (see Table 3-1) to 
find good models for all time-interpolated double-mutant sector activity data. This 
coarse-grained search allowed me to get a sense of how many different parameter sets 
could produce similarly well-performing models. It is very possible that these models 
could be carefully tuned to locally optimize fits (using a fine-grained parameter search 
instead of a coarse-grained one). But I expect that if anything, double mutant models are 
being over-fit, that is, fitting so closely to the interpolated data that interpolation artifacts 
are potentially being captured; therefore I was not interested in fine-tuning model 
parameter sets. The parameter values searched exhaustively are listed in Table 3-1 for 
the parameters 𝑖, 𝑗, 𝑝, 𝑚, and 𝑘, where 𝑖 and 𝑗 are the delays in the added sector, 𝑝 and 
𝑚 are the delays in the sector of interest, and 𝑘 is a coefficient. The full model (cartoon 
diagram A in Figure 3-10) uses all these parameters:  
 
𝐴(𝑡 − 𝜏𝑖) ∗ 𝐵(𝑡 − 𝜏𝑝) +  𝑘 ∗ 𝐴(𝑡 − 𝜏𝑗) ∗ 𝐵(𝑡 − 𝜏𝑚)  Equation 3-4A. 
 
Models with a subset of these available parameters were also searched (Figure 3-11 
models B-F): 
 
𝐴(𝑡 − 𝜏𝑖) ∗ 𝐵(𝑡 − 𝜏𝑝) +  𝑘 ∗ 𝐴(𝑡 − 𝜏𝑗)   Equation 3-4B. 
𝐴(𝑡 − 𝜏𝑖) +  𝑘 ∗ 𝐴(𝑡 − 𝜏𝑗)     Equation 3-4C. 
𝐵(𝑡 − 𝜏𝑝) +  𝑘 ∗ 𝐴(𝑡 − 𝜏𝑗)     Equation 3-4D. 
𝐴(𝑡 − 𝜏𝑖) ∗ 𝐵(𝑡 − 𝜏𝑝) +  𝑘 ∗ 𝐵(𝑡 − 𝜏𝑚)   Equation 3-4E. 
𝐵(𝑡 − 𝜏𝑝) +  𝑘 ∗ 𝐵(𝑡 − 𝜏𝑚)     Equation 3-4F. 
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Parameter Values 
i JA, SA: [0,6] in steps of 0.4 
ET: [-0.2,6] in steps of 0.4 
PAD4: [-1,6] in steps of 0.4 
j JA, SA: [0,6] in steps of 0.4 
ET: [-0.2,6] in steps of 0.4 
PAD4: [-1,6] in steps of 0.4 
p [0,6] in steps of 0.4 
m [0,6] in steps of 0.4 
k [-10, -5, -3, -2, -1, -1/2, -1/3, -1/5, -1/10, 1/10, 1/5, 1/3, 
1/2, 1, 2, 3, 5, 10] 
Table 3-1. Coarse-grained model search parameter values. All possible parameter 
value combinations were evaluated. The upper range of delay parameters (6 hrs for all sectors) 
was chosen so as to be large, but not too large, since the underlying data density drops off after 
the 5 hr time point. The delay parameter density was chosen so as to be more dense than the 
density of the underlying data, but sparse enough to limit the computational load of exhaustively 
searching parameter space. Values of the coefficient k were chosen so as to allow both negative 
and positive combinations of terms in the input model, as well as up to an order of magnitude 
difference in weighting between the two terms in the input. 
 
Good models were found for many sector effects on other sectors using the double-
mutant time-interpolated sector activity data. See Figure 3-12 for input fit curves for the 
best performing model for each sector relationship, and Table 3-2 for the adjusted R2 
values of these fits. 
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Figure 3-12. (see previous 2 pages) Best-fitting ND2D model for each 2-sector 
relationship, fit to time-interpolated double mutant and triple mutant sector 
activity data. The diverging color scheme maps the implicit time dependence from the 0 hr time 
point (dark red) to the 18 hr time point (dark blue), via off-white at 9 hrs. Points are shown for all 
sampled times (every 0.2 hrs). Dark borders indicate sub-sampled time points used in fitting. 
Dotted lines connect data points. Note that the fits, each with a slope of 1, do not go through the 
origin; the fit lines each contain an intercept. My ND2D models allow these flexible offsets. An 
interpretation of these intercepts is that model effects can be either positive or negative, 
depending on the sector activity ranges of the added sector and the sector of interest. Also note 
that the fit slope 𝑎 can be negative; I multiplied by this slope (fit slope * input) so that a perfect fit 
shows up as a diagonal line with slope=1, to improve visual comparisons of rule performance. 
 
 
Influence i delay 
(hrs) 
j delay 
(hrs) 
p delay 
(hrs) 
m delay 
(hrs) 
k 
 
Adjusted 
R2 
ETJA 5.4 NA 3.4 5.0 -10 0.870 
PAD4JA 1.0 NA 0.2 0.6 -5 0.762 
SAJA 4.2 1.8 2.6 2.6 -1 0.910 
JAET NA 4.6 5.0 NA -1 0.872 
PAD4ET 1.8 0.2 0.6 0.6 -1 0.818 
SAET 2.6 NA 1.0 0.2 10 0.949 
JAPAD4 6.2 3.8 1.0 0.6 1 0.865 
ETPAD4 0.2 3.8 1.4 5.0 -2 0.966 
SAPAD4 NA NA 1.4 3.0 0.5 0.881 
JASA NA 3.8 0.2 NA 0.1 0.984 
ETSA 1.0 3.8 5.0 NA -10 0.888 
PAD4SA -1.0 -1.0 0.2 NA -10 0.998 
 
Table 3-2. Parameters for the best fitting model for each sector’s effect on every 
other sector’s activity. Models were fit using mean interpolated double mutant and triple 
mutant sector activity data. 
 
3.3.5 ND2D example rule composition: JASA and PAD4SA. 
 
Having found ND2D models that successfully fit the interpolated double mutant data, I 
sought to find composition rules which could explain the interpolated single mutant data. 
A case of interest is how the JASA and PAD4SA rules combine. This was one 
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feature that the Kim model (Kim et al. 2014) could not explain. The data used to build the 
Kim model (Kim et al. 2014) showed non-linearity in how the JA and PAD4 effects on SA 
interacted when they were combined. But this non-linearity was not captured in the 
model, since a linear modeling framework was used for the Kim model. In adopting a 
more complex modeling framework, a litmus test is being able to capture this 
JA & PAD4  SA behavior. 
 
Surprisingly, I found a very simple rule that can explain the JePS SA data: dominance of 
the PAD4SA rule. An ND2D model with different parameters and a different structure 
than those which produced the best-fitting double mutant model produced a single rule 
that could explain both jePS and JePS data (see Figure 3-13). (For how the best-fitting 
double mutant model fit the JePS data, see Figure 3-14.) An interpretation of this 
dominance as a composition rule is that the JA activation of SA is a backup effect that 
only switches on when the PAD4 activation is absent. 
 
 
 
Figure 3-13. A single PAD4SA model structure and parameter set can explain SA 
sector responses in both jePS and JePS relative to SA in jepS. Model parameters: 
i=NA, j=6.2 hrs, p=0.2 hrs, m=NA, k=-0.333. Rule selection: the minimum adjusted R2 of the two 
model fits for the jePS and JePS responses was collected for each set of searched parameters 
(see Table 3-2 for parameters searched). The set of parameters with the maximal value for this 
minimum was selected. The diverging color scheme maps the implicit time dependence from the 
0 hr time point (dark red) to the 18 hr time point (dark blue). Points are shown for all sampled 
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times (every 0.2 hrs). Dark borders indicate sub-sampled time points used in fitting. Dotted lines 
connect interpolated data points.  
 
 
 
Figure 3-14. Performance of JePS data using the best fitting PAD4SA jePS 
model. 
 
Further, I investigated whether dominance of a PAD4SA rule could explain SA sector 
behavior in all genotypes with active PAD4 and SA sectors: jePS, jEPS, JePS, and 
JEPS. Among all searched parameters, there was indeed a PAD4SA model that could 
explain the SA sector response relative to the triple mutant jepS in all four genotypes. 
This rule fit to data from all four genotypes is seen in Figure 3-15. The parameters of this 
model were very similar to those for the best model for both jePS and JePS (Figure 
3-13): only the k parameter changed from -1/3 to -1/5. One interesting feature of the fits 
in Figure 3-15 is that there appears to be an offset between the EIN2-containing 
genotypes and the ein2-containing genotypes. A possible interpretation of this offset is 
that the ET sector decreases the sensitivity of the SA sector to PAD4, since an offset in 
log-space equates to a multiplicative factor in concentration. 
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Figure 3-15. A single PAD4SA rule can explain SA sector responses in all 
genotypes where PAD4 and SA are active. Model parameters: i=NA, j=6.2 hrs, p=0.2 hrs, 
m=NA, k=-0.2. Rule selection: the minimum adjusted R2 of the four fits for the jePS, JePS, jEPS, 
and JEPS responses was collected for each set of searched parameters (see Table 3-2 for 
parameters searched). The set of parameters with the maximal value for this minimum was 
selected. Note the offset between genotypes with wild type and mutant ET sectors. The diverging 
color scheme maps the implicit time dependence from the 0 hr time point (dark red) to the 18 hr 
time point (dark blue). Points are shown for all sampled times (every 0.2 hrs). Dark borders 
indicate sub-sampled time points used in fitting. Dotted lines connect interpolated data points. 
 
3.3.6 Additive combinations of ND2D models 
 
While dominance proved a good rule composition framework for models that included 
the PS interaction, dominance alone could not explain rule composition for all sectors. 
I therefore assessed an additive combination framework of ND2D models. In this 
framework, the double-mutant rules set the slopes (the 𝑎 parameter in Equation 3-3), 
and the full rule is the sum of the individual rules. 
 
It should be noted that often many different sets of parameters produced fits to double 
mutant data that were nearly as good as each other. I didn’t want to only test additive 
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combinations of ND2D models using the best individual models. Rather, to test the 
performance of an additive combination framework for ND2D models, I searched all 
parameter sets whose double mutant adjusted R2 values were within 1-3% of the best 
(maximal) adjusted R2 value (1-3% was selected to limit computational load). I used 1% 
for the JASA, ETSA, and PAD4SA rules, where 3% collected too many models; 
for all other cases I used 3%. Table 3-3 shows the best performance of additive rule 
combinations for all single mutants and the wild type, for all four sectors. Note that the 
coefficients for these additive combinations are set in the double-mutant (the 𝑎 
parameter in Equation 3-3); this is not linear combination in the usual sense where the 
relative coefficients are fit using all the data. Rather, here the single mutant and wild type 
data serves as test data, which was held out from the initial model set selection. 
 
 
Table 3-3. Best adjusted R2 values for additive combinations of ND2D models in 
wild type and all single-gene mutants. 
 
 Some additive combination of ND2D models worked reasonably well for fitting single 
mutant and wild type sector activity data (see Table 3-3; five combinations had Pearson 
correlations > 0.75 between interpolated data and modeled values). Other models 
showed poorer performance, notably attempts to explain either the ET sector activity 
data, or the JA sector activity data. The PAD4 sector activity in the JEPs genotype was 
explained well, but the other genotypes are only moderately well-fit. The SA sector 
activity data, on the other hand, was explained rather well. It is worth noting that the SA 
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sector activity data in the triple mutant jepS is the least dynamic among triple mutant 
activities for the four sectors (see Figure 3-9, compared with Figures 3-6 to 3-8). 
Explaining sector activity differences from the triple mutant using auto-regulatory terms 
(Equations 3-4D, 3-4E, and 3-4F) is meaningful when the triple mutant is dynamic, since 
then these differences are clearly distinct from the sector activity values being modeled. 
This distinguishability is less true for SA than for JA, ET and PAD4. 
 
While the ND2D model framework showed some promise, it could not globally explain all 
sectors, under all perturbations. Moreover, the ND2D framework is non-standard; it was 
invented for the purpose of explaining our data. The hurdle of justifying a complicated 
novel modeling framework which produced less-than-excellent model performance 
spurred us in a new direction (see section 3-4). We next took a standard modeling 
framework for dynamic systems, differential equations, and looked to explain sector 
activity data. 
 
3.4 A differential-equation-based framework for modeling the 
 JA-ET-PAD4-SA network. 
 
A second modeling framework that showed promise in capturing dynamic sector 
behavior was a set of mathematical models based on delay differential equations 
(DDEs). These DDE models describe the rate of change of a given sector as a function 
of inputs from outside the network, the sector’s own activity at an earlier time, as well as 
the activities of other sectors, with variable delays. 
3.4.1 Calculating concentration-based sector activity values and derivatives 
 
When differential equations are used to describe chemical reactions, as in Michaelis-
Menten chemical kinetics, the underlying variables are concentrations of different 
molecular species. Even though our sectors are highly summarized, their activities were 
measurable by concentrations of either free hormones (SA and JA) or transcript levels of 
sector activity proxies (ET and PAD4). We therefore translated the log2-based time-
interpolations of sector activity from section 3.3 into concentrations (i.e., non-log 
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transformed expression or abundance values). We also calculated sector activity 
derivatives from these mean concentration and mRNA expression level estimates 
(Figure 3-15 and 3-16) to yield the values to which we fit differential equation models. SA 
data was re-interpolated using all 17 genotypes since basal SA is present in sid2-
containing genotypes, and this basal SA was used for a DDE model of PAD4 sector 
activity. Most of this basal level of SA in sid2 mutant backgrounds is known to be 
produced by Isochorismate Synthase 2 (ICS2), which is a close homolog of SID2 (ICS1) 
(Garcion et al. 2008). 
 
 
Figure 3-16. Time-interpolated JA and ET sector activity data and their derivatives, 
in concentration units (y-axis). Left: Activity; Right: Derivatives; Upper: JA; Lower: ET. Black 
curve, wild type; purple curve, fls2. Other genotypes denoted using colors that indicate sector 
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presence. Red, JA; yellow, ET; green, PAD4; blue, SA. For example, the red and yellow curve is 
the interpolated time course for JEps. 
 
Figure 3-17. Time-interpolated PAD4 and SA sector activity data and their 
derivatives, in concentration units (y-axis). Left: Activity; Right: Derivatives; Upper: PAD4, 
Lower: SA. Black curve, wild type; purple curve, fls2. Other genotypes are denoted using colors 
that indicate sector presence. Red, JA; yellow, ET; green, PAD4; blue, SA. For example, the 
green and blue curve is the interpolated time course for jePS. 
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3.4.2 Delay Differential Equations (DDEs) can describe the triple mutant sector 
activities 
 
As with the ND2D models in section 3.3, we used a stepwise discovery process for 
DDE-based models. The fundamental idea behind network reconstruction is that when 
deciphering regulatory mechanisms in a complex network, wipe out the network first and 
then build it back one component at a time. Following this strategy, we first sought 
models that could explain the triple mutant behavior of each sector. Note that this is a 
major improvement over the ND2D models, where the triple mutant activity was 
assumed, not explained. 
 
With only a few assumptions, a single set of related DDE model structures could explain 
the triple mutant behavior for the JA, ET, and PAD4 sectors in Jeps, jEps, and jePs, 
respectively. We did not seek to explain the SA triple mutant behavior, since there are 
no significant changes in the SA concentrations in the jepS triple mutant. As seen in the 
Kim model (Kim et al. 2014), and in the work described in Chapter 4, SA is entirely 
dependent on the network for activation by flg22-dependent signaling, and is 
unresponsive on its own. 
 
The activity values of all four sectors in most of the genotypes where that sector is active 
show two distinct peaks (see Figures 3-16 and 3-17; for the SA sector, the first peak is 
downwards). The width of the first peak is roughly one tenth of the width of the second 
peak. A reasonable modeling assumption for a signal transduction network is that an 
input pulse enters the network after an external stimulus. However, it is unlikely that a 
single input pulse into the network could create both of these peaks via feedback within 
the network. There are no simple feedback loops in the signal processing literature that 
we know of that can create such strong peak distortion, turning a sharp input pulse in a 
second very wide pulse; feedback can modulate peak width, but not to the extent seen in 
our data. To generate such a broad second peak with a simple mechanism creates a 
network that never returns to the steady state level after an input stimulus. A simpler 
hypothesis is that there are two different input pulses into the network, a fast, sharp input 
pulse, and a slow, wide input pulse. Biologically, it is entirely possible for there to be 
multiple signaling routes by which the input signal from flg22 recognition enters the 
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JA-ET-PAD4-SA network. Some of these routes could involve relatively few steps, or 
very fast signaling steps, and thus enter the network quickly, while other routes may 
involve time-consuming signal processing steps, thus widening and delaying the input 
signal. We note that in the Kim model (Kim et al. 2014), there were two independent 
input signal flows from flg22 to each of the sectors JA, ET, and PAD4. Our modeling 
assumption here of two independent inputs from flg22 to each of these sectors is 
consistent with the published Kim model (Kim et al. 2014). 
 
For differential-equation-based systems to return to steady-state, a decay term is 
needed; otherwise the area under the input pulses is integrated and permanently offsets 
the long-term steady-state level of a sector. We therefore assumed a standard decay 
term proportional to sector activity in each triple mutant model, in addition to two external 
input pulses. What is a bit unusual in our models is an assumed delay in the sector auto-
feedback decay term. These delays, unique to each sector, are necessary to produce 
the triple mutant sector activity shapes we observed. As described in section 3-3, delays 
in signal processing are a biologically reasonable feature for models of our reduced 
network. 
 
The two input pulses were modeled as Beta-distributions since the Beta-distribution is a 
flexible peak shape that allows for different rising and falling speeds, unlike a Gaussian 
input pulse. For JA and ET, the following models were fit to the interpolated triple mutant 
concentration data (Jeps for JA and jEps for ET): 
 
𝑑𝐽𝐴
𝑑𝑡
=  𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑎𝑘 + 𝑠𝑒𝑐𝑜𝑛𝑑 𝑝𝑒𝑎𝑘 + 𝑘𝐽𝐴 ∙ 𝐽𝐴𝑘𝑑𝑒𝑙𝑎𝑦,𝐽𝐴  
 Equation 3-5. 
 
𝑑𝐸𝑇
𝑑𝑡
=  𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑎𝑘 + 𝑠𝑒𝑐𝑜𝑛𝑑 𝑝𝑒𝑎𝑘 + 𝑘𝐸𝑇 ∙ 𝐸𝑇𝑘𝑑𝑒𝑙𝑎𝑦,𝐸𝑇   
Equation 3-6.  
Here, 
 
𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑎𝑘 = 𝑓𝑝𝑎𝑚𝑝 ∙ 𝛽𝑓𝑝𝛼,𝑓𝑝𝛽       Equation 3-7. 
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where 𝑓𝑝𝑎𝑚𝑝 is an amplitude, and 𝛽𝛼,𝛽is a Beta distribution with the shape parameters 
𝛼 =  𝑓𝑝𝛼 and 𝛽 =  𝑓𝑝𝛽: 
𝛽𝑓𝑝𝛼,𝑓𝑝𝛽 = 
1
В(𝑓𝑝𝛼, 𝑓𝑝𝛽)
∙ 𝑥𝑓𝑝𝛼−1 ∙ (1 − 𝑥)𝑓𝑝𝛽−1  
 Equation 3-8.  
 
𝑥 is defined on the unit interval, [0,1], and В(𝑓𝑝𝛼 , 𝑓𝑝𝛽) is a normalization factor, the Beta 
function, which is also called the Euler Intergral of the first kind: 
 
В(𝑓𝑝𝛼, 𝑓𝑝𝛽) =  ∫ 𝑦
𝑓𝑝𝛼−1 ∙ (1 − 𝑦)𝑓𝑝𝛽−1 ∙ 𝑑𝑦
1
0
 
Equation 3-9.  
 
The parameters 𝑓𝑝𝑠𝑡𝑎𝑟𝑡 and 𝑓𝑝𝑠𝑡𝑜𝑝 are used to scale the interval where the Beta 
distribution is defined, [0,1], onto the time interval [𝑓𝑝𝑠𝑡𝑎𝑟𝑡, 𝑓𝑝𝑠𝑡𝑜𝑝]. Similarly, the second 
input peak is also defined by an independent Beta distribution: 
 
𝑠𝑒𝑐𝑜𝑛𝑑 𝑝𝑒𝑎𝑘 = 𝑠𝑝𝑎𝑚𝑝 ∙ 𝛽𝑠𝑝𝛼,𝑠𝑝𝛽     Equation 3-10. 
 
Which is scaled from [0,1] onto the time interval [𝑠𝑝𝑠𝑡𝑎𝑟𝑡 , 𝑠𝑝𝑠𝑡𝑜𝑝]. The parameters 𝑓𝑝𝑠𝑡𝑎𝑟𝑡 
and 𝑠𝑝𝑠𝑡𝑎𝑟𝑡 are effectively delay parameters for the two input pulses. 
 
For JA and ET, the steady-state sector activity values are effectively zero, but there is a 
non-zero offset for PAD4. Thus, for the PAD4 model, a constant input 𝑏𝑎𝑠𝑎𝑙 was added 
to the model to capture this observation: 
 
𝑑𝑃𝐴𝐷4
𝑑𝑡
=  𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑎𝑘 + 𝑠𝑒𝑐𝑜𝑛𝑑 𝑝𝑒𝑎𝑘 + 𝑏𝑎𝑠𝑎𝑙 + 𝑘𝑃𝐴𝐷4 ∙ 𝑃𝐴𝐷4𝑘𝑑𝑒𝑙𝑎𝑦,𝑃𝐴𝐷4  
Equation 3-11. 
 
For all three sectors, the sector auto-feedback is delayed, e.g., 
 𝑃𝐴𝐷4𝑘𝑑𝑒𝑙𝑎𝑦,𝑃𝐴𝐷4 = 𝑃𝐴𝐷4 (𝑡 − 𝑘𝑑𝑒𝑙𝑎𝑦,𝑃𝐴𝐷4). The decay parameter 𝑘𝑆 where 𝑆 is one of the 
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sectors JA, ET, or PAD4, quantifies the strength of the sector auto-feedback and 𝑘𝑑𝑒𝑙𝑎𝑦,𝑆 
quantifies the delay in sector auto-feedback for each sector 𝑆. Note that for stable 
system behavior 𝑘𝑆 must be a negative number. 
 
Interpolated sector activity concentration values were scaled individually for each sector; 
the maximum observed sector activity in any genotype was set to 100. This was done to 
avoid the computational overhead when multiplying very large numbers, like those seen 
in the sector activity concentrations. DDE model fits to scaled, interpolated triple mutant 
data are shown for JA, ET, and PAD4 in Figures 3-18, 3-19, and 3-20, respectively. 
Equations were solved using the MATLAB solver dde23 (Shampine and Thompson 
2001). Since the models are non-linear, reasonably good model parameters were found 
by hand; fits were then optimized using the MATLAB optimizer lsqcurvefit. The 
optimized models fit the time-interpolated concentration data very well: Pearson 
correlation values of 0.998, 0.999, and 1.000, were seen for JA, ET, and PAD4 sector 
activities, respectively. It should be noted, however, that these models use more 
parameters than the number of underlying mean data points (7 time points). Thus, model 
fitting was made possible by generating more time points for the data through time-
interpolation. 
 
Figure 3-18. A DDE model fits time-interpolated JA activity values in the triple 
mutant Jeps very well. JA activity values (left) and JA derivative values (right) were fit to the 
model in Equation 3-5. Interpolated values are in orange; modeled values are in blue. The models 
were fit on t ⋲ [0, 60] hrs; correlation was calculated for the full interpolated range t ⋲ [0,36] hrs. 
Correlation between activity and modeled activity: 0.998. 
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Figure 3-19. A DDE model fits time-interpolated ET activity values in the triple 
mutant jEps very well. ET activity values (left) and ET derivative values (right) were fit to the 
model in Equation 3-6. Interpolated values are in orange; modeled values are in blue. The models 
were fit on t ⋲ [0, 18] hrs; correlation was calculated for the full interpolated range t ⋲ [0,36] hrs. 
Correlation between activity and modeled activity: 0.999. 
 
 
 
 
Figure 3-20. A DDE model fits time-interpolated PAD4 activity values in the triple 
mutant jePs very well. PAD4 activity values (left) and PAD4 derivative values (right) were fit 
to the model in Equation 3-11. Interpolated values are in orange; modeled values are in blue. The 
models were fit on t ⋲ [0,60] hrs; correlation was calculated for the full interpolated range 
t ⋲ [0,36] hrs. Correlation between activity and modeled activity: 1.000. 
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3.4.3 A DDE-based model of PAD4 sector activity 
 
Relatively simple rules could explain the triple-mutant behavior for JA, ET and PAD4 
(section 3.4.2). However, careful inspection of the concentration-based activity curves 
suggested that the ways that additional sectors modulate these triple-mutant responses 
is not simple. As one example among many, JA activity in the double mutant JEps is 
nearly identical to that of the triple mutant Jeps for the first peak, but considerably 
different for the second peak (Figure 3-16). A clear trend holds for all four sectors that 
the differences in sector activity between any genotype and the triple mutant appear to 
follow different trends in the first peak and second peak. Different rules for how the other 
sectors influence the two different input peaks is an entirely reasonable assumption: 
hundreds of different molecular factors influence and are influenced by the four major 
sectors of the plant immune signaling network; if even a few of these preferentially affect 
one peak, different rules could emerge for the two peaks. We therefore allowed separate 
mathematical terms to be used to describe these different effects on the two peaks. 
However, when allowing such a flexible DDE model, the number of parameters needed 
to describe any sector’s activity across all eight genotypes where that sector is active 
could easily approach or exceed the number of mean data points underlying the data 
time-interpolation. This does not mean that such models would necessarily be incorrect, 
but any such models are likely fitting interpolation artifacts as well as network 
mechanisms. 
 
Nonetheless, these models might make testable predictions, which can then be 
investigated. With this in mind, my advisor, Fumi Katagiri, manually discovered a DDE-
based mathematical structure that appeared to capture the major features of the PAD4 
sector activity time courses (Equation 3-12). I fit this model in MATLAB, using his 
starting parameters, and I optimized the parameters. A cartoon of this PAD4 model 
structure is seen in Figure 3-21. Note that the PAD4 sector activities from the complete 
stepwise network reconstitution genotype set are highly dynamic and that these 
dynamics are quite different between the different genotypes (Figure 3-16). These data 
strongly constrained the model discovery process, requiring the model to be biologically 
consistent across all network reconstitution states. 
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Figure 3-21. A diagram of our DDE-based model of PAD4 sector activity. As in the 
triple mutant, there are three inputs into the system: a fast input (If), which induces the first peak, 
a slow input (Is), which induces the second peak, and a basal input, which allows non-zero 
steady-state behavior. Additionally, the PAD4 sector itself experiences auto-decay with a delay. 
The timer symbol indicates a delay in the given edge. The activities of the added sectors, JA, ET 
and SA, modulate the system inputs either directly, or via nodes which integrate those activities. 
The nodes A, B, C, D and E are predicted nodes where signals converge and are combined. 
 
The PAD4 model (see below for mathematical details), has several key features. First, in 
addition to inputs directly from JA , ET, and PAD4 to the signals affecting PAD4, two 
integrating nodes, ∫ 𝐽𝐴, which I call 𝐽𝐴𝑖𝑛𝑡 below, and ∫𝐸𝑇, which I call 𝐸𝑇𝑖𝑛𝑡 below, 
integrate and thereby store transient information from JA and ET for longer periods of 
time. Second, flexible delays are present between node activities and their influences. 
Finally, the PAD4 model requires several intermediate nodes which combine converging 
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influences in different ways. These intermediate nodes (A, B, C, D, and E in Figure 3-21) 
are model predictions; if this model is correct, biological responses should exist which 
track the activity levels of these intermediate nodes. In the future, our RNA-Seq dataset 
is a natural place to search for proxies of these predicted nodes. 
 
Mathematically, the full PAD4 model structure is: 
 
𝑑𝑃𝐴𝐷4
𝑑𝑡
= ((𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑎𝑘 ∙ 𝐽𝐴𝑓𝑝 + 𝑠𝑒𝑐𝑜𝑛𝑑 𝑝𝑒𝑎𝑘 + 𝑏𝑎𝑠𝑎𝑙) ∙ 𝐸𝑇𝑖𝑛𝑡,𝐶 + 𝐸𝑇𝐴 ∙ 𝐽𝑖𝑛𝑡,𝐴) ∙ 𝑆𝐴𝐸
∙ 𝐽𝐴𝑖𝑛𝑡,𝐸 + 𝑘 ∙ 𝑃𝐴𝐷4 (𝑡 − 𝑘𝑑𝑒𝑙𝑎𝑦)  
Equation 3-12.  
 
𝐽𝐴𝑓𝑝 is the JA influence on the first peak, assumed to take on a Michaelis-Menten-like 
inhibition: 
𝐽𝐴𝑓𝑝(𝑡) =  
𝐽𝐴𝑓𝑝,𝑎𝑠𝑦𝑚
(1 + ( 
𝐽𝐴𝑓𝑝,𝐾𝑚
𝐽𝐴(𝑡 − 𝐽𝐴𝑓𝑝,𝑑𝑒𝑙𝑎𝑦)
)
𝐽𝐴𝑓𝑝,𝐻𝑖𝑙𝑙
)
 
Equation 3-13.  
 
Where 𝐽𝐴𝑓𝑝,𝑎𝑠𝑦𝑚, 𝐽𝐴𝑓𝑝,𝐾𝑚, and 𝐽𝐴𝑓𝑝,𝐻𝑖𝑙𝑙 are the asymptote, Km and Hill coefficients of  a 
Michaelis-Menten relationship. 𝐽𝐴(𝑡 − 𝐽𝐴𝑓𝑝,𝑑𝑒𝑙𝑎𝑦) is the delayed JA activity, delayed by 
the time amount 𝐽𝐴𝑓𝑝,𝑑𝑒𝑙𝑎𝑦. Assuming Michaelis-Menten relationships allows influences 
to saturate, a common assumption in modeling biochemical processes. 
 
The 𝐸𝑇𝐴 and 𝑆𝐴𝐸 terms in Equation 3-12 are the ET influence on the A node, and the SA 
influence on the E node, respectively. Both of these influences are also modeled using 
Michaelis-Menten relationships, but assuming activation, rather than inhibition: 
 
𝐸𝑇𝐴(𝑡) = 1 + 
𝐸𝑇𝐴,𝑎𝑠𝑦𝑚
(1 + (
𝐸𝑇𝐴,𝐾𝑚
𝐸𝑇(𝑡 − 𝐸𝑇𝐴,𝑑𝑒𝑙𝑎𝑦)
)
𝐸𝑇𝐴,𝐻𝑖𝑙𝑙
)
 
Equation 3-14.  
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𝑆𝐴𝐸 is defined similarly, with the coefficients  𝑆𝐴𝐸,𝑎𝑠𝑦𝑚, 𝑆𝐴𝐸,𝐾𝑚, 𝑆𝐴𝐸,𝑑𝑒𝑙𝑎𝑦, and 𝑆𝐴𝐸,𝐻𝑖𝑙𝑙. 
The integrated nodes, 𝐸𝑇𝑖𝑛𝑡, and 𝐽𝐴𝑖𝑛𝑡, which integrate ET and JA are calculated by 
solving the ordinary differential equation 
 
𝑑𝐸𝑇𝑖𝑛𝑡(𝑡)
𝑑𝑡
= 𝐸𝑇(𝑡 − 𝐸𝑇𝑑𝑒𝑙𝑎𝑦) + 𝑘𝐸𝑇𝐸𝑇𝑖𝑛𝑡(𝑡) 
Equation 3-15.  
 
Where 𝐸𝑇𝑑𝑒𝑙𝑎𝑦 and 𝑘𝐸𝑇 are constants; 𝐽𝐴𝑖𝑛𝑡 is defined analogously. The terms 𝐸𝑇𝑖𝑛𝑡,𝐶, 
𝐽𝐴𝑖𝑛𝑡,𝐴, and 𝐽𝐴𝑖𝑛𝑡,𝐸 in Equation 3-12 are Michaelis-Menten inhibitions of the form in 
Equation 3-13, with four associated parameters each: 𝑎𝑠𝑦𝑚, 𝐾𝑚, 𝑑𝑒𝑙𝑎𝑦, and 𝐻𝑖𝑙𝑙. 
Note that terms that involve JA and ET are only defined when those sectors are present. 
Terms involving SA, however, are defined in all PAD4-containing genotypes, since basal 
SA and slight variations in these basal levels are present, even in sid2-containing 
genotypes. 
 
The starting parameters for first and second input peaks, the basal input, and the PAD4 
auto-feedback delay and decay parameters were first optimized using the triple mutant 
jePs PAD4 time-interpolated sector activity curve. Then the PAD4 sector activity curves 
in all the PAD4-containing genotypes, JEPS, jEPS, JePS, JEPs, jePS, jEPs, JePs, and 
jePs, were fit simultaneously. 
 
By exploring model behavior by hand using an integrator he built in R, my adviser 
(Katagiri, unpublished) discovered starting values for all 41 parameters (see Table 3-4). I 
used his values as starting parameters, and optimized them using MATLAB’s 
lsqcurvefit optimizer wrapped around the MATLAB DDE solver dde23 (Shampine 
and Thompson 2001). Node values for 𝐽𝐴𝑖𝑛𝑡 and 𝐸𝑇𝑖𝑛𝑡 were calculated using the 
ordinary (not delay) ODE solver ode45. 
The upper and lower bounds for parameters were set arbitrarily but tightly around the 
initial parameter values, holding parameters from straying by more than order of 
magnitude (see Table 3-4). Four additional optimizations were then performed; for the 
first two, the parameter bounds were loosened 10% at a time; the model parameters did 
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not change much during the second of these two, which was the third optimization in 
total. For the next two optimizations, parameter bounds were loosened by an order of 
magnitude each time; again, the model parameters changed little during the second 
iteration. The result was a model that fit the interpolated data well (Figure 3-22). Pearson 
correlation between the interpolated PAD4 activity values and the modeled values was 
0.944, indicating excellent agreement between the model and the interpolated data. The 
agreement between data and model go beyond just average correlation, however. The 
timing of nearly all the peaks and valleys were accurately captured by the optimized 
model. The model also provides an interesting explanation for a notable dynamic feature 
in the PAD4 data: when the ET sector is present, it appears to delay first PAD4 peak 
(Figure 3-17). According to the PAD4 model, this is caused by ET shutting off the inputs 
to PAD4, and instead regulating PAD4 itself, together with an integrated signal from JA. 
The model fits well, but at the cost of numerous parameters: 41 in total. The time-
interpolated data values are only supported by 56 mean values (7 time points ∙ 8 
genotypes = 56). To support a model with this many parameters, we assumed that our 
time-interpolated data are reliable. 
 
Predicted intermediate nodes A, B, C, D, and E (see Figure 3-21) were identified as 
follows: Whenever multiple converging influences in Equation 3-12 alternated between 
additive and multiplicative terms, an intermediate node was inserted. As an example, the 
three additive terms in the expression 𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑎𝑘 ∙ 𝐽𝐴𝑓𝑝 + 𝑠𝑒𝑐𝑜𝑛𝑑 𝑝𝑒𝑎𝑘 + 𝑏𝑎𝑠𝑎𝑙 converge 
onto node B. These terms are all multiplied by 𝐸𝑇𝑖𝑛𝑡,𝐶 , therefore this integration occurs 
at the next predicted node, C. 
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Figure 3-22. (See previous page.) A DDE model fits time-interpolated PAD4 activity 
values in all PAD4-containing genotypes well. PAD4 activity and derivative values for the 
genotypes JEPS, jEPS, JePS, JEPs, jePS, jEPs, JePs, and jePs were simultaneously fit to the 
model in Equation 3-12. For simplicity, the panel for each genotype is labeled by the active 
sectors only, for example jePs is P. Interpolated values are in orange; modeled values are in 
blue. The models were fit on t ⋲ [0,60] hrs; correlation was calculated for the full interpolated time 
range t ⋲ [0,36] hrs. Correlation between activity and modeled activity: 0.944. 
 
Parameter 
description 
Final 
optimized 
values 
Initial 
optimized 
values 
Initial 
starting 
values 
Initial 
lower 
bounds 
Initial 
upper 
bounds 
Final 
starting 
values 
Final 
lower 
bounds 
Final 
upper 
bounds 
fast input 
start 0.46 0.48 0.16 0 0.5 0.46 0 0.5 
fast input stop 
1.55 2.28 4.43 1 3.5 1.55 1 60 
fast input 
amplitude 7.96 6.34 14.66 5 12 7.96 0 1000000 
fast input 
alpha 2.56 3.18 3.28 3 10 2.55 1 1000 
fast input 
peak time 1.22 2.05 1.44 0.5 4.43 1.22 0.1 18 
slow input 
start 0 0.42 0.02 0 5 0 0 5 
slow input 
stop 59.87 24.11 60 18 60 59.87 1 60 
slow input 
amplitude 1.38 8.01 24.89 8 25 1.38 0 1000000 
slow input 
alpha 1.82 1.51 3.32 1 18 1.82 1 1000 
slow input 
peak time 7.86 15.78 10.37 5 18 7.86 0.1 18 
PAD4 
auto-feedback 
strength -0.61 -2 1 -2 -0.5 -0.61 -20 20 
PAD4 
auto-feedback 
delay 0 0.01 0.1 0 1 0 0 100 
basal input 
0.74 1 1.1 1 1.8 0.74 -100 100 
SA influence 
on E node; 
asymptote 16.96 5 11.5 5 15 16.96 0.04 1815 
SA influence 
on E node; 
Km 3.66 10 7 5 10 3.66 0.04 1210 
SA influence 
on E node; hill 
coefficient 1.54 1 1.8 1 2 1.54 0.01 242 
SA influence 
on E node; 
delay 0 0.01 0.2 0 0.5 0 0 60.5 
Intergrated JA 
influence on E 
node; 
asymptote 1.38 1 1 0.5 2 1.38 0 242 
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Intergrated JA 
influence on E 
node; Km 10.22 35.41 38 30 45 10.22 0.24 5445 
Intergrated JA 
influence on E 
node; hill 
coefficient -0.39 -1 -1.5 -2 -1 -0.39 -242 -0.01 
Intergrated JA 
influence on E 
node; delay 5.7 3.97 3.7 2.5 4 5.7 0.02 484 
JA influence 
on fast input; 
asymptote 0.59 0.59 1 0.5 1.5 0.59 0 181.5 
JA influence 
on fast input; 
Km 2.43 30 35 30 40 2.43 0.24 4840 
JA influence 
on fast input; 
hill coefficient -0.26 -2.5 -1.8 -2.5 -1 -0.27 -302.5 -0.01 
JA influence 
on fast input; 
delay 0.5 0.43 0.1 0 0.5 0.5 0 60.5 
Intergrated ET 
influence on C 
node; 
asymptote 0.5 0.5 1 0.5 2 0.5 0 242 
Intergrated ET 
influence on C 
node; Km 9.67 7 5 3 7 9.66 0.02 847 
Intergrated ET 
influence on C 
node; hill 
coefficient -1.96 -0.57 -1 -1.5 -0.5 -1.96 -181.5 0 
Intergrated ET 
influence on C 
node; delay 0.1 0.1 0.1 0 0.4 0.1 0 48.4 
Intergrated JA 
influence on A 
node; 
asymptote 0.08 0.5 1 0.5 1.5 0.08 0 181.5 
Intergrated JA 
influence on A 
node; Km 1.79 22 30 22 37 1.79 0.18 4477 
Intergrated JA 
influence on A 
node; hill 
coefficient -1.2 -0.5 -1 -1.5 -0.5 -1.2 -181.5 0 
Intergrated JA 
influence on A 
node; delay 0.1 0.1 0.1 0 0.4 0.1 0 48.4 
ET influence 
on A node; 
asymptote 783.8 230.06 300 230 350 783.23 1.86 42350 
ET influence 
on A node; 
Km 166.59 189.98 150 120 190 166.58 0.97 22990 
ET influence 
on A node; 3.12 3.7 3 2.3 3.7 3.12 0.02 447.7 
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hill coefficient 
ET influence 
on A node; 
delay 0.5 0.5 0.5 0.1 1 0.5 0 121 
Integrated JA 
node 
auto-feedback 
strength 0.08 1 2 1 3 0.08 0.01 363 
Integrated JA 
node 
auto-feedback 
delay -0.44 -0.12 -0.25 -0.5 -0.1 -0.44 -60.5 0 
Integrated ET 
node auto-
feedback 
strength 1.93 2.5 1.5 1 2.5 1.93 0.01 302.5 
Integrated ET 
node 
auto-feedback 
delay -1.22 -0.55 -0.3 -0.55 -0.1 -1.22 -66.55 0 
 
Table 3-4. Parameter values for the PAD4 DDE model optimization. Final optimized 
values are the parameter values after all 5 optimization runs; initial optimized values are the 
parameter values after the first model optimization. 
 
3.5 Future Directions 
 
Despite having an order of magnitude more data than other flg22 profiling experiments 
to date, it became apparent through the modeling efforts detailed in this chapter that 
more data collected strategically at important time points and in critical genotypes still 
are required for reliable mechanistic models of the JA-ET-PAD4-SA network. The 
models discussed in this chapter rely on time-interpolated data; for reliable models we 
need more confidence in the shape of the sector activity time courses. The network 
dynamics are more complex than our current data: simple models don’t fit well; complex 
models fit the time-interpolated data well, but they risk fitting time-interpolation artifacts. 
A clear priority for future modeling efforts is to strategically collect additional data to 
more confidently determine the shape of the sector activity time-interpolation curves, and 
thereby increase our confidence that the models fit to these curves capture the 
mechanisms underlying the network, and not merely time-interpolation artifacts. 
Specifically, more detail will be required where our current sector activity interpolations 
are highly dynamic. 
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It can be a major experimental challenge to simultaneously collect infiltrated plant leaf 
tissue from 16 different genotypes. It may be worthwhile to collect time courses with 
additional detail at strategic time points for subsets of these 16 genotypes, and to 
produce models that capture portions of the network. For example, two triple mutants 
and a double mutant could be used to model each two-sector sub-network. Alternatively, 
balanced experimental designs could be used to collect all needed data from all 
genotypes via several different tissue collection experiments with overlapping subsets of 
genotypes. This data could then all be combined statistically using a mixed-effects linear 
model. 
 
The PAD4 DDE model was fit using the best of several genes that passed our criteria for 
a PAD4 sector activity proxy (see Chapter 4 for a list of alternative sector activity proxies 
for PAD4). To increase confidence in the edges and nodes of the PAD4 model, models 
should be discovered and fit to other candidate genes as well. 
 
The DDE-based models show the greatest promise for having the needed flexibility to 
capture dynamic sector behavior, and should be used for future modeling efforts. 
However, the current form of the PAD4 DDE model is lacking one critical feature: the 
sector activity inputs from the other sectors are from measured data, not model-
predicted data using DDE models of those other sectors. A complete DDE-based 
network model needs to connect all four sectors via 4 coupled DDE equations, so that 
given only input information, network dynamics across all four sectors, and throughout 
the time course, can be accurately predicted. This type of free-running model is the 
standard for mechanistic modeling. Such models are able to generate important type II 
predictions: how the network will behave under different input conditions. 
 
It may also be worth developing a complementary experimental platform for monitoring 
sector activity. Given the complexity in the data presented in this chapter, it is my opinion 
that numerous additional strategically chosen time points will be critical to producing 
highly reliable time-interpolations. The RNA-Seq data allowed me to find reliable gene 
expression proxies for PAD4 and ET, and undoubtably RNA-Seq data will prove useful 
in mining for predicted node proxies, but the deep sampling in gene space provided by 
RNA-Seq may not be necessary for the next round modeling efforts. Rather, deep time 
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sampling is the priority. It may be possible to simultaneously monitor fluorescent or 
bioluminescent reporters hooked up to the promoters of selected proxies for each sector. 
Different reporters and separate channels could be used to simultaneously monitor 
several sector activities. This kind of data might provide not only the extensive time 
sampling likely needed to construct reliable DDE models for the JA-ET-PAD4-SA 
network, but would also provide extended time-series measurements from individual 
tissue samples, rather than relying on different plants for different time samples, a 
limitation of the current data. 
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Chapter 4. 
The Highly Buffered Arabidopsis Immune Signaling Network 
Hides the True Function of its Components 
 
The material in this chapter has been submitted for publication to the journal PLOS 
Genetics. I performed the data processing and spearheaded the data analysis in this 
chapter, in collaboration with my adviser, Fumi Katagiri. Chad Myers at the University of 
Minnesota provided feedback on conceptual content. The data used in this chapter were 
generated from flg22 infiltration experiments performed by Kenichi Tsuda, who was at 
the University of Minnesota at the time. Tag-Seq libraries (Rallapalli et al. 2014) for 
expression profiling generated from these plant tissue samples were mainly made by 
Kenichi Tsuda, Ghanashyam Rallapalli, and Shuta Asai, with some assistance from 
William Truman and myself; Ghanashyam’s and Shuta’s work was done in the laboratory 
of Jonathan Jones at The Sainsbury Laboratory in Norwich, UK; William’s work was 
done at the University of Minnesota. Hormone profiles were generated by Hitoshi 
Sakakibara at the RIKEN Center for Sustainable Resource Science in Japan, with 
assistance from Mikiko Kojima. Motif analysis work was performed by Matthew Papke, 
an undergraduate in Computer Science at the University of Minnesota, under my 
supervision. I wrote the paper, together with my adviser, Fumi Katagiri. 
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4.1 Summary 
 
Plant immunity protects plants from numerous potentially pathogenic microbes. The 
biological network that controls plant inducible immunity must function effectively even 
when network components are targeted and disabled by pathogen effectors. Network 
buffering could confer this robustness by allowing different parts of the network to 
compensate for loss of each other’s functions. Networks rich in buffering rely on 
interactions within the network, but these mechanisms are difficult to study by simple 
genetic means. Through a network reconstitution strategy, where we disassemble and 
stepwise reassemble the plant immune network that mediates Pattern-Triggered-
Immunity, we have resolved systems-level regulatory mechanisms underlying the 
Arabidopsis transcriptome response to the immune stimulant flagellin-22 (flg22). These 
mechanisms show widespread evidence of interactions among major sub-networks—we 
call these sectors—in the flg22-responsive transcriptome. Many of these interactions 
result in network buffering. Resolved regulatory mechanisms show unexpected patterns 
for how the jasmonate (JA), ethylene (ET), phytoalexin-deficient 4 (PAD4), and salicylate 
(SA) signaling sectors control the transcriptional response to flg22. We demonstrate that 
many of the regulatory mechanisms we resolved are hidden from the traditional genetic 
approach of single-gene null-mutant analysis. As potential pathogenic perturbations to 
the network, null-mutant effects on the immune signaling network can be buffered by the 
network as well. 
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4.2 Introduction 
 
A major tenet of systems biology is that complex biological systems are more than the 
sum of their parts (Kitano 2002). This literally means that interactions among system 
components are important. Because of these interactions, the function of a single gene 
in a complex signaling network may not be reliably inferred from null-mutant analysis of 
the gene alone; its function may be buffered by those of gene(s) in some other part of 
the network. To correctly assign functions to system components, the interactions 
among these components must be quantified. 
 
Buffering has two different biological sources (Rutherford 2000; Hartman, Garvik, and 
Hartwell 2001): (I) closely related gene family members with similar function may buffer 
each other, and (II) unrelated biological functions may buffer each other’s contribution to 
overall network function. Here we focus on the second case, which we call network 
buffering. Network buffering has been explored systematically in yeast, where the 
contributions of genetic interactions to yeast growth have been documented on a 
genome-wide scale (Costanzo et al. 2010). 
 
Plants are faced with a barrage of pathogen assaults during their lifetimes. Plants deter 
pathogen attacks using both preformed barriers (Nawrot et al. 2014; Underwood 2012) 
and an inducible immune system; the latter resembles innate immunity in animals 
(Dodds and Rathjen 2010). In principle, microbial pathogens can evolve much faster 
than their hosts, and thus the hosts appear to face a serious adaptive disadvantage. In 
plants, which lack adaptive immunity, a highly buffered immune signaling network could 
confer robustness against perturbations to network components, as pathogen effectors 
are known to target plant immune signaling proteins (Asai and Shirasu 2015). Buffering 
conceals the identity of network components: when a component in a buffered network 
is disabled, the network can compensate to some degree for this loss. 
 
The robustness of the plant immune signaling network is qualitatively different than the 
robustness of switch-like networks that control development and the metabolic 
responses to carbon source changes. These other networks ensure high-fidelity 
execution of an internal program despite internal and external noise. The plant immune 
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signaling network, in contrast, must deploy the right response intensity depending on 
attack severity—a fundamentally quantitative response, rather than a switch-like one, as 
immune responses carry a fitness cost for the plant (Vos, Pieterse, and Wees 2013). 
The plant immune signaling network needs to buffer not only random environmental 
noise, but more so, targeted component loss by pathogen effectors. By concealing the 
immune network’s mechanisms from pathogens, network buffering may confer resilience 
to the plant against pathogen adaptation. 
 
Network buffering conceals a network’s underlying mechanisms not only from potential 
pathogens but also from our attempts to study the network. For example, null mutant 
analysis of individual genes in such a network may result in incorrect mechanistic 
interpretations (Tsuda and Katagiri 2010). How do we correctly assign component 
function in the presence of network buffering? One approach is to fully remove a given 
network function through deep network perturbation, and then stepwise reconstitute the 
network using combinatorial perturbations (Tsuda et al. 2009; Jansen 2003). To avoid a 
“combinatorial explosion”, the network must contain only a small number of components. 
For large complex networks, like the network that mediates plant inducible immunity, one 
strategy is to reduce the network size using a more summarized scale. 
 
A broad-spectrum form of inducible immunity, Pattern-Triggered-Immunity (PTI) can be 
stimulated by treating a plant with conserved microbe-associated molecular patterns 
(MAMPs), such as a portion of bacterial flagellin (flg22) (Bigeard, Colcombet, and Hirt 
2015). The network that mediates flg22-PTI in Arabidopsis is almost entirely controlled 
by a network composed of four component sub-networks: the signaling mediated the 
plant hormones salicylate (SA), jasmonate (JA) and ethylene (ET) and by the major 
immune regulator, phytoalexin-deficient 4 (PAD4) (Tsuda et al. 2009). We call these 
sub-networks signaling sectors. Each of these sectors can be interrupted by disabling a 
single biosynthetic or signaling gene: dde2-2 removes the JA sector (von Malek et al. 
2002), ein2-1 the ET sector (Alonso et al. 1999), pad4-1 the PAD4 sector (Jirage et al. 
1999), and sid2-2 the SA sector (Wildermuth et al. 2001). We previously removed the 
JA-ET-PAD4-SA network in planta via a quadruple mutant dde2 ein2 pad4 sid2 and 
stepwise reconstituted the network via 4 triple mutants, 6 double mutants, 4 single-gene 
mutants, and the wild type (Tsuda et al. 2009; Kim et al. 2014). 
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Here we collected transcriptome and hormone profiles of these combinatorial mutants 
along a detailed timecourse and quantified how interactions between the four major 
sectors JA, ET, PAD4 and SA regulate the dynamic plant transcriptome in response to 
flg22 treatment. We show that sector interactions, rather than individual functions, 
dominated the regulation of the transcriptome response, and that buffering was 
extensive in the network. We further demonstrated several specific cases where the 
functional mechanisms inferred from shallow network perturbation did not reflect the true 
regulation of the flg22-responsive and JA-ET-PAD4-SA network-dependent 
transcriptome. Our analysis spotlights a complex biological network that resists a 
classical genetics approach, a network where single-gene mutant analysis sometimes 
leads to incomplete and at points incorrect descriptions of component functions. We 
demonstrate the effectiveness of a systems biology approach, network reconstitution, to 
elucidate dynamical component functions of the plant immune signaling network. 
 
4.3 Results and Discussion 
 
4.3.1 Overview of data collection and analysis 
 
We profiled leaves of 31-32 days old plants of 17 Arabidopsis genotypes 0, 1, 2, 3, 5, 9, 
and 18 hrs after flg22 treatment. Sample infiltration was staggered (S3 Text), so that 
samples were collected as close to the same time of day as was experimentally feasible, 
because of known influences of the circadian cycle on plant immunity. The genotypes 
used were our 16 combinatorial mutants for the 4 sectors, and a null mutant for FLS2, 
the flg22 receptor gene. In each mutant at each time point we profiled both the plant 
transcriptome via stranded mRNA Tag-Seq libraries (Rallapalli et al. 2014), and a suite 
of 44 plant hormones and related compounds via liquid chromatography-mass 
spectrometry (LC-MS) (Kojima et al. 2009; Kojima and Sakakibara 2012), including free 
SA and free JA. What we call transcript expression levels in this paper are approximately 
log2-transformed expression values; the transform was moderated at low expression 
levels (see Materials and Methods and S1 Text for details). 
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We selected genes and hormones for their dynamics and the sector effects on them. We 
focused in this paper on changes in transcript expression levels and did not consider 
network effects on basal transcript expression. For at least one genotype and at least 
one time point, the transcript expression (or abundance for hormones) level response 
(relative to 0 hrs) was required to be significantly different than the transcript response in 
the quadruple mutant. This value is referred to hereafter as the transcript response 
change of a gene transcript or hormone. The only active hormones that passed these 
criteria were free SA and free JA; 3211 genes passed these criteria, which hereafter we 
call the flg22-responsive and network-dependent genes. There were roughly as many 
flg22-responsive and network-independent genes in our dataset than there were flg22-
responsive and network-dependent genes (S3 Fig). Nevertheless, focusing on flg22-
responsive and network-dependent genes is appropriate since the JA-ET-PAD4-SA 
network is almost entirely responsible for flg22-triggered resistance (Tsuda et al. 2009). 
 
Each of the selected 3211 genes and 2 hormones was individually subjected to signaling 
allocation analysis to estimate both the sector effects and sector interactions that 
causally control the gene or hormone at each time point; these estimated effects and 
interactions are called signaling allocations (Tsuda et al. 2009; Mateos et al. 2015). 
 
4.3.2 The vast majority of the flg22-responsive and network-dependent genes 
showed complex network regulation 
 
Of the 3211 genes and 2 hormones that showed a significant transcript (or hormone) 
response change, the signaling allocations of these response changes showed 
widespread evidence of complex network regulation (Figure 4-1). Signaling allocations 
are the quantitative contributions to relative responsive expression of the individual 
sectors (JA, ET, PAD4, SA), and their interactions, which are indicated using single-
letter abbreviations and ‘:’ (J:E, J:P, J:S, E:P, E:S, P:S, J:E:P, J:E:S, J:P:S, E:P:S, and 
J:E:P:S) (see S1 Text for mathematical details about fitting signaling allocation models to 
gene expression data). When two individual contributions have the same sign, and the 
interaction between them also has the same sign, the two sectors synergize the 
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transcript response change. On the other hand, if two individual contributions have the 
same sign and the interaction between them has the opposite sign, the two sectors 
buffer each other (this is sometimes referred to as compensation). There is no simple 
description of a particular interaction (such as synergy or buffering) when the individual 
contribution signs are different. Nevertheless, the signaling allocations provide a 
complete quantitative description for how the JA, ET, PAD4 and SA sectors regulate the 
transcript response change of each gene or hormone. As reported for pathogen growth 
assays (Tsuda et al. 2009), the individual contributions of each sector to the transcript 
response changes in our dataset tended to all have the same sign, that is, all four 
positive, or all four negative (Figure 4-1; all red or all blue for the individual 
contributions). Given numerous literature cases that document antagonism between 
many of these sectors (JA and SA, JA and ET, SA and ET (Pieterse et al. 2012; Zheng 
et al. 2012; Van der Does et al. 2013; Broekgaarden et al. 2015; Chen et al. 2009)), our 
analysis suggests that the source of these antagonisms is likely mediated by higher-
order interactions for most of the flg22-responsive and network-dependent genes. 
The bulk of the flg22-responsive and network-dependent transcriptome critically required 
sector interactions to explain transcript behavior, including three- and four-sector 
interactions. 99% of the 3211 genes had at least one statistically significant interaction 
allocation. As a whole, the transcriptome response was skewed towards complex 
regulation (Figure 4-2): 71% of flg22-responsive and network-dependent genes showed 
more complex regulation than simple (single sector) regulation. 
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Figure 4-1. Network sector interactions are common in the regulation of the 
transcriptome response to flg22 treatment. Note that even three- and four-sector 
interactions are common. A clustergram is shown for hierarchical clustering of 3211 flg22-
responsive network-dependent genes and the two hormones SA and JA (rows); clustering is 
based on their signaling allocations (columns). The sign and magnitude of the signaling allocation 
contributions are indicated by color and intensity; insignificant values are set to zero—visually 
they are white. Allocations were calculated for each gene or hormone from the transcript 
expression responses (abundance responses for hormones) through the time-series 1, 2, 3, 5, 9, 
and 18 hours post treatment (hpt); 6 minor columns representing the 6 time points post treatment 
follow each other consecutively within each major column. Individual sector contributions are 
shown in the first four major columns and are indicated as JA, ET, PAD4, and SA. Sector 
interactions are shown in the rest of the major columns and indicated using ‘:’ with single letter 
notations of the sectors, for example the interaction between JA and ET is denoted ‘J:E’. 
Columns a and b are indicator columns that mark, with black rows, (a) the 1691 genes whose 
transcript response relative to wild type is buffered in all single-sector mutants (dde2, ein2, pad4, 
and sid2), and (b) the 527 genes whose transcript response relative to wild type is buffered in all 
single and double-gene sector mutants (dde2, ein2, pad4, sid2, dde2 ein2, dde2 pad4, dde2 sid2, 
ein2 pad4, ein2 sid2, and pad4 sid2).The gray sidebar on the left of the clustergram marks a set 
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of genes that respond mainly to the JA sector. Blue and red arrows on the left of the clustergram 
indicate the rows corresponding to free JA and free SA, respectively. The 3211 flg22-responsive, 
network-dependent genes were selected according to the procedure described in the Materials 
and Methods. Only signaling allocation contributions with q-values < 0.05 (Storey’s FDR) are 
shown. Signaling allocation rows were scaled for better visualization using the extreme value of 
each row. 
 
 
Figure 4-2. Network sector interactions dominate over individual single sector 
contributions to the flg22 transcriptome response. The distribution of how much sector 
interactions contribute to each transcript or hormone’s signaling allocation is shown as a 
histogram, calculated from signaling allocations of the 3211 flg22-responsive, network-dependent 
genes and the hormones free SA and free JA shown in Figure 4-1. Genes whose transcript 
response changes were dependent only on additive effects of individual sector contributions have 
no complex contributions and thus a value of 0 for the fraction of interaction-based contributions 
to a gene’s (or hormone’s) signaling allocation. On the other end of the spectrum, genes whose 
transcript response changes were dependent only on interaction terms without any individual 
sector contribution have a value of 1 for the fraction of interaction-based contributions to a gene’s 
(or hormone’s) signaling allocation. Fractions were calculated via the Euclidean length of a vector 
representing only the sector interaction terms divided by the Euclidean length of the vector 
representing all signal allocation terms. Arrows indicate the bins containing the calculated fraction 
for JA (blue) and SA (red). 71% of the genes in the distribution have a value past 0.5, where 
complex and simple terms contribute to a signaling allocation with equal magnitude. 
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We have previously demonstrated that regulation of both a phenotypic output of this 
network (reduction in pathogen growth), as well as core network activity (the regulation 
of four sector activity markers, each for one of the JA, ET, PAD4, and SA sectors), is 
complex (Tsuda et al. 2009; Kim et al. 2014). Here we expand that observation, noting 
that thousands of flg22-responsive, network-dependent genes were causally driven by 
interactions within the JA-ET-PAD4-SA network. Interactions among network 
components are an essential feature of any network that exhibits strong network 
buffering. 
 
4.3.3 Half of the flg22-responsive and network-dependent genes are well 
buffered.  
 
Among the 3211 flg22-responsive and network-dependent genes, 1691 genes were fully 
buffered—they showed no significant transcript expression level change relative to the 
wild type response in any single-sector mutant (black rows in Figure 4-1 column a 
indicate these 1691 genes; buffering summary in Figure 4-3A); deeper network 
perturbations were required to show disturbances in network response. Furthermore, 
527 genes among the 1691 genes showed no significant transcript change in any double 
mutants either (black rows in Figure 4-1 column b indicate these 527 genes; summary in 
Figure 4-3B). Yet these genes with clear network buffering had rich signaling allocation 
signatures. Thus, despite their lack of responses in single- and double-sector mutant 
genotypes, these genes may be key players in plant immunity because they were clearly 
regulated by the network, each responded strongly to an immune stimulus (flg22), and 
these responses were highly buffered from potential pathogenic perturbations: they 
remained like those of wild type despite strong network perturbation. S5 Text and S6 
Text contain the AGI locus identifiers for these genes. 
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Figure 4-3. The responses of many genes to flg22 treatment are highly buffered by 
the network. Impacts of single sector perturbations are completely buffered in 1691 of the 3211 
flg22-responsive, network-dependent genes. (A) Number of the 3211 genes with buffered 
transcript response changes in each single-sector perturbation, and in multiple single sector 
perturbations. The first bar represents the genes in Figure 4-1; the last bar represents genes 
buffered in all single sector perturbations (1691 genes). (B) Number of the 3211 genes with 
buffered transcript response changes in each double-sector perturbation, and (last bar) the 
number of genes buffered in all single and double-sector perturbations (527 genes). 
Combinatorial sector genotypes are labeled using a concise genotype notation that indicates the 
presence (uppercase) or absence (lowercase) of the sectors JA, ET, PAD4, and SA. dde2-2, 
ein2-1, pad4-1, and sid2-2 were used to remove the JA, ET, PAD4, and SA sectors, respectively. 
For example, the dde2-2 pad4-1 double mutant is denoted as jEpS.  
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4.3.4 The four sectors show contrasting patterns of network dependence 
 
While the major immune hormones, SA and JA, are both involved in the immune 
response to flg22 stimulus, the ways in which these hormones are activated and 
modulated by the rest of the JA-ET-PAD4-SA network are profoundly different. Induction 
of free JA hormone levels was nearly entirely dependent on only the JA individual sector 
contribution (Figure 4-4A). Dependence on mainly the JA sector is also seen as a 
pronounced transcriptional pattern: a large set of 139 genes existed for which the main 
signaling allocation was JA alone (Figure 4-5A). In contrast, SA hormone levels could 
not be induced by flg22 independent of the other sectors; free SA was entirely 
dependent on the network for its induction (Figure 4-4D). Related to this, for no genes in 
the entire genome was the SA individual sector contribution the dominant signaling 
allocation (Figure 4-5D). The lack of such genes is no surprise: many immune genes are 
known to be SA-responsive, and thus we expect genes that respond to free SA hormone 
levels to also show, like free SA itself, complex network regulation. Compared to the 
transcriptome, free JA levels were among the least reliant on network interactions; the 
SA levels were among the most reliant on these interactions (arrows in Figure 4-2 
indicate the histogram bins that contain JA and SA). 
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Figure 4-4. SA hormone induction completely depends on the other sectors. JA and 
ET hormone induction by flg22 is, on the other hand, mostly independent of the other sectors. 
Signaling allocations for responses of the following after flg22 treatment: (A) adjusted log2 free JA 
hormone concentrations, (B) transcript expression levels of the ET sector marker gene ARGOS 
(AT3G59900), (C) transcript expression levels of the PAD4 sector marker gene AT4504500, (D) 
log2 free SA hormone concentrations. The notations for the signaling allocations are the same as 
those in Figure 4-1. Only signaling allocations with q-values < 0.05 (Storey’s FDR calculated 
across all 3211 responsive genes and 2 hormones) are shown. Hormones and genes were 
individually scaled for better visualization using the extreme value of each panel (sector). 
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Figure 4-5. No genes are regulated by the SA sector alone. Genes whose transcript 
expression level responses are predominantly controlled by a single sector alone were selected 
for the (A) JA, (B) ET, (C) PAD4, and (D) SA sectors. For these genes, the maximum individual 
sector contribution is least 1.6 times greater than all other contributions to each signaling 
allocation. The sign and magnitude of the signaling allocation contributions are indicated by color 
and intensity; insignificant values are set to zero—visually they are white. Allocations were 
calculated for each gene or hormone from the transcript expression responses (abundance 
responses for hormones) through the time series 1, 2, 3, 5, 9, and18 hours post treatment (hpt); 6 
minor columns representing the 6 time points post treatment follow each other consecutively 
within each major column. The notations of the contribution labels are the same as those in 
Figure 4-1. Only signaling allocation contributions with q-values < 0.05 (Storey’s FDR) are shown. 
Rows were individually scaled for better visualization using the extreme value of each row. 
 
  76 
Network regulations of the ET hormone response to flg22 resembled that of JA. 
Induction of ET hormone levels, shown by the transcript expression level of the ET 
sector activity marker ARGOS (AT3G59900), was nearly entirely dependent on the ET 
sector alone (Figure 4-4B). Similar results were seen with another ET sector activity 
marker ARL (S4 Fig). Transcript levels of both genes are likely reliable readouts of the 
plant response to the ethylene hormone since (I) they showed no response in any ein2-
containing genotypes (ein2-1 abolishes ethylene response phenotypes (Alonso et al. 
1999)), (II) they are direct targets of the major transcriptional regulator of ethylene 
responses, EIN3 (Chang et al. 2013), and (III) they both respond strongly and quickly to 
exogenously applied ACC (D. Winter et al. 2007; Markakis et al. 2012; Rai et al. 2015) 
(ACC is an ethylene biosynthetic precursor). As with JA, dependence on mainly the ET 
sector is a clear transcriptional pattern: 92 genes exist whose transcript response 
changes relative to the quadruple mutant response were almost entirely dependent on 
the ET individual contribution (Figure 4-5B). 
 
Flg22 activation of the PAD4 sector showed a network dependence intermediate 
between those of SA and JA. PAD4 sector activation depended partly on the PAD4 
individual sector contribution, but was also significantly affected by interactions among 
the sectors (Figure 4-4C).  The PAD4 sector activity was monitored via the transcript 
expression level of a sector activity marker (AT4G04500) that passed strict criteria for 
abolished activity in pad4-containing genotypes. Other candidate PAD4 sector activity 
marker genes show similar network dependence (S5 Fig). We used these sector activity 
gene candidates to monitor the PAD4 sector since no method is known to directly 
monitor the activity of the PAD4 protein. 
 
Activation of the four different summarized network sectors, JA, ET, PAD4, and SA, by 
flg22 treatment was largely consistent with our previous sector activity modeling results 
for MAMP-triggered PTI (Kim et al. 2014). Those results were: JA and ET are strongly 
activated by MAMP-responsive signaling, including flg22-responsive signaling; flg22 
activates PAD4, but to a lesser extent than either JA or ET; flg22 activation of SA is 
entirely indirect: activation occurs through the other sectors of the network. 
Importantly, sector-interaction contributions to signaling allocations have two different 
sources: interactions within the 4-sector network, and those that occur downstream of 
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the network. Since free JA and the ET sector marker genes have simple signaling 
allocation signatures, a J:E interaction must involve signal integration downstream of the 
JA-ET-PAD4-SA network. For SA and PAD4, however, the sector activities are 
themselves regulated in a complex manner; interaction terms that include ‘S’ or ‘P’ could 
depend on interactions within the network, downstream of the network, or both. Note that 
genes that follow SA regulation (Figure 4-6 cluster D) are driven by complex network 
interactions, and yet the mechanistic interpretation is simple: these genes respond to 
free SA. 
Figure 4-6. Two clusters of genes under distinct regulatory mechanisms are within 
the traditionally-defined SA-dependent genes. Signaling allocations are shown for the 
247 genes that had a significant transcript expression level change in sid2 relative to the 
transcript response in wild type. The left panel shows the strength of a traditionally-defined SA 
response: the opposite of the sid2 mutant effect on the wild type response. For genes that are 
positively regulated by SA via this traditional definition, full signaling allocations revealed two 
distinct clusters: those genes whose regulation closely followed that of SA, and thus were 
regulated almost entirely by network interactions (cluster D, light gray) and those that also 
showed individual sector contributions (cluster C, dark gray). Canonical SA responsive genes 
PR1 and SARD1 are indicated, as well as CML47, a gene tightly co-expressed with SARD1 
across numerous pathogen treatments (Truman and Glazebrook 2012). Although the SID2 gene 
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itself is in cluster C, note that the data for SID2 transcript expression levels cannot be properly 
interpreted in the dataset since half of the combinatorial mutants have the sid2 mutation.  
Additional genes well known for their involvement in SA-related plant processes, NPR1, NPR3, 
and TRX5, are also indicated. Only signaling allocation contributions with q-values < 0.05 
(Storey’s FDR) are shown. Rows were individually scaled for better visualization using the 
extreme value of each row. 
 
4.3.5 Network reconstitution revealed unexpected patterns of transcriptional and 
hormone regulation 
 
Antagonism between SA and JA is widely reported (Pieterse et al. 2012; Zheng et al. 
2012; Van der Does et al. 2013). In contrast to these observations, we previously 
reported that induction of SA absolutely requires the JA sector after flg22 treatment 
when the PAD4 sector is absent (Kim et al. 2014). Here we report that, consistent with 
our previous discovery, both the SA hormone and the entire suite of genes whose 
regulation closely followed that of free SA (Figure 4-6, cluster D) have strongly positive 
J:S and J:E:S allocations at later time points (9 and 18 hpt). We note that the positive 
effect of JA on SA was entirely buffered by the network: SA induction was actually 
slightly higher in the single-sector mutant lacking the JA sector (dde2-2) than in the wild 
type (S6 Fig panel B). By traditional genetic analysis, this would have led us to infer that 
JA inhibits SA induction, in agreement with the literature. But network reconstitution 
allowed us to more accurately estimate the mechanisms underlying SA activation.  
 
Although the PAD4 effect on SA inducibility is very similar to the JA effect on SA 
inducibility (S6 Fig panel B: the lines for jePS (green-blue) and JepS (red-blue) are very 
close), the PAD4 effect on the SA hormone abundance levels is higher than the JA 
effect on the SA hormone abundance levels because the PAD4 effect increases the 
basal SA level while the JA effect does not (S6 Fig panel A: compare jePS (green-blue) 
and JepS (red-blue)). The JA sector strongly and negatively regulates the PAD4 sector 
(Figure 4-4C: the J:P contribution to PAD4 sector activity is strongly negative). Thus, 
when the JA sector is removed from the wild type network, the PAD4 sector, which can 
increase the basal SA level, is relieved from its strong inhibition by the JA sector. As a 
consequence, the overall SA hormone level is increased by the PAD4 effect while the 
SA inducibility does not change much.  An early study in Nicotiana benthamiana (Mur et 
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al. 2006) reported that plants treated exogenously with SA and low concentrations of JA 
showed strong positive synergy between SA and JA in the accumulation of PR1a 
transcript and protein (PR1a is the tobacco homolog of the Arabidopsis PR1 gene, 
whose transcript expression levels are widely used as a proxy for SA hormone 
concentrations). This early observation can be explained by assuming that in 
N. benthamiana, or at the concentration of JA used in the study, the inhibition of the 
PAD4 sector activity by the JA sector activity is much weaker than for our conditions in 
A. thaliana. 
 
PAD4 is required for SA hormone accumulation after pathogen challenge (L. Wang et al. 
2011; Zhou et al. 1998). Yet the interaction between PAD4 and SA sectors, which we 
denote P:S, was a minor contribution to the signaling allocation for the SA hormone 
levels (Figure 4-4D) and to the transcriptome cluster that closely followed SA (Figure 4-
6, light gray cluster). The visually dominant player was the high-order interaction E:P:S, 
meaning that a strong interaction between PAD4 and SA sectors required ET sector 
function as well. FLS2 transcript expression levels were low in all ein2-containing 
mutants (S8 Fig), which is consistent with previous reports (Boutrot et al. 2010) and may 
explain this ET sector dependence in the E:P:S interaction. Yet FLS2 transcript 
expression levels fully recovered in all ein2-containing mutants by 1hr after flg22 
treatment, our earliest post-treatment time point (S8 Fig). In addition, activation of key 
kinases that mediate flg22 responses, MAP kinases MPK3 and 6, still clearly occurs in 
the quadruple mutant at a level comparable to the wild-type 10 min. after flg22 treatment 
(Tsuda et al. 2009). Thus, potentially reduced FLS2 protein concentrations in ein2-
containing backgrounds likely did not have strong effects under our experimental 
conditions, probably due to treatment with a high concentration of flg22 (1 µM). The 
observed strong E:P:S interaction likely represents a genuine property of the network 
that mediates the signaling that ensues after FLS2 activation. 
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4.3.6 Network reconstitution revealed complex regulatory mechanisms that were 
hidden from null-mutant analysis of the individual genes in the 4-sector network 
 
Induction of SA in response to pathogens is entirely absent in the sid2-2 mutant 
(Wildermuth et al. 2001). As such, the sid2-2 mutant, which we used to remove the SA 
sector, has been used in pathogen-responsive transcriptome profiling to define SA-
dependent genes (L. Wang et al. 2008). We found that the true network regulation of 
SA-dependent genes that respond to flg22 stimulus could be classified into two distinct 
clusters (Figure 4-6 clusters D and C): (I) those whose regulation closely follows that of 
free SA and is entirely dependent on network interactions and (II) those that also show 
involvement of the individual sector allocations (JA, ET, PAD4 and SA). The GO 
annotations for these two positively regulated clusters overlap substantially: 80% of all 
individual annotations were shared between clusters (see S2 Table). Of the genes in 
these two clusters with mutant alleles that have been reported to show immune-related 
phenotypes in the literature (S1 Table), both clusters contain genes with SA-related 
mutant phenotypes. Network reconstitution, on the other hand, detects two distinct 
clusters. 
 
Genes with significant transcript response changes in the ET single-sector mutant 
(ein2-1) showed two distinct signaling allocation patterns for both apparently positive and 
apparently negative regulation by the ET sector. Apparent regulation is based on the 
transcript response in ein2 (Figure 4-7A, left hand column). Some apparent positive 
regulation by ET was true: many of the genes apparently regulated by ET were indeed 
regulated mainly by the ET sector alone (Figure 4-7A cluster 1). For a subset of genes 
apparently regulated positively by ET, however, the true regulation relied on a suite of 
interaction-based signaling allocation terms (Figure 4-7A cluster 2), similar to the set of 
interactions involved in SA hormone regulation, but also including the ET and PAD4 
individual sector contributions. 20 of these genes overlapped with the SA cluster C 
genes (Figure 4-6), including WRKY53 and MLO2 (see S17 Text for the AGI locus 
identifiers of these 20 genes). Among genes with apparent negative regulation by ET, 
most were mainly negatively regulated by the ET sector (Figure 4-7A cluster 3), while for 
a distinct subset, the true regulation was a strong positive regulation by the JA sector, 
and only modest negative regulation by the ET sector (Figure 4-7A cluster 4). 
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For genes apparently regulated positively by the JA sector (Figure 4-7B), most of the 
true regulation was indeed positive regulation mainly by the JA sector alone (Figure 4-7B 
clusters 2 and 4), although more complex patterns were found, including a small set of 
genes that also showed reliance on several higher-order interaction terms that include 
ET as well as JA (J:E, J:E:P, J:E:S, and J:E:P:S; J:P:S was also implicated for these 
genes) (Figure 4-7B cluster 3). Quite surprisingly, genes which were apparently 
negatively regulated by JA showed a very different true regulation (Figure 4-7B cluster 
1): strong positive regulation by ET and PAD4, as well as weaker regulation across 
many other signaling allocations. 27 of these 91 genes overlapped with the genes 
apparently under positive ET regulation (in Figure 4-7A), as would be expected for 
genes whose full regulation is strongly driven by the individual ET effect (see S18 Text 
for the AGI locus identifiers of these 27 overlapping genes). 
  82 
Figure 4-7. Regulation of genes strongly impacted by the JA and ET single sector 
perturbations. Network reconstitution uncovers the true regulation of genes whose flg22 
transcript response changes are strongly impacted by the JA and ET single sector perturbations 
dde2 and ein2. Signaling allocations are shown for the 458 genes (A) and 363 genes (B) that had 
a significant transcript expression level response in ein2 (A) or dde2 (B) relative to the transcript 
response in wild type. The left panels show the strength of a classically-defined sector response: 
the opposite of the single-sector mutant response. The full clustergrams show the true network 
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regulation of each of these sets of genes. Note the clusters that depend heavily on sector 
interactions (including A cluster 2, and B clusters 1 and 3), and those whose dominant allocation 
is not the individual contribution matching the relevant single-sector mutant (A cluster 4 and B 
cluster 1). Only 4 genes showed a significant transcript expression level response in pad4 relative 
to wild type (C). Signaling allocation rows were scaled for better visualization using the extreme 
value of each row. 
 
Only 4 genes showed significant transcript response changes in the pad4-1 single-sector 
mutant relative to the wild type transcript response, as opposed to the hundreds of 
genes affected in the dde2-2, ein2-1 and sid2-2 single-sector mutants (Figure 4-7C). 
That is, loss of PAD4 was almost entirely buffered in the flg22-responsive and network-
dependent transcriptome. This is unexpected because pad4-1 decreases flg22-PTI 
against Pseudomonas syringae pv. tomato (Pto) DC3000 by approximately 20% (Tsuda 
et al. 2009), and pad4-1 has substantial pathogen growth phenotypes for many different 
pathogens (Glazebrook et al. 1997; Reuber et al. 1998; Zhou et al. 1998; Feys et al. 
2001; Pegadaraju et al. 2005; Youssef et al. 2013). In our data, the pad4 and wild type 
transcript expression levels are quite similar at each sampled time point; there is a trend 
for induced genes to be slightly less induced, and repressed genes to be slightly less 
repressed (S11 Fig), but these effects are small and few of them pass stringent cutoffs 
for differential expression. The pad4-1 trend in gene expression is in agreement with the 
SA hormone concentrations relative to wildtype in pad4-1 (S6 Fig A): mean SA hormone 
levels are somewhat lower in pad4-1 (JEpS), but the effect size is much less than that of 
sid2-2 (JEPs). It is possible that this strong buffering of the pad4-1 single mutation effect 
may be specific to the response to flg22. We demonstrated that different MAMPs feed 
different patterns of input signals to the four-sector network to tune the network response 
(Kim et al. 2014). It is possible that buffering effects for loss of particular sectors may be 
modulated by differences in the signal flow in the network, which could be caused by 
different MAMPs and/or pathogen effectors. Consistent with this notion, the 
transcriptional response to Pto DC3000 hrcC, which is considered to present multiple 
MAMPs to plants, was affected similarly by the pad4-1 mutation and the sid2-2 mutation 
(Tsuda et al. 2008), suggesting that the induced SA level was very low in the pad4-1 
plant in that study. 
 
As the transcriptional response to flg22 was barely affected by the pad4-1 mutation, how 
could the mutation substantially decrease flg22-PTI measured with Pto DC3000? One 
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possible scenario is that flg22 treatment may result in non-transcriptional activation of a 
facilitator of PAD4’s function. This potential facilitator activation ensuing flg22 treatment 
could enhance PAD4’s function during infection. In this scenario, PAD4 would be 
required for the facilitator effect to be materialized, and consequently the pad4-1 
mutation would decrease flg22-PTI. Enhanced disease susceptibility 1 (EDS1) is a 
candidate for such a PAD4 facilitator since formation of an EDS1-PAD4 complex is 
essential for the function of this major regulatory component (Feys et al. 2001). 
 
4.3.7 Genes in the ERF-branch of JA signaling did not display the expected 
strong synergy between JA and ET 
 
One well-studied example of immune hormone cross-talk in Arabidopsis is a branch of 
JA signaling that depends on positive synergy between JA and ET. This ERF-branch 
requires both JA and ET for full activity (Pieterse et al. 2009), and is regulated by 
ethylene response factor (ERF) transcription factors (TFs). ERF-branch activity is 
commonly monitored by the marker genes PDF1.2a, PR3 and PR4 (Penninckx et al. 
1998; Pré et al. 2008; Lorenzo et al. 2003; Verhage et al. 2011; Zhu et al. 2011). The 
ERF TFs are highly functionally redundant, making identification of ERF-branch genes 
by loss-of-function approaches difficult, but an overexpression line of the ERF TF gene 
ORA59 was used to identify ERF-branch genes that are regulated by ERF TFs. By 
selecting within these genes for those that respond synergistically to exogenous JA and 
ethephon (an ethylene-releasing agent), a putative set of ERF-branch genes was 
assembled (Pré et al. 2008). 
 
Since we observed concurrent spikes of JA and ET activity in our time course (see S7 
Fig and S12 Fig for JA hormone levels and ET sector marker gene expression, 
respectively), our dataset is a natural place to test this set of candidate genes. Of the 37 
candidate ERF-branch genes whose transcriptional response was stronger with a 
combined exogenous JA and ethephon treatment than with only exogenous JA 
treatment (Pré et al. 2008), 23 genes showed a significant transcript response change in 
our dataset. Nearly all of these 23 genes showed an unexpected lack of J:E allocations 
(Figure 4-8A). Notably, individual ET and to a lesser extent individual JA contributions 
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dominated the signaling allocations for these genes. This means that JA and ET have 
additive effects on the expression of these genes after flg22 treatment, but not 
synergistic effects. Unexpectedly, the canonical ERF-branch marker gene PDF1.2a was 
down-regulated (Figure 4-8B). PR4 was down-regulated at early times, but then up-
regulated at late times (S13 Fig); the network regulation during this induction, however, 
shows individual ET contributions, and no J:E contributions. The other canonical marker 
gene, PR3, was not significantly expressed in our data. The relatively low concentrations 
of JA observed here, as opposed to the very high JA concentrations used or observed in 
literature treatments during ERF-branch studies, may explain these unexpected results 
of the ERF-branch response. Additionally, the relatively short duration of the spikes in JA 
and ET activity (less than 2 hours), as opposed to the extended JA and ET induction in 
other immune responses, especially after inoculating plants with necrotrophic 
pathogens, may also have been a factor. We speculate that quantitative and/or kinetic 
differences in JA and ET hormone levels may produce different qualitative regimes for 
the J:E, J:E:P, J:E:S, and J:E:P:S terms. 
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Figure 4-8. ERF-branch genes do not show the expected dominance of the J:E 
interaction. (A) Putative ERF-branch genes showed primarily JA and ET individual sector 
contributions. 37 differentially expressed genes from an ORA59 ERF overexpression line 
responded more strongly to a combined JA and ethephon treatment than to JA alone (genes 
selected using data in Table 1 from (Pré et al. 2008)). From this set of 37 genes, 22 genes were 
expressed in our dataset and showed at least one significant signaling allocation. These 22 
genes are the intersect of the 37 genes and the flg22-responsive, network-dependent genes. 
Rows were scaled for better visualization using the extreme value of each row. (B) The classic 
ERF-branch marker gene, PDF1.2a is down-regulated after flg22 treatment. Mean transcript 
levels of PDF1.2a (AT5G44420) are shown across all genotypes and time points profiled. Colors 
indicate genotype by presence, not absence of a sector: red (JA), yellow (ET), green (PAD4), 
blue (SA). Other genotypes: black (wild type), gray (quadruple mutant), purple (fls2). Data were 
collected at 0, 1, 2, 3, 5, 9, and 18 hours after flg22 treatment. 
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As an alternative approach we selected flg22-inducible genes that show synergy 
between JA and ET (i.e., positive J:E interactions and non-negative or only very weakly 
negative JA and ET contributions) (Figure 4-9A). Of these genes, the two with the 
strongest J:E contributions, ANAC019 (AT1G52890, Figure 4-9B) and ANAC055 
(AT3G15500, Figure 4-9C) were recently shown, together with ANAC072, to be 
unresponsive in an aba2 mutant and directly up-regulated by the transcription factor 
MYC2, suggesting these genes belong in the MYC-branch of JA signaling which is 
known to show synergy between JA and the abiotic stress-response hormone abscisic 
acid (ABA). The MYC-branch has been shown to antagonize the ERF-branch (Pieterse 
et al. 2012). It will be interesting to investigate whether these genes with strong positive 
J:E signatures are regulated as ERF-branch response genes or whether they represent 
a different regulatory mechanism. 
4.3.8 Promoter motif analysis of gene sets with similar signaling allocations 
 
To further leverage our dataset to discover regulatory mechanisms underlying the plant 
immune response to flg22, we subjected the promoters (1 kb upstream and 5’UTR, if 
annotated) of sets of genes with similar signaling allocation signatures to MEME-based 
de-novo motif discovery (Bailey and Gribskov 1998). We did not find many significant 
motifs specific to particular regulatory patterns. However, we found broad involvement of 
GA-rich and GAA-rich motifs in flg22-responsive genes, which may be involved in 
chromatin structure and DNA integrity (see S5 Data and S2 Text for details).  
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Figure 4-9. Several genes show dominance of the J:E interaction. (A) A clustergram 
of the signaling allocations for 71 genes that show a strong positive J:E interaction and non-
negative or only very weakly negative JA and ET contributions in our dataset (JA, ET individual 
contribution > -0.25). Only signaling allocations with q-values < 0.05 (Storey’s FDR) are shown. 
Rows were scaled for better visualization using the extreme value of each. (B) Mean transcript 
expression levels of the two of these genes with the strongest J:E contributions, ANAC055 
(AT3G15500) and ANAC019 (AT1G52890), in the genotypes JEps, Jeps, jEps, and jeps, across 
time points profiled. Colors indicate genotype by presence, not absence of a sector: red (JA), 
yellow (ET); quadruple mutant expression is in gray. Data were collected at 0, 1, 2, 3, 5, 9, and 18 
hours after flg22 treatment. 
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4.3.9 Conclusions 
 
By definition, the components of a complex network are strongly connected. A systems 
biology approach allowed us to derive accurate mechanistic interpretations of 
component functions for a complex network where a classical genetics approach 
distorted interpretations of component function. In this paper we reduced a large 
complex network down to a manageable size—four major signaling sectors—to 
comprehensively probe, via network reconstitution, the sector interactions that regulate 
the transcriptome changes induced by a potent MAMP, flg22. Dynamic profiling of the 
transcriptome and two major immune hormones, SA and JA, across our set of 
comprehensive perturbation genotypes allowed us to describe and quantify complex 
mechanisms that drive the flg22 transcriptome response. Our analysis revealed that 
regulation of the vast majority of flg22-responsive and network-dependent genes rely on 
interactions between the JA, ET, PAD4, and SA signaling sectors. In many cases, such 
sector interactions provide a basis for network buffering, and in several cases the sector 
interactions driving transcript expression were unexpected. Our work shows that 
together high-order perturbation and dynamic transcriptional profiling can help in 
deciphering the regulation of a complex network, the plant immune signaling network. 
Network reconstitution is a powerful approach to reveal mechanisms that underlie the 
function of a complex biological network, especially one whose function is robust against 
pathogenic perturbations. 
 
4.4 Materials and Methods 
 
(See S1 Text for detailed method descriptions.) 
 
4.4.1 Plant materials, growth conditions, leaf tissue treatment and collection 
 
Combinatorial mutants (Tsuda et al. 2009) of the Arabidopsis thaliana mutants dde2-2 
(von Malek et al. 2002), ein2-1(Alonso et al. 1999), pad4-1 (Jirage et al. 1999), and 
sid2-2 (Wildermuth et al. 2001), and the fls2 mutant (SAIL_691C4) (Zipfel et al. 2004), all 
  90 
in the Col-0 background, were grown under a 12 hr photoperiod in a controlled 
environment at 22°C and 75% relative humidity. 3 leaves (leaf stages 7-9) of a single 
plant of each genotype from 31-32 days-old plants were syringe-inoculated with a 1 μM 
solution of flg22, and harvested at the indicated time after treatment. Different time point 
samples were collected from different plants. 0 hr samples were untouched. For each 
biological replicate, leaves of plants from four independent experiments (3 leaves per 
plant ∙ 4 plants = 12 leaves in total) were pooled. Three biological replicates, from 12 
independent experiments (4 plants per replicate ∙ 3 replicates = 12), were profiled for 
each genotype:time combination, for a total of 17 genotypes∙7 time points ∙3 biological 
replicates = 357 tissue samples. (See S3 Text for detailed planting, treatment, and 
harvesting information.) Each tissue sample was divided for separate hormone 
measurement and Tag-Seq library preparation. 
4.4.2 Hormone measurement 
 
Tissue was flash frozen using N2, powderized, and freeze-dried. Hormone extraction and 
concentration measurements were performed with an ultra-performance liquid 
chromatography-tandem mass spectrometer (UPLC-MS/MS) (ACQITY UPLC 
System/Quattro Premier XE; Waters) with an ODS column (ACQUITY UPLC BEH C18, 
1.7 μm, 2.1 × 100 mm; Waters) as described previously (Kojima et al. 2009; Kojima and 
Sakakibara 2012). Samples were processed in two separate batches.  Measurement 
values were corrected for the experimental factors 𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒 and 𝑏𝑎𝑡𝑐ℎ using a mixed 
linear model for each hormone individually: 𝑙𝑜𝑔2[ℎ𝑜𝑟𝑚𝑜𝑛𝑒] ~ 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒: 𝑡𝑖𝑚𝑒 +
(1|𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒) + (1|𝑏𝑎𝑡𝑐ℎ). Log2 JA values near the detection limit were very noisy, and 
had a substantial offset from zero. This offset was subtracted and low values, including 
all values from dde2-containing genotypes, were set to zero, since no JA is produced 
without DDE2 (Park et al. 2002). These modified data are referred to here as ‘adjusted 
log2 JA’ values. 
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4.4.3 Tag-Seq library preparation and measurement of gene transcript 
expression levels 
 
Stranded mRNA Tag-Seq libraries were prepared as previously described (Rallapalli et 
al. 2014). Internal barcodes were used to multiplex 16 different samples into a single 
lane of an Illumina flowcell, and lanes were sequenced using Illumina’s Genome 
Analyzer IIx System. Only sequencing reads with exact barcode matches were used. 
Barcodes were trimmed, and reads were uploaded to Galaxy (Goecks, Nekrutenko, and 
Taylor 2010; Blankenberg, Von Kuster, et al. 2010; Giardine et al. 2005). Sequences 
that were mainly homopolymer sequence were removed  using the Artifacts Filter in the 
fastx toolkit that is built in to Galaxy (Blankenberg, Gordon, et al. 2010). Remaining 
reads were mapped to TAIR10 transcripts using Bowtie (version bowtie-0.12.8) 
(Langmead et al. 2009). Mapping files for reads mapped to the forward strand were 
downloaded from Galaxy. Reads mapping to only a single gene were selected, and 
reads mapping to any transcript of a gene were summed together into a single gene-
based count value. A scaling percentile normalization was applied to the raw counts of 
each sample: raw transcript counts at the 90th percentile of sample count values were 
scaled to match to the largest 90th percentile value across all samples, 300 counts. The 
data were transformed to produce approximately homoscedastic data values using the 
transformation 𝑙𝑜𝑔2(𝑠𝑐𝑎𝑙𝑒𝑑 𝑐𝑜𝑢𝑛𝑡𝑠 + 79) − 𝑙𝑜𝑔2(79). Normalized data were corrected for 
statistical artifacts using a mixed linear model for each gene individually: 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑎𝑡𝑎 ~ 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒: 𝑡𝑖𝑚𝑒 + (1|𝑚𝑎𝑐ℎ𝑖𝑛𝑒/𝑙𝑎𝑛𝑒) + (1|𝑏𝑎𝑟𝑐𝑜𝑑𝑒) + (1|𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒). 
The scaled, normalized and corrected data are called transcript expression levels here. 
The machine factor denotes that half of the samples were sequenced on a GAIIx 
machine at the University of Minnesota, and the other half on a different GAIIx machine 
at The Sainsbury Laboratory. 
4.4.4 Gene selection 
 
To find genes significantly regulated by the JA-ET-PAD4-SA network, p-values from 
each linear model were calculated for 90 difference of difference values per gene: (𝑒𝑔,𝑡 −
 𝑒𝑔,𝑡=0) − (𝑒𝑞,𝑡 − 𝑒𝑞,𝑡=0) where 𝑒 is normalized transcript expression, 𝑔 is any non-
quadruple combinatorial mutant (15 available), 𝑡 is a time point after treatment (1, 2, 3, 5, 
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9 or 18 hpt) and 𝑞 is the quadruple mutant genotype. These difference of differences 
values are called transcript response changes here. All 90 p-values (15 comparisons ∙ 6 
time points = 90 comparisons in total) from the 18,885 TAIR10 genes to which the mixed 
linear model for experimental factors could be fit were corrected together for multiple-
hypothesis testing using Storey’s FDR (Storey and Tibshirani 2003; Storey 2015). Q-
values less than 0.05 produced by absolute transcript response changes greater than 1 
were called significant. Genes with at least one significant transcript response change 
were considered significantly regulated by the network. For the cases (Figure 4-1 
columns a and b; Figs 3, 6, 7) where genes were selected by transcript expression level 
responses relative to wild type, the wild type genotype was used as the baseline in the 
transcript response change calculations, instead of the quadruple mutant. 
 
For how our infiltration stress control for the wild type response to flg22 treatment, fls2, 
behaves for both the 3211 genes in Figure 4-1 as well as the set of 6491 genes that 
show differential expression in either wild type or the quadruple mutant, see S3 Fig. 
 
4.4.5 Signaling allocation models 
 
For genes and hormones with significant transcript (or, for hormones, abudance) 
response changes, signaling allocation models were fit individually to each gene and 
hormone. These models were fit to transcript expression levels or hormone abundance 
levels relative to steady state, 𝑒𝑔,𝑡 − 𝑒𝑔,𝑡=0, where 𝑔 represents genotype, 𝑡 time, and 𝑒 
transcript expression level (or, for hormones, abundance) (see S1 Text for details). Each 
starting model was regularized (that is, made sparse) using lasso (Efron et al. 2015; 
Tibshirani 2011). The lasso penalty parameter that minimized fit AICc (Hurvich and Tsai 
1989; Burnham 2004) was selected. An ordinary linear model was then re-fit using the 
selected coefficient subset, to avoid the coefficient shrinkage inherent in lasso. P-values 
for all selected coefficients, for all genes and hormones relevant to a particular analysis 
(See S1 Text for details) were corrected using Storey’s FDR. Coefficients for genes with 
insignificant q-values (q ≥ 0.05) were set to zero, except in some Supporting Figs, where 
it is explicitly stated otherwise. 
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4.4.6 MEME-based motif discovery 
 
The 3211 flg22-responsive, network-dependent genes and the hormones SA and JA 
were clustered based on their network signaling allocation models without remainder 
terms using complete-linkage agglomerative hierarchical clustering (see Figure 4-1). The 
resulting tree was cut at a height of 1.2, which produced visually-coherent sets of 
signaling allocations, resulting in 66 clusters. For the 57 clusters with more than 20 
genes, the promoter regions of the genes in each cluster —1 kb upstream, and the 
5’UTR, if annotated—were subjected to MEME-based motif discovery. Motif lengths of 
8-15 were searched. 
4.4.7 Clustering 
 
The clustergrams and associated dendrograms in all figures were produced using cosine 
distance complete-linkage agglomerative hierarchical clustering. 
4.4.8 Gene Ontology (GO) enrichment analysis 
 
GO enrichment was performed using The Gene Ontology Consortium’s web-based 
application (Ashburner et al. 2000; The Gene Ontology Consortium 2014). GO Ontology 
database release 2015-08-06; PANTHER Overrepresentation Test release 20150430. 
4.4.9 Data submission to NCBI’s Gene Expression Omnibus 
 
Tag-Seq data has been submitted to NCBI’s Gene Expression Omnibus (GEO); GEO 
data series GSE78735. Raw fastq files, tallied counts per gene for all samples, and pre-
processed transcript expression level data are all available. 
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4.6 Supporting Information 
 
4.6.1 S1 Text. Supporting Methods. 
 
4.6.1.1    Plant leaf tissue treatment and collection 
 
To handle the large number of samples in this study, plants harvested at all needed time 
points could not be infiltrated all at the same time. Thus inoculation was staggered so 
that different time points were inoculated at different times. The infiltration times were 
arranged so that the collection times were, as much as was experimentally feasible, 
approximately the same time of day. Specifically, leaves for the 1, 2, 3, and 5 hr time 
points were all harvested one right after another within about 2 hours. The 0, 9 and 18 hr 
samples were harvested at other times of day. See S3 Text for detailed infiltration 
schedules for all experiments. 
 
4.6.1.2    Hormone measurement 
 
4.6.1.2.1 Outlier detection 
 
Data from the key hormone readouts used to track network response, JA and SA, were 
carefully evaluated for any outlier data points, since extreme outliers can have strong 
undesirable effects on linear model behavior. By plotting variance vs. mean for all sets of 
biological replicates (each point corresponds to a different genotype:time factor 
combination), a strong outlier was detected for JA hormone levels. The underlying point 
driving this outlier variance, JEpS, 18 hrs, replicate1, was masked with NA. A second 
outlier in the JA hormone levels was also found. There is no JA in dde2-containing 
genotypes (Park et al. 2002), but the JA measurements for these values bounced 
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around log2(3) to log2(7), a range which we considered to be the machine detection limit. 
One JA value, for jepS, 9 hrs, replicate 1, was near log2(0). We considered this value an 
error, and masked it with NA. The mixed-effects linear model 
 
𝑙𝑜𝑔2[ℎ𝑜𝑟𝑚𝑜𝑛𝑒] ~ 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒: 𝑡𝑖𝑚𝑒 + (1|𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒) + (1|𝑏𝑎𝑡𝑐ℎ)  Equation 4-1. 
 
was fit individually to 32 hormones (the other hormones did not have sufficient data in 
both batches to reliably fit this model). Replicate and batch effects were subtracted from 
log2[hormone] data to produce pre-processed hormone data (S4 Data). After determining 
that JA passed q-value based criteria for selection of flg22-dependent network-
responsive genes and hormones, JA values were shifted so that the machine detection 
limit was about 0, as described in the main text, and data from dde2-containing 
genotypes were replaced with 0.  Dramatic outliers were not seen in the SA 
measurements or in the Tag-Seq data. 
4.6.1.3    Tag-Seq library preparation and measurement of gene transcript 
expression levels 
 
Main text methods describe how raw gene transcript counts were tallied from 
sequencing data. See the NCBI Gene Expression Omnibus (GEO) Data Series 
GSE78735 for the sequencing data and sample metadata used in data processing. 
Tallied counts per gene in each sample, and pre-processed expression data are also 
available from this data series. 
4.6.1.3.1    Scaling percentile-based normalization of gene counts from Tag-Seq 
data 
 
We used a scaling normalization to make gene transcript counts from different samples 
comparable. 26,275 TAIR10 genes had at least one count in at least 1 sample. Only 
these genes were used in all further analyses. For each biological sample, gene counts 
were sorted, and the count value at the 90th percentile was extracted. The 90th percentile 
value for each sample was used to scale the counts in that sample to the sample with 
the largest 90th percentile count value, sample 150, with 300 counts at the 90th 
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percentile. For example, every gene count in Sample 1, which had the count value 42 at 
the 90th percentile, was multiplied by 300/42 (≈ 7.14). The distribution of all scaling 
factors used, for all 357 samples, is shown in S20 Fig. The top dozen genes with the 
highest expression levels were extremely variable and dominated the sequences in a 
given library, making library size normalization, a common RNA-Seq normalization 
procedure (Dillies et al. 2013), unreliable. Our percentile-based scaling normalization 
method is similar to library size normalization in that all the counts in an entire sample 
are multiplied by a single scaling factor. Our method differs only in how that scaling 
factor is determined. 
4.6.1.3.2    Data transformation and correcting data for known experimental factors 
 
We fit mixed-effects linear models to each gene (across all 357 values from each 
sample) to estimate the effects of genotype:time factors, and to correct for replicate 
effects and experimental artifacts (machine, lane and barcode) using the lmer function 
in the R package ‘lme4’ (Bates et al. 2015). For these models to be reliable, it was 
crucial that a major assumption of linear model fitting held true: the data needed to be 
approximately homoscedastic. Despite literature reports that a log2 transformation can 
be used for variance stabilization of RNA-Seq data from end-sequenced libraries 
(Rapaport et al. 2013), we did not find this to be the case. Variance in residuals for low-
count values were well over an order of magnitude larger than those for high-count 
values. Residuals were extracted from the model 
 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑎𝑡𝑎 ~ 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒: 𝑡𝑖𝑚𝑒 + (1|𝑚𝑎𝑐ℎ𝑖𝑛𝑒/𝑙𝑎𝑛𝑒) + (1|𝑏𝑎𝑟𝑐𝑜𝑑𝑒) +
(1|𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒). 
Equation 4-2. 
We thus selected a data transformation of the form 
 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑎𝑡𝑎 =  𝑙𝑜𝑔2(𝑠𝑐𝑎𝑙𝑒𝑑 𝑐𝑜𝑢𝑛𝑡𝑠 + 𝑎) − 𝑙𝑜𝑔2(𝑎)  
 Equation 4-3. 
 
We searched integer values of a (to limit computational load; in principle 𝑎 could be any 
constant) seeking values of 𝑎 that minimized the variance range for the upper 75% of fit 
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mean values. Low fit mean values were excluded because we observed that values near 
zero had a variance near zero. 𝑎=79 was selected as the optimal 𝑎 value (see S21 and 
S22 Figs). 
 
The effects of experimental factors on scaled, normalized values were estimated using a 
separate linear model for each gene (Equation 4-2). The 357 transformed data values 
from all samples were used as input for each model. Zero-count data values were 
masked with NA for data correction purposes, since the artificial use of the value ‘0’ can 
partially mask true patterns in the data. Genes with insufficient data to estimate replicate 
effects or machine effects were eliminated. For genes with insufficient information to fit 
all barcode effects, but with enough information to fit the other effects, the following 
model was fit: 
 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑎𝑡𝑎 ~ 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒: 𝑡𝑖𝑚𝑒 + (1|𝑚𝑎𝑐ℎ𝑖𝑛𝑒/𝑙𝑎𝑛𝑒) + (1|𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒)  
Equation 4-4. 
 
For genes with insufficient information to fit all lane effects, the following model was fit: 
 
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑎𝑡𝑎 ~ 𝑔𝑒𝑛𝑜𝑡𝑦𝑝𝑒: 𝑡𝑖𝑚𝑒 + (1|𝑚𝑎𝑐ℎ𝑖𝑛𝑒) + (1|𝑏𝑎𝑟𝑐𝑜𝑑𝑒) + (1|𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒) 
Equation 4-5. 
 
Genes which produced warnings or errors in fitting caused by insufficient data were 
removed from further analysis. 18,885 genes remained, and were used in the following 
analyses. Machine, lane, barcode, and replicate effects were subtracted from the scaled, 
normalized data. These corrected data are referred to as transcript expression levels in 
the main text. 
 
4.6.1.3.3    Plotting mean expression for a given gene 
 
NA values were replaced with zero (‘0’) when calculating mean values for all mean 
transcript expression plots (e.g. Figure 4-8B). 
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4.6.1.4    Gene selection 
 
4.6.1.4.1    Calculation of transcript response changes 
 
Many of the genes in whose expression we were particularly interested (e.g. PDF1.2a 
and PR1) had expression that included both very high values, as well as zero-count 
values, depending on the time point and genotype. Therefore masking zero with NA was 
an unsatisfactory way to deal with missing data when estimating transcript response 
changes. The true information about such data is that the value is less than or equal to 
0, not that it is unknown. Thus, when estimating transcript response changes, we 
replaced NA with 0 (though admittedly this may underestimate the true transcript 
response change). 
 
A transcript response change is a difference of differences; it calculates the transcript 
response in a network reconstitution genotype relative to the transcript response in the 
null network genotype, the quadruple mutant dde2 ein2 pad4 sid2: 
 
𝑟 = (𝑒𝑔,𝑡≠0 − 𝑒𝑔,𝑡=0) − (𝑒𝑞,𝑡≠0 − 𝑒𝑞,𝑡=0)     Equation 4-6. 
 
Where 𝑟 is the transcript response change, 𝑒 the mean transcript expression level, 𝑔 any 
combinatorial genotype other than 𝑞, the quadruple mutant; 𝑡 is for time point. See S23 
Fig for an example of how transcript response change values are calculated for the gene 
PR4 (AT3G04720). 
 
4.6.1.4.2    Estimating q-values for transcript response changes 
 
For each gene, 90 transcript response change values were estimated, for 15 genotypes 
and 6 responsive time points. P-values for each of these transcript response changes 
were calculated using the variance-covariance matrix of the gene’s experimental effects 
linear model. When any one of the four transcript expression values could not be 
estimated in Equation 4-2 (because all three replicates were NA) that value was dropped 
C 
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from the p-value calculation. Therefore, depending on the underlying data, a 4-sample, a 
3-sample, a 2-sample or a 1-sample t-test was made. These 90 p-values for all 18,885 
genes were corrected together with the 90 p-values of each hormone to which 
Equation 4-1 could be fit (32 hormones). Hormone level response changes were 
calculated in a manner analogous to how the transcript response changes were 
calculated: values under quantification (‘U.Q.’) were masked with NA, and since many 
hormones had a sizeable offset from zero, the lowest median replicate value was 
subtracted from the data of each hormone prior to p-value assessment. P-values for JA 
response changes were calculated from JA data with 2 masked outliers, but before 
replacing all data from dde2-containing genotypes with zero. Multiple-hypothesis testing 
correction to this entire set of p-values from Tag-Seq and hormone data was made using 
Storey’s FDR (Storey and Tibshirani 2003; Storey 2015).Q-values less than 0.05 for 
transcript (or hormone) response changes greater than 1 or less than -1 were 
considered significant. 3214 genes had at least one significant q-value. The only active 
hormones with at least one significant q-value were JA and SA. All other genes and 
hormones were removed from further analysis. 3 of the 3214 genes did not have any 
significant non-remainder signaling allocation contributions. These 3 genes were also 
removed, leaving 3211 genes and 2 hormones for further analyses. 
 
For the analyses in Figure 4-1 columns a and b, and Figs 3, 6, and 7, gene set selection 
(but not signaling allocation model calculation) was based on transcript response 
changes relative to the wild type for all 18,885 genes, instead of relative to the quadruple 
mutant genotype. For Figure 4-1 column a, and Figure 4-3A, p-values for comparisons of 
all single mutant transcript responses to wild type transcript responses were corrected 
together (4 genotypes ∙ 6 time points = 24 p-values per gene). For Figure 4-1 column b 
and Figure 4-3B, p-values for all comparisons of single and double mutant transcript 
responses to wild type transcript responses were corrected together (10 genotypes ∙ 6 
time points = 60 p-values per gene). For Figs 6 and 7, p-values for all comparisons of 
the appropriate single mutant transcript responses relative to wild type transcript 
responses were corrected together (1 genotype ∙ 6 time points = 6 p-values per gene). 
For Figs 6 and 7B, where the genotypes sid2 and dde2 were of interest, respectively, 
hormone abundance responses for SA and JA, respectively, were included with the 
p-values for the 18,887 genes for multiple-hypothesis testing correction. For Figure 4-1 
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columns a and b and Figure 4-3, we were interested in genes without transcript 
response changes relative to wild type. Thus genes were selected where all q-values 
were >0.05 and all transcript response changes relative to wild type were greater than -1 
and less than 1. For Figures 4-6 and 4-7, seeking significant changes, we selected 
genes with at least one q-value <0.05 and an associated transcript response change 
relative to wild type greater than 1 or less than -1. 
 
4.6.1.5    Signaling allocation models 
 
4.6.1.5.1    Introducing noise into zero-count values for accurate estimation of 
signaling allocations 
 
To estimate the signaling allocation contributions for each gene, the expression and 
hormone data were corrected for all random effects, and NA values were then replaced 
with zero (with the exception of the JA outlier for JEpS, 18 hrs, replicate1, which 
remained masked). Transcript or hormone responses were calculated by subtracting the 
corresponding t=0 value from the corresponding biological replicate and genotype. 
Replicate values of all 0 violate the homoscedastic assumption for fitting linear models, 
which include signaling allocation models. Thus noise was added to all transcript and 
hormone response zero-values before fitting each signaling allocation model. This noise 
was randomly drawn from a normal distribution with mean=0. For genes, the variance of 
this normal distribution was the average fitted residual variance for the top 75% of all 
mean transcript expression values across all 18,885 genes to which mixed-effects linear 
models were fit. For SA and JA, the residual variance was estimated separately for each 
hormone. Values were drawn at random from the appropriate one of these three 
distributions (one for genes, one for SA, one for JA) and these random values were used 
to replace the zero-count transcript response values. Random sampling can introduce 
artifacts, thus signaling allocation models were fit 100 different times for each gene, with 
a different random sample used each time from the normal distributions described 
above. The median value of each model output (signaling allocation contributions and 
associated p-values) was selected. 
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4.6.1.5.2    Fitting signaling allocation models 
 
For each noise-added iteration, the linear model 
𝒆 = M𝒂         Equation 4-7. 
was fit, where 𝒆 is a vector of transcript expression (or hormone abundance) level 
response values of length 288 (16 network reconstitution genotypes across 6 induced 
time points, with 3 biological replicates for each genotype:time factor combination), 
 
𝒆 = [
𝒆′𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒 1
𝒆′𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒 2
𝒆′𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒 3
]        Equation 4-8. 
 
𝒆′𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒 = 
[
 
 
 
 
 
𝜼𝒕=𝟏
𝜼𝒕=𝟐
𝜼𝒕=𝟑
𝜼𝒕=𝟓
𝜼𝒕=𝟗
𝜼𝒕=𝟏𝟖]
 
 
 
 
 
        Equation 4-9. 
 
𝜼𝒕 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑱𝑬𝑷𝑺 𝑡
𝒋𝑬𝑷𝑺 𝑡
𝑱𝒆𝑷𝑺 𝑡
𝑱𝑬𝒑𝑺 𝑡
𝑱𝑬𝑷𝒔 𝑡
𝒋𝒆𝑷𝑺 𝑡
𝒋𝑬𝒑𝑺 𝑡
𝒋𝑬𝑷𝒔 𝑡
𝑱𝒆𝒑𝑺 𝑡
𝑱𝒆𝑷𝒔 𝑡
𝑱𝑬𝒑𝒔 𝑡
𝒋𝒆𝒑𝑺 𝑡
𝒋𝒆𝑷𝒔 𝑡
𝒋𝑬𝒑𝒔 𝑡
𝑱𝒆𝒑𝒔 𝑡
𝒋𝒆𝒑𝒔 𝑡 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         Equation 4-10. 
Where genotypes are indicated by the presence (𝑱, 𝑬, 𝑷, 𝑺) or absence (𝒋, 𝒆, 𝒑, 𝒔) of the 
four sectors (JA, ET, PAD4, SA). 
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𝒂 in Equation 4-6 is a vector of signaling allocation contribution coefficients of length 96, 
with 16 coefficients for each time point: 
 
𝒂 = 
[
 
 
 
 
 
𝜶𝒕=𝟏
𝜶𝒕=𝟐
𝜶𝒕=𝟑
𝜶𝒕=𝟓
𝜶𝒕=𝟗
𝜶𝒕=𝟏𝟖]
 
 
 
 
 
         Equation 4-11. 
 
𝜶𝒕 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑱𝑨 𝑡
𝑬𝑻 𝑡
𝑷𝑨𝑫𝟒 𝑡
𝑺𝑨 𝑡
𝑱: 𝑬 𝑡
𝑱: 𝑷 𝑡
𝑱: 𝑺 𝑡
𝑬:𝑷 𝑡
𝑬: 𝑺 𝑡
𝑷: 𝑺 𝑡
𝑱: 𝑬: 𝑷 𝑡
𝑱: 𝑬: 𝑺 𝑡
𝑱: 𝑷: 𝑺 𝑡
𝑬:𝑷: 𝑺 𝑡
𝑱: 𝑬: 𝑷: 𝑺 𝑡
𝒓𝒆𝒎𝒂𝒊𝒏𝒅𝒆𝒓 𝑡]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       Equation 4-12. 
 
M in equation 4-7 is a block matrix, composed of three M′matrices, one for each 
biological replicate: 
 
𝑀 = [
𝑀′
𝑀′
𝑀′
]         Equation 4-13. 
 
where M′is the block matrix: 
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𝑀′ = 
[
 
 
 
 
 
𝐴 0 0
0 𝐴 0
0 0 𝐴
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
𝐴 0 0
0 𝐴 0
0 0 𝐴]
 
 
 
 
 
      Equation 4-14. 
 
where 0 represents a block of zeros, and A the signaling allocation matrix defined in 
(Tsuda et al. 2009): 
 
𝐴 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 1 1 1 1 6⁄ 1 6⁄ 1 6⁄ 1 6⁄ 1 6⁄ 1 6⁄ 1 4⁄ 1 4⁄ 1 4⁄ 1 4⁄ 1 1
0 1 1 1 0 0 0 1 3⁄ 1 3⁄ 1 3⁄ 0 0 0 1 0 1
1 0 1 1 0 1 3⁄ 1 3⁄ 0 0 1 3⁄ 0 0 1 0 0 1
1 1 0 1 1 3⁄ 0 1 3⁄ 0 1 3⁄ 0 0 1 0 0 0 1
1 1 1 0 1 3⁄ 1 3⁄ 0 1 3⁄ 0 0 1 0 0 0 0 1
0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 1
0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 1
0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 1
1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1
1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1
1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          Equation 4-15. 
 
For the starting model, 𝒆 = M𝒂, with only three times as many data points as coefficients 
fit, there were very few cases where any of these coefficients had significant p-values, 
even without correcting for multiple-hypothesis testing across all genes. Moreover, 
biologically, it is unlikely that all available signaling allocation contributions are used to 
regulate each gene. Therefore we sought sparse models that still have excellent 
predictive power. 
 
Least-angle regression (lasso) regularization (Tibshirani 2011; Efron et al. 2015) 
provided a unique path for dropping model parameters. Lasso defined an order in which 
to drop parameters, which allowed us to avoid the combinatorial explosion of possible 
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paths for randomly dropping parameters. Lasso achieves regularization by using the 
L1-norm times a shrinkage factor, λ, to penalize ordinary least-squares regression. 
Introducing this penalty has the effect of driving less significant parameters to zero, while 
shrinking all coefficients. 
 
Using the lars function in the R package ‘lars’, coefficients were extracted for each step 
along the lasso shrinkage path. An ordinary least-squares model was then refit for each 
step, containing only the parameters with non-zero coefficients at that step. From each 
ordinary least-squares linear model fit along the lasso regularization path, Pearson 
correlation between the actual data and the model-predicted data was calculated. For a 
range of correlation cutoffs, from 0.8 to 0.99, in increments of 0.01, times the Pearson 
correlation of the full model, fitted coefficients (96 in total), p-values for each coefficient, 
and a model AICc (Hurvich and Tsai 1989; Burnham 2004) were extracted from the 
sparsest model with a Pearson correlation above the given cutoff. P-values for missing 
coefficients were set to 1. 
 
For each gene or hormone, model fitting and regularization was repeated 100 different 
times, each with different randomly-sampled values from the zero-distribution replacing 
zero data values in each fit. Median values of each of the extracted model values (96 
signaling allocation contributions, their associated p-values, and model AICc) across the 
100 iterations were calculated for each correlation cutoff.  Among these median-value 
models for each cutoff in the cutoff range, the model with the lowest median AICc was 
chosen. AICc is a form of Akaike’s Information Criteria (AIC) that is corrected for finite 
sample sizes; using AICc is a standard statistical approach for balancing model 
complexity with model fit. After our lasso- and AICc-based regression, the models for 
many genes contained coefficients with highly-significant p-values. 
 
Lasso- and AICc-regularized model coefficients were calculated separately for each 
gene; for most analyses the 90 p-values for non-remainder signaling allocations 
extracted from these models were corrected for multiple-hypothesis testing together for 
all 3211 genes and 2 hormones. For the analyses in Figs 6 and 7, p-values were 
corrected for all signaling allocation contributions (including the remainder) for the set of 
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genes and hormones in each figure panel (Figs 6, 7A, 7B, 7C), since these gene sets 
were not entirely subsets of the 3211 genes and 2 hormones. The qvalue function in 
the R package ‘qvalue’ (Storey 2015) was used to correct all p-values simultaneously 
using Storey’s FDR method (Storey and Tibshirani 2003). P-values set to 1 were 
removed from the set of p-values before correction; a histogram of all non-1 p-values 
was visually inspected to ensure that the assumed null distribution of Storey’s FDR 
method was met for our calculated p-values. It was met for every gene set tested in this 
paper. Coefficients of parameters with q-values less than 0.05 were set to zero. Except 
where noted otherwise, only coefficients with significant q-values were used in graphical 
model representations (clustergrams) and any subsequent calculations that used model 
parameters. 
 
As stated above, signaling allocation models could not be fit directly to the expression 
data because of the prevalence of zero-count values. These values skew the variance 
distribution for any gene, especially when all three replicate values for a given 
genotype:time combination are zero; badly behaved variance distributions that are far 
from homoscedastic would have resulted in unreliable fits. Hence we used the signaling 
allocation contribution coefficient and q-value selection procedure discussed above. It is 
possible, however, to assess correlation between data and predicted data that were 
predicted from regularized models. The distribution of these correlations for the 3211 
genes and 2 hormones in Figure 4-1 are shown in S24 and S25 Figs. The median 
Pearson correlation values before and after q-value based regularization were 0.89 and 
0.84, respectively. 
 
4.6.1.6    Selection of sector activity marker genes for the ET and PAD4 sectors 
 
The first selection criterion for sector activity marker genes was that the transcript 
expression levels had to be unresponsive in the quadruple mutant. The linear models 
(Equations 2, 4, and 5) used to estimate the effects of experimental factors were used to 
calculate values and p-values for all 21 differences in quadruple mutant expression 
levels between any two of the seven time points. P-values for these 21 differences 
across all 18,885 genes were corrected together using Storey’s FDR. 145 genes were 
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found where all differences were greater than -1 and less than 1, and where all q-values 
were less than 0.05. Of these, genes that also had at least one significant transcript 
response change relative to the quadruple mutant (i.e. genes that were also among the 
3211 genes selected for Figure 4-1) fulfilled the first criterion for sector activity marker 
genes. 
 
For PAD4 sector activity markers, genes were selected for which the total absolute value 
of all significant allocation contributions excluding the PAD4-containing contributions 
(e.g. E:S does not contain P) summed to less than 1. Further, genes were required to 
have at least one significant PAD4 individual sector contribution across the time course. 
Genes with P:S contributions but without any PAD4 individual sector contributions were 
eliminated. This left 6 candidate genes: AT4G04500, AT5G24200, AT4G21840, 
AT2G18660, AT1G21525 and AT1G05880. AT1G05880 was eliminated since the PAD4 
individual contributions were significant but very weak compared with the other 
significant PAD4-containing contributions. 
 
For ET sector activity markers, genes were selected for which the total absolute value of 
all significant allocation contributions that did not include the ET allocation (e.g. P:S does 
not contain E) summed to less than 1. Genes were also required to have at least one 
significant ET individual sector contribution somewhere in the time course. Further, 
genes were required to be targets of the transcription factor EIN3 (Chang et al. 2013). 
Moreover, genes were required to show strong responses to ACC treatment in the 
Arabidopsis eFP browser (D. Winter et al. 2007), including at the earliest time point 
available in the browser, 30 min. after treatment. Finally, genes were required to be 
specifically referenced in the literature as ethylene-responsive. This left only two 
candidates, ARGOS (AT3G59900) and ARL (AT2G44080). Since the genes have similar 
annotation, the ACC transcriptional response readout EBF2 (AT5G25350) used in the 
literature to report ethylene responses (Guo and Ecker 2003) was also used as 
supporting evidence to argue that a spike in ethylene hormone levels likely occurs in 
planta after flg22 treatment. 
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4.6.1.7    MEME-based motif discovery 
 
Comparisons of the de-novo motifs we found to the motifs in CIS-BP (Weirauch et al. 
2014) and AtcisDB in AGRIS (Davuluri et al. 2003; Yilmaz et al. 2011) were made using 
the Kullback-Leibler distance. Per literature recommendation (Aerts et al. 2003), 
distances less than 0.4 were considered matches. See Supporting Data for all 
discovered motifs and database matches. No motifs matched those in the AtcisDB 
database. 
 
4.6.2 S2 Text. Motif Analysis Summary. 
 
4.6.2.1    Promoters of flg22-responsive, network-dependent genes are highly 
enriched for GA-rich and AAG-rich motifs 
 
To further leverage our dataset to discover regulatory mechanisms underlying the plant 
immune response to flg22, we subjected the promoters (1 kb upstream and 5’UTR, if 
annotated) of sets of genes with similar signaling allocation signatures (S6 Data) to 
MEME-based de-novo motif discovery (Bailey and Gribskov 1998). Nearly every tested 
cluster showed enrichment for GA-rich motifs and/or the reverse complement CT-rich 
motifs (example in S19 Fig A, full motif sets in S5 Data). Plants appear to have two 
distinct sets of genes: those whose transcription is initiated at TATA-boxes, and those 
enriched for GA-rich sequences (Molina and Grotewold 2005). GA-rich motifs have been 
found in Arabidopsis promoters of targets of the developmental transition regulator LFY 
(C. M. Winter et al. 2011) and targets of the circadian master regulator TOC1 (Gendron 
et al. 2012). Further, GA-rich motifs have been linked to chromatin modification in 
Arabidopsis: the Basic Pentacysteine1 protein binds GA-rich motifs (Hecker et al. 2015), 
putative GAGA binding sites are enriched in Polycomb Repressive Complex 2 binding 
sites (Deng et al. 2013), and GAGAGA motifs are enriched in target loci of the 
Heterochromatin Protein1 Arabidopsis homolog LHP1, and in target loci of H3K27me3 
(Hecker et al. 2015). Chromatin modification has been implicated in Arabidopsis innate 
immunity (Ding and Wang 2015), but chromatin involvement in flg22 responses or 
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broadly in PTI has not yet been shown, to the best of our knowledge. It will be interesting 
to see what role these GA-rich motifs play in flg22 responses and whether chromatin 
modification may play a role in PTI. 
 
The other major motif patterns discovered in the promoters of nearly every tested cluster 
were AAG-repeat motifs (and/or the reverse complement CTT-repeat motifs) (example in 
S19 Fig B, full motifs sets in S5 Data) and A-rich motifs (and the reverse complement T-
rich motifs) (see S5 Data). Pajerowska-Mukhtar et al. (Pajerowska-Mukhtar et al. 2012) 
found that the motif GAAGAAGAA was enriched in flg22-responsive genes, and that the 
transcription factor TBF1 binds to DNA fragments enriched for this motif. Additionally, 
recent work has shown that CTT-repeat motifs are the most highly enriched motifs in 
recombination hotspots in the Arabidopsis genome, followed by A-rich motifs (Choi et al. 
2013). The fragility of (AAG)n sequences may be due to unusual 3-way base pairing 
possible with (AAG)n sequences, the Hy3-type intramolecular triplex (Sinden et al. 2002) 
that leaves one DNA strand unpaired. It has recently been shown that SA directly 
damages DNA and that this damage potentiates Arabidopsis immunity (Yan et al. 2013) 
and that BRCA2 and RAD51 are directly involved in plant immunity (S. Wang et al. 
2010). It will be interesting to see what role these AAG-repeat and A-rich motifs play in 
the plant immune response. 
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4.6.3 Supporting Figures and Tables 
S1 Fig. Signaling allocation models for Figure 4-1 genes and hormones without 
q-value-based regularization. This figure is similar to Figure 4-1, but shows all coefficients 
left from the first lasso- and AICc-based step of our 2-step regularization of signaling allocations. 
The row ordering of genes and hormones here is the same as in Figure 4-1. 
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S2 Fig. Fraction of interaction-based contributions to the signaling allocations of 
genes and hormones in S1 Fig. This figure is similar to Figure 4-2, except that no q-value 
based regularization was applied to the signaling allocations. For each gene or hormone, the 
fraction was calculated via the Euclidean length of a vector representing only the sector 
interaction terms divided by the Euclidean length of the vector representing the full signaling 
allocation. 
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S3 Fig. Transcriptional behavior of flg22-responsive genes in fls2, the wild type, 
and the quadruple mutant. The mean transcript expression levels in the fls2 genotype, 
compared to the wild type (JEPS) and the quadruple mutant (jeps), is shown for (A) all genes with 
differential expression relative to the 0 hr expression value in either JEPS or jeps. Differentially 
expressed genes are those whose induction or repression is greater than 1 or less than -1, 
respectively, and with associated q-values < 0.05. (B) Mean transcript expression levels of the 
3211 genes in Figure 4-1. Note that the number of genes in Figure 4-1 represents roughly half of 
the flg22-responsive genes. Mean transcript expression is shown across the sampled time course 
0, 1, 2, 3, 5, 9, 18 hours post treatment (hpt) with flg22; rows were individually scaled for better 
visualization using the extreme value of each row. 
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S4 Fig. Signaling allocation for an alternative ET sector activity marker, ARL 
(AT2G44080). Only signaling allocation contributions with q-values < 0.05 (Storey’s FDR) are 
shown. The allocation was scaled for visualization using the extreme value (ET, 1 hr). 
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S5 Fig. Signaling allocations for alternative PAD4 sector activity markers. Only 
signaling allocation contributions with q-values < 0.05 (Storey’s FDR) are shown. The allocations 
for each gene were scaled for visualization using the extreme value of each. Note that no or very 
small signaling allocation contributions are found where PAD4 or P is not included in a 
contribution’s label, which was one of the criteria we used to select PAD4 sector activity marker 
genes. 
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S6 Fig. A time course of the log2 free SA hormone concentrations per genotype.  
(A) Mean log2 SA hormone concentrations and (B) mean log2 SA concentrations relative to each 
genotype’s constitutive SA level. The mean value across biological replicates is shown for each 
genotype at each time point. Colors indicate genotype by presence, not absence of a sector: red 
(JA), yellow (ET), green (PAD4), blue (SA). Other genotypes: black (wild type), gray (quadruple 
mutant), purple (fls2). The red arrow in (B) indicates the dde2 genotype. Data were collected at 0, 
1, 2, 3, 5, 9, and 18 hours after flg22 treatment. 
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S7 Fig. A time course of the adjusted log2 free JA hormone concentrations per 
genotype. Mean adjusted log2 JA levels across biological replicates are shown for all genotypes 
and time points profiled. Colors indicate genotype by presence, not absence of a sector: red (JA), 
yellow (ET), green (PAD4), blue (SA). Other genotypes: black (wild type), gray (quadruple 
mutant), purple (fls2). Data were collected at 0, 1, 2, 3, 5, 9, and 18 hours after flg22 treatment. 
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S8 Fig. FLS2 transcript levels in the ein2-containing genotypes. FLS2 transcript levels 
in the ein2-containing genotypes are increased to nearly wild type levels within 1 hour after flg22 
treatment. (A and B) Mean expression of AT5G46330 (FLS2) across biological replicates, for all 
genotypes and time points profiled. Colors indicate genotype by presence, not absence of a 
sector: red (JA), yellow (ET), green (PAD4), blue (SA). Other genotypes: black (wild type), gray 
(quadruple mutant), purple (fls2). (B) A zoom-in on early time points. Yellow box: EIN2-containing 
genotypes; blue box: ein2-containing genotypes and fls2. Data were collected at 0, 1, 2, 3, 5, 9, 
and 18 hours after flg22 treatment. 
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S9 Fig. Figure 4-6 without q-value based regularization, and without masking 
insignificant changes in sid2. As in Figure 4-6, two distinct signaling allocation signatures 
are seen (light gray and dark gray bars alongside the clustergram) for traditionally-defined 
SA-dependent genes. This traditional definition of SA-dependence is based on gene transcript 
responses in the sid2 single-sector mutant relative to wild type responses. The row ordering of 
genes and hormones here is the same as in Figure 4-6. 
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S10 Fig. Model correlations with sid2 transcript response changes relative to wild 
type for traditionally-defined SA-dependent genes. (A) Correlation between modeled 
and actual sid2 transcript changes relative to wild type for the 247 genes and SA in Figure 4-6: 
Pearson correlation 0.71. (B) Correlation between modeled and actual sid2 transcript responses 
relative to wild type responses for the same genes and SA in S9 Fig: Pearson correlation 0.92. 
(C) and (D) The median Pearson correlation of models with data across all genotypes and time 
points for the Figure 4-6 genes and SA was 0.86 after q-value based regularization and 0.89 
before q-value based regularization. (C) and (D) show the distributions of Pearson correlations of 
model-reconstituted transcript expression and hormone abundance levels with actual expression 
or hormone levels for (C) the signaling allocations (i.e. models) in Figure 4-6 and (D) the signaling 
allocations (i.e. models) in S9 Fig. For all Figure 4-1 genes, across all genotypes and time points, 
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median Pearson correlations were 0.84 and 0.90, after and before, respectively. (See S24 Fig 
and S25 Fig for histograms analogous to (C) and (D) for all Figure 4-1 genes.) 
 
S11 Fig. Few genes show differential expression between wild type and pad4 at 
any sampled time point. Mean transcript expression and hormone abundance levels at each 
sampled time point for the 3211 genes and 2 hormones in Figure 1. There is a trend for induced 
genes to be slightly less induced in pad4 (JEpS) than in wild type (JEPS), and for repressed 
genes to be slightly less repressed, but these effects are small. Rows have been re-ordered via 
clustering of the expression patterns shown; rows have been individually scaled for better 
visualization using the extreme value of each row. 
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S12 Fig. An early ethylene spike is evident in ET sector activity marker genes. 
Mean transcript expression levels of ET sector activity marker genes, and the ACC-inducible 
control EBF2, across all genotypes and time points profiled. (A) ARGOS (AT3G59900), (B) ARL 
(AT2G44080), (C) EBF2 (AT5G25350). Colors indicate genotype by presence, not absence, of a 
sector: red (JA), yellow (ET), green (PAD4), blue (SA). Other genotypes: black (wild type), gray 
(quadruple mutant), purple (fls2). Data were collected at 0, 1, 2, 3, 5, 9, and 18 hours after flg22 
treatment. 
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S13 Fig. PR4 was down-regulated at early time points after flg22 treatment.  
PR4 was down-regulated at early time points but recovered by 9 hrs after flg22 treatment, and 
was induced at 18 hrs. Mean transcript expression levels are plotted across all genotypes and 
time points profiled. Colors indicate genotype by presence, not absence, of a sector: red (JA), 
yellow (ET), green (PAD4), blue (SA). Other genotypes: black (wild type), gray (quadruple 
mutant), purple (fls2). Data were collected at 0, 1, 2, 3, 5, 9, and 18 hours after flg22 treatment. 
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S14 Fig. Transcript expression level responses for the genes and hormones in 
Figure 4-1. A clustergram is shown for the transcript expression (or hormone) levels relative to 0 
hr levels for the 3211 genes and 2 hormones in Figure 4-1. A transcript response is the 
expression level relative to the 0 hr expression level of a transcript. For most of these genes, the 
transcript response in the quadruple mutant remains highly dynamic; in fact while the 
JA-ET-PAD4-SA network significantly contributes to the transcript responses of each of these 
genes and hormones, the qualitative dynamic responses across genotypes remain intact. It is 
surprising that mutations affecting flg22-PTI do little to qualitatively alter the dynamics of the 
flg22-inducible transcriptional response, but rather mainly affect the strength of the response at 
each time point.  Transcript (or abundance) responses for each gene (or hormone) were 
individually scaled for visualization using the extreme value of each row. Combinatorial sector 
genotypes are labeled by the presence (J,E,P,S) or absence (j,e,p,s) of each sector, for example 
the dde2 ein2 genotype is written as ‘jePS’. Each major column contains the genotypes JEPS, 
jEPS, JePS, JEpS, JEPs, jePS, jEpS, jEPs, JepS, JePs, JEps, jepS, jePs, jEps, Jeps, jeps, and 
fls2, in that order. Transcript responses are shown for 1, 2, 3, 5, 9, 18 hours post treatment (hpt) 
with flg22. The row ordering of genes and hormones here is the same as in Figure 4-1. 
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S15 Fig. Transcript expression dynamics for most genes are very similar across 
the combinatorial sector genotypes. The data in this figure is identical to the data in S14 
Fig; the columns have merely been re-ordered. Transcript responses are shown for the 3211 
genes and 2 hormones in Figure 4-1. A transcript response is the expression level relative to the 
0 hr expression level of a transcript. Transcript (or abundance) responses for each gene (or 
hormone) were individually scaled for visualization using the extreme value of each row. 
Combinatorial sector genotypes are labeled by the presence (J,E,P,S) or absence (j,e,p,s) of 
each sector, for example the dde2 ein2 genotype is written as ‘jePS’. Transcript responses are 
shown for 1, 2, 3, 5, 9,18 hours post treatment (hpt) with flg22. The row ordering of genes and 
hormones here is the same as in Figure 4-1. 
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S16 Fig. Genotype differences in transcript expression dynamics are evident in 
flg22-induced transcript response changes. A clustergram is shown for the transcript 
response changes of the genes and hormones in Figure 4-1. Transcript response changes 
(transcript expression relative to 0 hr expression in a combinatorial mutant – transcript expression 
relative to 0 hr expression in the quadruple mutant) for the 3211 genes and 2 hormones in Figure 
4-1 are shown, ordered by time point. The values in this figure were calculated by subtracting the 
quadruple mutant transcript expression responses in S14 Fig from those of the other 
combinatorial genotypes in S14 Fig. Transcript (or abundance) response changes for each gene 
(or hormone) were individually scaled for visualization using the extreme value of each row. 
Combinatorial sector genotypes are labeled by the presence (J,E,P,S) or absence (j,e,p,s) of 
each sector, for example the dde2 ein2 genotype is written as ‘jePS’. Each major column contains 
the genotypes JEPS, jEPS, JePS, JEpS, JEPs, jePS, jEpS, jEPs, JepS, JePs, JEps, jepS, jePs, 
jEps, and Jeps, in that order. Transcript response changes are shown for 1, 2, 3, 5, 9,18 hours 
post treatment (hpt) with flg22. The row ordering of genes and hormones here is the same as in 
Figure 4-1. 
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S17 Fig. Genotype differences in transcript expression dynamics are evident in 
transcript response changes. The data in this figure is identical to that in S16 Fig; the 
columns have merely been re-ordered. Transcript response changes (transcript expression 
relative to 0 hr expression in a combinatorial mutant – transcript expression relative to 0 hr 
expression in the quadruple mutant) for the 3211 genes and 2 hormones in Figure 4-1 are shown, 
ordered by genotype. The values in this figure were calculated by subtracting the quadruple 
mutant transcript expression responses in S15 Fig from those of the other combinatorial 
genotypes in S15 Fig. Transcript (or abundance) response changes for each gene (or hormone) 
were individually scaled for visualization using the extreme value of each row. Combinatorial 
sector genotypes are labeled by the presence (J,E,P,S) or absence (j,e,p,s) of each sector, for 
example the dde2 ein2 genotype is written as ‘jePS’. Transcript response changes are shown for 
1, 2, 3, 5, 9,18 hours post treatment (hpt) with flg22. The row ordering of genes and hormones 
here is the same as in Figure 4-1. 
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S18 Fig. Time courses of free SA and free JA hormone concentrations per 
genotype. (A) Free SA hormone concentrations and (B) free JA hormone concentrations in 
units of micrograms (of hormone) per gram dry weight (of plant tissue). Replicate means were 
calculated from log2 values across all genotypes and time points profiled. For JA data, the two 
outlier points were masked for this mean calculation. Colors indicate genotype by presence, not 
absence of a sector: red (JA), yellow (ET), green (PAD4), blue (SA). Other genotypes: black (wild 
type), gray (quadruple mutant), purple (fls2). Data were collected at 0, 1, 2, 3, 5, 9, and 18 hours 
after flg22 treatment. 
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S19 Fig. Representative GA-rich and AAG-rich motifs found in the promoters of 
flg22-responsive, network-responsive genes. Genes with similar signaling allocation 
signatures (by cosine distance complete-linkage agglomerative hierarchical clustering) were 
subjected to MEME-based de novo motif discovery. Nearly every cluster tested of 57 total 
(similarity cutoff height 1.2; clusters with more than 20 genes were fed to MEME) showed 
evidence of GA-rich and AAG-rich motifs. (A) An example GA-rich motif from cluster 11.  (B) An 
example AAG-rich motifs from cluster 1. (See S5 Data for the full set of motifs discovered for all 
clusters.) Motif logos were created using the Bioconductor R package ‘seqLogo’. 
 
 
S20 Fig. Histogram of sample scaling factors for all 357 Tag-Seq datasets. 
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S21 Fig. Mean residual variance for the searched range of 𝒂 parameters. Residual 
variance for the upper 75% of binned mean values for the searched range of 𝑎 parameters. 𝑎=79 
was selected. 
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S22 Fig. Residual variance for mean-ranked Tag-Seq data. Fitted ranked mean values 
were binned into 2000 bins; variance in associated residuals was calculated for each bin. Note 
that the variance is fairly stable for the upper 75% of bins. The red line is a loess fit to the bin 
variance values. 
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S23 Fig. Calculation of transcript response change values for the gene PR4.  
(A) Mean transcript expression level values. (B) Mean transcript expression response values; 
these values were calculated by subtracting the 0 hr values from each genotype’s time course. 
(C) Mean transcript response change values. Time course values of the quadruple mutant (jeps) 
have been subtracted from the 0 hr adjusted time courses of the other combinatorial mutants. 
Colors indicate genotype by presence, not absence of a sector: red (JA), yellow (ET), green 
(PAD4), blue (SA). Other genotypes: black (wild type), gray (quadruple mutant), purple (fls2). Fls2 
is not included in (C) since fls2 is a good control for wild type, but not for any of the other mutants. 
Profiled time points: 0, 1, 2, 3, 5, 9, 18 hrs after flg22 treatment. 
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S24 Fig. Correlation between model-predicted data and actual data. For the 3211 
genes and 2 hormones in Figure 4-1: Pearson correlation between expression data and predicted 
expression data for the lasso- and AICc-regularized signaling allocation models. Median 
correlation: 0.89. 
 
 
S25 Fig. Correlation between model-predicted data and actual data. For the 3211 
genes and 2 hormones in Figure 4-1: Pearson correlation between expression data and predicted 
expression data for the lasso- and AICc-regularized signaling allocation models which were 
further regularized via contribution coefficient q-values. Median correlation: 0.84. 
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S1 Table. Figure 4-6 cluster C and cluster D genes include genes with SA-related 
functions. List of traditionally-defined SA-dependent genes in Figure 4-6 that also have 
literature reports of immune-related phenotypes for mutant allele(s) of those genes. Gene sets 
from both Figure 4-6 cluster C (dark gray) and Figure 4-6 cluster D (light gray) both contain 
SA-related genes. PAD4 and SID2 are in Figure 4-6 cluster C (dark gray cluster), but these genes 
are omitted as they were directly mutated in our dataset. Literature mutant phenotypes were 
identified via curation of NCBI GeneRIF annotation (ThaleMine v1.8.0, Araport 11 Pre-release 3) 
(Krishnakumar et al. 2015). 
 
4.6.4 Additional Supporting Information 
 
S1 Data. Signaling allocations. (available upon request) 
S2 Data. Signaling allocation contribution p-values. (available upon request) 
S3 Data. Raw hormone data. (available upon request) 
S4 Data. Pre-processed hormone data. (available upon request) 
S5 Data. Motif position weight matrices and database matches. Position weight 
matrices (PWMs) for discovered motifs. (available upon request) Motifs without 
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database matches are labeled with ‘denovo’. Motifs with matches to the CisBP database are 
labeled ‘matched’. Columns are in the standard PWM order (A, C, G, T); rows correspond to motif 
positions. For each matched motif, there is a corresponding file with a list of CisBP motif names 
and associated transcription factor (TF) AGI locus identifiers. 
S6 Data. Cluster gene lists and signaling allocation clustergrams. (available upon 
request) Clusters of signaling allocations used as input for motif discovery (see S5 Data for 
discovered motifs). 
S3 Text. Infiltration Schedules. (available upon request) 
S4 Text. AGI locus identifiers for Figure 4-1 genes. (available upon request) 
S5 Text. AGI locus identifiers for Figure 4-1 column a genes. (available upon 
request) 
S6 Text. AGI locus identifiers for Figure 4-1 column b genes. (available upon 
request) 
S7 Text. AGI locus identifiers for Figure 4-5A genes. (available upon request) 
S8 Text. AGI locus identifiers for Figure 4-5B genes. (available upon request) 
S9 Text. AGI locus identifiers for Figure 4-5C genes. (available upon request) 
S10 Text. AGI locus identifiers for Figure 4-6 cluster A genes. (available upon 
request) 
S11 Text. AGI locus identifiers for Figure 4-6 cluster B genes. (available upon 
request) 
S12 Text. AGI locus identifiers for Figure 4-6 cluster C genes. (available upon 
request) 
S13 Text. AGI locus identifiers for Figure 4-6 cluster D genes. (available upon 
request) 
S14 Text. AGI locus identifiers for Figure 4-7A genes. (available upon request) 
S15 Text. AGI locus identifiers for Figure 4-7B genes. (available upon request) 
S16 Text. AGI locus identifiers for Figure 4-7C genes. (available upon request) 
S17 Text. AGI locus identifiers for overlapping genes between Figure 4-6 cluster C 
and Figure 4-7A. (available upon request) 
S18 Text. AGI locus identifiers for overlapping genes between Figure 4-7B cluster 
1 and Figure 4-7A. (available upon request) 
S19 Text. AGI locus identifiers for Figure 4-8 genes. (available upon request) 
S20 Text. AGI locus identifiers for Figure 4-9A genes. (available upon request) 
S21 Text. Hormones evaluated for relative responsive abundance relative to quad. 
(available upon request) 
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S22 Text. Enriched GOannotations for Figure 4-6 cluster A genes. (available upon 
request) 
S23 Text. Enriched GOannotations for Figure 4-6 cluster B genes. (available upon 
request) 
S24 Text. Enriched GOannotations for Figure 4-6 cluster C genes. (available upon 
request) 
S25 Text. Enriched GOannotations for Figure 4-6 cluster D genes. (available upon 
request) 
S2 Table. Comparison of enriched GO annotations for Figure 4-6 clusters C and D. 
(available upon request) 
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Chapter 5. 
Conclusion 
 
In this dissertation, I studied the mechanisms by which the JA-ET-PAD4-SA network is 
activated, regulates itself, and regulates the plant transcriptome after plant immune 
stimulus with bacterial flagellin (flg22). Mathematical descriptions of plant immune 
signaling mechanisms are largely lacking in the literature; the work described in this 
dissertation extends the work of the few available prior studies (Tsuda et al. 2009; Kim et 
al. 2014). In this dissertation, I searched for mechanistic models that can explain 
network dynamics (Chapter 3), and I quantified mechanisms by which the 
JA-ET-PAD4-SA network dynamically regulates the flg22-responsive plant transcriptome 
(Chapter 4). 
 
5.1 Major Findings 
 
In Chapter 3, I described delay differential equations (DDEs) that show promise of 
having the needed form and flexibility to capture network sector dynamics after flg22 
treatment. These DDE models followed time-interpolated sector activity data well, but 
there are approximately as many model parameters as there are mean data values 
underlying the time-interpolations. Thus, more data will be required to establish time-
interpolations that truly follow sector activity changes, in order to validate that these DDE 
models are capturing network mechanisms and not interpolation artifacts. 
 
In Chapter 4, I adapted the signaling allocation models in (Tsuda et al. 2009), together 
with the model regularization techniques used in (Kim et al. 2014) into a hybrid modeling 
approach. I fit regularized signaling allocation models to dynamic transcriptome and 
hormone data collected after flg22 treatment. I described quantitative regulatory 
mechanisms for how the JA-ET-PAD4-SA network regulates the flg22-responsive 
transcriptome, as well as the hormones JA and SA. Notably, I documented regulatory 
mechanisms that underlie an important emergent property of the plant immune signaling 
network, network buffering. 
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5.2 Future Directions 
 
The work in this dissertation leads to several interesting follow-up directions. The DDE 
models of PAD4 activity in Chapter 3 predict several intermediate nodes where signals 
are expected to converge. A straightforward way to test these predictions is to mine our 
RNA-Seq transcriptome data for genes that follow the predicted activity of these nodes. 
When more than two signals converge on a node, it is unlikely that signal convergence 
takes place in a single step. It may be possible to discover, from our RNA-Seq data, in 
what order signal convergence occurs for each step, if transcriptional proxies can be 
found for some signal combinations but not others at a given predicted node. 
 
Another important next step is to find DDE models for all four sectors, not just PAD4, 
and to combine these models into a single set of coupled DDE equations. It is worth 
noting that the inter-genotype differences in sector dynamics for the other three 
sectors—JA, ET and SA—are less distinguishable than for PAD4. The diverse PAD4 
dynamics in different genotypes provided strong modeling constraints for the PAD4 DDE 
model; for JA, ET and SA, there will be fewer constraints. As a result, there may be 
multiple different individual DDE models that can explain each of these sectors. 
However, when the four sectors are combined together into a single set of coupled DDE 
equations, dynamic constraints across the network may be useful in selecting the best-
performing model of these potential models for each of the JA, ET, and SA sectors.  
For the full combined DDE network model, modeled values for each sector need to be 
able to predict modeled values for other sectors given only network inputs. Finding such 
a combined model will be a crucial modeling milestone; such a model can make type II 
predictions that can be tested. Notably, such a model can ask and answer the question, 
“How would the network behave with a different set of input signals?” The Kim model 
(Kim et al. 2014) suggests two biologically relevant network input signals that are 
different from those of flg22, and which we could use to make and test these type II 
predictions: the PTI network inputs from the MAMPs elf18 and chitosan. 
 
The work in Chapter 4 also opened up interesting avenues for future discovery. The 
most unexpected result was the complete buffering of the pad4-1 mutation’s effect on 
the flg22 transcriptional response by the rest of the network. This is surprising because 
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pad4-1 has a strong flg22-PTI phenotype against P. syringae pv. tomato DC3000; how 
can the flg22 transcriptome response show virtually no effects? We offered the 
hypothesis that perhaps flg22 activates a mediator of the PAD4 sector’s effect on 
immunity, proposing EDS1 as this potential activator. However, testing this hypothesis is 
not straightforward. Whether EDS1 is required for PAD4’s function in immunity could be 
tested by profiling an eds1 mutant, a pad4 mutant, and an eds1 pad4 double mutant 
after pathogen treatment. Note that flg22 treatment will not work; our hypothesis is that 
flg22 merely activates an immunity mediator, but that the effects of this mediator are not 
seen without pathogen treatment. If these three mutant profiles are very similar, EDS1 is 
indeed necessary for PAD4’s function in immunity. However, showing that EDS1 is 
activated by PAD4 and is sufficient for mediating PAD4’s effect on immunity is not easy: 
we would need a means to specifically activate EDS1. It is not known how to produce a 
constitutively active version of EDS1 or how to activate EDS1 directly in some other way. 
We also discussed another possibility, aside from the PAD4 mediator hypothesis: the 
apparent lack of a pad4-1 effect on the transcriptome could be flg22-specific. To test this 
hypothesis, pad4-1 could be profiled after elf18 treatment, since our previous work (Kim 
et al. 2014) showed that elf18 stimulates the network in very different ways than flg22. 
 
5.3 Concluding Remarks 
 
Producing and validating mechanistic models of the summarized immune signaling 
network, the JA-ET-PAD4-SA network, would be a major advance in molecular systems 
biology—the first of its kind for molecular genetics. Although it appears that several more 
rounds of experimental data collection and modeling will likely be needed to discover 
and validate such models, here are some suggestions of what could be done next with a 
good mechanistic model. A major feature of a good mechanistic model is that it would be 
able to predict dynamic network behavior given only network inputs. One could then look 
for network inputs that produce network behaviors of interest. For example, under what 
input conditions does SA and JA behavior appear synergistic, and under what input 
conditions do they appear antagonistic? Further, we could ask the model whether high 
SA and high JA levels can stably coexist in the network. From a summary network motif 
(Kim et al. 2014), we predicted that such a state might exist. If high SA and high JA can 
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indeed stably coexist in our mechanistic models, we could look for the set of all network 
inputs that produce this network state. Discovered or designed network inputs that 
behave like this family of inputs might confer effective broad spectrum immunity against 
both biotrophic pathogens (SA-mediated defenses) and necrotrophic pathogens (JA-
mediated defenses). The current literature perspective of antagonism between SA and 
JA may be only one network mode of many. 
 
I found an unexpected delight while in digging in our flg22 transcriptome and hormone 
data for the work detailed in Chapter 4. The more questions I asked of the data, the 
more I found answers that were surprising and at times contradictory to current literature 
interpretations of sector functions. I grew increasingly convinced that a network 
reconstitution approach produces powerful datasets that can unravel and resolve the 
mechanisms of even a very complex signaling network, the plant immune signaling 
network. The empirical approach of defining a complex network in terms of factors that 
have large effects on network function, and then combinatorially disabling these factors, 
has the potential to help crack complex problems in systems biology. 
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