We give necessary and sufficient conditions for the Pólya-Szegö type inequality with variable exponent of summability.
Introduction
(in particular I(u * ) = ∞ implies I(u) = ∞). The generalizations of the inequality (1) were considered in a number of papers, see, e.g., the survey [9] and references therein. In particular, the paper [5] deals with functionals of the form I(a, u) = 1 −1 F u(x), a(x, u(x)) |u ′ (x)| dx and their multidimensional analogues. Here a : [−1, 1] × R + → R + is a continuous function convex w.r.t. the first argument while F : R + × R + → R + is a continuous function convex w.r.t. the second argument, F (·, 0) ≡ 0. A gap in the proof in [5] was filled in [4] where the inequality I(a, u * ) I(a, u) was proved for the natural class of functions u. Similar results for monotone rearrangement were also obtained in [3, 4, 1] .
In this paper we consider functionals with variable summability exponent
2 dx.
Here p(x) 1 is a continuous function defined on [−1, 1], u ∈ o W 1 1 [−1, 1], u 0. Such functionals arise in some problems of mathematical physics, in particular in modeling of electrorheological fluids, see, e.g., [10] and [7] .
Our results were partially announced in [2] . The article is divided into 6 sections. In Section 2 we deduce the necessary conditions for the Pólya-Szegö type inequalities. It turns out that for the functional J such inequality holds only in trivial case p ≡ const while for the functional I we have nontrivial conditions. In Section 3 we show that necessary conditions are also sufficient for the inequality I(u * ) I(u). In Section 4 we give some explicit sufficient conditions for the exponent p which ensure this inequality.
In Section 5 we consider a multidimensional analogue of the inequality I(u * ) I(u). Unexpectedly, such inequality can hold only for the exponent p which is constant w.r.t. the variable of rearrangement.
Section 6 (Appendix) contains a numerical-analytical proof of some inequalities in Section 4.
Necessary conditions
Proof. Consider a point x 0 ∈ (−1, 1). For every α > 0 and ε > 0 such that
Then u * α,ε (x) = α(ε − |x|) + , and
We take the inequality
and push ε to zero. Since p is continuous, this gives α
. Taking α > 1 and α < 1 we arrive at p(0) p(x 0 ) and p(0) p(x 0 ) respectively. Theorem 2. Suppose inequality I(u * ) I(u) holds for any piecewise linear function u 0. Then p is even and convex. Moreover, the following function is convex:
To prove Theorem 2 we need the following 
Then p is even and convex.
Proof of Theorem 2. Fix two points −1 < x 1 < x 2 < 1 and consider a finite piecewise linear function with nonzero derivative only in circumferences of x 1 and x 2 . Namely, for arbitrary s, t > 0 and a small enough ε > 0, we set
The sets where u ′ ε = 0 and u * ε ′ = 0 have equal measures. Therefore, the inequality I(u * ε ) I(u ε ) can be rewritten as follows:
We divide this inequality by 2ε and push ε → 0. This gives
First, we put s = t in (2). This gives
We define σ := 1 s 2 , apply Taylor's expansion at σ = 0 in (3) and arrive at
By Proposition 1, p is even and convex. Finally we put −x 2 instead of x 2 in (2). Since p is even, we obtain K(s,
).
3 Proof of inequality I(u * ) I(u)
In this section we show that necessary conditions from Theorem 2 are sufficient as well.
is even in x and jointly convex in s and x. Then
Proof. Note that inequality (4) is equivalent to the same inequality for the function
Here (a) follows from evenness of M in x and its convexity, (b) follows from decreasing of M in s, (c) follows from increasing of M in x 0.
Lemma 2. Suppose that K(s, x) is even in x and jointly convex in s and x. Then
Proof. Denote by L ⊂ [−1, 1] the set of nodes of u (including the endpoints of the segment). Take
U is the image of u without images of the nodes. This set is a union of a finite number of disjoint intervals U = ∪ j U j . Note that for each j the set u −1 (U j ) is a union of an even number (say, m j ) of disjoint intervals. Moreover, u coincides with some linear function y j k , k = 1, . . . , m j , on each interval. Without loss of generality, we assume that the supports of y 
Any point y ∈ U has two symmetrical preimages with respect to function u * , therefore we can define (u * )
Thus, for each j we have
Since u * is even, we obtain
To complete the proof, it is sufficient to show the following inequality for each j and y ∈ U j :
But this inequality is provided by Lemma 1.
Now we can prove the result in general case. Proof. Without loss of generality, we can assume I(u) < ∞. Since p(x) is bounded, we can choose a sequence of piecewise constant functions v n converging to u ′ in Orlicz space
By 1] . By the Tonelli theorem, the functional I is sequentially weakly lower semicontinuous (see, e.g., [6, Theorem 3.5] ). Thus,
On some sufficient conditions
The condition of joint convexity of function K is in fact certain assumption on function p. It is easy to see that ∂ 2 ss K > 0, and ∂ 2 xx K 0 since p is convex. Thus, the convexity of K is equivalent to det(K ′′ ) 0 in the sense of distributions. Direct calculation gives
where q = q(x) = p(x) − 1 and w = w(s) = 1 s 2 . Thus, we arrive at the inequality for the function q The following statement is evident. A(q) 0.5.
By Lemma 3 the inequality (5) holds in both cases 1 and 2. Theorem 3 completes the proof.
Multidimensional case
In this section we assume that Ω = ω × (−1, 1) is a cylindrical domain in R n , and
(Ω) we denote by u * the Steiner symmetrization of u along y that is one-dimensional symmetrization w.r.t. y for every
We introduce a multidimensional analogue of the functional I:
Proof. First of all, we claim, similar to Theorem 2, that p should be even and convex in y, and the function
should be jointly convex on (−1, 1) × R × R + . Indeed, consider two points
(Ω) with nonzero gradient only in circumferences of x 1 , x 2 and around the lateral boundary of a cylinder with axis [x 1 , x 2 ]. Namely,
Here the parameters c 1 , c 2 > 0 are inverse derivatives w.r.t. y at the "bases" of the cylinder, b
are gradients w.r.t. x ′ at the "bases", δ > 0 is the absolute value of the gradient at the lateral boundary, w > 0 is the cylinder radius, while h > 0 is the maximal function value.
Given
, we choose h and δ as functions of small parameter w. We set κ ≡ (κ is the width of the lateral layer with non-zero gradient). The left base of the support of u is given by the system
Thus, it is an (n − 1)-dimensional prolate ellipsoid of revolution with the major semiaxis w 2 + c ) on the set A 2 with |A 2 | = C 1 δc 2 w n .
After symmetrization the gradients of u * at the "bases" are equal to (
w n . Next, denote by A δ the lateral layer with non-zero gradient. Direct estimate gives
Also denote
Setting
We push w to 0 and arrive at the inequality
Applying Proposition 1 we prove that p is convex and even in y. Now choose arbitrary positive c 1 , c 2 , d 1 and d 2 , take b
e (here e is arbitrary unit vector in x ′ hyperplane) and set δ = w 2 . Then we obtain
,ŷ 2 ) C 1 w n+2 .
. Pushing w to 0, we obtain
is convex since it is even in y, and the claim follows. Finally, for the sake of brevity, we omit x ′ in the notation K x ′ and notice that
where the function K is introduced in Theorem 2. Direct calculation gives
. Therefore, if ∂ y K ≡ 0 we can choose d sufficiently large so that det(K ′′ (c, d, y)) < 0, a contradiction.
Appendix
To prove inequality (6) we split the positive quadrant (w, q) ∈ R + × R + into five regions, see Fig. 1 :
On each of these regions we prove the inequality in numerical-analytical way. (6) For (w, q) ∈ R 1 we construct appropriate piecewise constant function A 1 (w, q) estimating A(w, q) from above. To do this we take a rectangle Q ≡ {w 0 w w 1 ; q 01 } ⊂ R 1 and obtain the constant value for A 1 on this rectangle replacing arguments in the formula of A(w, q) by their extremal values in this rectangle:
Here we used the fact that every function in square brackets is monotone on R 1 in both variables. For (w, q) ∈ R 2 we put r = A ∞ −0.13
Thus, the maximum is unique. Using standard computational methods we find that it is achieved for w ≈ 1.816960565240, max A(w, ∞) ≈ 0.627178211634, and (6) follows. To prove inequality (7) (7) In these regions we used piecewise constant functions A 1 and A 4 introduced earlier. These functions were calculated on proper meshes with 15 valid digits. In R 8 we need to use the mesh step less then 10 −5 , so we repeated calculations with 18 valid digits. This gives the following results.
Region
Mesh step in w(v) Mesh step in q Inequality R 6 3 · 10 The proof is complete.
