1. Introduction. The similitude of certain problems which exist in field theory and in statistical mechanics has often been stressed. In both cases we deal with situations involving an infinite number N of degrees of freedom, and some kind of an asymptotic procedure is necessary to extract physical information. Mdore specifically, we want to study the time evolution of such systems.
It is of course well known that many problems of this type may be discussed in terms of the S-matrix formalism, once the existence of asymptotic in and out states is assumed. However in nonequilibrium statistical mechanics one deals always with an initial state which is by definition a nonequilibrium state and cannot be extended to t co -. Similarly, unstable particles cannot be included in the asymptotic in states.
The questions we want to discuss are basically the following: What is the meaning of a quantum state corresponding to a finite life time? Can we still associate a well-defined energy to such a state? How can a physical particle with finite life time be related to field theoretical concepts?
In the frame of perturbation theory, at least, we begin to be able to formulate a partial and very incomplete answer to these fascinating and difficult questions. For this reason we thought it might be interesting to give a short, nontechnical, account. More details as well as applications to specific problems may be found elsewhere.' -4 We shall study these trans- formation" theory in contrast with the classical Hamilton Jacobi theory or with its quantum forms whose aim is to provide us with a representation in which the Hamiltonian takes a specially simple form (i.e., is diagonal). On the contrary, the aim of our theory is to obtain a representation in which both out of equilibrium and at equilibrium we may represent the entropy in the form (see 3 .10) S = -k A p(n1,n2,...) log p(ni,n2,. . ) (1.2) in)
The characteristic feature of (1.2) is that the entropy appears as a functional of the occupation numbers alone exactly as in the case of a dilute gas and may be understood in terms of the usual combinatorial arguments.
In other words, we look for a representation in which the entropy has a "particle" interpretation and does not depend explicitly on the correlations (which enter of course in the definition of the "particles"). As we shall see, it is in this "information-theory" type of representation that quantum states with finite life time or unstable particles have a simple physical meaning.
One could say that we use the classical argument about entropy in its reversed form: One generally proves that particles, when weakly coupled, have a simple Boltzmann entropy of form (1.2) . We use our transformation theory to put the entropy into this form and conclude that in this representation the particles are well-defined, physical entities! But the quantum states (or physical particles) of finite life time introduced in this way can no longer be described in terms of a wave function or a wave packet. As we shall see in §4, they are represented by irreducible density matrices.
2. Kinetic Equations.-There are at present very beautiful and compact methods to derive from (1.1) the so-called master equation (see especially refs. 5-8) . We shall try to give a concise account of the physical ideas involved.
In terms of p the average value of an observable 0 may be written as (0) = E (nl pln')(n'I0|n). It is useful to perform first the change of variables n-n' =v, n + n' =2N (2.2) and to use the notation (nIOln') = 0 (n +n') = M(N). In a model in which a random phase approximation would be valid, all p, would vanish. It is therefore appropriate to consider p, as expressing the correlations in the system while po refers to the "vacuum of correlations." (This distinction can be made in a specially clear and elegant way by introducing projection operators (see references at the beginning of this section).)
The aim of the theory is now to establish exact equations of evolution for the vacuum component po and the "correlation component" formed by all the p, (with # 5 0).
For po we obtain the evolution equation valid both in the classical and the quantum cases
. (2.5) In this equation, G(t) is a generalized collision operator defined formally in terms of all irreducible vacuum of correlations to vacuum of correlations transitions (see refs. 5, 9, and 10). A fundamental role is played by the Laplace transform A,(z) of G(t).
The finite duration of the collision is expressed through the noninstantaneous character of equation (2.5) . The second term in the right-hand side of (2.5) expresses the influence of initial correlations.
The fundamental asymptotic property which makes this formulation important can be summarized by the following assumption:
For simple cases this property may be verified by direct calculation. It should be stressed that it can only be satisfied for very large systems and for welldefined classes of initial distributions corresponding to correlations of a finite range.
The whole foundation of thermodynamics is included in (2.6) . If this condition were not satisfied, the system could not forget its initial conditions and would not evolve to the state of maximum entropy independently of the initial conditions.
The property (2.6) will also be used in the field theoretical problems we shall discuss. In fact, it is the assumption which will permit us to introduce welldefined physical particles.
At this point, we assume (2.6). Moreover, we may rewrite (2.5) (2.9) at VOL. .59, 1968 where Qis a functional of 4/(z) and its derivatives with respect to z, for z -o +iO;
its explicit form is given elsewhere.5' 9 The transition from equation (2.7) to equation (2.9) is only possible if the relaxation process still corresponds to the longest relevant time scale in the system.
To conclude this survey let us consider briefly correlations. Any given correlation may be split into two parts: pY(t) = p'(t) + p,(t). (2. 10)
The evolution of the first part is given by an equation similar to the kinetic equation for po(t) which describes the scattering of the free correlations. This part vanishes for t -* co exactly as (2.6). The second part corresponds for long times to the creation of correlations from po(t). It is given by an expression of the form pr(t) fdre,(r)po(t -).
(2.11)
Expanding po(t -7) around po(t) we may obtain p,'(t) in terms of the distribution function po(t) at the same time. We then obtain an expression of the form PAO = CYPo(t). (2.12) This corresponds exactly to the Post-Boltzmannian approximation (2.9) in which we also have expressed Opo/&t in terms of po taken at the same time.
3. Transformation Theory.-There is no special problem involved with the Boltzmann approximation (2.8). The quantity i#6(0) is still an operator acting on the occupation numbers N (see 2.2). When written explicitly, the right-hand side of (2.8) (see 2.12) . Then, using (3.6) we may express (0) as a sum over the occupation numbers N of the product of a redefined operator 0(N) and p(N). For example, we may now write for the average value of the Hamiltonian (H) = E HR(N)P(N) with HR = x+(Ho + D'V). (3.9) N The redefined Hamiltonian contains both the unperturbed Hamiltonian Ho and the potential energy V (the operator D' is related to what is called in our theory a destruction fragment and will not be defined here). The important point is that the average (3.9) looks already as an average taken in a weakly coupled system (or in a random phase approximation) with po(N) replaced by p(N) and Ho by HR. There still remains a difference: We have as yet no relation between A and the entropy. If we could find a A such that the JC-quantity of Boltzmann would be given by 3C = Z p(N) log A(N), N 11 (3.10) then we would have a theory of strongly coupled systems which in all essential aspects would be formally identical to the theory of weakly coupled systems.
If such a relation exists, the maximization of (-SC) together with (3.9) would lead at equilibrium to the distribution function A (t o exp -k . (3.11) Now to each x operator corresponds a different form (3.5) of the collision operator and the equilibrium distribution has to be an eigenfunction of the collision operator corresponding to an eigenvalue zero p exp(x HR) 0.
(3.12)
Both (, and HR are functionals of x" and therefore this condition may be used to construct the explicit form of x". This has been done to order X6 in the kinetic operator for a class of problems including the problem of interaction between matter and radiation, the Lee model of field theory. A unique unitary x" operator satisfying condition (3.12) has been found (see refs. [2] [3] [4] . The relation between the bare density matrix p and fi can be written (see 3.9) A = x+(po + Dp').
(3.13) Therefore fi is a kind of weighted average of the diagonal elements po and the correlations p' just as HR is of HO and V.
We may say'3 that A leads to a "contracted" statistical description of the system. Instead of a description both in terms of the vacuum component po and of the correlation components pv, we have a single function A of the occupation numbers which combines the effect of both and describes the evolution of the system in terms of a single equation. This description appears therefore also as a kind of generalization of the well-known random phase approximation.
As the correlation effects are included in the definition of 13 it is not astonishing that we now have a situation which is so closely parallel to that for weakly coupled systems. But the entities which are associated with the new Hamiltonian HR and described by the kinetic equation (3.7) are of course no longer the initial entities, but new entities that we shall discuss now.
4. Quantum States and Physical Particles.-We have now achieved in the frame of perturbation theory a representation of the density matrix in which the entropy both at equilibrium and out of equilibrium may be considered as purely "combinatorial." We have verified that at equilibrium it gives the same value as the canonical Gibbs formalism for interacting systems.
Let us first discuss the meaning of quantum-mechanical states and of energy levels in this representation. Let us consider a one-electron atom. The quantummechanical state of this system in which one electron at time t = 0 is on the excited level iA> would now be described in terms of A by: This specification corresponds in terms of the initial distribution function to the diagonal elements (see 3.6) Po = XA (I A) (4.2) and to off-diagonal elements (see 2.12) p, = C, [x (1s)]. (4.3) In the initial representation this state corresponds to a statistical mixture. For the ground state (or for any state if dissipative effects are neglected) this statistical matrix may be reduced by a canonical transformation to a pure state.
For example, the specification A(lo) = 1 (4.4) is equivalent to the condition that the atom is described by the wave function corresponding to the (physical) ground state. However, the situation is radically different for states with finite life time. Then no canonical transformation exists which reduces the statistical matrix (4.2), (4.3) to that of a pure state.
We have therefore two types of quantum states according to whether they can or cannot be defined in terms of the usual Hilbert space. Moreover we may now calculate the corresponding energy levels using (see 3.9) aHR = aN= (4.5) Of course, exactly as in the Landau theory of Fermi liquids, these levels may still depend on the occupation numbers.
Note that the levels are real and sharp. The time evolution as due to the kinetic operator is completely separated from the definition of the energy levels. Again for the ground state, or more generally in the absence of dissipative effects, the usual formulae are recovered.
But in the presence of dissipative effects, new expressions are derived (see refs. 2-4) . It is worthwhile to insist how far we are from the usual quantummechanical description: No longer is a state the eigenfunction of some operator and the energy level its eigenvalues! We obtain really new quantum rules. All this is due to the dissipative effects: When they may be neglected, as it is the case near the Fermi surface, the usual Landau theory is recovered.
5. Conclusions.-We cannot discuss specific applications here. At the Solvay meeting,' one of us has discussed simple field theoretical models such as the neutral scalar field with fixed sources and the Lee model. It appears that our theory is a natural extension of improper representations to dissipative situations for which the operator x can be defined (while a unitary transformation which would reduce the initial Hamiltonian to a sum of independent parts is not likely to exist). Moreover, the usual mass and charge renormalization is recovered for stable particles but characteristic differences appear for unstable particles.
The main difference between our approach and the usual field theoretical approach is probably that in our approach no renormalized field can be defined. We may conclude by stating that our theory emphasizes the statistical aspects of the dynamics of systems with a large number of degrees of freedom and brings us even farther away from the classical deterministic description of nature. The basic question will now be whether strong interactions and cooperative effects will still be compatible with the particle interpretation of entropy. This will, we believe, ultimately decide the interest of our approach.
