Introduction
Recent advances in cDNA microarray technology give researchers unprecedented power to simultaneously monitor the gene expression levels of many thousands of transcripts across the genome. The cDNA microarray used for comparing relative levels of mRNA transcription between different biological samples (heterogeneous cells or homogeneous cells in different environmental stress conditions) spurs research on clinical diagnosis and physiological phenomena. The central challenge is that both the underlying biological systems of interest and the experimental systems contribute to variability of intensity signals within and between microarrays (1-15). Multiple-slide experiments can discriminate, based on statistical inference, between random technical and systematic biological outliers (1) (2) (3) (4) 6, 9, 10, 12, 14) . In order to compare expression levels across different arrays, proper data normalization is necessary. However, differentially expressed genes have a negative impact on normalization, especially when there are many more overexpressed genes than underexpressed genes or vice versa , and they are regarded as outliers in statistics. Outlier removal methods can significantly improve the precision of normalization, and this is the motivation for the presented work.
A natural and intuitive approach is to model the expression data as two groups of genes: one for differentially expressed genes and the other for non-differentially expressed genes. Sapir and Churchill first did an orthogonal linear regression on the signals measured from the two color channels, then modeled the residuals of the regression as a mixture of a common component and a differentially expressed component. They then used the expectation-maximization (EM) algorithm to deconvolve the mixture (16) . Newton et al. suggested identifying differentially expressed genes by posterior odds of change based on a hierarchical Gamma-GammaBernoulli model for expression ratios (17) . Zhao et al. generalized Newton's model and proposed an adaptive method based on the three-component mixture model (18) . Chen et al. focused on the ratio statistic of non-differentially expressed genes and proposed a quality metric as index of the confidence to identify differentially expressed genes (19) . Loguinov et al. modeled microarray data sets, in terms of log 2 (I Cy5 ) versus log 2 (I Cy3 ) (where I is the intensity of cyanine dyes Cy5 and Cy3, respectively), as a bivariate normal population possibly distorted due to heteroscedasticity and 'contaminated' with outliers (11) . They proposed a nonparametric smoothing-based method to identify those outliers using robust variance estimation instead of variance-stabilizing transformations.
Our approach is a novel outlier removal method following a parametric/nonparametric iterative reselection procedure. All possible subsets of scatter points construct a hyperspace with the different subsets as different state points. The parametric and nonparametric probability density functions are estimated, respectively. The states shift according to a unified parametric/nonparametric reselection process, which functions as the transition guide with probabilities. In a new hyperstate, the parametric probability density function is updated, and while the chain of hyper-states grows, a chain of distribution parameters is generated. The stationary distribution for this chain approximates the distribution of uncontaminated population. Consequently, outliers can be identified and precise normalization can be achieved. This method was tested via simulation and applied to Saccharomyces cerevisiae cDNA microarray data sets.
Materials and methods

Statistical model
It is a common practice in applied statistics to seek a transformation of the raw data to obtain normal residuals with constant variance (20) . In the analysis of microarray data, an M versus A plot [M = log 2 (I Cy5 /I Cy3 ), A = log 2 (√(I Cy5 · I Cy3 ))] is widely used, since the intensities ratio is approximately log-normally distributed with the mean and variance varying with intensity level (1, 6, (11) (12) (13) 19 ). An M versus A plot amounts to a 45° counterclockwise rotation of the {log 2 (I Cy5 ), log 2 (I Cy3 )} coordinate Normalization is a critical step in the analysis of microarray gene expression data. For dual-labeled array, traditional normalization methods assume that the majority of genes are non-differentially expressed and that the number of overexpressed genes approximately equals the number of underexpressed genes. However, these assumptions are inappropriate in some particular conditions. Differentially expressed genes have a negative impact on normalization and are regarded as outliers in statistics. We propose a new outlier removal-based normalization method. Simulated and real data sets were analyzed, and our results demonstrate that our approach can significantly improve the precision of normalization by eliminating the impact of outliers, and efficiently identify candidates for differential expression.
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Research Reports system. Loguinov et al. proposed the assumption that {log 2 (I Cy5 ), log 2 (I Cy3 )} are drawn from a bivariate normal population possibly distorted due to heteroscedasticity and contaminated with outliers. The assumption was checked by applying exploratory data analysis tools (scatter plots with tolerance ellipses, quantile-quantile normal plots (QQNPs) with simulation envelopes and boxplots for residuals) (11) . In this paper, we accepted the assumption of bivariate normal distribution for {A,M} as the null distribution. The null distribution was possibly distorted due to heteroscedasticity such that the mean and variance of log intensity ratios change with total log intensities (1, 6, (11) (12) (13) 19) . Several systematic technical factors may lead to heteroscedasticity. In microarray experiments, it is common to observe both saturated signals and signals that are lost in the background noise. The two commonly used fluors, Cy3 and Cy5-which have different physical properties-are differentially incorporated into the cDNA, and the quantum fluorescent yields are different (21) . Heteroscedasticity is more significant for spots with low or high intensity. In this paper, a mean curve, f mean (A), and a standard deviation (sd) curve, f sd (A), were utilized to formulate the heteroscedasticity such that the mean and variance of M change with A.
The microarray data sets, which we focus on in this paper, were obtained in a study of transcriptional response when amino acid starvation was applied to S. cerevisiae. Five published cDNA microarray experiments were designed to compare 6220 transcript levels between 0 h and 0.5 h; 0 h and 1 h; 0 h and 2 h; 0 h and 4 h; and 0 h and 6 h in time course. These data sets are available at NCBI's Gene Expression Omnibus (GEO; accession no. GDS115). As shown in Figure 1C , normal distribution can fit the observed distribution of A quite well. However, the tail in the left side of QQNPs deviates from the reference lines at a low but notable level. The deviation may be related to the sensitivity of scan system [arrays were scanned using a commercially available scanning laser microscope (GenePix 4000) from Axon Instruments (Foster City, CA). In order to fit the data more precisely, the statistical model of A was modified by adding a normaldistributed component (Equation 1). By using this two-component [ f ′(A), f ″(A)] mixed normal model, the error reflected in the quantile-quantile plots declined observably ( Figure 1D ). As shown in Figure 1E , residuals from M versus A plot lowess normalization were centered and normal-like. The heavy tails indicated the existence of differentially expressed genes. To check the distribution assumptions for {A,M}, publicly available data from 9 other techniques (heat shock, diamide treatment, nitrogen depletion, dithiothrietol exposure, steady-state temperature, sorbitol treatment, DDT exposure, hypo-osmotic shock, and YPD stationary The combined distribution of uncontaminated M versus A population can be formulated as follows:
By testing the data against this null distribution, outliers can be identified as candidates for differential expression.
Algorithm overview
In this paper, we combined and matched the parametric and nonparametric probability density fittings, and utilized our reselection algorithm to deal with the impact of outliers.
As shown in Figure 2 , the algorithm worked as a Markov Chain Monte Carlo (MCMC) procedure. All possible subsets of scatter points (M versus A) construct a hyperspace with different subsets as different state points. The whole data set D 0 is treated as the initial state. The current state shifts to the next via an iterative reselection algorithm (see pseudo-code Algorithm ITERATIVERESELECT in the Supplementary Materials). The algorithm can be formulated as follows.
Initialization. Nonparametric probability density function f nonpara (A,M) and the parametric probability density function Reselection. For n = 1,···, N, the algorithm iterates a sample reselection procedure. In the n th iteration, an acceptance/rejection is performed on each sample spot of the whole data set, with the acceptance/rejection odds θ (n) accept defined based on the ratio of parametric probability density f n-1 (A,M) and nonparametric probability density f nonpara (A,M) (Equation 3). If the ratio is >1, accept the current spot definitely (θ (n) accept = 1); if the ratio is <1, accept the current spot with probability equivalent to the ratio. When the selection process goes throughout the whole data set, a new subset D n is obtained, upon which a new parametric probability density function f n (A,M) is estimated with mean curve and sd curve being updated.
Termination. The distances between two sequential mean curves and sd curves were utilized to judge whether the iterative procedure converged. If the distances were less than a predefined threshold (0.005 in this paper), the procedure would be terminated. This iterative reselection procedure functions as the shift of hyper-states of the data set with transition probabilities. The iterations generate a chain of subsets, and a chain of corresponding mean curves and sd curves. It is noted that the subsets were updated based on a stochastic selection algorithm and were not identical; estimated mean curves and sd curves were also not identical. Thus, the distances between two sequential mean curves and sd curves would not converge to zero. A number of mean curves and sd curves (20 in this paper) obtained after convergence were averaged respectively to estimate a mean curve and sd curve of uncontaminated M versus A population.
For each spot sample (
denote the observed ordered unadjusted p-values for all spot samples. To control false discovery rate (FDR) at level α, define j* = max { j: p j ≤ ( j/m)α} and regard those genes ( j = 1,···, j*) as candidates for differential expression.
Some characteristics are noted for this particular MCMC procedure. The nonparametric probability density function is estimated based on the whole data set. During the iterations, it remains unchanged while the parametric probability density function is updated on the selected subset in a stepwise mode. All data processing, analysis and visualization can be performed by using R (version 2.5.0; www.r-project.org). The computer used for microarray data sets analysis described here is an HP Proliant ML150 Generation 5 Server (Hewlett-Packard, Palo Alto, CA, USA) with 2 Intel Xeon Quad Core 5400 series processors (Intel, Santa Clara, CA, USA) and 4 GB physical RAM.
Convergence analysis
Our parametric/nonparametric iterative reselection approach can estimate parameters of a normal distribution ( f null (x) ~ N(μ,σ 2 )) contaminated with outliers which follow a particular distribution f outlier (x). The proportion of outlier in total samples was α.
In our algorithm, the nonparametric probability density function f nonpara (x), estimated based on the whole data set, is unique. The estimated parametric probability density function is updated after each iteration. We needed to find out the relationship between the sequential parametric probability density functions f n-1 (x) and f n (x) [i.e., the relationship between (μ n-1 ,σ n-1 ) and (μ n ,σ n )]. In our algorithm we picked out samples sequentially in the whole data set, and then decided whether each sample would be accepted or not. Suppose that f nonpara (x) = (1-α) f null (x)+αf outlier (x). In the n th iteration, the reselection procedure can be regarded as drawing samples from f nonpara (x) and each sample was accepted with probability θ ((n) accept (Equation 4). We let I be the indicator function so that I = 1 if the sample was accepted, and I = 0 if otherwise. After parametric/nonparametric reselection procedure, accepted samples follow a particular distribution π n (x) (Equation 5). 
Then, parameters of f n (x) are estimated based on accepted samples (Equation 6). 
If f n (x) and f n-1 (x) were identical, our algorithm would converge to a stationary state. Suppose that a normal probability density function f s (x) ~ N (μ s ,σ s 2 ) satisfies the equation
(μ s ,σ s ) was the estimation of (μ,σ). We noted that an analytical solution for Equation 7 does not exist. However, given a certain set of { f null (x), f outlier (x), α}, a numerical solution for f s (x) can be obtained.
We constructed 1000 sets of { f null (x), f outlier (x), α} to find out the relationship between (μ s ,σ s ) and (μ,σ). μ was generated by following uniform distribution in [0, 3] The coefficient of the fitted model μ ~ μ s is R 2 = 0.999; residual standard error is 0.02793. The coefficient of the fitted model σ ~ σ s is R 2 = 0.9948, residual standard error is 0.02109. The computed p-values are both <2.2 × 10 -6 . These results of numerical calculation indicate that (μ s ,σ s ) is highly correlated with (μ,σ). As an estimation of (μ,σ), (μ s ,σ s ) exhibits high precision.
Results
We applied our approach to several data sources. First, simulated data sets were analyzed to assess the performance of 
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Research Reports our method and Loguinov's method. Second, microarray quality control (MAQC; National Center for Toxicological Research, Food and Drug Administration, Jefferson, AR, USA) data sets were analyzed as a negative control. Third, we analyzed the cDNA microarray data sets in S. cerevisiae responding to amino acid starvation, and found some new biological results.
Performance on simulation data Loguinov et al. carried out simulation studies to assess the performance of the single-slide methods (16, 17, 19) . Their results clearly demonstrated that their method outperformed these single-slide methods with improved positive predictive values and likelihood ratio, and higher receiver operating characteristic (ROC) curves (greater area under the curve) (11). We tested our approach directly against Loguinov's approach.
Each simulation data set consisted of two subsets: regular spot samples and non-regular spot samples. Regular spot samples {A 1 , M 1 ), ··· ,(A n ,M n )} were generated by following the model (Equation 1, 2) with mean curve and sd curve estimated from the 0 h/2 h data set (mentioned in the "Materials and methods" section). One thousand outliers were identified as non-regular spot samples {(A 1 ′, M 1 ′),···, (A′ 1000 , M′ 1000 )} (ordered by p-value) by using Loguinov's method [genexR() from package DigexR provided by Loguinov et al. (11) ] in the 0 h/2 h data set. Two simulated data sets were constructed by adding 1000 non-regular samples {(A 1 ′, M 1 ′),···, (A′ 1000 , M′ 1000 )} to the random regular population symmetrically (there were underexpressed and overexpressed non-regular observations) and asymmetrically (each non-regular spot sample (A 1 ′, M 1 ′) was replaced by (TN + FN) ; and likelihood ratio equals Sensitivity/(1 -Specificity). They were used to evaluate our method and the smoothing-based method of Loguinov et al. (11) at several cutoff levels (see Supplementary Table 2 ).
Results shown in Figure 3 demonstrate that both methods could identify the outliers in a fairly precise manner. Figure  3A shows the simulation results under the symmetrical conditions. There was no significant difference between the ROC curve of our method and that of Loguinov's method. The PPV and likelihood ratios of our method were better than those of Loguinov. Here, the PPV curves represent the probabilities that a candidate recognized as outlier is a true positive prediction, and the likelihood ratio curves can be defined as the ratio of posterior odds to prior odds. These two types of curves are meaningful yardsticks for outlier identification methods.
Simulation results under the asymmetrical conditions are shown in Figure 3B . The PPV and likelihood ratios of our method were better than those of Loguinov's method. Furthermore, it is noted that the ROC curve of our method was also higher than the ROC curve of Loguinov's method, especially in the top left corner. To balance sensitivity and specificity, cutoff levels of points in the top left corner of the ROC curve were commonly used to make statistical inference.
We constructed 100 simulation data sets (50 data sets containing symmetrical outliers and 50 data sets containing asymmetrical outliers; 800 outliers were picked out randomly from 1000 non-regular samples mentioned above (see "Performance on simulation data" section) to statistically test the difference between our and Loguinov's methods. The 95% confidence intervals of the areas under ROC curves of our and Loguinov's methods were 0.964 ± 0.011 and 0.963 ± 0.010, respectively, for data sets containing symmetrical outliers; and 0.957 ± 0.008 and 0.943 ± 0.009, respectively, for data sets containing asymmetrical outliers. For simulated data sets with symmetrical outliers and asymmetrical outliers, the 95% confidence intervals for the mean difference of the areas under ROC curves between our and Loguinov's methods were 0.000187-0.000779 and 0.0132-0.0152, respectively. The whole confidence intervals were >0. However, the difference in magnitude was very small (~0.00048 for datasets with symmetrical outliers and ~0.014 for datasets with asymmetrical outliers). For data sets with asymmetrical outliers, the difference was more notable (~0.00048 for datasets with symmetrical outliers and ~0.014 for datasets with asymmetrical outliers). We also tested the difference of PPV curves and likelihood curves between our and Loguinov's methods. The 95% confidence intervals of subtraction curves showed that PPV and likelihood of our method were both significantly higher than that of Loguinov's method at different cutoff levels for a particular data set (Supplementary Figure 3) . We
Research Reports note that Loguinov's method works well in outlier identification (the areas under ROC curves achieved ~0.95), but our method appears more effective and robust especially in conditions where under-and overexpressed genes exhibit obvious asymmetry.
Negative control: application to MAQC data The MAQC study provides a rich resource that will help build consensus on the use of microarrays in research, clinical, and regulatory settings (22) . MAQC data can be used as a negative control due to its high quality (23) . Using two distinct reference RNA samples [sample A: Stratagene Universal Human Reference RNA (UHRR), Cat. no. 740000, La Jolla, CA, USA; sample B: Ambion Human Brain Reference RNA (HBRR), Cat. no. 6050, Austin, TX, USA], expression data were generated from each at multiple test sites using a variety of microarray-based and alternative technology platforms. In general, each microarray platform was tested at three sites and each sample was tested in five replicates at each test site. Samples were named according to the following convention: Platform_ Testsite_SampleRelicate [e.g., AFX_2_ B1 represents the hybridization (array) from platform AFX processed by test site 2 for the first replicate of sample B].
We obtained 10 raw MAQC data sets (AFX_1_A1, AFX_1_A2, AFX_1_A3, AFX_1_A4, AFX_1_A5, AFX_1_B1, AFX_1_B2, AFX_1_B3, AFX_1_B4, and AFX_1_B5). Any two raw MAQC data sets were paired to compare relative mRNA transcript levels between same biological samples (sample A versus sample A, A/A; or sample B versus sample B, B/B) or different biological samples (sample A versus sample B). Obviously, no biological outliers were found in A/A data sets {log 2 (I AFX_1_Ai ), log 2 (I AFX_1_Aj )} (i = 1,2···5; j = 1,2···5; i ≠ j) or B/B data sets {log 2 (I AFX_1_ Ai ), log 2 (I AFX_1_ Bj )} (i = 1,2···5; j = 1,2···5; i ≠ j). However, biological outliers can be found in sample A versus sample B (A/B) data sets {log 2 (I AFX_1_Bi ), log 2 (I AFX_1_Bj )}(i = 1,2···5; j = 1,2···5). We applied our method to identify outliers in 45 paired data sets (10 A/A sets, 10 B/B sets, and 25 A/B sets) using an FDR of 0.01. Results are shown in Table 1 . As expected, outliers in A/A data sets and B/B data sets are much less than outliers in A/B data sets. Furthermore, we observed that no transcript could be identified as an outlier in all A/A and B/B data sets. However, 1,302 transcripts were identified as outliers Research Reports in all 25 A/B data sets. We conclude that our method has reasonable specificity in differential expression identification.
Application to biological data
We applied our method to biological gene expression data mentioned in the "Statistical model" section. As shown in Figure  4 , sample sizes and distances between two sequential mean curves and sd curves declined rapidly after several initial iterations, and then fluctuated at a very low level. The convergence can be achieved after ~20 iterations. Based on estimated mean curve and sd curve, two-sided cutoff curves can be obtained with a threshold p-value (e.g., 0.05) ( Figure 5 ).
Loguinov applied a lowess-based normalization to remove local nonlinearity. Then a nonparametric smoothingbased method was utilized to detect residual heteroscedasticity and identify outliers. We have also applied Loguinov's method to analyze the biological data sets. First, Loguinov's method was applied to identify outliers using an FDR of 0.05 in five S. cerevisiae microarray data sets. For outliers being removed versus not removed, lowess-based normalization was applied to obtain residuals {R 0 } and {R 1 }, respectively. Second, another set of residuals {R 2 } could be obtained by using our method. Average differences between {R 0 } and {R 2 } were 0.027, 0.013, 0.016, 0.02, and 0.013 for five data sets, respectively. Average differences between {R 0 } and {R 1 } were 0.077, 0.081, 0.058, 0.025, and 0.046. Here, lowess-based normalization without outliers is regarded as standard. Asymmetrical outliers are harmful to lowess-based normalization. Our method can eliminate the impact of asymmetrical outliers and obtain more accurate normalization.
Based on normalization using our method, we obtained some new biological results ( Figure 6 ) differing from Gasch et al.'s original analysis on the same data sets (24) . They explored genomic expression patterns in S. cerevisiae responding to diverse environmental transitions, and found that ~300 genes were induced. Genes encoding enzymes that synthesize trehalose, glycogen, and their precursorsas well as genes that encode catabolic enzymes for degrading these carbohydrates-were jointly induced. The simultaneous induction of both synthetic and catabolic enzymes seems paradoxical (24) .
As shown in Figure 6 , two clusters of characterized genes induced in the environmental stress response (ESR) with distinct expression profiles are apparent. The second cluster is distinguished from the first by a slight delay in the decline of transcript levels. For genes involved in carbohydrate metabolism, induction of synthetic enzymes (GLK1, XKS1, PFK26, FBP26, GLG1, GSY2, GLC3, TPS2, TSL1, ATH1, GPD1, YDR516C) occurs prior to induction of catabolic enzymes (HXT5, HXK1, GPM2, NTH1).
By using our normalization method, raw expression ratios were replaced by z-scores. The integration and scaling of multiple data sets became possible. Changes of the gene expression level in time course could be detected more accurately.
Discussion
The nonparametric estimation method of probability density function, such as histogram estimation and kernel estimation, take all samples into account indiscriminately, whether the population is contaminated by outliers or not. The parametric estimation method of probability density function averages the impact of each scatter point based on a proposed statistical model. In this paper, the parametric/nonparametric iterative reselection approach makes use of both the parametric and nonparametric estimation of probability density functions to accomplish the procedures of hyperstate transition of data sets. The transition leads to a chain of regular data sets and a chain of distribution parameters by a sample reselection algorithm. With the estimated parametric probability density function gradually approaching the probability density function of uncontaminated population, the outliers have less chance to be selected in the iterative reselection procedure. Furthermore, with the outliers being rejected in the iterative reselection procedure, the estimated parametric probability density function approaches the probability density function of uncontaminated population in a precise manner. Based on the stationary distribution of this chain, the distribution parameters of the uncontaminated population are estimated. Simulation and biological results demonstrated high precision with this new approach.
Compared with other methods (most of which adopt the assumption that the numbers of under-and overexpressed genes are approximately equal) our method appears more effective and robust in normalization. Additionally, it can be applied to identify candidates for differential expression or other similar areas where outliers need to be recognized and/or removed. Since normalization and outlier identification can be done simultaneously in the framework of MCMC Number of outliers identified in paired MAQC A/A, B/B, and A/B data sets using an FDR of 0 .01   A1  A2  A3  A4  A5  B1  B2  B3  B4  B5   A1  --------73  82  115  121  2149  1971  2347  2231  2106   A2  ----------------68  66  69  2354  2164  2506  2459  2400   A3  ------------------------84  80  2407  2191  2366  2554 2305 A1 denotes data set AFX_1_A1, B1 denotes data set AFX_1_B1, and so on.
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Research Reports reselection procedure, there are no intermediate results which may lead to cumulative error. Our method appears more precise than two-step statistical procedures. In this paper, we have applied our method in analyzing microarray data sets, which was obtained in a study of transcriptional response when amino acid starvation was applied to S. cerevisiae. We chose these data sets based on two reasons. First, compared with the treatment of single gene deletion, amino acid starvation would cause changes to the transcript levels of more genes. Especially in the early period after this treatment, the change would be global (24) . Second, the amount of up-expressed genes was greater than overexpressed genes (especially after 1 h and 2 h; Figure 5 ). For these microarray data sets with abundant and asymmetric differentially expressed genes, the advantage and robustness of our parametric/nonparametric iterative reselection approach is more notable. Furthermore, the large-scale and asymmetric changes in transcript levels are considered to be of biologic significance in systems biology studies.
There are two main limitations in our method. First, as an iterative algorithm, our method obtains more accurate normalization at the expense of high computational speed. Average runtime of our algorithm for five S. cerevisiae microarray data sets is ~50 s. Loguinov's method needs only several seconds to do the same work. Second, because there are only a few spots with extremely low or extremely high intensity in population, nonparametric estimation for probability density in these areas is suspicious. Our parametric/nonparametric iterative reselection algorithm is not stable enough in these areas and consequently, normalization for these few spots is not very accurate.
It is noted that biological outliers contain both differentially expressed genes and genes with unusually high individual variability in expression. Outliers which are identified in 'treatment versus control' microarray experiments can be regarded as candidates for differential expression. However, those genes with unusual high individual variability can be quantified in a single-slide experiment, in control 'same-versus-same' hybridization, or using loop design (9) (10) (11) 25, 26) . Additional experiments can provide information to distinguish truly differentially expressed genes from other outliers.
