Introduction
It is a pleasure to contribute an article to this Festschrift in honor of Mathukumalli Vidyasagar on the occasion of his 60-th birthday. As the subject of our article, we have chosen the parametrization of stabilizing controllers for linear systems. This topic goes back to the pioneering contributions of Ku~era [2] and Youla-Bongiorgio-Jabr [7] , and is commonly known as the Ku~era-Youla parametrization of the set of stabilizing controllers. This parametrization issue and the algebraic structure that underpins its solution are main topics discussed in Vidyasagar's book [4] , one of the few books in the field of Systems & Control that can truly be termed 'Algebraic System Theory'. This book served as the inspiration for the present paper.
Our approach is somewhat different from the usual one in that we do not view a linear system as defined by a transfer function. Rather, we view a system in the behavioral sense, that is, as a family of trajectories. All relevant system properties, such as controllability, stabilizability, observability, and detectability, are defined in terms of the behavior. Control is viewed as restricting the plant behavior by intersecting it with the controller behavior. The behavior of a linear time-invariant differential system is defined as the set of solutions of a system of linear constant-coefficient differential equations. However, these behaviors can be represented in many other ways, for example, as the set of solutions of a system of equations involving a differential operator in a matrix of rational functions, rather than in a matrix of polynomials. The problem of parametrizing the set of stabilizing controllers leads to the question of determining all controller behaviors which, when intersected with the given plant behavior, yield a stable system. The representation of behaviors in terms of rational symbols turns out to be an effective representation that leads to a parametrization of the set of stabilizing controllers.
In the classical approach [2, 4, 7] , systems with the same transfer function are identified. By taking a trajectory-based definition of a system, the behavioral point of view is able to carefully keep track of all trajectories, also of the non-controllable ones. Loosely speaking, the stable coprime factorizations of the transfer-function based approach manage to avoid unstable pole-zero cancellations. Our approach avoids introducing, as well as cancelling, common poles and zeros. Since the whole issue of coprime factorizations over the ring of proper stable rational functions started from a need to deal carefully with pole-zero cancellations, we feel that our trajectory-based mode of thinking offers a useful point of view.
A few words about the notation and nomenclature used. We use standard symbols for the sets N, N, Z, and C. C+ "-{s E C Re (s)>_ 0} denotes the closed right-half of the complex plane. We use IR ~, I~ ~x~, etc. for vectors and matrices. When the number of rows or columns is immaterial (but finite), we use the notation., 9 x., etc. Of course, when we then add, multiply, or equate vectors or matrices, we assume that the dimensions are compatible. C ~ (R, N ~) denotes the set of infinitely differentiable functions from R to ]R ~. The symbol I denotes the identity matrix, and 0 the zero matrix. When we want to emphasize the dimension, we write I~ and 0~ 1 x~2. A matrix is said to be of full row rank if its rank is equal to the number of rows. Full column rank is defined analogously.
R We only discuss the main ideas. Details and proofs may be found in [6] . The results can easily be adapted to other stability domains, but in this article, we only consider the Hurwitz domain for concreteness.
