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Given a polynomial solution of a differential equation, its m-ary decomposition, i.e.
its decomposition as a sum of m polynomials P [j](x) =
∑
k αj,kx
λj,k containing only
exponents λj,k with λj,k+1 − λj,k = m, is considered. A general algorithm is proposed
in order to build holonomic equations for the m-ary parts P [j](x) starting from the
initial one, which, in addition, provides a factorized form of them. Moreover, these
differential equations are used to compute expansions of the m-ary parts of a given
polynomial in terms of classical orthogonal polynomials. As illustration, binary and
ternary decomposition of these classical families are worked out in detail.
c© 1999 Academic Press
1. Introduction
For each n = 0, 1, . . . , let
Pn(x) =
n∑
k=0
ak,nx
k (1.1)
be a polynomial of degree exactly equal to n (an,n 6= 0) with real coefficients. Given a
positive integer m, we consider the following decomposition of Pn(x):
Pn(x) = P [0](x) + P [1](x) + · · ·+ P [m−1](x), (1.2)
where P [j](x) contains only powers of the form xj+mr with non-negative integer r, i.e.
P [j](x) =
kj∑
r=0
amr+j,nx
mr+j , 0 ≤ j ≤ m− 1,
where hj = j + mkj ≤ n is the degree of P [j](x). Notice that, when j = 0, P [0](x) is a
polynomial in the variable xm. We shall call such decomposition the m-ary decomposition
of Pn(x) and so, we shall refer to P [j](x) (j = 0, . . . ,m−1) as the jth m-ary part of Pn(x).
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One of the ways of computing these m-ary decompositions is to consider their close
relation with the cyclic group of the mth roots of unity. Let zk := zk,m = e
2piik
m be any
mth root of unity (i2 = −1) and denote Pn,k(x) := Pn(zkx) for 0 ≤ k ≤ m − 1. Then,
the following relation can be obtained easily
Pn,k(x) := Pn(zkx) =
m−1∑
j=0
zjkP
[j](x), 0 ≤ k ≤ m− 1, (1.3)
where Pn,0(x) ≡ Pn(x) =
∑m−1
j=0 P
[j](x).
Equation (1.3) can be viewed as a linear system of m equations from which the m
unknowns P [j](x) (j = 0, . . . ,m − 1) (and so the m-ary decomposition of Pn(x)) are
uniquely determined as
P [j](x) =
m−1∑
k=0
Ak,jPn,k(x), 0 ≤ j ≤ m− 1. (1.4)
In this expression, the coefficients Ak,j are the elementary symmetric functions in the
variables z0, z1, z2, . . . , zm−1. They can be directly obtained by using the orthogonality
formulas for characters of the cyclic groups (
∑m−1
j=0 z
j
az
−j
b = mδab, for 0 ≤ a, b ≤ m− 1);
thus Ak,j = z
−j
k /m.
In many situations, polynomials are characterized not by their expansion (1.1), but as
solutions of a known differential equation.
The main aim of this work is to present an algorithm which, starting from a holonomic
equation (i.e. a homogeneous linear differential equation with polynomial coefficients)
satisfied by a given polynomial Pn(x), provides a holonomic equation for the jth part,
P [j](x), of its m-ary decomposition. In this context it should be mentioned that there
exists a general algorithm first developed by Beke (1894a, b) and afterwards improved
by Stanley (1980), which gives holonomic equations for the sum and the product of two
holonomic functions from their holonomic equations (Salvy and Zimmermann, 1994).
Moreover, there also exist computer algebra implementations of it, already available in
Maple and Mathematica (Salvy and Zimmermann, 1994; Koepf, 1996). Compared with
this general approach, our method is more specific in the sense that it works only in the
context of m-ary decomposition of polynomials, but it gives deeper information on the
corresponding differential equations. In particular (see equation (2.6) below) a factorized
form of them is easily obtained.
A different point of view was adopted by Ben Cheikh (1991), where the polynomials are
characterized by means of certain generating functions. Then, other generating functions
for each P [j](x) are computed from the initial one, which are shown to play a relevant
role in, e.g. the theory of sieved orthogonal polynomials (Ismail, 1986).
The outline of the paper is as follows: In Section 2, a method for computing holonomic
equations for jth part of the m-ary decomposition of a given polynomial is described.
As an illustration of the algorithm, Section 3 is devoted to the binary (Maroni, 1990;
Marcella´n and Sansigre, 1992) and ternary decompositions of classical orthogonal poly-
nomials (Chihara, 1978; Nikiforov et al., 1991), which are worked out in detail. Finally, in
Section 4 we show how the already obtained differential equations can be used to com-
pute the expansions of the jth part of the m-ary decomposition of a polynomial in terms
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of classical orthogonal polynomials, i.e. to solve the connection problem
P [j](x) =
hj∑
r=0
Cr(hj)Qr(x),
being {Qr(x)} a classical orthogonal polynomial family. This is possible due to an algo-
rithm recently developed (Ronveaux et al., 1995; Godoy et al., 1997; Zarzo et al., 1997;
Area et al., 1998a) which allows us to solve recurrently these kind of connection problems.
Finally, it should be mentioned that computations involved in the two algorithms we
have just mentioned giving differential equations form-ary decompositions of polynomials
and recurrence relations for connection coefficients, are rather heavy and so, when using
them in practice, a computer algebra system (Mathematica (Wolfram, 1996) in this work)
becomes absolutely necessary.
2. A Differential Equation for the m-ary Parts of a Polynomial
Let y(x) = Pn(x) be a polynomial of degree exactly n satisfying now a linear differential
equation of order p ≥ 1
Lp,n[y(x)] =
p∑
ξ=1
lξ(x)y(ξ)(x) + λny(x) = 0, (2.1)
where each lξ(x) =
∑ξ
j=0 lξjx
j is a polynomial of degree less than or equal to ξ, inde-
pendent of n, with lξ(x) 6≡ 0 and
λn = −[l11n+ l22n(n− 1) + · · ·+ lppn(n− 1) · · · (n− p+ 1)].
Then, the polynomial Pn,k(x) = yk (y0 = y(x)) defined by (1.3) is solution of the differ-
ential equation
p∑
ξ=1
lξ,k(x)y
(ξ)
k (x) + λk,nyk(x) = 0, (2.2)
where lξ,k = z
p−ξ
k lξ(zkx) (1 ≤ ξ ≤ p) and λk,n = zpkλn.
Now, a differential equation for each m-ary part of Pn(x), P [j](x) ≡ P [j], can be
obtained in the following way. Let 0 ≤ j ≤ m − 1 be given. First, using the equations
(1.4) and (2.1), we have
Lp,n[P [j](x)] =
m−1∑
k=1
Ak,jLp,n[yk].
Multiplying by
∏m−1
k=1 lp,k(x) the above equation and use of (2.2) gives
Rp[P [j]] ≡
(m−1∏
k=1
lp,k(x)
)
Lp,n[P [j](x)] =
m−1∑
k=1
p−1∑
ξ=0
B0k,ξ,jy
(ξ)
k , (2.3)
where the coefficients B0k,ξ,j depend on zk, Ak,j and lξ,k(x). Multiplying by
∏m−1
k=1 lp,k(x)
the first derivative of the above equation and using (2.2) we obtain
Rp+1[P [j](x)] ≡
(m−1∏
k=1
lp,k(x)
)
[Rp[P [j](x)]]′ =
m−1∑
k=1
p−1∑
ξ=0
B1k,ξ,jy
(ξ)
k .
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Iterating this procedure, the following ((m− 1)p− 1) relations come out
Rt[P [j](x)] ≡
(m−1∏
k=1
lp,k(x)
)
[Rt−1[P [j](x)]]′ =
m−1∑
k=1
p−1∑
ξ=0
Bt−pk,ξ,jy
(ξ)
k ,
for p+ 2 ≤ t ≤ mp. Finally, a differential equation of order at most s = mp satisfied by
the jth m-ary part of Pn(x), P [j](x), can be written in the determinant form∣∣∣∣∣∣∣∣∣∣
Rp[P [j]] B01,0,j · · · · · · B0m−1,p−1,j
Rp+1[P [j]] B11,0,j · · · · · · B1m−1,p−1,j
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
Rmp[P [j]] Bm(p−1)1,0,j · · · · · · Bm(p−1)m−1,p−1,j
∣∣∣∣∣∣∣∣∣∣
= 0, (2.4)
where the coefficients Bαk,ξ,j are computed recurrently. From now on we shall denote this
equation by
Hs[P [j](x)] = 0. (2.5)
Moreover, due to the specific structure of the differential operator Rp, a factorized form
of this equation appears in a very natural way as( (m−1)p∑
t=0
UtD
k
)
Lp,n[P [j](x)] = 0, D ≡ d
dx
, (2.6)
where the coefficients Ut are polynomials in x, which can be computed from (2.4). This
factorization allows us to prove that equation (2.6) is satisfied, not only by P [j](x), but
also by all the remaining parts P [r](x) (r 6= j), of the corresponding m-ary decomposition.
Remark. This type of factorization also appears in more general settings. A simple
example is provided by the exponential function f(z) = ez with holonomic differential
equation (D− I)f(z) = 0 whose even and odd parts are f+(z) = cosh(z) = (ez + e−z)/2
and f−(z) = sinh(z) = (ez − e−z)/2, respectively, satisfying the holonomic differential
equation (D2 − I)f±(z) = (D + I)(D − I)f±(z) = 0.
3. Examples: Binary and Ternary Decompositions of Classical Orthogonal
Polynomials
Let {Pn(x)} be a monic family of classical continuous orthogonal polynomials and
denote by L2,n the following second-order differential operator
L2,n ≡ σ(x)D2 + τ(x)D + λnI, (3.1)
where σ(x) and τ(x) are polynomials of at most second and first degree, respectively, and
λn = −12n[(n − 1)σ′′ + 2τ ′] is a constant. Then {Pn(x)} are solutions of a second-order
differential equation of hypergeometric type
L2,n[Pn(x)] = σ(x)P ′′n (x) + τ(x)P ′n(x) + λnPn(x) = 0. (3.2)
Decomposition of Polynomials with Respect to the Cyclic Group of Order m 759
3.1. binary decomposition: (m = 2, z0 = 1 and z1 = −1)
In this case (Maroni, 1990; Marcella´n and Sansigre, 1992) the decomposition (1.2) of
Pn(x) can be written in a more attractive way as
Pn(x) = P+(x) + P−(x), (3.3)
where P+(x) = P [0](x) and P−(x) = P [1](x) are the even and odd part of Pn(x), respec-
tively.
Equations (1.4) become
P+(x) =
1
2
(Pn(x) + Pn(−x)), P−(x) = 12(Pn(x)− Pn(−x)).
The differential equations satisfied by P+(x) and P−(x), can be obtained starting from
the hypergeometric equation (3.2) and having in mind that relations
2L2,n[P+(x)] = L2,n[Pn(−x)], 2L2,n[P−(x)] = −L2,n[Pn(−x)]
hold, which are a straight consequence of the above equations.
a differential equation for the even and odd parts of classical orthogo-
nal polynomials
If we denote by
L−2,n ≡ σ(−x)D2 − τ(−x)D + λnI, (3.4)
and g(x) = Pn(−x) = Pn,1(x) we obtain
L−2,n[g(x)] = 0. (3.5)
Using (3.5), we obtain the following two relations
2σ(−x)L2,n[P±(x)] = ±{σ(x)τ(−x) + σ(−x)τ(x)}g′(x) + λn{σ(−x)− σ(x)}g(x),
(3.6)
where P±(x) stands simultaneously for P+(x) and P−(x).
After this result, we can consider the following cases (see Table 1). Notice that in the
first two cases, the use of special properties allow us to proceed directly to obtain the
required differential equations without having to follow the general scheme, which we do
use on the third case.
1. Case I: σ(x) = σ(−x) and τ(−x) = −τ(x).
This case corresponds to Hermite polynomials and from (3.6) the searched differ-
ential equations can be expressed as
L2,n[P±(x)] = 0, (3.7)
where L2,n is defined by (3.1) with the data of Table 1. The unique differential
equation is of order two. This order two comes from the even and odd character of
the Hermite polynomials.
2. Case II: σ(x) = σ(−x) and τ(−x) 6= −τ(x).
This case corresponds to Jacobi and Bessel polynomials. From (3.6) we have
2L2,n[P±(x)] = ±[τ(−x) + τ(x)]g′(x), (3.8)
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where g(x) = Pn(−x) = Pn,1(x) as above and the factor τ(−x)+τ(x) is a constant.
If we denote by
(L−2,n)′ ≡ σ(−x)D2 − (σ′(−x) + τ(−x))D + (λn + τ ′(−x))I,
we obtain (L−2,n)′(g′(x)) = 0 and the searched differential equations (of fourth order
in this case) can be factorized as
H4[P±(x)] = (L−2,n)′L2,n[P±(x)] = 0. (3.9)
3. Case III: σ(−x) = −σ(x).
This case corresponds to Laguerre polynomials σ(x) = x. From (3.6) we have
L2,n[P±(x)] = ±(−xg′(x) + ng(x)), (3.10)
because τ(x) − τ(−x) = −2x. By derivation and using again L−2,n[g(x)] = 0, the
following two expressions are obtained:
d
dx
{L2,n[P±(x)]} = ±((α+ n+ x)g′(x)− ng(x)) (3.11)
and
x
d
dx
{
d
dx
{L2,n[P±(x)]}
}
= ±(−((α+ n)(1 + α+ 2x) + x2)g′(x)
+n(α+ x+ n)g(x)).
So, for n ≥ 1, the searched differential equation can be expressed in the following deter-
minant form:∣∣∣∣∣∣
L2,n[P±(x)] x 1
d
dx{L2,n[P±(x)]} −(α+ n+ x) −1
x ddx{ ddx{L2,n[P±(x)]}} (α+ n)(1 + α+ 2x) + x2 α+ x+ n
∣∣∣∣∣∣ = 0. (3.12)
In this way the fourth-order differential equation (3.12) can be factorized as
H4[P±(x)] = {xD2 + (1 + α+ x)D + (1− n)I}L2,n[P±(x)] = 0. (3.13)
3.2. ternary decomposition: (m = 3, z0 = 1, z1 = e
2pii
3 and z2 = e
4pii
3 )
In this case the decomposition can be written as
Pn(x) =
n∑
k=0
ak,nx
k = P [0](x) + P [1](x) + P [2](x), (3.14)
where, using equation (1.4), we have
P [0](x) =
1
3
Pn(x) +
1
3
Pn,1(x) +
1
3
Pn,2(x)
P [1](x) =
1
3
Pn(x) +
−1− i√3
6
Pn,1(x) +
−1 + i√3
6
Pn,2(x)
P [2](x) =
1
3
Pn(x) +
−1 + i√3
6
Pn,1(x) +
−1− i√3
6
Pn,2(x).
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a differential equation for ternary parts of classical orthogonal poly-
nomials
If L2,n[Pn(x)] = 0 (see (3.2)), then each Pn,k(x) = yk satisfies the equation
σky
′′
k + τky
′
k + λk,nyk = 0, 0 ≤ k ≤ 2, (3.15)
where
σk = σ(zkx), τk = zkτ(zkx), λk,n = z2kλn. (3.16)
In this case, a differential equation for P [j](x) ≡ P [j] can be obtained from the general
expression (2.4) and it can therefore be written in the determinant form∣∣∣∣∣∣∣∣∣∣
R2[P [j]] L01 L02 M01 M02
R3[P [j]] L11 L12 M11 M12
R4[P [j]] L21 L22 M21 M22
R5[P [j]] L31 L32 M31 M32
R6[P [j]] L41 L42 M41 M42
∣∣∣∣∣∣∣∣∣∣
= 0. (3.17)
Here, Rs[P [j]] = Ls−21 y1 + Ls−22 y2 +Ms−21 y′1 +Ms−22 y′2, for 2 ≤ s ≤ 6, being
Ls−21 = σ2(σ1(L
s−3
1 )
′ − λ1,nMs−31 ), Ls−22 = σ1(σ2(Ls−32 )′ − λ2,nMs−32 ),
Ms−21 = σ2(σ1(L
s−3
1 + (M
s−3
1 )
′)− τ1Ms−31 ),
Ms−22 = σ1(σ2(L
s−3
2 + (M
s−3
2 )
′)− τ2Ms−32 ),
for 3 ≤ s ≤ 6, with the initial conditions
L01 = λnσ2(σ1 − z21σ0), L02 = λnσ1(σ2 − z22σ0),
M01 = σ2(σ1τ(x)− τ1σ0), M02 = σ1(σ2τ(x)− τ2σ0),
where the operator R2 ≡ σ1σ2L2,n and Rs[P [j]] = σ1σ2[Rs−1[P [j]]]′, for 3 ≤ s ≤ 6.
Then, equation (3.17) is now H6[P [j](x)] = 0 (j = 0, 1, 2) and it can be factorized as
(U4D4 + U3D3 + U2D2 + U1D + U0I)L2,n[P [j](x)] = 0, (j = 0, 1, 2), (3.18)
where the coefficients Ut (0 ≤ t ≤ 4) are polynomials in x which do not depend on j.
Notice that the above differential equation is satisfied by all ternary parts of any classical
orthogonal polynomial Pn(x).
4. Connection Problems for the jth Part of the m-ary Decomposition of a
Polynomial
The connection problem between the family of polynomials {P [j](x)} and any classical
family {Qr(x)} asks to compute the coefficients Cr(hj) in the expansion
P [j](x) =
hj∑
r=0
Cr(hj)Qr(x), 0 ≤ j ≤ m− 1, (4.1)
where hj is the degree of P [j](x).
This general problem can be solved in a recurrent way (Ronveaux et al., (1995), (1996);
Godoy et al., (1997); Area et al., (1998a)), if a differential equation for the family to be
expanded (P [j](x) in this case) is known. So, the algorithm developed here allows us to
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apply our method giving recurrence relations for the connection coefficients Cr(hj) in
equation (4.1). A detailed description of this recurrent approach for solving connection
problems can be found in the aforementioned references. For the connection problem
(4.1), this algorithm can be summarized as follows: as shown in Section 3, the polynomial
P [j](x) satisfies the differential equation (2.5), i.e. Hs[P [j](x)] = 0. On applying the
operator Hs to both sides of equation (4.1) one obtains
hj∑
r=0
Cr(hj)Hs[Qr(x)] = 0.
Then, well-known properties of classical orthogonal polynomials (basically, the three term
recurrence relation and the structure relation) allow us to expand Hs[Qr(x)] as linear
combination with constants coefficients of the polynomials Qr(x) themselves (or their
first or second derivatives) (see e.g. Godoy et al., 1997, for the details). Finally, a simple
shift of indices leads to the searched recurrence formula for the connection coefficients.
Note that the connection coefficients Cr(hj) will satisfy the same recurrence relation
for all j = 0, . . . ,m−1, which is a consequence of the fact that all m-ary parts of a given
polynomial are solutions of the same differential equation. However, the initial condi-
tions for this recurrence change from one value of j to another and so, these connection
coefficients will take different values for each j.
As illustration, let us consider the following two examples:
4.1. binary parts of Laguerre polynomials in terms of Hermite
polynomials
Let {L(α)n (x)} be the family of monic generalized Laguerre polynomials (α > −1)
and {Hn(x)} the monic Hermite polynomials. The connection coefficients Ct(n) in the
expansion
[L(α)n ]
±(x) =
n∑
t=0
Ct(n)Ht(x) (4.2)
satisfy the following recurrence relation
4(t− n− 4)(3− t + n)Ct−4(n) + 2(t− 3)(t− 2)(17− 10α+ 2α2 − 12t+ 4αt+ 2t2 + 2n)
×Ct−2(n) + (t− 3)(t− 2)(t− 1)t(−7 + 4α+ 4t)
×Ct(n) + (t− 3)(t− 2)(t− 1)t(t+ 1)(t+ 2)Ct+2(n) = 0,
(4.3)
where the basis {H(iv)t (x)} has been used Godoy et al. (1997). In order to obtain the
connection coefficients, we must distinguish the following situations:
1. In the case [L(α)n ]+(x) =
∑n
t=0 Ct(n)Ht(x), we have
(a) If n = 2p, the recurrence relation (4.3) is valid for 4 ≤ t ≤ n + 2. Moreover,
C2t+1(n) = 0 and the initial conditions are Cn(n) = 1, Cn+2(n) = 0, and
Cn+4(n) = 0.
(b) If n = 2p + 1, the relation (4.3) is valid for 4 ≤ t ≤ n + 1. Moreover,
C2t+1(n) = 0 and the initial conditions are Cn−1(n) = −n(n+α), Cn+1(n) = 0
and Cn+3(n) = 0.
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2. In the case [L(α)n ]−(x) =
∑n
t=0 Ct(n)Ht(x), we have
(a) If n = 2p, the relation (4.3) is valid for 4 ≤ t ≤ n+1. Moreover, C2t(n) = 0 and
the initial conditions are Cn−1(n) = −n(n+α), Cn+1(n) = 0 and Cn+3(n) = 0.
(b) If n = 2p+ 1, the relation (4.3) is valid for 4 ≤ t ≤ n+ 2. Moreover, C2t(n) = 0
and the initial conditions are Cn(n) = 1, Cn+2(n) = 0 and Cn+4(n) = 0.
4.2. ternary parts of Laguerre polynomials in terms of Hermite
polynomials
Let us consider the following connection problems
[L(α)n ]
[j](x) =
k∑
t=0
Ct(n)Ht(x), 0 ≤ j ≤ 2. (4.4)
In this case a sixth-order differential equation (3.18) satisfied by [L(α)n ][j](x) is given by
{x2D4 + x(4 + 2α+ x)D3 + (2 + 3α+ α2 + x(4 + α− n) + x2)D2
+(2 − n)(2x+ α+ 1)D + (n− 1)(n− 2)I}L2,n[[L(α)n ][j](x)] = 0, 0 ≤ j ≤ 2,
where L2,n ≡ xD2 + (1− α− x)D + nI is the Laguerre differential operator.
By using the algorithm described in Section 4, we obtain the following recurrence
relation for the connection coefficients
8(4− t+ n)(5 − t+ n)(6− t+ n)Ct−6(n) + 12(4− t)(t− 5)(4− t+ n)2Ct−4(n)
+8(t− 3)(t− 4)(t− 5)(t+ α− 5)(t+ α− 4)(t+ α− 3)Ct−3(n)
+6(t− 2)(t− 3)(t− 4)(t− 5)(3− t+ n)Ct−2(n)
+12(t− 1)(t− 2)(t− 3)(t− 4)(t− 5)(t+ α− 3)2Ct−1(n)
+t(1− t)(t− 2)(t− 3)(t− 4)(t− 5)Ct(n)
+6(t+ 1)t(t− 1)(t− 2)(t− 3)(t− 4)(t− 5)(t+ α− 2)Ct+1(n)
+(t+ 3)(t+ 2)(t+ 1)t(t− 1)(t− 2)(t− 3)(t− 4)(t− 5)Ct+3(n) = 0,
(4.5)
where the basis {H(vi)t (x)} has been used. In the case j = 0, the connection coefficients
can be computed as:
1. If n = 3p, the recurrence relation (4.5) is valid for 6 ≤ t ≤ n + 3. The initial
conditions are Cn+j(n) = 0, (1 ≤ j ≤ 6), Cn(n) = 1, Cn−1(n) = 0 and Cn−2(n) =
n(n− 1)/4.
2. If n = 3p + 1, the recurrence relation (4.5) is valid for 6 ≤ t ≤ n + 3. The initial
conditions are Cn+j(n) = 0, (0 ≤ j ≤ 6), Cn−1(n) = −n(n+ α) and Cn−2(n) = 0.
3. If n = 3p + 2, the recurrence relation (4.5) is valid for 6 ≤ t ≤ n + 2. The initial
conditions are Cn+j(n) = 0, (−1 ≤ j ≤ 5), Cn−2(n) = (n+α)(n+α− 1)
(
n
n−2
)
and
Cn−3(n) = 0.
Let us finally mention that all algorithms developed and used in this manuscript can
be implemented in any computer algebra system (here Mathematica (Wolfram, 1996) has
been used). On the other hand, our method for computing holonomic equations can be
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Table 1. Data for classical orthogonal polynomials
Hermite Laguerre Jacobi Bessel
Hn(x) L
(α)
n (x) P
(α,β)
n (x) Y
(α)
n (x)
(α > −1) (α > −1, β > −1) (α 6= −n, n ≥ 2)
σ(x) 1 x 1− x2 x2
τ(x) −2x −x+ α+ 1 −(α+ β + 2)x+ β − α (α+ 2)x+ 2
λn 2n n n(n+ α+ β + 1) −n(n+ α+ 1)
extended to more general situations including e.g. the so-called semi-classical (Hendriksen
and Van Rossum, 1984; Maroni, 1987) orthogonal polynomials, and also to the “q case”,
i.e. when the polynomials are characterized by means of a holonomic q-difference (instead
of differential) equation (Area et al., 1998b).
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