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L'objectif de cette thèse est d'explorer une technique de codage convolutionnel avec 
décodage itératif sans entrelacement afin de proposer des solutions simples aux problèmes 
de In complexité et de la latence du codage et du décodage Turbo conventionnel. 
Le décodage Turbo conventionnel exige, à chaque itération. l'utilisation 
d'entrelaceurs et d'un algorithme de décodage symbole par symbole. Les algorithmes de 
décodage symbole par symbole habituellement utilisés dans le décodage Turbo sont basés 
sur l'algorithme du maximum o posteriori et sont généralement complexes. De plus, la 
latence engendrée par le décodage Turbo augmente avec la longueur des entrelaceun et du 
nombre d'itérations requis pour atteindre une probabilité d'erreur par bit donnée. Le 
décodage 3 seuil est aussi un algorithme de décodage symbole par symbole mais, il offre 
une faible complexité comparativement h d'autres algorithmes de décodage symbole par 
symbole. Le décodage à seuil constitue alon une aitemative de choix afh de réduire la 
complexité du décodage Turbo. Une solution proposée dans cette thèse repose sur une 
méthode de décodage iténti f basée sur le décodage à seuil. 
La présence de l'entrelacement au codage et au décodage Turbo conventionnel permet 
de maintenir l'indépendance des observables dans tout le processus de décodage. Afin de 
réduire la latence du décodage Turbo, la solution proposée dans cette thèse consiste à 
éliminer ces entrelaceurs dans tout le processus de codage et de décodage Turbo. 
Cependant. tout en considernt un décodage à seuil à chaque itération, la contrainte 
d'indépendance des observables doit être satisfaite. Pour résoudre ce problème, des codes 
convolutio~els doublement orthogonaux sont d é f ~ s .  En utilisant ces nouveaux codes, 
les équations de contrôle de parité générées par le décodage à seuil itératif sont 
orthogonales sur deux itérations consécutives et par conséquent, les observables sont 
indépendants sur les deux premières itérations. On définit au sens large des codes 
convolutionnels doublement orthogonaux lorsque la condition d'indépendance des 
observables n'est pas complètement satisfaite. Avec une définition au sens strict, les codes 
convolutionnels doublement orthogonaux satisfont entièrement cette contrainte 
d'indépendance. 
L'analyse du décodage a seuil itératif pour des codes convolutionnels doublement 
orthogonaux définis au sens large apporte des solutions permettant d'améliorer les 
performances d'erreur. Une solution retenue consiste a pondérer les équations de contrôle 
de parité par des coefficients appropriés qui minimisent la probabilité d'erreur par bit à la 
dernière itération. Pour de forts rapports signal à bruit, les résultats de simulation montrent 
que ces coefficients peuvent tous être ajustés à une même valeur sans engendrer une 
importante dégradation des performances d'erreur comparativement à des ajustements où 
les coefficients ne sont pas identiques. Pour la plupart des codes convolutio~els 
doublement orthogonaux d6fuii.s au sens large, les résultats de simulation démontrent que 
des gains de codage additio~els d'environ 0.5 à 1.0 dB sont possibles en utilisant des 
valeurs de coefficients de pondération identiques. Cette même analyse s'applique au 
décodage à seuil itératif des codes convolutionnels doublement orthogonaux définis au 
sens strict. De cette analyse, on y conclut qu'a de forts rapports signal à bruit, m e  
pondération des équations de contrôle de parité n'apporte aucune amélioration des 
performances d'erreur. Cependant, pour de plus faibles rapports signal a bruit, des 
améliorations substantielles des performances d-crreur sont possibles avec une 
pondération adéquate des équations de contrôle de parité. 
Une analyse des performances d'erreur du décodage à seuil itératif pour des codes 
convoiutionnels multiplement orthogonaux d é f i s  au sens strict indique qu'au-delà de la 
double orthogonalite, des améliorations marginales des performances d'erreur sont 
obtenues. Cette analyse montre aussi qu'après seulement trois itérations, les codes 
convolutio~els doublement orthogonaux définis au sens strict atteignent le gain 
asymptotique de codage. 
Des codes convolutio~els doublement orthogonaux récursifs sont aussi définis. Une 
méthode de décodage itératif appropriée est développée et explorée. Des résultats de 
simulation montrent que l'utilisation de cette technique de codage et décodage procure de 
très bonnes performances d'erreur. Par exemple, les résultats de simulation indiquent, 
qu'avec des codes convolutio~els doublement orthogonaux récursifs définis au sens 
strict de taux de codage égal à 112, une probabilité d'erreur par bit d'environ 1 O" avec un 
rapport sigoal a bruit de 1.3 dB est atteignable. 
Des comparaisons des techniques de codage et de décodage développées dans cette 
thèse avec les techniques de codage et de décodage Turbo conventio~elles montrent que, 
pour des rapports signal à bruit supérieurs à environ 3 dB, les codes convolutionnels 
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doublement orthogonaux offrent de nombreux avantages. Pour une même probabilité 
d'erreur par bit, le décodage itératif de ces nouveaux codes est moins complexe et sa 
latence est généralement plus faible comparativement à d'autres techniques de codage et 
décodage Turbo. Les techniques de codage et de décodage développées au cours de cette 
these sont particulièrement appropriées pour des systèmes de communication OU de fortes 
contraintes de délai sont imposées. 
ABSTRACT 
The object of this thesis is to explore a new coding and iterative decoding technique 
without the use of interleaving and propose some practical solutions that circumvent the 
complexity and the latency shortcomings of the usual coding and Turbo decoding 
techniques. 
The conventional Turbo decoding techniques use interleaven and symbol by symbol 
decoding algorithm. The unial symbol by symbol decoding algorithms such as the 
maximum a posteriori or MAP decoding algorithms suffer fiom a substantiai 
computational cornplexity. Furthemore, the Turbo decoding latency increases with the 
length of interleaving and the number of iterations needed to achieved a given bit error 
probability. Threshold decoding is also another type of symbol by symbol decoding that is 
less complex than the other type of symbol by syrnbol decoding algorithms. Hence. it 
appears to be a very attractive alternative to the other type of syrnbol by symbol decoding 
algorithms. In this thesis, a proposed solution to the complexity shortcornings of usual 
Turbo decoding is to use the threshold decoding technique as the heart of the iterative 
decoding procedure. 
One of the key aspects of Turbo decoding is the use of interleaving at both coding and 
decoding. The presence of interleaving ensures that the observables used in the iterative 
decoding procedure are independent. In order to decrease the Iatency of conventional 
Turbo decoding, the solution proposed in this thesis is to eliminate the interleavers at both 
encoding and at decoding. However, using threshold decoding at each iteration step. the 
independence constraint on the observables must be satisfied. This problem is solved by 
defining the new convolutional self doubly orthogonal codes which are threshold 
decodable. The parity check equations generated at each iteration step of the decoding 
procedure are then orthogonal over two consecutive iteration steps. This means that the 
observables used at the second decoding step are independent. The convolutional self 
doubly orthogonal codes are defmed in the wide sense if the condition allowing the 
independence of observables is not completely satisfied at the second iteration step. 
However, with the use of convolutional self doubly orthogonal codes defined in strict 
sense, al1 observables used at the second iteration step are independent. 
From the analysis of the iterative threshold decoding for convolutional self doubly 
orthogonal codes defined in the wide sense, some modifications of this decoding 
procedure improving the enor performances are proposed. One of these modifications 
consists in the use of weighting each parity check equation by appropriate coeficients 
which minimize the bit error probability at the last iteration step. The simulation results 
show that for high signal to noise ratio, d l  coefficients can take the same value without 
degradation of enor performances as compared to the use of difTerent coefficient values. 
For many convolutional self doubly orthogonal codes defined in wide sense, coding gain 
improvements of about 0.5 to 1 .O dB are obtained using this modification. Furthemore, 
For convolutional self doubly orthogonal codes defined in the strict sense, at high signal to 
noise ratio, the use of weighting does not improve the enor performances but, for lower 
signal to noise ratio values, substantial improvements in error performances are also 
possible with the use of appropnate weighting coefficients. 
The error performance analysis of iterative threshold decoding without interleaving 
using the convolutional self multi-orthogonal codes defined in the strict sense is 
presented. This analysis shows tbat beyond the double orthogonality, only marginal 
improvernents in enor performances are obtained. This analysis also indicates that for 
convolutionai self doubly orthogonal codes defined in the strict sense, only three iterations 
are needed to achieve the asymptotic coding gain. 
nie recursive convolutional self doubly orthogonal codes are also defined. An 
appropriate iterative decoding method is developed and explored. Some simulation results 
show that the use of the recursive convolutional self doubly orthogonal codes defined in 
the strict sense provides very good enor performances. For example. a bit error 
probability of about 1 0 - ~  at a signal to noise ratio of 1.3 dB may be achieved with a 
recursive convolutional self doubly orthogonal codes defined in the strict sense having a 
coding rate of 1/2. 
Some cornparisons of the coding and iterative decoding techniques developed in this 
thesis with usud coding and Turbo decoding techniques show that for signal to noise ratio 
values higher than 3 dB, the use of convolutional self doubly orthogonal codes provide 
many advantages. For the sarne bit emr  probability, the decoding procedure of these new 
codes is less cornplex and its latency is lower than the other Turbo decoding techniques. 
'The new coding and iterative decoding techniques developed in this thesis are particularly 
appropriate for rnany comrnunicaat systems where severe delay constraints are imposed. 
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TEB Taux d'Erreur par Bit 
La remarquable théorie de Shannon précise que si les symboles d'information sont 
transmis à travers un canal avec un taux de transmission inférieur à une valeur limite 
appelée capacité du canal, en utilisant un code correcteur d'erreurs approprié, il est 
possible d'atteindre une probabilité d'erreurs arbitrairement petite [ I l .  Cependant, la 
théorie de Shannon ne donnent aucune indication sur la manière de construire ces codes. 
Depuis la publication des résultats de Shannon, un nombre considérable de travaux ont 
porté sur la recherche de codes et sur le développement de techniques de décodage 
pratiques. Les résultats de ces travaux ont permis d'améliorer de façon efficace la fiabilité 
des communications à haute vitesse. Sur un canal discret sans mémoire où le bruit est 
gaussien blanc et additif, plusieurs techniques de codage et de décodage permettent de 
communiquer de manière fiable avec des rapports signal à bruit EdN,  correspondant au 
taux de coupure R,. Cependant, pour la plupart de ces techniques, lorsque le taux de 
codage r, est supérieur au taux de coupure, c'est-à-dire Ionque R, < r,  < C ,  ou C est la 
capacité du canal exprime en bit par symbole code, les peifonnances d'erelr se dégradent 
rapidement ou encore, la complexité et la latence engendrées par ces techniques 
deviennent très grandes. 
Plusieurs techniques de codage et de décodage ont été développées afin de surmonter 
ces difficultés. Par exemple, une approche souvent utilisée est basée sur la concaténation 
sérielle d'un code convolutio~ef de taux de codage r, faible avec un code en bloc ayant 
un taux de codage plus élevé, les deux codeurs étant séparés d'un entrelaceur de grande 
taille [2], [3]. 
Plus récemment, une technique de codage utilisant une concaténation purallèle de 
codeurs convol utionne ls sys~ématiques et récursifs (CPCCSR) a été proposée par Benou 
et al. [4]. L'utilisation de ces codes permet d'opérer à des taux de codage, r,, nettement 
supérieur au taux de coupure, R,, s'approchant même de la limite théorique prédite par le 
théorème de la capacité de Shannon [ I l  et ce en utilisant un décodage de complexité 
rako~able.  Ces codes sont décodés en utilisant un processus itératif de décodage où à 
chaque itération, un algorithme de décodage symbole par symbole est utilisé. 
Le codage CPCCSR est généralement constitué de deux codeurs convolutio~els 
systématiques et récursifs séparés par un entrelaceur. Comme la Figure 1.1 le montre, la 
siqwnce d'information est codée deux fois. Le premier codeur utilise la séquence 
d'information pour générer une première séquence de symboles de parité alors que le 
deiixième codeur utilise une version entrelacée de la séquence d'infomation pou. 
produire une deuxième séquence de symboles de parité. 
Figure 1.1 Schéma de principe d'un codeur CPCCSR 
Le décodage des codes CPCCSR est essentiellement basé sur une procédure itérative 
de décodage dite «Turbo». La Figure 1.2 montre le schéma de principe du décodage 
«Turbo». L'idée principale est de décoder itérativement chaque code constituant en 
utilisant un algorithme de décodage symbole par symbole tout en s'assurant qu'à chaque 
itération, les observables sont indépendants. Cette condition d'indépendance entre les 
observables qui est essentielle au fonctionnement du processus itératif de décodage est 
satisfaite @ce à l'utilisation de l'entrelacement des observables à chaque itération. A la 
première itération, les observables sont statistiquement indépendants alors qu'après 
quelques itérations, puisque les mêmes observables sont réutilisés, la corrélation entre 
ceux-ci augmente n'entraînant que des améliorations minimes des performances d'erreur. 
de parité 
reçus 
Figure 1.2 Schéma de principe du décodage «Turbo» 
L'algorithme de décodage de Bah1 (BCJR) [5] modifié par Berrou et al. 141 permet un 
décodage itératif des codes CPCCSR. L'algorithme BCJR consiste à décoder symbole par 
symbole l'information codée en déterminant le maximum a posteriori (MAP) de chaque 
symbole d'information. La complexité de l'algorithme BCR, évaluée à environ quatre 
fois celle du décodeur de Viterbi [5]  rend dificile la réalisation matérielle du décodeur. 
Certains efforts ont été déployés notamment par Pietrobon [6], [7], [8], [9]  afin de rédéduire 
cette complexité et permettre une réalisation matérielle raisonnable. Cependant, cette 
réduction de la complexité engendre aussi une réduction des performances d'erreur. 
D'autres algorithmes de décodage symbole par symbole peuvent être utilisés dans le 
décodage Turbo. Par exemple, l'algorithme SOVA (Soft Output Viterbi Algorithm) [IO] 
donne des performances d'erreur semblables à celles obtenues avec l'algorithme BCJR 
mais, avec une complexité moindre [Il]. Un autre exemple de décodage symbole par 
symbole est le décodage à seuil. En effet, Riedel et Svind [12], [13] proposent une 
méthode permettant d'utiliser le décodage a seuil dans le décodage Turbo. Les codes 
utilisés par les auteurs de [12] et [13] sont obtenus à l'aide d'une concaténation paralléle 
de codeurs non-récursi/s. De plus, les codes constituants doivent être orthogonaux et 
systématiques afin que le décodage à seuil puisse s'appliquer [14]. Lonqu'une 
concaténation parallèle de codeurs non-récursifs est utilisée, les développements 
théoriques de Benedetto [16], [17] montrent que l'entrelacement contribue peu à 
l'amélioration des performances d'erreur. Toutefois, l'entrelacement continue d'agir de 
manière à fournir à chaque itération des observables faiblement corrélés. D'autre pt, 
lorsque les codes convolutio~els sont récursifs. l'auteur de [16] montre que 
l'amélioration des performances d'erreur est inversement proportionnelle à la taille de 
l'entrelacement, 
La taille des entrelaceun utilisés au codage et au décodage Turbo produit une 
augmentation de la latence. De plus, cette latence dépend aussi de l'algorithme de 
décodage utilisé. Par exemple avec l'algorithme BCJR, il est nécessaire d'attendre la 
réception complète de la séquence de symboles codés avant que le décodeur puisse 
générer sa première décision. Par conséquent, une augmentation de la taille des 
entrelaceurs et du nombre d'itérations requis permettant d'atteindre une probabilité 
d'erreur donnée engendre nécessairement une augmentation importante de la latence. 
1.1 Définition du projet 
Dans cette section, on définit ce projet de recherche. Les motivations et les 
problématiques de recherche sont tout d'abord exposées. Par la suite, les objectifs 
principaux sont expliqués en présentant les approches de solutions. 
1.1.1 Motivations et pro bl4matiques de la mherche 
Malgré la grande capacité de correction des erreurs caractérisant les codes CPCCSR, 
la réalisation pratique du décodage Turbo présente un certain nombre de problèmes. Parmi 
ceux-ci, la complexité et la latence du décodage Turbo sont souvent les problèmes qui 
dominent. Par exemple. dans des systèmes de communication où le délai de transmission 
est un paramètre critique, la grande latence engendrée par la présence des entrelaceurs 
dans le décodage Turbo devient un inconvénient majeur. Pour des systèmes de 
communication à haut débit d'uiformation, assurer une communication fiable tout en 
considérant les contraintes de complexité et de délai de transmission est présentement un 
des problèmes principaux de conception. Réduire la complexité et la latence tout en 
maintenant des performances d'erreur acceptables est la principale raison qui a motivé la 
poursuite de cette recherche. 
1.1.2 Objectifs principaux 
Ce projet de thèse se consacre tout particulièrement aux problèmes de réduction de la 
latence et de la complexité des processus itératifs de décodage. La grande complexité du 
processus de décodage Turbo qui dépend principalement de l'algorithme de décodage 
utilisé a pour effet de limiter le taux de transmission binaire. De plus, la latence engendrée 
par le décodage Turbo limite aussi l'application de cette technique de décodage itérative à 
des systèmes de communication à très haut débit. 
Cette thèse a pour objectif d'explorer une procédure de codage et de décodage itératif 
qui réduit la complexité et la latence des techniques traditionnelles de codage et décodage 
Turbo tout en maintenant des performances d'erreur acceptables sans avoir recours à 
l'entre lacement. 
Le décodage Turbo nécessite, a chaque itération, l'utilisation d'un algorithme de 
décodage symbole par symbole. Le décodage à seuil étant aussi un décodage symbole par 
symbole, il constitue une alternative intéressante aux autres algorithmes de décodage 
habituellement utilisés dans les techniques de décodage Turbo. En effet, la faible 
complexité mesurée en wmbre d'opérations à effectuer par le décodeur à seuil permet une 
réalisation matérielle simple [18], [19]. Pour résoudre le problème de complexité associé 
au décodage Turbo, l'approche proposée est de considérer un décodage itératif basé sur le 
décodage il seuil. 
La présence d'entrelaceurs au codage et au décodage Turbo engendre une latence 
souvent importante. L'entrelacement permet de maintenir l'indépendance des observables 
dans le processus de décodage itératif Turbo. Dans cette thèse, on y propose une approche 
permettant de réduire cette latence. Elle consiste à éliminer les entrelaceun au codage 
ainsi que dans tout le processus itératif de décodage. Évidemment, cette approche doit 
tenir compte de la contrainte qui consiste à maintenir l'indépendance entre les observables 
a chaque itération mais, sans avoir recours à des entrelaceurs dans tout le processus itératif 
de codage et de décodage. 
Pour résoudre ce problème, on doit définir un sousensemble de codes convolutionnels 
qui satisfont les contraintes pour qu'un décodage itératif à seuil sans entrelacement soit 
applicable. Les codes convolutio~els pouvant être décodés par l'algorithme de décodage 
à seuil. sont des codes convolutio~els orthogonaux CSOC (Convolutional Self 
Orthogonal Codes) [2]. [14], [15]. Pour maintenir l'orthogonalité et donc I' i ndépendance 
sur deux itérations sans avoir recours à un entrelaceur, il est nécessaire d'ajouter des 
propriétés aux codes convolutio~els orthogonaux. Ces propriétés consistent à augmenter 
le niveau d'orthogondite des codes. Les codes obtenus sont appelés ((codes 
convolutio~els doublement orthogonaux» (Convolutional Self Doubly Orthogonal 
Codes, C S ~ C ) !  
t. La terminologie francophone n'étant pas encore etablie pour cette nouvelle technique de codage. nous 
utiliserons dans tout le reste de cette thèse la terminologie anglophone. 
Dans ce projet, on défuiit les conditions pour qu'un code convolutiomel systématique 
soit doublement orthogonal. Deux défitions de la double orthogonalité d'un code 
convolutiomel sont données. Une définition au sens large est tout d'abord obtenue. Les 
codes résultant de cette définition se nomment codes convolutionnels doublement 
orthogonaux définis au sens large (Convolutional Self Doubly Orthogonal Codes in Wide 
Sense, CSO~C-WS). Ces codes étant défuiis au sens large, à la deuxième itération de 
décodage, la contrainte d'indépendance des observables n'est pas complètement 
respectée. D'autre part, une définition des codes convolutio~els doublement orthogonaux 
au sens strict (Convolutional Self Doubly Orthogonal Codes in Strict Sense, CSO'C-SS) 
est obtenue. Avec cette deuxième définition, la contrainte d'indépendance des observables 
de la deuxième itération est satisfaite. En se basant sur la structure des codes à faible 
densité de parité [20] (Low Density Parity Check Codes, LDPC), des codes 
convolutio~els doublement orthogonaux récursifs définis au sens large et au sens strict 
(Recursive Convolutional Self Doubly Orthogonal Codes in Wide Sense et Strict Sens. R- 
CSO*C-WS, R-CSO*C-SS) sont obtenus. De plus, un nouvel algorithme de décodage 
approprié aux codes CSO*C-ws et R-CSO*C-ss est élaboré. 
Les problèmes inhérents au décodage des CSO*C et l'analyse de ce processus itératif 
de décodage sont alon considérés. Des solutions pratiques sont élaborées pour résoudre 
ces problèmes. L'évaluation des performances d'erreur des C S ~ C  est faite tout d'abord 
au moyen de simulation. Par la suite, une analyse théorique des performances d'erreur du 
processus de décodage itératif à seuil des codes C S ~ C  est proposée. 
1.2 Contributions 
Les travaux de recherche réalisés dans le cadre de cette thèse ont permis d'apporter les 
contributions suivantes. 
1. Élaboration d'une nouvelle méthode de codage et de décodage itératif sans 
entrelacement de faible complexité et de faible latence. 
2. Défuiitions au sens large et au sens strict des codes convolutio~els doublement 
orthogonaux. 
3. Amélioration du processus de décodage itératif a seuil sans entrelacement des codes 
convolutionnels doublement orthogonaux définis au sens large. 
4. Analyse du décodage itératif à seuil sans entrelacement et conclusions originales 
concernant l'utilisation des codes convolutionnels doublement orthogonaux définis 
au sens strict. 
5. Défm*tions au sens large et au sens strict de nouveaux codes convolutio~els 
récursifs doublement orthogonaux. 
6. Analyse et développement d'un nouvel algorithme de décodage des codes 
convolutionnels récursifs doublement orthogonaux ddfmis au sens large et au sens 
stnct. 
7. Conclusions originales qui résultent des c~rnpar~sons entre les techniques de 
décodage itératif des codes convolutio~els doublement orthogonaux et la 
technique conventio~elle de décodage Turbo. 
1.3 Organisation de la thèse 
Cette thèse contient sept chapitres. Après ce chapitre d'introduction, le chapitre 2 
décrit les éléments fondamentaux du décodage à seuil des codes convolutio~els 
orthogonaux (CSOC). Le décodage à seuil en quantification ferme et le décodage a seuil à 
sortie pondérée sont alors abordés. Une défulltion de I'orthogonalité simple des codes 
CSOC est donnée. On y présente aussi la notation qui sera utilisée tout au long de cette 
thèse. 
Le processus itératif de décodage à seuil à sortie pondérée sans entrelacement est 
décrit au chapitre 3. Les définitions des codes convolutio~els doublement orthogonaux 
(CSO~C) au sens large et au sens strict sont déduites de la structure de décodage itératif à 
seuil sans entrelacement. Par la suite, trois structures possibles de décodage itératif des 
CSO*C-ws sont décrites. Chacune de ces structures impose des conditions particulières 
sur l'indépendance des observables utilisés dans le processus itératif de décodage à seuil. 
Une amélioration possible de l'algorithme de décodage itératif à seuil pour des codes 
CSO~C-ws est alors présentée. Cette amélioration consiste à pondérer les équations de 
contrôle de parité de chaque itération par des coefficients. Une méthode expérimentale et 
une approche basée sur les réseaux de neurones sont élaborées afin de déterminer les 
coefticients de pondération appropriés qui minimisent la probabilité d'erreur a la dernière 
itération. Par la suite, le décodage itératif à seuil des codes CSO'C-ss est abordé. 
Finalement, dans la dernière section de ce chapitre, des comparaisons sont faites entre les 
codes CSO'C-ws et CS~C-ss en fonction de la latence et des performances d'erreur 
que leur utilisation procure. 
Au chapitre 4, on présente une analyse des performances d'erreur du décodage itératif 
à seuil pour des codes convolutio~els multiplement orthogonaux définis au sens strict 
(CSO"C-SS) sans entrelacement. Une nouvelle approche de calcul de la probabilité 
d'erreur par bit du décodage a seuil a sortie pondérée des codes CSOC est tout d'abord 
présentée. Cette méthode d'analyse est basée sur le calcul de la fonction de densité de 
probabilité d'un opérateur «add-min. Une extension de la méthode d'analyse élaborée 
pour le décodage à seuil à sortie pondérée permet d'obtenir une analyse de la probabilité 
d'erreur pour M itérations de décodage a seuil à sortie pondérée. Cette analyse est 
essentiellement basée sur l'hypothèse que le code utilisé est multiplement orthogonal sur 
au moins M itérations consécutives. Quelques comparaisons des résultats de cette analyse 
avec ceux obtenus par simulation des codes CS$C-ss permettent d'apporter des 
conclusions sur l'utilisation des codes convolutio~els multiplement orthogonaux définis 
au sens strict. 
Dans le chapitre 5, une ddfinition des codes convolutionneis doublement orthogonaux 
récursifs (Recursive CSO~C, R-CSO*C) est donnée. Cette définition résulte de 
l'équivalence entre les codes en blocs doublement orthogonaux [21], [22] et les codes a 
faible densité de parité introduits par Gdager [20]. Un algorithme de décodage itératif 
semblable à celui utilisé pour les codes à faible densité de parité est alors élaboré. Des 
résultats de simulation des codes R-CSO*C définis au sens large et au sens strict sont 
présentés. 
Une analyse de la complexité et de la latence du décodage itératif à seuil sans 
entrelacement est présentée au chapitre 6. Les résultats de cette analyse sont comparés à la 
procédure de décodage Turbo conventionnel. Certaines conclusions sont alors obtenues à 
partir de ces comparaisons. 
Finalement, le chapitre 7 conclut cette thèse en présentant un résumé des principaux 
résultats obtenus au cours de ce travail de recherche. Des recommandations relatives à des 
recherches Futures sont présentées à la fin de ce chapitre. 
2.1 Décodage à seuil en quantification ferme pour les codes 
convolutionnels 
Dans cette section, on décrit tout d'abord, le modèle simplifié du système de 
communication numérique en quantification ferme. Suivra ensuite, une description du 
processus de codage et décodage en quantification ferme des codes convolutionnels 
systématiques orthogonaux (CSOC, Convolutional Sel/-Orthogd Codes). 
Sans perte de généralité, nous limitons notre discussion à des systèmes de 
transmission codés dont les codes sont systématiques de taux de codage égal à r ,  = 1 /2 .  
De simples modifications apportées à leur structure mathématique permettront une 
généralisation a des codes systématiques de taux de codage, r,  = b/v, b<v, v>l. Le 
modèle simplifié du système de communication en quantification ferme est illustré a la 
Figure 2.1. Ce système est constitué d'un codeur de canal, d'un canal discret sans 
mémoire et d'un décodeur. Le canal discret et sans mémoire comporte un modulateur 
BPSK, un canal physique et un récepteur optimal dont la sortie est quantifiée sur 1 bit. 
Dans ce cas, le canal discret résultant se nomme canal binaire symétrique (BSC, Binary 
Symmetric Channel). 
Figure 2.1 Modèle simplifié du système de communication numérique avec canal BSC 
Canal binaire symétrique 
r - - - - -  1 
u c l 1 c ü 
Soit U = (uo, u , , . . . ) la séquence de bits d'information à l'entrée du codeur où ui est 
un bit d'information, ui E { 0. 1 } et OU l'indice i. i = 0, 1,2, ... . représente l'instant de 
Décodeur- Codeur- 
transmission. Cette séquence d'information est fournie à l'entrée du codeur de t a u  de 





I  I 
éléments ci de la séquence C sont constitués du bit d'information ui suivi du symbole de 
parité pi ce qui revient à ci = (ui, pi), i = 0, 1,2, . . . . La séquence de parité 
P = (po, p i ,  . . . ) est générée par le codeur en effectuant des opérations modulo-2 sur un 
ensemble fini de bits d'information. 
Les vecteurs de symboles codés, ci = ( u i , p i ) ,  i = 0, 1,2, ... . sont transmis dans un 
canal binaire symétrique. A la sottie du canal, on observe donc la séquence de symboles 
codés contaminée par une séquence d'erreurs binaires E = (eo, e, , . . - ) . Le vecteur 
II 
d'erreur ci = (ei, est formé des deux éléments ei, = ei et e t ,  - = 4, 
i = O, 1,2, .. . qui atrectent le bit d'information 
respectivement. Le canal étant quantifié à 2 sorties 
élément binaire, eY , est égal a: 
ui et le symbole de 
(quantification ferme), 
1 avec une probabilité (yo) 
er = 
O avec une probabilité (1-yo) ' 
et reprdsente l'erreur sur le bit d'information ui .  De la même manière, l'erreur 
affectant le symbole de parité pi est donnée par: 
i avec une probabilité (yo) 
{ = {  






Lorsqu'une modulation BPSK est utilisée pour transmettre l'information dans un 
canal réel dont le bruit additif est blanc, gaussien. de moyenne nulle et de spectre de 
densité de puissance bilatéral égal à No/2, y. représente la probabilité de transition du 
canal binaire symétrique exprimée par (231: 
o r  Q ~ X ,  = -L f exp(-$ do et où E~ représente l'énergie par 
J 2 , x  
le taux de codage est r ,  = 1/2 de sorte que (2.3) devient y. 
conséquent, la sortie du canal est representée par la séquence 
(2.3) 
bit d'information. Ici, 
= ~ ( J v i ) .  Par 
- 
C = (Zo, é,, ...) OU 
Zi = ci @ ei et où $ représente l'opération d'addition modulo-2. Les vecteurs de 
symboles codés reçus du canal et présents à l'entrée du décodeur sont donc dénotés par 
Zi = ( ; ,Pi)  où: 
fii  = P i $ < .  (2 .9  
Observant la séquence reçue k, le décodeur produit à sa sortie une estimation de 
chacun des bits d'information, Ûi , i = 0, 1'2, . . . , de la séquence décodée Û. 
Dans cette section, le décodage à seuil pour des codes convolutionnels systématiques 
orthogonaux, CSOC, (Convolutional Self-Orthogonal Codes) en quantification ferme est 
considéré. Nous limitons ici notre étude aux codes convolutio~els orthogonaux 
systématiques de taux de codage r, = 1 / 2  et de mémoire m [14]. Le décodeur a seuil 
comportant une réplique exacte du codeur, il convient de décrire en premier lieu le 
processus de codage convolutionnel des codes CSOC [2], [14], [IS]. 
2.1.1 Codage 
Pour un code systématique de taux de codage r, = 1 /2, le processus de codage 
consiste à produire à chaque instant i le symbole de parité pi correspondant à chaque bit 
d'information ui .  En générai, un code systématique de taux de codage r ,  = 1 /2 est 
complètement spdcifie par un vecteur de connexions g = (go, gl, .. . , g,) , où gt est un 
élément binaire pouvant prendre la valeur O ou 1. Tel que montré à la Figure 2.2, une 
composante gk = 1 signifie que la pme cellule du codeur est connectée à l'additionneur 
modulo-2 tandis que gL = O signifie qu'il n'y a pas de connexion entre la gème cellule du 
codeur et l'additionneur modulo-2. Considérons maintenant les J composantes non-nulles, 
J S  m ,  gai, gaz, ..., g du vecteur de connexions g où a, c a2 < ... < aJ. Un code a, 
convolutionnel systématique peut être aussi spécifié par l'ensemble des valeurs entières 
a, , j = 1.2, . . ., 5. Tel qu'illustré à la Figure 2.2, a, = k signifie que la jièm 
composante non-nulle du vecteur de connexions, g, représente une connexion entre la 
eëme cellule du codeur et I'additiomeur modulo-2. Le symbole de parité, p i ,  est dors 
construit en utilisant le bit d'information courant, ui ,  et une sélection particulière de 
(J- 1 )  bits d'information choisis parmi les (n - 1)  autres bits d'information qui ont 
précédé ui et qui résident dans le codeur. Ceci s'exprime comme suit : 
où le symbole 8 représente la somme modulo-2 sur les deux valeurs binaires O et 1. Pour 
qu'un code soit complètement orthogonal [2], il faut que les J(J-  1)/2 différences 
positives, (aj - al), j = 1,2, . .., 5, 1 = 1,2, .. .J, j > 2 ,  appartenant à l'ensemble des 
différences des valeurs entières, {(aj-al))  , soient distinctes entre eux. La valeur 
maximale des ai, j = 1,2, . . ., J, dénotée par aJ est égale à la mémoire m du codeur. 
Le bit d'information ui et le symbole de pante pi forment le vecteur de symboles 
codés ci qui sera transmis su. un canal binaire symétrique. La Figure 2.2 montre deux 
exemples de codeurs convolutionnels systématiques orthogonaux de taux de codage 
r ,  = 1 /2 avec m=3 et J = 3 et m=6 et J = 4 respectivement. A la Figure 2.2 (a), les 
différences sont (a3 - a?) = 2 ; (aj - a, ) = 3 ; (aZ - a, ) = I alon que pour le 
codeur de la Figure 2.2 (b), l'ensemble des différences est (a4 -aj) = 2;  
(a4-a2)  = 5;(a4-a,) = 6 ; ( a 3 - a * )  = 3 ; ( a 3 - a l )  = 4 ; ( a 2 - a , )  = 1.1lest 
clair que la condition d'orthogonalité de ces codes est satisfaite car toutes les différences 
(a, - al) sont distinctes. 
Élément de délai 
= (1101) 
D: Élément de délai 
g = (1100101) 
a, = 0,a2 = l,a3 = 4,a4 = 6 
(b) 
Figure 2.2 Exemples de codeurs CSOC, rc=1/2. a) m3, &3, b) ~ 6 ,  &4 
2.1.2 Décodage 
L'algorithme de décodage à seuil pour les codes convolutionnels est une procédure 
dite algébrique. Cette technique de décodage se distingue de celles de Viterbi et 
séquentielle pour les raisons suivantes. Les techniques de décodage de Viterbi ou 
séquentielle sont basées sur des considérations probabilistes et non pas algébriques. De 
plus, le décodage à seuil produit une décision finale sur le bit d'information courant en ne 
considérant que les symboles codés reçus sur une longueur ( m  + 1) plutôt que sur la 
séquence entière de symboles codés reçue comme c'est le cas pour les techniques de 
Viterbi et séquentielle. 
L'algorithme de décodage à seuil est basé principalement sur le calcul des symboles 
de syndrome. Le décodeur reconstruit le symbole de parité, p',, à partir du bit 
d'information reçu Üi et le compare au symbole de parité Fi correspondant reçu du canal. 
Les résultats de ces comparaisons forment les symboles de syndrome, si, lesquels sont 
stockés dans un registre de longueur aJ. Les symboles de syndrome sont combinés entre 
eux pour déterminer, selon une simple règle de décision rnajontaire, une estimation, êr ,  
du symbole d'erreur ayant perturbé le bit d'information courant ui. L'estimation, ai, du 
bit d'infomation courant est donc obtenue en effectuant I'opération iii = Üi @ êr .  La 
décision est donc ûi et naturellement, il y aura une erreur si ûi + ui. 
Soit un code convolutionnel systématique orthogonal, CSOC, ayant un taux de codage 
r ,  = 1 /2 . Au récepteur, on forme les symboles de syndrome sl en calculant la somme 
modulo-2 jl CD p'/ .  La Figure 2.3 illustre le principe du calcul des symboles de syndrome 
au récepteur. 
Pi + a, 'i + a, Registre des Si 
Svndromes 
Figure 2.3 Schéma de principe du calcul des symboles de syndrome 
t 
'i + a, 
Chaque symbole de syndrome correspond alors à une équation faisant intervenir le bit 
d'information, Ü i ,  le symbole de parité, pi, ainsi que (J- 1 ) autres bits d'information 
Codeur 
r = 1/2 
I 
délai a, 
reçus du canal. Le symbole de syndrome, si+ k ,  se trouvant dans la firne cellule du 
- 
registre des syndromes a l'instant i = 0, 1,2, . . . s'écrit comme suit : 
Ui 
En combinant les équations (2.4) à ( 2 3 ,  on obtient pour chacun des (m + 1) 
symboles de syndrome la relation suivante : 
Un ensemble de J équations de parité ( A ,., , . Ai, 2. . . .? A i, est orthogonal au 
symbole d'erreur ey , si chaque équation de parité inclut le symbole er et que les autres 
symboles d'erreur n'apparaissent qu'une seule fois dans l'ensemble des J équations de 
parité. Pour obtenir l'estimation êr , on utilise une règle de décision basée sur une logique 
majoritaire : 
Choisir êy = 1 si et seulement si plus de LJ/2 J t  équations de parité .Ik, i .  
k = 1,2, . . . , J .  orthogonales à ey sont égales 9 la valeur 1 ; Choisir ê = O ciutremenS. 
Pour un code convolutiomel complètement orthogonal. les J équations de parité 
orthogonales à eY s'écrivent, en se référant a (2.8), de la façon suivante: 
k = 1,2 ,..., J ,  i = o1 112 ,... (2.9) 
Le code étant complètement orthogonal, il est clair que chaque équation de parité At 
est égale a si + a k .  Les J équations domees par (2.9) constituent les équations de contrôle 
t. Lx] représente la partie entiére du réeI x, i.e. le pfus grand entier s x 
de parité d'un décodage défini [29] car, elles font intervenir les symboles d'erreur, 
U 
ei+a,-a, dont les différences (ak-a,) sont négatives. Cependant, la valeur de 
l'estimation êr+ , - , , (ak - a,) < O étant connue à l'instant courant i, elle peut être 
introduite dans les équations Ak, afin de réduire l'effet des symboles d'erreur er+ ., -
(ak -a,) < O qui interviennent dans (2.9) et par conséquent, d'améliorer la probabilité 
d'erreur [29]. Ce décodage avec rétroaction de la décision ( ( 4  feedback decoding II), [2], 
[14], [29] s'effectue alors sur une longueur de contrainte (nt+ 1). Les équations de contrôle 
de parité Ak utilisées dans ce décodage avec rétroaction de la décision s'écrivent alors 
comme suit : 
correspond dors à une rétroaction de la décision. Si celle-ci est «idéden, c'est-à-dire 
U - m u  
(ei+a,-a, ei+a,-a, ) , alors la dernière somme de (2.10) est égale à zéro de sorte que 
l'on obtient: 
Les équations de parité exprimées par (2.1 1) correspondent bien à la définition d'un 
ensemble de J équations de parité orthogonales à ef . Par conséquent, pour un ensemble 
donné de J équations de parité At i ,  l'algorithme de décodage à seuil utilise la règle de 
décision suivante: 
Choisir ê; = 1 si et seulement si 
où Test le seuil de décision égal à LJ/2 J pour une décision optimale. Le nombre total de 
symboles d'erreur contrôlés par l'ensemble des J équations At i. k = 1, .... J. données par 
(2.1 1) représente la longueur de contrainte effective, n ~ ,  [2]. Puisque n~ symboles 
d'erreur sont contrôlés par les J équations At,  avec cette règle de décision, le symbole eq 
sera correctement déterminé si T=LJ/2j symboles d'erreur ou moins parmi les n~ 
symboles d'erreur prennent la valeur binaire 1. La quantité L J / 2  J représente donc le 
pouvoir de correction des erreurs du canal. Le décodage à seuil détermine la valeur binaire 
du symbole d'erreur er en ne considérant que la première longueur de contrainte (aJ+ 1) 
de la séquence codée rque. Par conséquent, pour un décodage à seuil, le pouvoir de 
correction t sera dicte par la distance minimale, dm du code convolutiomel de la manière 
suivante [2]: 
Sachant aussi que pour un décodage à seuil ce pouvoir de correction est L5/2 J. il s'en 
suit que la distance minimale d'un CSOC est : 
dm = J + I  
Notons qu'en général, si le code n'est 
orthogondisable, on peut encore former un 
pas complètement orthogonal. mais 
ensemble de J équations de parité 
orthogonales. en construisant des combinaisons linéaires des symboles de syndrome [14]. 
Cependant, dans toute la suite de cette thése, seuls les codes complètement orthogonaux 
ou CSOC sont considérés. Pour un CSOC, le schéma de principe d'un décodeur a seuil 
avec rétroaction en quantification ferme pour un code r = 1 /2 est illustré à la Figure 
2.4. 
I m 9 r c  = L'Lm de i~ décision 
- 
Pi + a, si + ., 1 Registre des syndromes 1 
Figure 2.4 Schéma de principe d'un décodeur a seuil en quantification ferme 
2.2 Décodeur B seuil à sortie pondérée (ou à sortie non-quantifiée) 
Dans cette section, nous décrivons le processus de décodage à seuil en quantification 
pondérée pour les codes complètement orthogonaux. Pour simplifier l'analyse. on suppose 
que la sortie du canal est nonquantifiée, c'est-à-dire que les entrées du décodeur 
correspondent aux sorties non-quantifiées du c d .  
L'algorithme de décodage à seuil, initialement proposé par Massey [14] et amélioré 
par la suite par Wu [24], [25] permet d'obtenir une estimation de la probabilité a 
posteriori (PAP) des bits &codés. L'estimation de la PAP donne une mesure de la 
probabilité que la décision sur le bit d'information courant est correcte. De plus. 
l'architecture d'un décodeur à seuil en quantification pondérée proposée par Lavoie et al. 
[18] et simplifiée par Gagnon et al. [19], utilise une approximation de ka probabilité a 
posteriori (APAP) (261. L'ensemble du développement de l'algorithme de décodage 
itératif exposé dans cette thèse est basé sur ces demien résultats. 
2.2.1 Modèle du canal de transmission 
Avant d'aborder le processus de décodage à seuil nonquantifié, il est nécessaire 
d'apporter quelques précisions concernant le canal de transmission. Dans la section 
précédente, le canal de transmission était du type binaire symétrique. Les entrées et les 
sorties du canal étaient alors binaires (O ou 1). Dans ce qui suit, nous considérons le 
modèle d'un système de communication utilisant un canal nonquantifié. Ce modèle est 
illustré à la Figure 2.5. 
Figure 2.5 Modèle d'un système de communication avec un canai non-quantifié 
Signalisation antipodalc: 
x.. = 2c,+ 
1 
j = 1.2 
La séquence de symboles codés C est transformée en une séquence de symboles 
antipodaux représentée par X = (xO, xI, ...) . En suivant la même notation que dans la 
section précédente, les éléments xi ,  i = O, 1, .. . , sont formés des symboles antipodaw 
- U 
xi, - xi et xi, = 4. La transformation antipodaie est obtenue selon la relation: 
Décodeur 
A 
- Y X ) Canai Equivalent 
Gaussien 
Avec cette notation, chaque élément xi de la séquence X est exprimé par: 
où tout comme a la section précédente, ui et pi représentent, à l'instant i, le bit 
d'information et le symbole de parité respectivement La séquence X se présente à l'entrée 
du canal gaussien équivalent. Tel qu'illustré à la Figure 2.6, ce canal équivalent gaussien 
est constitué d'un modulateur BPSK, d'un canal physique et d'un filtre adapté. 




filtre adapté et 
éc hantillonneur 
Figure 2.6 Modèle du canal équivalent Gaussien 
Ainsi, la séquence X est modulée BPSK pour former un signai r(t) qui est transmis 
dans un canal physique. Dans ce canal physique, le bruit, n ( t ) ,  est additif, blanc et 
gaussien de moyenne nulle et de spectre de densité de puissance bilatéral (N0/2) W M Z  . 
Le signal reçu r(r) s'écrit donc r( t)  = z( t )  + n(t) .  Le signal r( t)  est démodulé en 
utilisant un filtre adapté qui produit à sa sortie la séquence Y= Qo, y ,  -. - ) oit yo, y ,... 
sont des variables aléatoires gaussiennes. Cette séquence représente alors la sortie du 
canal équivalent gaussien. 
II Chaque élément yi, i = 0, 1 ... , est composé des deux valeurs yi, , = yi et 
yi, 2 = $, où et ( sont donnés par les deux relations suivantes: 
La séquence X de symboles codés transmis est donc modifiée par une séquence de 
bruit N = (no, H l ,  ...) où ni = (a:, 4) et où nY et tf sont les éléments de bruit 
ajoutés à xY et à 4 respectivement. Les éléments de bruits nr et nf> sont des variables 
aléatoires réelles et gaussiennes de moyenne nulle et de variance N o / 2 .  
La séquence Y est fournie au décodeur qui génère à sa sortie une séquence de bits 
d'information décodés Û . 
2-23 Décodage P seuil et probabilith a posteriori (PM) 
Pour simplifier la description de la structure du décodeur nonquantifié supposons un 
code orthogonal de taux de codage r, = 1/2 et ayant J équations de parité. La 
description de la structure du décodeur à seuil non-quantifié est basée sur une variante de 
la structure du décodeur à seuil en quantification ferme présentée à la section précédente. 
Dans [14], Massey définit deux types de structures de décodeur à seuil: Type 1 et Type 
II. À la section 2.1.2, nous avons considéré une structure de décodage que Massey [141 
appelle Type 1. Le décodage de Type 1 utilise les J équations de parité Aj, i ,  
j = 1,2, . ... J. pour obtenir une décision sur le symbole d'erreur courant e;. Les 
développements présentés dans cette section concernant la structure du décodeur à seuil 
avec PAP utilisent une variante de l'algorithme de Massey que l'on nomme Type II. Cette 
variante permet d'obtenir directement une estimation, Û i ,  du bit décodé. Dans ce cas, la 
règle de décision fait appel à un ensemble de (J + 1 ) équations Bj, i, j = 0, 1, . . . , J . Les 
équations B,, i, j = 1,2, . . . , J , sont obtenues a partir des équations Aj, du décodeur de 
Type 1 en éliminant le symbole Üi des équations A,, alors que Bo, = Üi. En se référant 
à l'équation (2.7) de la section précédente, les équations de parité Aj, ,. , j = 1 , 2, . . . , J . 
i = 0, 1,2, ... , avec rétroaction s'écrivent: 
où tout comme à la section précédente, Ül et PI representent respectivement les symboles 
d'information et de parité en quantification ferme reps du canal. On définit les équations 
Bi. comme la somme modulo-2 des symboles reçus du canal en quantification ferme 
appartenant a l'équation A,, i ,  j = 1,2, ..., J ,  i = 0, 1,2, ... , mais en excluant le 
symbole Ùi: 
Bi. = A,, Ü i  
U POU le cas particulier j = O ,  on définit l'équation Bo, = üi = ui 8 ei . On montre qu'à 
U partir de \'équation (2.1 0) et du f ~ t  que Ù i  = ui 8 ei , les équations B,, i ,  j = 1,2, . . . , J , 
s'écrivent aussi comme suit [14]: 
Notons que le bit d'information a l'instant i, ui .  est présent dans chacune des (J+ 1 )  
équations B,, i ,  j = 0,1, ..., J ,  et tout comme les équations A,, i ,  chaque symbole 
d'erreur n'apparaît qu'une seule fois dans l'ensemble des (J  + 1 ) équations Bi* i .  Les 
équations Bjv forment donc un ensemble d'équations de syndrome modifiées 
orthogonales au bit ui .  II importe de signaler qu'ici les équations Bi, ne sont pas des 
équations de contrôle de parité proprement dites mais, plutôt d'a inversion de parité ». 
Dans ce qui suit, on décrit l'algorithme de décodage à seuil non-quantifié en utilisant 
les équations BjT plutôt que les équations A, i .  Dans le but de minimiser la probabilité 
d'erreur moyenne à la sortie du décodeur, l'algorithme de décodage détermine la valeur du 
bit d'information à décoder ui en lui assignant la valeur binaire 6 de sorte que la 
probabilité conditionnelle: 
est maximisée. 
Ainsi, il est clair que la règle de décision devient: Choisir hi = 1 si et seulement si 
ûi = O autrement. 
En prenant le logarithme de part et d'autre de la relation (2.23) et en réarrangeant les 
termes, la règle de décision s'écrit aussi : Choisir ûi = 1 si et seulement si 
ou L(ujl { Bi, j}) est le logarithme du rapport de vraisemblance (LRV) de ui conditionné 
sur l'ensemble {B j ,  . Signalons que la valeur absolue de cette dernière, IL(uil { Bi, i ) ) l ,  
représente la fiabilité de la décision. Puisqu'il y a orthogonalité intrinsèque des équations 
d'inversion de parite, les symboles d'erreur qui interviennent dans les équations Bi, sont 
indépendants. Ainsi, en utilisant le théorème de Bayes, le LRV donné par (2.24) s'écrit: 
L(ui) représente I'information a 
priori. En général les probabilités de transmettre ui= 1 et ui= O sont égales à 1/2 de 
sorte que L (u i )  = O .  Des simplifications peuvent être apportées à (2.2 5) en considérant 
les observations suivantes. Selon l'équation (2.21)' on remarque que B,. prend la valeur 
binaire O lorsque ui est égal à O et que le nombre de symboles d'erreur de valeur binaire 
«1» dans l'équation Bj* est pair ou lorsque ui = I et que le nombre de symboles 
d'erreur de valeur binaire « 1)) dans Bj, est impair. 11 est évident que l'inverse est aussi 
vrai, c'est-à-dire que Bi, = 1 si ui = O et que le nombre de symboles d'erreur de valeur 
binaire ((1)) dans B,* est impair ou lorsque ui = 1 et qu'il y a un nombre pair de 
symboles d'erreur de valeur binaire « 1 » dans Bj, i. Définissons maintenant 
y, ( 1 - p ) , j = O, . . . , J , i = 0 1 . . comme étant la probabilité d'avoir un 
nombre impair de symboles d'erreur de valeur binaire ((1)) dans B,, excluant le bit 
d'infomation ui . Il s'en suit alors que: 
P( B,, i= O 1 ui= 1 ) = P(B,? i= 1 1 ui= O) = y, 
À partir de (2.26) et (2.27)' l'équation (2.25) devient [14] 
où les facteurs de pondération ou de poids wj, sont donnés par w,, = In 2 ' t,, J 
j = O, . . ., J . Notons que la valeur de yo* représente la probabilité de transition du canal 
pour le symbole ui telle que définie par (2.3). La valeur du poids w,, se définit comme 
étant le LRV de l'équation B,, excluant le bit d'information ui et représente la fiabilité 
de t'équation B,, i .  
2.2 J Calcul des poids 
Massey [14] défmit les poids wj, en supposant que la rétroaction de la décision est 
- au idéale. c'est-à-dire (eY+ ., -a, ' i+al -a,  ) . Selon la technique utilisée dans [14], les 
poids wj, i ,  j = 1,2, .. ., J sont domes par l'équation suivante: 
où j = 1,2, ..., J ,  tandis que pour w,,, i ,  on obtient: 
Le lemme suivant permet d'obtenir une expression des poids w,, en fonction du 
LRV de chaque symbole d'erreur qui intewient dans les équations d'inversion de parité 
Bj, excluant le symbole d' information up 
Lentnie. Soit el,. e ~ ,  ..., eb un ensemble de variables aléatoires binaires 
statistiquement indépendantes telles que P(elk = 1 (ylk) = 1 - P(elk = O IyIk). Aion la 
probabilité yjl d'avoir un nombre impair de variables aléatoires e~ = 1 est domde par : 
Le lecteur trouvera la preuve de ce lemme dans [14]. Sachant que le LRV du pèm 
symbole d'erreur efk à I'instant 1 est : 
la probabilité P(elk = 1 1 yfk)  s'écrit comme suit : 
En considérant la probabilité donnée par (2.33). l'application du lemme précédent au 
calcul des poids IV, donnée par (2.29) permet d'écrire : 
U U [ r U { +  al l.(+ a j ) 7 ~  (-'(ei + al - ab Iyi + al - ab 
w = 2atanh tanh 
J, i 2 tanh 2 
))] (2.14) 
k =  l 
où ~ ( e y  l y : )  et L({ 14) sont les L W  de e; et 4 respectivement. Les valem des LRV 
~ ( e y  l y : )  et ~ ( 4  1 ) sont obtenues en considérant le canal équivalent gaussien présenté 
à la section 2.2.1. Pour une modulation BPSK, le LRV du symbole d'erreur el, s'obtient 
de la façon suivante. Lorsque la valeur du symbole codé x,b kl et 2, transmis à l'instant 
/=O, 1'2, ..., prend la valeur - 1, le symbole d'erreur binaire correspondant elk est égal a 1 si 
la valeur obtenue à la sortie du filtre adapté échantillonné a l'instant I ,  ylb est supérieure à 
O. De la même manière le symbole d'erreur elk est aussi égal à 1, lorsque xlk=1 et que 
yfk<O. Par conséquent, on peut écrire la relation suivante : 
En suivant le même raisonnement, on détermine la probabilité conditionnelle 
P(elk = O(ylk) = 1 - P(elk = l ylk comme suit : 1 )  
'"O 
P(elk = O(ylk) = 
eW(- EA iyl, NO + [ 1') + exp (-E& jyL Y, LI - 1 1') 
Le LRV du symbole d'erreur el k ,  k = 1,2. à l'instant I = 0, 1,2. .. . s'obtient en 
combinant (2.35) et (2.36). Pour une modulation BPSK, le LRV du symbole d'erreur el, k ,  
est donné par [ 1 41: 
ou yl est la sortie du filtre adapté correspondant au symbole x1, et où l'énergie par * 
symbole codé Ec = rFb dans lequel Eb est l'énergie du bit d'information et r, est le 
taux de codage. Ici, r, = 1/2 de sorte que E, = ( 1 / 2 ) E b  En combinant (2.34) à 
(2.37), il est clair que les poids w,, sont positifs. 
Jusqu'à présent, nous avons considéré que les termes de la rétroaction n'intervenaient 
pas dans le calcul des poids wj, i .  Toutefois, puisque la valeur pondérée obtenue à la sortie 
du décodeur, L(u,l( B,. ) , 1 < i représente une estimation améliorée du bit u,. elle peut 
être utilisée en rétroaction dans le calcul des poids w,, i .  L'utilisation de cette rétroaction 
dans le calcul des poids wiv devrait alon contribuer à l'amélioration de I'estimation des 
autres bits d'information [191. Si l'on se refére à l'équation (2.21), l'équation (2.34) 
devient alors: 
U U -.( + + a )  [~('i + Iyi +a, - a, 
w =2a tanh 
J. i 2 tanh (2.38) 2 
k =  1 
En reprenant le même raisonnement que précédemment, on obtient que le LRV 
fiabilité de la décision sur le bit décodé à la sortie du décodeur (voir Annexe 1). 
2.2.4 Définition de I'opérntion aadd-min» 
Pour simplifier davantage la complexité du décodeur a seuil nonquantifié. une 
approximation du LRV du bit d'information a décoder est introcluite en utilisant 
l'opération «add-min» [26]. Cette approximation a pour but de simplifier le calcul des 
poids wj, i .  À l'annexe II, on montre qu'une approximation du LRV de la somme modulo- 
2 de deux van-ables aléatoires binaires inddpendantes 5 et g2 s'obtient par : 
En utilisant l'approximation obtenue en (2.39), nous définissons maintenant l'opération 
«add-miru représentée par l'opérateur O comme étant: 
Le cas où il y a N > 2 variables aléatoires binaires indépendantes, , t2, ... C N ,  (2.40) se 
généralise facilement de la manière suivante : 
Une approximation des poids wj, est alors obtenue par l'application de l'opération add- 
min Dans ce cas, puisque les poids wjVi  sont positifs, il est alors clair que 
l'approximation par l'opération add-min revient simplement à prendre le minimum des 
LRV des symboles reçus du canai qui composent l'équation B,, [26]: 
= min Ec Ec , 4- 
(4-1+ajI' ~~i+ai-a~'l~(Ui+q-.k(~jvi+a,-o,~)l k = 1 .  ...* J No 
k t j  
(2.42) 
En tenant compte du fait que les poids wj, sont strictement positifs et que les ternes 
(2Bjv - 1) de l'équation (2.28) ne représentent que les signes des LRV L(B,, i lu i ) ,  on 
peut écrire: 
o ù  ici, on a supposé que le terme cr priori de ui, L(ui) ,  est égal à zéro. Le terne y,, 
représente la valeur approximative de chaque équation Bj, i .  Les résultats de simulation 
obtenus dans [18] et [19] démontrent la validité de cette approximation obtenue par 
l'opération add-min. La Figure 2.7 illustre, p u r  le code J=4 de la Figure 2.2 (b), le 
décodeur à seuil a sortie pondérée avec rétroaction utilisant l'opération add-min. 
Figure 2.7 Décodeur à seuil non quantifié utilisant l'opération add-min 
2.2.5 Décodeur i seuil et vakur extrinsPque 
Le décodeur à seuil à sortie pondérée génère une valeur réelle servant à la décision 
finale sur le bit d'information ui. Cette valeur réelle correspond au LRV du bit 
d'information ui conditionné sur un ensemble fini de valeurs réelles observées à la sortie 
du canal équivalent gaussien. Le décodeur à seuil à sortie non-quantifiée est donc une 
version sous-optimale de l'algorithme de décodage MAP (Maximum a posteriori) [14], 
[28], [29]. Un décodeur de symbole utilisant I'algorïthme MAP détermine une valeur 
réelle (nonquantifiée) correspondant au LRV, L ( Û i )  = L(uiI Y) . Pour un code 
systématique, cette valeur se subdivise en trois termes [28]: 
Ainsi, ce décodeur utilise, lorsque disponible, une valeur a prion L(ui)  , une valeur L ~ ;  
provenant du canal et une valeur extrinsèque L,(ûj) [28], [4]. Pour le décodage à seuil, la 
sortie non-quantifiée devient une approximation de L(ûi).  Par conséquent la sortie non- 
quantifiée du décodeur à seuil se subdivise aussi en trois termes. En utilisant la même 
notation que dans [28], l'équation (2.28) devient: 
'. où la valeur extrinsèque est donnée par i e ( û i )  = (2Bj ,  - I )wj, et où L, = 4-. 
j =  I No 
La valeur extrinsèque i , (û i )  ne dépend pas de l'information reçue Ü i  et représente l'effet 
des symboles d'erreur orthogonaux à ey sur la valeur de la décision finale Û i  . 
On montre dors que le décodeur a seuil a sortie nonquantifiée ou pondérée ofie une 
structure permettant son application dans un processus itératif de décodage [30]. En effet, 
la valeur de l'information extrinsèque pourrait être utilisée dans une itération subséquente 
comme mise a jour de l'information a prion que l'on a supposée jusqu'ici nulle. Ainsi, la 
première itération utilise l'information du canai en supposant que l'infonnation a priori 
est nulle. La deuxième itération utilise la valeur de l'information extrinsèque comme 
nouvelle information o priori en plus d'utiliser l'information du canal. Le processus 
itératif continue de la même manière jusqu'a ce qu'aucune amélioration des performances 
d'erreur ne soit possible pour toute itération supplémentaire. Dans les chapitres suivants, 
nous développons davantage le rôle de la valeur de l'information extrinsèque dans le 
processus de décodage itératif a seuil à sortie non-quantifiée utilisant des codes 
doublement orthogonaux. 
SEUIL A SORTIE PONDÉRÉE SANS ENTRELACEMENT 
La technique de décodage « Turbo » conventio~elle présentée dans [4] et [28] est 
généralement de grande complexité. Dans le but de réduire la complexité du processus de 
décodage « Turbo » conventionnel, les auteurs de [6] et [32] ont apporté des 
simplifications aux algorithmes MAP et SOVA. En plus de la grande complexité 
engendrée par l'utilisation de ces deux algorithmes de décodage, la technique « Turbo » 
conventio~elle a aussi l'inconvénient d'introduire une latence importante dans tout le 
processus de décodage. Cette latence est due à la présence des entrelaceurs au niveau du 
codage et du décodage, au nombre requis d'itérations pour atteindre une probabilité 
d'erreur spécifique ainsi qu'au délai engendré par le décodage proprement dit. 
Évidemment, cette latence correspond à un délai temporel pouvant limiter le type 
d'application. Dans des applications telles que les communications sans fil, le délai de 
transmission est un critère important de performance à minimiser. Cette latence implicite 
à la technique « Turbo » conventio~elle peut diminuer les possibilités d'applications de 
cette méthode de correction des erreurs du canal. 
Dans cette section, on présente une autre technique de codage et de decodage itératif 
de faible complexité et ayant une latence réduite. Cette nouvelle technique consiste à 
utiliser un codage convolutionnel orthogonal pour lequel, le décodage a seuil est 
facilement applicable. Le choix du décodage a seuil est dicté par sa faible complexité et 
par le fait que tout comme les algorithmes MAP et SOVA, c'est une technique de 
décodage symbole par symbole. Cette technique de décodage itératif se distingue des 
autres méthodes conventionnelles de décodage «Turbo» [4], [13] car, elle ne nécessite 
aucun entrelacement ni au codage et ni au décodage. Le codage de l'information est 
effectué par un seul codeur et chaque itération du processus de décodage ne nécessite 
qu'un seul décodeur sans aucun entrelaceur. Par consdquent, on peut espérer une 
réduction de la complexité et de la latence de ce processus itératif de décodage. 
A chaque itération du processus de décodage « Turbo » conventionnel, le logarithme 
du rapport de vraisemblance de chaque symbole d'information décodé est déterminé en 
utilisant un ensemble d'observables indépendants. Cette condition d'indépendance des 
observables dans ce processus de décodage est obtenue par l'entrelacement (delacement) 
des symboles d'information. Une augmentation de la taille des entrelaceurs et une 
procédure d'entrelacement adéquate entrainent une diminution de la probabilité d'erreur 
[3 11, [32]. Cette amélioration des performances d'erreur est quasi proportionnelle à la 
taille de l'entrelacement (161. Évidemment, le processus de décodage à seuil itératif sans 
entrelacement nécessite aussi cette condition d'indépendance entre les observables. 
Pour obtenir cette condition d'indépendance sans introduire un entrelacement au 
codage, des propriétés supplémentaires sur le code sont nécessaires. Les codes 
comolu~ionneïs doublement orthogonuzu (en anglais, Convolutional Self Doubly 
Orthogonal Code, CSO~C) respectent ces conditions d'indépendance des observables sur 
au moins les deux premières itérations du processus de décodage [33-361. Grâce aux 
conditions d'orthogonalité implicites à ces codes, ceux-ci peuvent être facilement décodés 
par l'algorithme de décodage à seuil. La propriété de double orthogonaïité des C S ~ C  
contribue à la réduction de la complexité et de la latence du décodeur, tout en conservant 
un caractère indépendant entre les observables utilisés dans tout le processus de décodage 
[33]. Évidemment, cette nouvelle notion de double orthogonalité des codes 
convolutio~els pourrait se généraliser aussi au concept de multiple orthogonalité des 
codes convoIutio~els. 
3.1 Décodage à seuil itératif à sotie non-quantifiée 
L'application itérative de l 'algorit~e de décodage à seuil peut se faire sans avoir 
recours à des modifications majeures de l'algorithme de décodage à seuil. Le processus de 
décodage itératif utilisant le décodage à seuil à sortie nonquantifiée peut être décrit 
comme suit. La valeur extrinsèque L ( ) ( Û , )  = v ~ , ~ )  de l'itération (p) est formée 
d'une combinaison de la sortie du décodeur à l'itération ( p l ) .  à l'instant i dénotée 
dP- i ' )  , avec des symboles de parité r q u s  du canal. Par la suite à l'itération (p), le 
(PI décodeur combine la valeur extrinsèque Le (hi)  avec le symbole d'information reçu, 
pour produire à la sortie la valeur non-quantifiée x:'). La Figure 3.1 illustre le principe du 
décodage itératif à seuil à sortie non-quantifiée pour M itérations. En se référant à (2.43), 
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Figure 3.1 Schéma de principe du décodage à seuil itératif à sortie non-quantifiée sans 
entrelacement pour M itérations 
où les termes entre parenthèses correspondent aux J équations de contrôle de parité 
modifiées, iyjp:), de l'itération p lesquelles s'écrivent comme suit : 
de sorte que, 
3.2 Définition des Codes Convolu tioaaels Doublement Orthogonaux 
L'application récursive de (3.1) pour les deux premières itérations, c'est-à-dire pour 
p= 1 et p=2 donne pour l'étape de décodage p=2, le résultat suivant : 
La condition d'indépendance entre les variables observées sur les deux premières 
itérations doit être respectée. Cela revient aussi à maintenir I'orthogonalité sur les deux 
premières itérations du processus de décodage. Ainsi, pour s'assurer que l'équation (3.4) 
soit bien une fonction de variables independantes, des conditions supplémentaires sur 
l'ensemble des valeurs entières (aj) décrivant le code convolutiomel sont nécessaires. 
Ces conditions supplémentaires à satisfaire sont décrites par la Définition 1. 
D4Snition 1. Un code convolutio~el de taux de codage r ,  = 1 /2 est doublement 
orthogonal, si les trois conditions suivantes sont satisfaites : 
1) les différences (a, - at) sont distinctes; 
2 )  les différences de différences (aj - ak) - (aq - al) sont distinctes des 
diffëences; 
3 )  les diférences de dl fférences (aj - ak ) - (aq - al) sont distinctes; 
pour les toutes les conibinaisom des indices ÿ, k. 1, e), j + k, 1 + q, 1 + k, q + j .  
On peut montrer que la condition 3 de la Définition 1, implique les deux premières 
[21]. Les conditions 1 # k et q + j appliquées à la deuxième somme de valeurs réelles et à 
la troisième somme addmin de (3.4) permettent d'éliminer toutes répétitions des symboies 
U 
de parité {+ a, et des symboles d'information Y i  + - a,) - - a,)* 
3.2.1 Définition des codes convolutionnels doublement orthogonaux au sens large 
Avec le codeur de sûucture simple considéré jusqu'à présent. il est impossible 
d'obtenir des éléments différences de différences, (a, - al,) - (aq - al), qui soient 
complètement distincts. En effet, toutes les permutations inévitables des indices k et q 
produisent les mêmes éléments différences de différence : (a, - ak)  - (aq - al) = 
(a, - aq) - (ak - al). Ces répétitions d'observables ne peuvent être éliminées du 
processus itératif sans l'apparition de problèmes de propagation des erreurs dans le reste 
du processus de décodage. Pour éliminer ces répétitions du processus itératif, plusieurs 
équations vj,:) d'une itération p donnée ne peuvent plus être considérées dans 
l'évaluation de la valeur de l'information extrinsèque L ? ) ( Û ~ )  du symbole décodé à cette 
itération p. D'autre part, on notera qu'avec un décodage à seuil en quantification ferme 
(décodage à logique majoritaire), au moins (512 + 1 ) symboles de syndrome doivent 
être observes pour éviter tout problème de propagation des erreurs ou de convergence. De 
la même manière, on en déduit qu'il faut aussi observer à chaque itération au moins 
(512 + 1)  équations y$,:) pour que le processus de décodage itératif utilisant le 
décodage à seuil à sortie non-quantifiée puisse converger. Si l'on retient cet argument, il 
serait impossible de déterminer des conditions favorables sur les indices (j, k, 1, q )  pour 
que le processus de décodage itératif converge pour un code CSO~C de taux de codage 
r, = 1 /2 . Nous dirons que le processus de décodage itératif converge lorsqu'une 
amélioration des performances d'erreur est possible par l'ajout d'une itération 
supplémentaire. 
En présence de ces répétitions inévitables et indésirables d'observables à la deuxième 
itération du processus de décodage, les codes convolutio~els alors obtenus sont appelés 
codes convolutionneIs doublement orthogonma ou sens Zarge (CSO~C-WS. 
«Convolutionai Self-Doubly Orthogonal Codes in the Wide Sense») et sont décrits par la 
Définition 2. 
D6fmition 2. Un code convolutionnel de taux de codage r, = 1 /2 est doublement 
orthogonal au sens large, si et seulement si les indices de position {aj) sont tels que : 
(aj -ak)-(aq-"/) sont distinctspour tout (j, k, 1, q), j + k, 1 +q ,  I +  k, q + j  scnf 
pour les permutations inévitables. 
3.2.2 Construction des codes C&C-ws 
En utilisant la Définition 2, une recherche de codes CSO~C-ws a été effectuée par les 
auteurs de [37], [22]. Puisque la longueur de contrainte, aJT du code représente la latence 
d'une itération du processus de décodage, les codes CSO*C-ws doivent être construits de 
sorte que la valeur a ~ s o i t  minimale. Pour ce faire, les méthodes proposées dans [37], (221 
passent toutes par deux étapes : la première est la génération d'un ensemble valide de 
valeurs entières {a,, a2, ..., aJ) respectant la Définition 2 et la seconde est la réduction de 
la longueur de contrainte (span), a ~ .  Pour des codes CSO*C-WS, la procédure de 
réduction adoptée dans [2 1 ] et [22] utilise les propriétés suivanies : toutes opérations 
d'addition et de multiplication appliquées sur {ai, az, ..., aJ} conservent la propriété 
d'orthogonalité d'ordre 2. La procédure de réduction consiste alors à effectuer des 
opérations élémentaires modulo n ou n, un entier, décroît graduellement jusqu'a ce que la 
plus grande réduction de la longueur de contrainte a~ soit obtenue. 
La géométrie projective [2], [39] généralement utilisée pour générer des codes CSOC 
peut être aussi étendue a la recherche des codes C S ~ C  [37, [38]. Il a été démontré dans 
[38] que les J entiers ai, i = 1, ..., J, qui décrivent un code CSO*C-ws s'obtiennent en 
déterminant les J-6+ i exposants possibles des points d'une ligne q , + q 2a définie dans 
une géométrie projective P G ( ~ , / )  ou p est un nombre premier et où s est un nombre 
entier qui satisfait la relation *+i. Cependant, même en appliquant une méthode de 
réduction de la longueur de contrainte, les résultats obtenus avec cette méthode algébrique 
montrent que les codes ainsi générés n'ont pas toujours une longueur de contrainte, 
(span) minimale. 
Tableau 3.1 : Résultats de la construction de codes CSO'-ws [2 11 
Codes Codes I 
En effet, l'application d'une méthode basée sur ['utilisation d'un paramètre aléatoire 
aussi présentée dans [21] et [22] permet une réduction substantielle de a~ en plus d'une 
augmentation de la vitesse d'exécution de l'algorithme de recherche comparativement à la 
méthode algébrique. Le Tableau 3.1 donne quelques-uns des meilleurs résultats présentés 
dans [2 1 ] obtenus par la méthode pseudo-aléatoire. 
3.3 Décodage itératif des codes CSO*C-ws 
L'algorithme de décodage itératif à seuil d o ~ e  par (3.4) ne peut pas être appliqué 
directement sans avoir recours à certaines modifications. En effet, la condition q * j ne 
peut être respectée sans introduire une propagation des erreurs. Cela s'explique en faisant 
appel au même raisonnement utilisé à la section 3.2 pour démontrer que les répétitions des 
observables ne peuvent être complètement éliminées du processus sans propagation des 
erreurs dans le reste du processus de décodage itératif. Cette condition q # j doit donc être 
éliminée du processus de décodage. 
Dans ce qui suit, on décrit deux structures de décodage, lesquelles dépendent de la 
condition 1 -L k . La première stnicture de décodage ne fait pas intervenir cette condition 
f + k dors que la deuxième approche consiste à appliquer directement I'aigorithme de 
décodage tel que décrit par (3.4) mais sans la condition q + j . 
33.1 Première structure de décodage (Structure 1) : sans la condition Z + k 
En se référant à (3.4), on remarque que les J symboles de parité, x+ , , sont utilisés 
au plus J fois lorsque 1 = k. De plus, pour chaque permutation possible des indices k avec 
q et j avec 1, les symboles d'information provenant du canal, a, - ab + ara,. sont 
utilisés au moins deux fois. Le processus de décodage itératif a seuil est décrit par 
l'équation suivante où contrairement à (3.4), les deux conditions 1 + k et q + j ne sont 
pas appliquées, c'est-à-dire : 
En considérant un code simplement orthogonal (CSOC), tous les symboles 
d'information provenant du canal, Y;+a + a,-aP' seraient répétés au moins 
distincts et Jsymboles de parité distincts, seulement (J(J- 1)/2 + J + 1 ) termes seraient 
distincts à la deuxième itération. Par conséquent, même avec la Structure 1 où moins de la 
moitié des observables présents à ta deuxième itération du processus itératif sont distincts, 
les codes doublement orthogonaux produisent de meilleures performances d'erreur que les 
codes simplement orthogonaux. Cela s'explique facilement par le fait qu'avec des codes 
CSO'C. la corrélation entre les observables à la deuxième itération en est réduite par 
rapport à la situation où des codes CSOC sont décodés itérativement. La Figure 3.2 
montre une comparaison entre des résultats de simulation pour des codes J=6. CSOC et 
CSO~C utilisant la Structure I de décodage. Ces résultats de simulation démontrent 
clairement l'avantage des codes CSO*C sur les codes CSOC et ce, tout particulièrement 
après la deuxième itération. La Figure 3.2 indique que pour une probabilité d'erreur par bit 
-4 
de 2x10 obtenue à la deuxième itération, le code CSO~C donne un gain de codage 
supplémentaire supérieur à 0.3 dB par rapport au code CSOC. 
10-11 Itération 1 CSOC 
Figure 3.2 Comparaison des performances d'erreur entre des codes &6. CSOC et C S O ~ C  
pour les deux premières itérations 
33.2 Deuxjeme structure de décodage (Structure 2) : avec Ia condition 1 + k 
Avec cette deuxième structure de décodage, les répétitions indésirables des symboles 
U de parité, yl>+a,, et d'information y,.+ a,-,, p rovenant du canal sont éliminées par la 
condition 1 * k tandis que les symboles d'information provenant du canal, 
U 
Yi+4-ar+a,-a;  sont utilisés au moins deux fois. Cette seule condition implique qu'à 
chaque itération, J résultats intermédiaires doivent être produits et mémorisés avant d'être 
utilisés à I'itération suivante. Quoique le nombre nécessaire d'éléments mémoires dans le 
processus de décodage soit augmenté d'un facteur J, la latence demeure inchangée. Seule 
la complexité est affectée par un facteur J. Même si seulement J- 1 équations y$,;) sont 
utilisées à chaque itération, la convergence de l'algorithme de décodage est assurée car, 
plus de la moitié des équations $7' sont alors utilisées i chaque itération. La Figure 3.3 
illustre une comparaison des performances d'erreur obtenues par simulation en utilisant 
les Structures 1 et 2 de décodage pour un code J=6 CSO*C. Quoique les résultats de 
simulation montrent une différence marginale entre les itérations de chaque structure, on 
remarque qu'à la deuxième itération, les performances d'erreur obtenues par la Structure 2 
sont faiblement inférieures a celles obtenues en utilisant la Structure 1. Par contre, a la 
quatrième itération, la situation inverse se produit : les perf'ormances d'erreur obtenues par 
la Structure 1 sont faiblement infërieures à celles de la Structure 2. Cela signifie que la 
présence des répétitions indésirables provoque une convergence rapide mais, vers de 
moins b o ~ e s  performances d'erreur que lorsque ces répétitions sont éliminées. 
Cependant, l'amélioration marginale des performances d'erreur apportée par la Structure 
2 ne justifie pas I'accroissement de la complexité par un facteur de J. D'un point de vue 
pratique, une implantation matérielle devrait alors se faire à partir de la Structure 1 .  Pour 
cette raison, tous les résultats de simulation produits dans cette thèse sont obtenus en 
utilisant la Stucture 1 .  
I - J 16. CSOZC-WS. Smaurc i - 1.6. CSOZC-WS. Simcmrc ? 
Figure 3.3 Performances d'erreur pour un code &6 CSO'C-ws utilisant les structures I 
et 2 
3.4 Amélioration de I'algorltbme de décodage à seuil itératif pour des 
Pour améliorer davantage la convergence du processus de décodage itératif vers de 
meilleures performances d'erreurs, une modification est apportée a I 'al go ri thme de 
décodage itératif décrit par (3.1). La difficulté majeure de cet algorithme itératif de 
décodage est de maintenir les équations W:97) orthogoonles dans tout le processus itératif. 
Évidemment, si les équations demeurent orthogonales dans tout le processus itératif 
de décodage, celui-ci devient une fonction de variables indépendantes et la corrélation 
entre les observables est nulle. Comme nous l'avons vu précédemment, avec l'utilisation 
des codes CSO~C-WS, les relations (3.2)' Wf*$ de la deuxième itération (p=2) ne sont 
pas complètement orthogonales. Ceci empêche le processus de décodage de converger 
ven les meilleures performances d'erreur dictées par le pouvoir de correction du code. 
Une solution à ce problème consiste à pondCrer par des coefficients a:') les relations 
(P) données par (3.2), vi,, , lesquelles contiement des termes corrélées. 11 en résulte, a 
chaque itération, une amélioration de la fiabilité de la décision puisque l'importance d'une 
équation Wi,7) comportant des termes non-orthogonaw est réduite devant d'autres qui 
contiennent moins de termes nonsrthogonaux. Cependant, comme nous le verrons plus 
loin, un plus grand nombre d'itérations est nécessaire pour atteindre la convergence du 
processus itératif. En introduisant les coeficients de pondération, a;') j = 0, 1, ..., J, dans 
l'algorithme décrit par (3. 1)' le LRV LI" obtenu à l'itération p et à l'instant i devient : 
Avec la première structure de décodage (Structure 1) décrite précédemment' sans 
l'ajout de ces coefficients, le nombre d'erreurs comgées est généralement plus élevé a la 
première itération alors que les itérations suivantes apportent peu de corrections 
supplémentaires. Par exemple, avec un code CSO*C-ws de taux de codage r ,  = 1 /2 .  
J = 6 , les résultats de simulation donnés à la Figure 3.4 montrent qu'après la troisième 
itération, i l  n'y a pas d'amélioration significative des performances d'erreur. c'est-à-dire 
que ce processus de décodage a convergé vers sa valeur maximale. 
i 
Figure 3.4 Résultats = 1 , j=OT.--, 6. de simulation pour un code CSO~-WS, 5=6, aj 
p=l ' ..., 4 
En introduisant les coefficients a;') à l'intérieur de chaque somme réelle de (3.5) et 
toujours en consid&ant la Structure 1 pour les deux premières itérations, l'algorithme de 
décodage s'écrit maintenant : 
(3.7) 
Le problème qui se pose aloa consiste à déterminer la valeur de chaque coefficient, 
a!'), associé à chaque relation $,:) de sorte que la probabilité d'erreur à la dernière 
1 
itération M soit minimale. Pour résoudre ce problème d'optimkation, il faut tout d'abord 
comprendre le rôle que jouent les coefficients dans le processus itératif de décodage à 
seuil. Pour des codes CS&-WS, on note que la corrélation augmente rapidement après 
la deuxième itération. On pourrait alors conclure que les coefficients doivent être ajustés 
de manière a ne contrôler que le niveau de corrélation entre les variables observées à 
chaque itération. Cependant, il n'est pas suffisant de considérer la corrélation comme le 
facteur dominant dans I'amélioration de la fiabilité sur la décision finale cm, minimiser la 
corrélation ne signifie pas pour autant que les relations ont pu être maintenues 
orthogonales dans tout le processus de décodage. La fiabilité de chaque décision dépend 
aussi de la qualité du canal, c'est-à-dire du rapport signal à bruit EdN,.  Pour de très 
faibles valeurs de EdN, ,  même en supposant un code parfaitement orthogonal sur M 
itérations, les relations peuvent être fortement perturbées par le grand nombre 
d'éléments bruités qui les composent de sorte que leur fiabilité en est diminuée. 
3.4.1 Analyse en quantification ferme du processus de ddcodage itiratif 
Dans le but de fournir une explication adéquate de ce qui se produit sous les conditions 
exposées à la section précédente, il est préférable de faire appel à un modèle du processus 
de décodage en quantification ferme. En se référant à la relation (2.8) du chapitre 2 et en 
suivant le même principe du décodage itératif qui a conduit à (3.1)' les J symboles de 
(PI  syndrome sti + n=l, ..., J, de l'itération (p) orthogonaux au symbole d'information ui 
courant s'écrivent comme suit : 
où dans (3.8) la rétroaction de la décision est considéré idéale, c'est-à-dire qu'aucune 
propagation d'erreur n'est possible par le biais de la rétroaction de la décision. D'autre 
part, nous supposerons dans tout le reste de cette analyse que le code est parfaitement 
orthogonal pour les M itérations du processus de décodage. Sous cene condition, le code 
est dit multiplement orthogonal au sens strict d'ordre M. À la section 3.5, nous 
reviendrons sur cette notion de code au sens strict et au chapitre 4 le principe de 
multiplement orthogonal au sens strict d'ordre M sera nécessaire afin d'évaluer et 
d'analyser les perfomances d'erreur du décodage à seuil itératif à sortie non-quantifiée. 
(PI L'équation (3.8) s'obtient facilement en modifiant les symboles de syndrome si+ 
normalement calculés à partir du symbole d'information ûip- ') provenant de l'itération 
précédente : 
(PI  = ( P I  @iy)@;i 
" i +  a,, 'i+ a,, 
La Figure 3.5 illustre la structure de décodage a seuil itératif en quantification ferme à 
l'itération (p) correspondant à l'équation (3.8). Notons cependant que contrairement a 
l'équation (3.8)' le schéma de la Figure 3.5 inclut la rétroaction de la décision. En utilisant 
la même procédure qu'au chapitre 2, (3.8) s'écrit aussi en fonction des symboles d'erreur : 
(3. IO) 
Un symbole de syndrome égal à la valeur binaire 1 indique que le symbole d'information 
reçu courant Ûi est possiblement erroné. Pour qu'il y ait, à chaque itération, amélioration 
des performances d'erreur, il faut que le nombre de symboles de syndrome de valeur 
binaire 1 puisse diminuer à chaque itération. Puisque chaque symbole de syndrome de 
P I  d&id&à l'itération (p) dépend de la valeur des symboles de correction, ei + - =,, 
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' entraîne l'itération précédente ( p l ) ,  une erreur sur l'estimation du symbole ei + , - ., 
une propagation d'erreur aux itérations suivantes. 
- u 
??-a, * r 
Rtgisirc des syndrom~.~ 
Figure 3.5 Structure en quantification ferme du processus de décodage à seuil itératif 
Pour éviter ce problème de propagation, il faut s'assurer de n'introduire que des 
- ' = 1 ayant la plus grande fiabilité possible. Pour maintenir symboles décidés, ei + am 
- a1 
les décisions à leur plus grande fiabilité, il sufit de placer le seuil de décision a sa valeur 
la plus élevée. On monin. dans [14], que la valeur optimale du seuil de décision qui 
minimise la probabilité d'erreur est LJ/2 J . Cependant, cette valeur ne garantit pas que 
l'erreur est comgée avec la plus grande fiabilité. Avec un seuil de décision égal à J-1 ii la 
première itération, on impose que les J symboles de syndrome indiquent tous une erreur 
sur le symbole d'information courant ii pour décider que celui-ci est erroné. L'incertitude 
sur la décision est par conséquent réduite à sa valeur minimale et les valeurs des symboles 
fournies à la seconde itération sont d'une grande fiabilité. À la d'eneurî ei + a" - a, 
deuxième itération. Ir valeur du seuil peut être réduite à (5-2) de manière à maintenir une 
faible incertitude sur les décisions mais, tout en comgeant suffisamment d'erreurs pour 
permettre la convergence du processus de décodage. De la même manière. a chaque 
itération, le seuil de décision est réduit jusqu'à sa valeur optimale LJ/2 J . La règle de 
décision utilisée à chaque itération s'écrit : 
-(ri)  = 0 ,  Choisir 2:') = 1 si et seulement si s ' : : ' ~ ~  > T autrement e 
+" = ( J -  1) .  ?2) = ( J - 2 ) .  ..... flk) = LJ/2J. .... = LJ/Z J. 
De cette façon. chaque symbole de syndrome devient un indicateur d'erreur fiable 
améliorant ainsi la fiabilité de la décision finale. Ce concept se vérifie théoriquement en 
calculant la probabilité d'erreur à chaque itération du processus de décodage en 
quantification ferme et en supposant un code multiplement orthogonal d'ordre A4 au sens 
strict. La probabilité d'erreur P?) de l'itération (p) s'obtient par : 
où l'on rappelle que la probabilité de transition du canal 
fournis à I'Annexe VI. La Figure 3.6 montre, pour un code J=20 multiplement orthogonal 
d'ordre &IO au sens strict, comment à chaque itération (p) la probabilité d'erreur PY) 
évolue en fonction de EdN, lorsque le seuil de décision de chaque itération est égale à la 
valeur optimale LJ/2 J (Figure 3.6a) et lorsqu'un ensemble de seuils de décision 
décroissants est utilisé (Figure 3 Ab). 
J=2O, 10 itkntions. quantification ferme, seuils fixes J / 2  
la0 , r l l 1 
J-20, 10 ittntions. quantification ferme, seuils dtcroissanis 
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Figure 3.6 (a) Seuils fixes = L J / 2  J , k l,2, ..., 10, (b) Seuils décroissants 
La comparaison des dernières itérations de chaque système montre, pour de faibles 
valeurs de EdN,, une amélioration importante des performances d'erreur lorsqu'un 
ensemble de seuils de décision décroissants est utilisé même si le code est parfaitement 
orthogonal sur les W10 itérations de décodage. Il est évident que pour un code CSO~C- 
WS, cette amélioration est limitée par la présence d'une corrélation entre les observables. 
Les coefficients de pondération dans le processus de décodage à sortie non-quantifiée 
servent à maintenir l'orthogonalité des relations Wj,t? dans tout le processus de décodage 
et tout comme le fait l'ensemble de seuils décroissants dans le cas d'une quantification 
ferme, ils servent aussi à conserver la fiabilité des observables à leur valeur maximale tout 
en assurant la convergence du processus de décodage itératif. 
Toutefois, une solution analytique au problème de maximisation de la fiabilité des 
observables dans le processus de décodage a seuil itératif a sortie nonquantifiée semble 
impraticable puisqu'elle demanderait une étude de l'interdépendance des observables 
dans tout le processus de décodage itératif. Dans cette thèse, deux autres approches de 
solutions sont examinées. La première méthode est une technique dite expérimentale et la 
seconde fait appel à des concepts s'inspirant des réseaux de neumnes. 
3.4.2 MCthode expérimentale 
Cette méthode consiste à varier les coefficients Pi(') pour une valeur spécifique de 
EdN,  et ainsi déterminer, par simulation, les valeurs optimales ci:')* qui minimisent le 
taux d'erreur binaire, TEB. Une solution simple est d'assigner à tous les coefficients, 
a,(') , j = 0, 1, ..., Je t  p = 1,2, ..., M, une même valeur u, c'est-à-dire : 
a") = a, j = O ,  1 ,..., J e t p = l , 2 ,  ..., M i 
Par conséquent, (3.6) s'écrit de la façon suivante : 
Pour un rapport signal à bruit E d N ,  fixe, des résultats de simulation sont obtenus en 
faisant varier la valeur du coefticient de pondération a. Cette expérimentation a été menée 
pour plusieurs codes CSO~C-ws de taux de codage r, = 1R indiqués au Tableau 3.1. Par 
exemple, pour le code CSO~C-WS, J=8, r, = 1/2 spécifié par l'ensemble des valeurs 
entières (aj)={O, 43, 139, 322,422,430, 441, 459}, les Figures 3.7 et 3.8 indiquent très 
clairement qu'il existe une valeur de a* qui minimise le TEB pour une valeur spécifique 
de E d N ,  où 8 itérations sont utilisées dans les deux cas. À partir des résultats montrés aux 
Figures 3.7 et 3.8, on observe qu'une valeur de a = 0.3 est nécessaire pour atteindre un 
TEB minimal à un rapport signal à bruit EdN,  = 3 di3 mais, qu'une valeur a = 0.2 permet 
un TEB minimal pour un EdN, = 4 dB. 
Figure 3.7 Variation du coefficient o pour un code CSO*C-WS, J = 8 à EdN, = 3 dB 
1 . O e o o  
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Figure 3.8 Variation du coefficient o pour un code CSO*C-WS, J = 8 à E d N ,  = 4 dB 
Ces résultats de simulation indiquent aussi une sensibilité faible du TEB minimal en 
fonction de la variation du coefficient a sur une plage de variation de EdN,  relativement 
grande. Par conséquent, le coefficient de pondération a varie très peu en fonction du 
rapport signal à bruit E b / N o .  
Figure 3.9 Comparaison entre le processus itératif sans l'utilisation des coefficients et 
celui utilisant le coefficient optimal a* = 0.2 
Toujours pour le même code CSO'C-WS. &8, des résultats de simulation sont 
obtenus pour a* = 0.2 et a = 1.0 (sans coefficient) où, encore une fois, 8 itérations sont 
utilisées. Ces résultats de simulation sont comparés entre eux et sont reportés à la Figure 
3.9 où l'on observe que pour un TEB de lo4, le processus itératif utilisant un coeficient 
optimal a* = 0.2 procure un gain d'environ 0.75 dB comparé i un processus itératif sans 
coefficient (a =1 .O) et ce pour un rapport E d N ,  de 3.0 dB. De plus, avec un coeffcient 
optimal a* = 0.2, un plus grand nombre d'itérations est nécessaire pur atteindre la 
convergence comparativement il un processus sans ces coefficients. Cet accroissement du 
nombre d'itérations engendre aussi une augmentation de la latence totale du processus de 
décodage. Des coefficients de pondération de la plupart des codes CSO*C-ws donnés au 
Tableau 3.1 ont été obtenus en utilisant cette méthode expérimentale et les résultats de 
simulation utilisant ces coefficients de pondération sont fournis à l'Annexe III. 
3.43 Approche par réseaux de neurones 
(PI* Dans la section précédente, le problème de déterminer les coefficients optimaux a, 
pour le cas simple où tous étaient égaux a une valeur a* spécifique a été considéré. Le 
problème qui nous concerne maintenant est de déterminer un ensemble de coefticients 
optimaux où ceux-ci peuvent être différents. Il est clair qu'utiliser la technique précédente 
devient très coûteuse en temps de calcul dû au très grand nombre de valeurs possibles que 
peut prendre simultanément chacun des coefficients a;"). Ainsi, dans le but de réduire le 
temps de calcul et d'exécution du processus d'optimisation, une méthode plus etficace est 
nécessaire. Toutefois, on observe que le processus itératif de décodage a seuil décrit par 
(3.6) est similaire à un réseau de neurones. Généralement, chaque neurone appartenant a 
un réseau de neurones est décrit par la relation suivante : 
où $P) est le jième neurone de la couche p et oùA.) est une fonction non-linéaire d'une 
seule variable [40]. La relation (3.14) est une fonction non-linéaire d'une combinaison 
linéaire des variables ,Yk (' - ') alors que (3.6) est une combinaison linéaire des fonctions 
non-linéaires En examinant attentivement la relation (3.6), on constate rapidement 
J, i 
que chaque fonction v!- représente le jième neurone d'une couche )i d'un réseau Pour 
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déterminer les meilleurs coefficients de pondération, il est alors possible d' utiliser une des 
nombreuses techniques d'apprentissage disponibles dans la littérature portant sur les 
réseaux de neurones [40]. Dans cette étude, l'algorithme de rétropropagation du gradient 
est choisi pour sa simplicité même si sa vitesse de convergence est assez lente et nécessite 
un petit pas d'adaptation pour éviter l'instabilité [41]. Notons que ces coefficients de 
pondérations peuvent être optimisés avant une implantation matérielle du décodeur itératif 
si le canal de transmission est invariant dans le temps ou être ajustés dynamiquement pour 
un signal reçu en présence d'évanouissements. 
Comme nous l'avons déjà mentionne, le critère d'optimisation est le TEB minimal 
pour un rapport signal à bruit E d N ,  donné. Cependant, puisque le TEE3 désiré est 
typiquement petit, de l'ordre 1 0 ~  ou même IO-', l'ajustement des coefficients pourrait se 
faire très rarement Si l'on accepte l'hypothèse que la sortie du décodeur, 7 c j M ) ,  à la 
dernière itération M. suit approximativement une fonction de distribution gaussienne, 
réduire le TEB ou déterminer le maximum de vraisemblance est équivalent à minimiser 
l'erreur quadratique moyenne, EQM, de la sortie. Sachant que les symboles transmis sont 
dénotés par xY, I'EQM. dénoté par E ( ~ )  obtenu à la sortie du décodeur de la dernière 
itération M est : 
ou signifie une moyenne temporelle. L'algorithme de rétropropagation de l'erreur 
souvent utilisé dans les réseaux de neurones est adapté à ce problème d'optimisation sans 
contrainte. Quoique cette procédure d'optimisation ne garantit pas que Irs résultats 
(PI* obtenus représentent les vraies valeurs optimales des coefficients de pondération aj . 
elle fournit néanmoins une solution quasi-optimale. 
3.4.4 Algorithme de r4tropropaytion de l'erreur adaptb au décodage itératif a seuil 
Dans cette section, on présente l'algorithme d'optimisation utilisé pour minimiser sans 
contrainte l'erreur quadratique moyenne, EQM, à la sortie du décodeur à seuil à la 
dernière itération M. Notons que dans cette procédure d'optimisation, les termes de la 
rétroaction de la décision présents dans (3.2) ne sont pas considérés. c'est-à-dire que l'on 
suppose qu'ils n'introduisent aucune erreur dans le processus de décodage. ~vidernrnent. 
cette supposition n'est pas toujours réaliste, tout particulièrement à de faibles rapports 
signal à bruit, EdN, où les erreurs de transmission sont les plus fréquentes. 
Cette procédure d'optimisation est basée sur l'algorithme de rétropropagation de 
l'erreur souvent utilisé dans les réseaux de neurones [40]. Les détails du développement 
menant à cet algorithme sont donnés a l'Annexe V11. Pour une séquence d'information de 
longueur L, I'EQM donné par (3.15) devient : 
On définit aussi l'erreur instantanée ~1~ à l'itération !Cf et à l'instant i de 
transmission comme suit : 
En utilisant l'algorithme de rétropropagation de l'erreur. on détermine les valeurs 
optimales des coefficients de pondération arc)* telles que : 
Puisque l'algorithme de rétropropagation de l'erreur est une procédure itérative. le résultat 
desiré est obtenu après plusieurs itérations ou lorsque la convergence de I'algorithme est 
atteint. A l'Annexe VII, on montre que, ~ E ( ~ / & Z , / ! ' )  , pourj = 1, 2, .... J. s'obtiennent 
par les relations suivantes : 
aiors que pour j = O, df??.-&$') , on trouve les relations suivantes : 
(P) où les ternes Wj,y dans (3.19)' sont donnés par (3.2). Les valeurs de tii + [, I = 0. 1.2. .... 
( M  - p)aJ, p = 1,2, ..., M-1, sont les erreurs instantanées propagées à l'itération p et elle 
sont obtenues par : 
ah;+', ' ' 
où la valeur de est donnée par (3.17). Le résultat de la dérivée - est aussi 
a; 
donné à l'Annexe VII. La mise à jour des coefficients de pondération 0;" . j = 0. 1.2. .... 
J et p = 1, 2. ..., M, se fait à chaque itération de l'algorithme de rétropropagation de 
l'erreur selon la règle delta [40], [41]: 
où idp), p = 1.2, ..., M, représente l'incrément nécessaire pour la mise à jour des a;') et 
J 
s'obtient de la façon suivante : 
Dans (3.23)' O c < i est le pas d'adaptation de l'algorithme de rétropropagation de 
l'erreur. Les relations (3.22) et (3.23) sont appliquées de manière itérative jusqu'à ce que 
l'algorithme atteigne la convergence pour une séquence codée transmise auquelle s'ajoute 
une séquence de bruit. Dans cette étude, le choix du critère de convergence est le suivant : 
1 B I , '  - E : : ' ~  1 < E OU lorsque le nombre maximal d'itérations est atteint. Dans ce critère 
de convergence, E : ~ ,  représente le EQM de l'étape de décodage Mobienu à l'itération r, 
de l'algorithme de rétropropagation de l'erreur. La valeur E doit être tixée la plus petite 
possible pour s'assurer de la convergence de l'algorithme d'optimisation et a été évaluée 
expérimentalement a environ 1 0 ~ .  Toutefois, le nombre maximal d'itérations de 
l'algorithme de rétropropagation de l'erreur doit être sufEsamment grand pour assurer un 
résultat le plus fiable possible. Pour chaque cas traité dans cette thèse, ce nombre maximal 
d'itérations a été déterminé de manière expérimentale. Les meilleurs résultats obtenus ont 
montré qu'un nombre maximal de 5 itérations était suffisant Pour améliorer davantage les 
performances, l'algorithme de rétropropagation de l'erreur est répété en utilisant à chaque 
fois, les coeficients de pondération obtenus a l'étape précédente et une nouvelle séquence 
codée transmise auquelle s'ajoute le bmit du canal. Toujours de manière expérimentale, le 
nombre de répétitions de l'algorithme de rétropropagation de l'erreur a été déterminé pour 
donner les meilleurs résultats compte tenu du temps d'exécution du processus 
d'optimisation. En moyenne ce nombre de répétitions est d'environ 20. 
Puisque cet algorithme converge lentement, la valeur du pas d'adaptation, q, est 
choisie comme étant la plus petite possible mais, tout en tenant compte d'un temps de 
calcul acceptable. Ce pas d'adaptation q a été aussi déterminé expérimentalement pour 
chaque cas traite et de façon générale, sa valeur se situe dans l'ordre de grandeur de 0.1. 
D'autre part, la longueur L de la séquence d'information peut aussi influencer les résultats 
de l'optimisation. Pour réduire l'influence de L sur les résultats, il suffit de choisir L le 
plus grand possible. Pour un temps de calcul acceptable et des résultats fiables, la 
longueur L de la séquence d'information a été fixée à L = 106 bits d'information. Avec 
cette longueur de séquence, on peut espérer atteindre des TEB d'environ 1 O-' à  IO-^ avec 
suffisamment de précision. 
Figure 3.1 0 Résultats de simulation pour un code CSO~-WS. J = 8 utilisani des 
coefficients de pondération obtenus par l'algorithme de rétropropagation de l'erreur 
La Figure 3.10 montre des résultats de simulation d'un code &8, CSO'C-ws utilisant 
l'algorithme de rétropropagation de l'erreur pour déterminer les coefficients de 
pondération sous-optimauw pour un point d'opération de EdN,  = 3.0 dB. Pour ce code, la 
procédure d'optimisation a été appliquée pour chaque itération montrée à la Figure 3.10. 
Les valeurs des coenicients de pondération obtenues par cette procédure sont données 
dans le Tableau 3.2 pour 5 itérations. Les coefficients des deux dernières itérations 
peuvent être fués à la valeur 1.0 sans introduire une réduction des performances d'erreur 
puisque, par hypothèse, à ces deux dernières itérations, la double orthogonalité est 
pratiquement atteinte. 
Tableau 3.2 : Coefficients de pondération pour le CSO*-WS, J = 8 de la Figure 3.10 
3.4.5 Sensibilité des performances d'erreur aux imprécisions des coefficieats de 
pondération 
Avec la méthode expérimentale, il  a été déterminé que la sensibilité des performances 
d'erreur aux variations du coefficient de pondération a* était faible sur un grande plage de 
variation du rapport signal à bruit EdN,. II peut être aussi intéressant de vérifier cette 
sensibilité lorsque les coefficients sont ajustés en utilisant l'algorithme de 
rétropropagation de l'erreur. La Figure 3.1 1 montre un résultat de simulation pour un code 
CSO'C-WS, &6 dont les coefficients de pondération sont ajustés selon l'algorithme de 
rétropropagation de l'erreur sur quatre itérations de décodage. Sur cette même figure, sont 
superposés d'autres résultats de simulation du même code ou chaque coefficient de 
pondération en affecté par une perturbation aléatoire de distribution gaussieme de 
moyenne nulle et de variance 2 = 0.0 1. On détinit un coefficient de variation dénoté par 
CV comme étant le rapport s/u de l'écart-type s de la perturbation avec la moyenne u des 
coefficients de pondération dans tout le processus de décodage itératif. Par exemple, pour 
le code de la Figure 3.1 1, CV = slu = 0.110.35456 = 28.2 %. 
I leration No. l - 
ltcration No.2 - 
lieraiion No.3 - - \\- 
Figure 3.1 1 Sensibilité des peiformances d'erreur aux variations des coefticients de 
pondération pour un CSO*C-WS. &6, CV=28 % 
On note qu'une perturbation légère des coefficients de pondération entraîne une 
dégradation des performances plus importante pour les premières itérations. Par exemple, 
la première itération de la Figure 3.1 1 subit une dégradation des performances d'erreur 
supérieure a 0.5 dB. Cette dégradation devient moins importante pour les itérations 
ultérieures. On remarque qu'a la dernière itération, seulement une très faible dégradation 
des performances d'erreur d'environ 0.1 dB se produit. Évidemment, cette dégradation est 
plus importante lorsque la dispersion de la perturbation autour de la moyenne u augmente. 
Toujours pour le même code CSO~C-WS, &6. les Figures 3.12 et 3.13 illustrent bien ce 
qui se passe lorsque le coefficient de variation CV augmente. Les plus fortes dégradations 
des performances d'erreur surviennent avec un CV=70.5%. Cependant, même avec un CV 
de près de 40 %, une dégradation de seulement de 0.3 dB se produit. Cela démontre que ce 
système de décodage itératif est peu sensible aux imprécisions des coefficients de 
pondération. 
l tcration No. f - 
Itcntion No.2 - 
lteration No.3 - 
Itcration No.4 - 
Tt. No.1 pê* CVe39.48 % - - 
IL N0.2 CV-39.48 - - 
it. No.3 pert CV=39.48 % - - 
IL No.4 prit, CVs39.48 % - - 
Figure 3.12 Sensibilité des performances d'erreur aux variations des coefficients de 
pondération pour un CSO~C-WS, P6, CV=39.48 % 
- - ltcratior, NO.~ - 
Itcration No.2 - 
Itemlion No.3 - 
ltention No.4 - 
1 t NO. l p i r ~  CVS70.5 % - - 
[t. No.2 pi, CV=70.5 % - - 
IL No.3 peh CV=70.5 ?/o - - 
1t. N0.0 pcït CVc70.5 % - - 
Figure 3.1 3 Sensibilité des performances d'erreur aux variations des coefficients de 
pondération pour un CSO~C-WS. &6, CV=70.5 % 
3.4.6 Performance de l'algorithme de rétropropagation de l'erreur 
Une comparaison des résultats de simulation montrés à la Figure 3.10 avec ceux de la 
Figure 3.9 obtenus pour le même code mais, utilisant des coefficients de pondération 
égaux, montre que pour un TEB d'environ 104, seulement 5 itérations sont nécessaires 
lorsque l'algorithme de rétropropagation de l'erreur est appliqué alors qu'il en faut 8 pour 
(p) = a* = atteindre le même TEB lorsque ai 0.2, j=0, 1,2, ...J. p= 1.2. .... M. D'autre 
part, on remarque que pour de plus forts rapports signal à bruit et avec un décodage itératif 
où les coefficients sont tous égaux, les performances d'erreur sont meilleures d'environ 
0.2 à 0.3 dB comparativement à un decodage itératif utilisant des coefficients ajustés selon 
la méthode basée sur les réseaux de neurones. Ce comportement s'explique par le fait que 
les coeffcients de pondération obtenus par la méthode basée sur les réseaux de neurones 
son4 dans ce cas-ci, optimaux pour la seule valeur E d N ,  = 3.0 dB alors que dans l'autre 
cas, la valeur a*=0.2 est optimale pour au moins 3.0 < E b / N ,  < 4.0 dB ou 8 itérations 
sont utilisées. 
D'autres résultats de simulation utilisant des coefficients de pondération ajustés par 
l'algorithme de rétropropagation de l'erreur sont présentés a l'Annexe IV. 
Malheureusement. il fut très dificile d'obtenir des résultats pour des codes avec J 2 9 . En 
effet, le temps d'exécution et la complexité de mise en oeuvre de cene méthode 
augmentent rapidement avec J. A titre d'exemple, le Tableau 3.3 montre les temps 
d'exécution pour des codes CSO'C-WS, &6 à 8. 
Tableau 3.3 : Durée d'exécutions de l'algorithme d'optimisation 
1 J=6 1 J=7 1 J=8 
p m p  (heure) 1 8.97 1 64.6 1 236 
Une comparaison des perfomances d'erreur du processus de décodage itératif 
utilisant des coefficients de pondération ajustés selon l'algorithme de rétropropagation de 
l'erreur avec ceux obtenus avec la méthode expérimentale indique très peu de diffërence. 
Le temps d'exécution et la complexité de mise en oeuvre de la méthode utilisant la 
rétropropagation de l'erreur sont relativement très importants par rapport a la méthode 
expérimentale. Compte tenu de ces dernières observations, il apparaît très clairement que 
la méthode expérimentale demeure ta plus efficace. 
3.5 Définition au sens strict des codes convolutionaels doublement 
orthogonaux 
Les codes convolutio~els doublement orthogonaux au sens large présentés à la 
section 3.2.1 ont p u r  inconvénient d'introduire dès la deuxième itération du processus de 
décodage des répétitions indésirables d'observables. L'effet immédiat de ces répétitions 
est de limiter la convergence du processus itératif vers de faibles performances d'erreur. 
Des coefficients de pondération sont nécessaires pour diminuer les effets néfastes 
engendrés par ces répétitions. Évidemment, l'introduction de ces coefficients ne se fait pas 
sans une augmentation non négligeable de la complexité du processus de décodage. Dans 
le but de réduire ces répétitions indésirables, une structure parallèle de codage est définie 
dans laquelle chaque symbole d'information est connecte à un seul symbole de parité 
d'une séquence de parité donnée. De cette façon, les équations de parité formées au 
décodage ne font plus intervenir les mêmes observables puisque toutes permutations des 
indices sont maintenant éliminées. Sous cette nouvelle condition, le code convoiutio~el 
doublement orthogonal est alors défini au sens strict (CSO*C-SS). Le code est alors 
spécifié par une matrice de valeurs entières de dimension J x J et le taux de codage 
r, = 1 /2 devient J/U. Chaque entrée de cette matrice, a,, représente la position du 
jième symbole d'information dans le régistre à décalage du codeur connecté au dème 
symbole de parité. Ce processus d'encodage consiste à générer à la sortie du codeur les 
symboles de parité de la fa~on suivante : 
n = 1 , 2  ,..., J , i=O,  1,2 ,.... ' L  i - a,. 
La Figure 3.14 montre un exemple d'un codeur convolutionnel doublement orthogonal au 
sens strict de taux de codage r, = 3/6, &3, spécifie par la matrice [aj, ,] suivante : 
Figure 3.14 Exemple d'un codeur convolutionnel doublement orthogonal au sens strict, 
J=3, r, = 3/6 
En suivant un développement semblable a celui qui a conduit au résultat donné par 
(3.4), on obtient à la deuxième itération : 
-4, i + a,, , + 
k = l , k # j  
A partir de (3.26), la définition des codes doublement orthogonaux au sens strict 
(CSO*C-SS) est la suivante. 
Définition 3. Un code convolutionnel systématique de taux r, = J/2J = 1/2 est 
doublement orthogonal au sens strict si, les éléments de la matrice (aj,>3, satis/onr aux 
conditions suivantes : 
I )  les différences, (aj,,-akJ, sont distinctes, 
2) les différences de diférences, (a,, nqk n)-(apt J, sont distinctes et. 
3) les diffirences de différences sont distinctes des différences. 
pour toutes les combiruaisons des indices j, n, s E { 1,2, . .., J} avec s # n . k + j et 
k # L  
Grâce à la Définition 3, aucune répétition n'est possible à la deuxième itération et le 
décodage s'effectue sur un ensemble d'observables indépendants. Ainsi, comme nous le 
verrons à la section 3.6, aucune modification de l'algorithme de décodage n'est 
nécessaire. II faut aussi noter qu'avec les codes CSO*C-SS, la latence pour une itération 
de décodage est proportionnelle à la valeur maximale mox {ak, n} qui représente aussi 
I S k n S J  
la longueur maximale des registres à décalage du codeur. Puisqu'il 
décalage, la latence d'une itération est donnée par J x max { ak, } 
I S & , n S J  
y a J registres à 
. Minimiser cette 
dernière valeur est alors le critère principal utilisé dans la recherche des meilleurs codes 
cso2c-ss [2 1 1' [22]. 
3.5.1 Coastniction des codes convoluti~cinels doublement orthogoaaux au sens strict 
Cette section résume très brièvement les méthodes et les résultats présentés dans [21] 
et [22] concernant la construction des CSO*C-SS. Comme c'est aussi le cas pour les 
CSO~C-WS, la constniction des CSO*C-ss requiert deux étapes : génération des codes et 
minimisation de la longueur de contrainte. Quoiqu'il soit toujours possible d'utiliser la 
géométrie projective [38], une méthode utilisant un paramètre aléatoire s'avère encore une 
fois plus efficace [21], [22]. La méthode de minimisation de la longueur de contrainte du 
code aussi proposée dans [21] est basée sur la technique développée par W. W. Wu [24]. 
Cette méthode consiste à effectuer des opérations arithmétiques simples sur les lignes et 
les colonnes de la matrice initiale [aj,J. La procédure de minimisation est exécutée de 
manière itérative jusqu'a ce que les plus grands éléments de la matrice [aj,,] résultante 
soient aussi petits que possibles. Les codes CSO~C-ss étudiés dans cette thèse sont 
fournis aux annexes de [2 1 1. 
3.6 Décodage à seuil itératif des CSO~C-ss 
Le décodage itératif des codes CSO~C-ss se fait simplement par l'application de 
l'algorithme itératif décrit par (3.26). En utilisant cette structure parallèle du codeur et en 
respectant les conditions données par la Définition 3, un décodage itératif efficace est 
possible puisque les observables sont indépendants sur au moins, les deux premières 
itérations. Cela implique naturellement que la corrélation entre les observables devient 
très faible. Par conséquent, l'usage de coefficients de pondération devrait être inutile. 
Cette affirmation se vérifie facilement par simulation en reprenant la méthode 
expérimentale exposée précédemment pour les codes CSO'C-WS. Les résultats de 
simulation pour un code &8 CSO~C-ss présentés à la Figure 3.1 5 indiquent clairement 
que pour un rapport EJN, = 3 dB, aucune amélioration des performances d'erreur n'est 
possible pour des coefficients de pondération supérieurs a 0.3. Ce résultat se vérifie aussi 
pour de plus forts rapports signal à bruit. En d'autres mots, pour de forts rapports signal a 
bruit, les performances d'eneur que procurent les CSO~C-ss sont insensibles aux 
changements des coeffcients de pondération. Par conséquent, il n'est plus nécessaire 
(" par des d'avoir recours à une pondération des équations d'inversion de parité, , ,, i, 
coefficients. 
l.WO0, 
CSO'C-SS, J =  8 
EbMo = 3.0 dB it. 1 - it. 2 - 
it 5 
it. 6 
Figure 3.15 Variation des coefficients de pondération a pour un code b8 CSO'C-SS. 
EdN, = 3 dB 
La Figure 3.16 montre les performances d'erreur en fonction de EdN, pour le même 
code &8 CSO~C-SS. On observe que pour des rapports signai à bruit E&/, (Le. 
Eb/No 2 4.0 dB), après trois itérations, aucune amélioration des performances d'erreur 
n'est possible. D'autre part, est4 possible d'améliorer davantage les performances 
d'erreur pour de plus faibles rapports signai a bruit EdN, ? Pour répondre à cette question, 
il suffit de reprendre la méthode expérimentale mais, pour de faibles valeurs de E#,. 
T I 
2 2.5 3 3.5 4 4.5 5 5.5 
EbMo (dB) 
Figure 3.16 Résultats de simulation pour AS, CSO~C-SS. r, = 8/16 
La Figure 3.17 montre un exemple d'un résultat obtenu avec cette méthode 
expérimentale appliquée i un code &8, CSO'C-SS, r, = 8/16 pour un rapport signal à 
bruit EdN,=2.0 dB. On observe très clairement que pour un coefficient de pondération a = 
1.0 la probabilité d'erreur aprés 6 itérations n'est que de 3 x 10-* dors qu'avec un 
coefficient a* de 0.4, la probabilité d'erreur obtenue après 6 itérations est d'environ 
2 x 1 0 ~  soit une amélioration d'environ deux ordres de grandeur. 
Figure 3.17 Variation des cwflïcients de pondération a pour un code J=8 CSO'C-SS. 
E&=2dB 
La nécessité de ces coefficients de pondération à de faibles valeurs du rapport signal a 
bruit EdN, se justifie par les mêmes arguments apportés à la section 3.4.1 et par le fait 
qu'en présence de bruit de grande puissance, les performances d'erreur sont fortement 
(P) affectées par la non-orthogonalité des équations yj, ., après la deuxième itération (pz). 
À l'Annexe V d'autres résultats de simulation des codes CSO~C-ss sont fournis pour des 
valeurs de J allant de &2 à 10 et ou pour certains codes, des coefficients de pondération 
ont été obtenus par la procédure expérimentale. 
3.7 Discussion et conclusion 
Les codes convolutionnels doublement orthogonaux définis au sens strict ont une 
longueur de mémoire supérieure à celle des codes doublement orthogonaux définis au 
sens large. Pour de forts rapports signal à bruit, les CSO*C-ss ne nécessitent que trois ou 
quatre itérations de décodage avant d'atteindre la convergence alors qu'il en faut plus de 
huit pour des CSO*C-WS. Généralement, après avoir atteint la convergence, les 
performances d'erreur que procurent les codes CSO*C-ss sont meilleures que celles 
obtenues avec des codes CSO~C-WS. Le Tableau 3.4 montre, pour un rapport signai à 
bruit EdN, = 3.5 dB, une comparaison des performances d'erreur que procurent les codes 
définis au sens large et au sens strict en fonction de leur latence respective évaluée après 
convergence. Comme l'indique le Tableau 3.4 et la Figure 3.18, pour une même valeur de 
J, les codes CSO*C-ss procurent de meilleures performances d'erreur que les codes 
CSO*C-WS. Cependant, cette amélioration des performances d'erreur se fait 
généralement au prix d'une augmentation importante de la latence. 
Tableau 3.4 : Comparaison entre sens large (WS) et sens strict (SS) pour E d N ,  = 3.5 dB 
Figure 3.18 Comparaison entre! les penonnances d'erreur des codes CSO'C-ws et 
CSO*C-ss en fonction de leur latence totale après convergence, EdN,=3.5 dB 
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comparaison faite précédemment est reprise pour un rapport signal à bruit E d N ,  = 2.5 dB 
et est montrée au Tableau 3.5 où certains résultats sont reportés a la Figure 3.19. À partir 
des résultats illustrés à la Figure 3.19, il est clair que les codes CSO*C-ss offrent des 
performances d'erreur supérieures a celle obtenus avec des codes CSO'C-WS. On 
observe une différence un peu inférieure à un ordre de grandeur entre les performances 
d'erreur des codes CSO'C-ss avec fi6 et celle des codes CSO'C-ws avec H O .  Cette 
différence augmente au fur et à mesure que la valeur de J des deux types de code 
augmente. Notons que dans le cas du code CSO'C-SS. &IO. un ajustement des 
coefficients de pondération à une valeur de 0.6 a été nécessaire pour obtenir une 
probabilité d'erreur de 5 u  1 0-6 pour un EdN, = 2.5 dB. 
Tableau 3.5 : Comparaison entre sens large (WS) et sens strict (SS) pour EdiV, = 2.5 dB 
O' Lareme rotde (bits) 
I o5 
Figure 3.!9 Cornparaison entre les performances d'erreur des codes CSO'C-ws et 
CSO'C-ss en fonction de leur latence totale apds convergence. EH'No = 2.5 dB 
Selon ces demieres observations, en presence d'un canal de transmission tres bruite, 
c'est-a-dire lorsque le bruit du canal est de grande puissance, il est preferable d'utiliser un 
code CSO~C-SS. D'autre part, pour un rapport signal A bruit plus fort, un code CSO~C- 
WS procure de tres bonnes performances d'erreur compte tenue de sa faible complexite et 
latence. 
Dam ce chapitre, une methode de dkcodage iteratif sans entrelacement a ete presentee. 
Cette technique etant b&e sur les principes du decodage a seuil, des proprietes 
supplementaires d'orthogonalite du code s'averent necessaires pour s'assurer d'une 
independance des observables dans le processus de dkodage iteratif. Pour les deux 
premières itérations, imposer l'indépendance des observables nécessite que le code 
convolutio~el soit doublement orthogonal. Le codage et le décodage itératif se fait alors 
sans faire intervenir d'entrelacement. Nous avons vu que ces codes convolutionnels 
doublement orthogonaux se définissent de deux façons : au sens large et au sens strict. 
Selon la première définition, la propriété de la double orthogonalité du code est 
partiellement satisfaite de sorte que le décodage s'effectue sur un ensemble d'observables 
dépendants. Cette dépendance des observables est causée par la présence de répétitions 
inévitables et indésirables des variables et cela, dès la deuxième itération. Des coefficients 
de pondération associés à chaque équation d'inversion de la parité s'avèrent très utiles 
pour améliorer les performances d'erreur des codes CSO~C-WS. Les codes 
convolutionnels doublement orthogonaux peuvent être définis au sens strict en faisant 
appel à une structure parallèle du codeur. Avec cette définition, aucune répétition 
d'observables n'est possible à la deuxième itération. Le décodage s'effectue don sur un 
ensemble d'observables indépendants jusqu'à la deuxième itération du processus. Au-delà 
de la deuxième itération, des répétitions d'observables se produisent ce qui amène le 
système de décodage itératif a converger plus rapidement. Pour de faibles rapports signal 
à bruit, des coefficients de pondération sont aussi nécessaires pour améliorer davantage les 
performances d'erreur. De façon générale, tous les coefficients de pondération peuvent 
être ajustés à la même valeur sans engendrer, a la demière itération de décodage, une forte 
dégradation des performances d'erreur. Évidemment, il est toujours possible de 
développer des méthodes plus puissantes d'optimisation des coefficients de pondération à 
la condition de disposer d'un système de calcul de grande puissance. 
CHAPITRE 4: ANALYSE DES PERFORMANCES D'ERREUR 
DU DÉCODAGE A SEUIL ITÉRATIF SANS ENTRELACEMENT 
Dans le chapitre précédent, les codes convolutio~els doublement orthogonaux ont été 
définis au sens large et au sens strict. Le décodage d'un code convolutio~el doublement 
orthogonal se fait itérativement sans entrelacement en utilisant un décodage à seuil. 
Puisque le code est doublement orthogonal, il est clair qu'il se produit à toutes les 
itérations (p2) des répétitions d'observables. Par conséquent, la corrélation augmente 
entre les observables et les performances d'erreur s'en trouvent diminuées. Pour un code 
défini au sens large, ces répétitions sont nombreuses et affectent grandement les 
performances d'erreur. Des coefficients de pondérations sont alors nécessaires pour 
compenser les effets indésirables de ces répétitions. Pour des codes définis au sens strict, 
ces répétitions d'observables sont plus rares de sorte qu'une amélioration des 
performances d'erreur est possible par rapport aux codes CSO~C-ws mais, au prix d'une 
augmentation de Ia longueur de contrainte. Sauf à de faibles rapports E&, le décodage 
des CSO'C-ss ne nécessite pas de coefficients de pondération. 
Dans ce chapitre on propose une méthode permettant d'analyser et d'évaluer les 
performances d'erreur du processus itératif de décodage à seuil à sortie non-quantifiée 
[57]. Min de simplifier l'analyse, on introduit de nouveau, le principe de codes 
convolutionnels multiplement orthogonaux définis au sens strict (CSO"C-SS). Ce 
principe a déjà été introduit et utilisé au chapitre 3 dans le but d'analyser le comportement 
du processus itératif de décodage à seuil en quantification ferme. L'ordre (M) de la 
multiplicité des CSO''C-ss étant supérieur ou égal au nombre d'itérations du processus 
de décodage, on pose l'hypothèse que les variables aléatoires présentes dans le processus 
de décodage sont indépendantes à chaque itération. Cependant, il importe de noter qu'une 
telle extension de I'orthogonalité (d'ordre M>Z) n'est habituellement pas nécessaire pour 
obtenir de bonnes performances d'erreur. Notons aussi que jusqu'à présent aucun de ces 
codes de multiplicité d'ordre M supérieur à deux n'a été recherché. Toutefois, cette 
analyse devrait fournir un moyen de prédire adéquatement la probabilité d'erreur par bit, 
vers laquelle le processus itératif de décodage à seuil a sortie non-quantifiée converge 
lorsque des codes CSO'C-ss sont utilisés. 
Dans la première section de ce chapitre, la méthode d'analyse est exposée en ne 
considérant qu'une seule itération. Selon l'hypothèse précédente, un code CSOC s'avère 
alors suffisant. La détermination de la fonction de densité de probabilité de la variable 
aléatoire qui résulte d'une opération addmin effectuée sur d'autres variables aléatoires 
constitue la partie la plus importante de cette méthode d'analyse. Cette fonction de densité 
de probabilité est développée pour le cas général d'un opérateur addmin de J entrées où 
chacune de ces entrées suit une distribution gaussienne. Dans la seconde section de ce 
chapitre, une extension de cette méthode d'analyse a un processus itératif de décodage 
sans entrelacement est présentée en considérant des codes CS(Y"C-ss où M est supérieur 
ou égal au nombre d'itérations du processus de décodage. Les résultats obtenus 
théoriquement avec des codes CS(Y~C-ss ont comparés à ceux obtenus par simulation 
en considérant cette foisci, des codes CSO*C-SS. Finalement, des conclusions sont 
présentées à la dernière section de ce chapitre. 
4.1 Probabilité d'erreur par bit du décodage à seuil à sortie non- 
quantifiée pour des CSOC 
La probabilité d'erreur par bit du processus de décodage à seuil à sortie non-quantifiée 
s'évalue difficilement car les estimations du symbole d'information à décoder fournies par 
les équations d'inversion de parité, v, ,., ne sont pas identiquement distribuées [14]. Pour 
cette raison, les procédures habituelles permettant de manipuler des sommes de variables 
aléatoires indépendantes telles que la borne de Chemov ou le théorème limite centraie ne 
peuvent pas être, selon Massey [14], applicables. Dans [141, l'évaluation numérique de la 
probabilité d'erreur est essentiellement basée sur l'utilisation de fonctions d'énumération. 
L'approche considérée dans ce chapitre consiste à poser l'hypothèse que les 
estimations fournies par les équations d'invenion de parité, vj, i, quoiqu'elles ne soient 
pas identiquement distribuées (id) sont toutefois indépendantes et quasi-identiquement 
distribuées. Le théorème limite centrale procure donc une bonne approximation de la 
fonction de distribution de la variable aléatoire )ci. Cette approximation est tout 
particulièrement intéressante à de forts rapports signal à bruit Eb/ No . 
La probabilité d'erreur par bit du processus de décodage a seuil pour un code CSOC 
s'obtient, selon la règle de décision donnée par (2.24) comme suit : 
où l'on rappelle que x l  représente le symbole d'infomation transmis à l'instant i et OU la 
variable Li est donnée par (2.43). Puisque P { xf= -i}=P{.ry= l } =  1/2, la 
probabilité d'erreur par bit (4. i ) devient : 
où fA(hlxU= k), k= I ou -1, est la fonction de densité de probabilité de la variable 
aléatoire h conditionnelle à xU = k. Notons que l'aspect temporel est éliminé dans (4.2) 
car le processus aléatoire décrivant hi est, par hypothèse, statio~aire au sens large. Par 
symétrie, les probabilités P { k 2 O lxU= - 1 ) et P { h < O lxu= I ) sont égales et donc la 
probabilité d'erreur par bit, Pb(E), devient : 
Puisque 1 s'obtient par une somme de variables aléatoires indépendantes, sa fonction de 
densité de probabilité (FDP) conditionnelle, fA(x1X= k),  kl ou -1, se détermine en 
effectuant la convolution multiple des FDP conditio~elles de chaque variable aléatoire 
qui appartient a la somme donnée par (2.43) : 
oii 63 représente l'opération de convolution, f (v .lxU= k) est la FDP conditionnelle de 
W J  
u- vj j = 1,2. ..., J, et où f .O, lx - k) est la FDP conditionnelle de la variable aléatoire 
Y 
représentant le symbole d'information courant reçu. Pour une transmission à travers un 
canal à bruit blanc gaussien et additif, f .(yulxu= k) est une fonction de densité de 
Y 
9 
probabilité d'une variable aléatoire gaussieme de moyenne k et de variance a,, = N,/Z : 
y 
La convolution multiple qui intervient dans (4.4) peut être difficile à évaluer car, il est 
d'une part nécessaire de comaitre les FDP f (y -lxu= k) et d'autre part, la complexité de 
J 
calcul de cette convolution multiple augmente avec J. Les variables aiéatoires faisant 
partie de la somme (2.43) ne sont pas identiquement distribuées. Toutefois, elles ont des 
distributions semblables et la somme (2.43) a tendance à se distribuer selon un fonction 
gaussie~e. Comme le montre la Figure 4.1, cette assertion se vérifie facilement par 
simulation. Des rédtats de simulations ont montré que la forme gaussieme de la 
distribution est peu sensible aux valeurs de EdN,. 
Figure 4.1 Simulation de la FDP de A. d'un code J=6 CSOC. EdN,=2.0dB, .p=l .O 
Cette observation nous permet donc d'écrire l'approximation suivante, issue 
théorème limite centrale : 
7 
où X et a i  représentent la moyenne et la variance de h respectivement. La valeur 
moyenne h s'obtient par la somme des valeurs moyennes des variables aléatoires qui 
composent la somme h : 
avec k=l ou -1 .  et où 6 s'obtient en calculant l'espérance mathématique de vj 
conditionnelle à xU= k .  Le canal étant à bruit blanc additif et gaussien de moyenne nulle, 
la moyenne de y' conditionnelle a .ru= k donne nécessairement la valeur de k. Puisque le 
code est supposé orthogonal (CSOC), toutes les variables aléatoires sont indépendantes de 
7 
sorte que la variance o; s'exprime aussi comme étant la somme des variances des 
3 
variables aléatoires qui composent la somme A. La variance 5 s'écrit donc : 
. En se référant à (4.3), et en ne considérant que la 
condition xU= 1 , la probabilité d'erreur par bit, Pb(E), s'obtient approximativement par 
l'expression suivante : 
O 
a 
o l  Q(z)  = bXP{-$}d<. Dans le but d9&aluer (49) ,  (4.8) et (4.71, il est nticersaire 
f i  
de connaitre la FDP de chaque variable aléatoire vi. Cette variable aleatoire qui 
représente une estimation du symbole d'information à décoder s'obtient, comme le montre 
(2.43), en utilisant un opérateur addmin de J entrées. 
41.1 Fonction de densite de probabilité d'un opérateur addmin a deux entrées 
Dans cette section. on développe une expression de la FDP. f,(cp). de la variable 
aléatoire qui résulte d'une opération addmin sur deux variables aléatoires. La variable 
aléatoire iv  s'écrit en posant N=2 dans (2.41) de la façon suivante : 
ou chaque variable aiéatoire q suit une distribution gaussienne de moyenne ml et de 
7 
variance aï .Tout d'abord, posons F$p) = P(v 5 q )  comme étant la fonction de 
répartition de la variable y. La nature de () impose la division du problème de la 
détermination de fw(y) en deux parties : le cas où <p 2 O et celui ou <p < O. Considérons 
tout d'abord le premier cas où cp 2 O .  En se référant à 0, définissons la variable aléatoire 
binaire s = -sign(r )sign(z,) . Ainsi, sg prend la valeur +l ou -1 en fonction des 
g - 
signes de rl et de . On peut aussi définir l'ensemble d'événements 
A+ = { q~ < <P (9 2 0 ) qui s'écrit, en se référant à (), de la manière suivante : 
A' = (IqJ S V )  n ( ~ ~ 2 0 )  u ( (sZ (9p )  n 4 2 0 )  u 
( - l r l 1 5 ~ ) n  { s g l O J  V ( - I Z ~ ~ S < P ) ~ { S ~ S O }  (4.1 1) 
où dans (4.11) l'ensemble ( ~ ~ 2 0 )  = ( ( ( 2 ,  ~ 0 ) n ( r 2 > O ) ) u ( ( r ,  > O ) n ( r 2 c 0 ) ) }  
et où son complément est l'ensemble : 
(sg< O) = (((il 5 0)" (z, - 5 0 ) ) ~  ((q >-O) A (z, - 2 O)))  (3.12) 
Puisque y > O .  i l  est aussi possible d'&rire la relation suivante : 
(-lz,[ sep) n { s g I O J  u ( - 1 ~ ~ 1  < c p )  n ( s g < O )  
= ((-(z,( < c p )  u (-(z2( "p) ) " (sg  < 01 = ( s g  2 O )  (4.13) 
de sorte qu'en remplapnt (4.13) dans (4.1 1).  l'ensemble d'événements .4' se reduit à : 
Une représentation graphique de l'ensemble A' dans un plan zl+ est montrée à la Figure 
Figure 4.2 Représentation graphique dans le plan r l q  de l'ensemble A 
Considérons maintenant le deuxième cas ou cp a O .  Comme précédemment, en 
utilisant (), on définit l'ensemble des événements -4' = ( 2 <p 1 <p I O ] de la manière 
suivante : 
A' = u ( t l ( ~ - ~ ) n  {lG(z+PI 1 n bgW (4.15) 
La relation (4.15) se vérifie facilement sachant que pour <p 5 0  et s g l O .  
min ( Ir 1, 1z21 ) 2 -9 Ir, ( 5 -9 et (z21 2 -cp . La Figure 4.3 montre une représentation 
graphique des points appartenant à l'ensemble A' dans le plan ri-. 
Figure 4.3 Représentation graphique de A- dans le plan riz? 
La fonction de répartition FV(q) = P(y a 9) s'obtient en utilisant les deux relations 
(4.14) et (4.15) de la manière suivante : 
Lorsque (p 2 0 ,  on remarque, à partir de la Figure 4.2 et de la relation (4.14), que la 
probabilité P(A+)  se transforme pour devenir : 
De plus, puisque les événements (zl 5 -9) n (2, - 2 9 )  sont disjoints des événements 
( z  2 9 )  n (r,  - S -<pl et que les variables aléatoires zl et z2 sont indépendantes, (4.17) 
devient : 
P(A+)  = 1 - [ ~ ( r ,  - < P ) P ( ~  29) + p(zl 2 q)p(z2 I -<pl] (4.18) 
De la même manière, selon la représentation graphique de la Figure 4.3 et la relation 
(4.15), la probabilité P(A-) s'exprime comme suit : 
P(A- )  = P(r , 2 -<p) P(r2 r -9) + P(z 5 9 )  P(r2 S 9 )  (4.19) 
Ainsi, pour obtenir la FDP, f,(cp), la dérivée de (4.1 7) doit être déterminée. En combinant 
les équations (4.18) et (4.19) à (4.1 7) et en prenant la dérivée, on trouve : 
(4.20) 
Les dew variables aléatoires z, et zt suivent une distribution gaussieme de moyenne m l  
2 2 et rn, et de variances a, et a, - respectivement. Par conséquent les probabilités 
nécessaires à l'évaluation de (4.20) peuvent être obtenues. Pour cp 2 O ,  on calcule les deux 
relations suivantes : 
Dans le but d'évaluer (4.20), les dérivées de (4.21) et (4.22) sont obtenues et sont données 
par les relations suivantes : 
Pour le seconde partie de (4.20), c'est-à-dire. lorsque <p 10, on obtient aussi les trois 
relations suivantes : 
En remplaçant (4.21) à (4.26) dans (4.20), la fonction de densité de probabilité de la 
variable aléatoire <p qui résulte d'une opération addmin entre les deux variables aléatoires 
gaussie~es r et r2 devient, 
4.1.2 Ginérnlisation de la fonction de densité de probabilité pour un opérateur 
addmin h J entrées 
Dans cette section, une expression généraie de la FDP. f@), qui résulte d'une 
opération addrnin sur J variables aléatoires est déterminée. Selon (2.41), la variable 
aléatoire y s'écrit comme suit : 
Afin d'obtenir cette fonction de densité de probabilité, reprenons tout d'abord 
l'exemple traité à la section précédente où le nombre d'entrées de l'opérateur addmin est 
+ 
k 2 .  Nous avons déterminé, à la section 4.1.1, les probabilités P(A +) = 1 - P(A ) et 
P(k) nécessaires au calcul de la fonction de répartition F,,,(<P). Pour chacune des deux 
variables aléatoires zl et rz que constituent les entrées de l'opérateur addmin, on peut 
définir les deux probabilités suivantes comme étant des fonctions de cp: 
pi(q) = P(ri 2 9) , i= 1.2 
Les probabilités P(A+) = 1 - P(A+)  et P(A-) données par (4.1 8) et (4.19) peuvent 
s'écrire en fonction de (4.29) et (4.30), ce qui donne : 
Il est maintenant utile de définir une variable auxiliaire aléatoire binaire Hi(cp) qui 
correspond à la iième entrée zi, i=l, 2, comme suit : 
Avec cette variable aléatoire binaire, on forme une fonction d'énumération gi( W. q )  de 
forme polynômiale dont le coefficient de wh, h=O ou 1, est la probabilité que la variable 
aléatoire Hi&) soit égale à h. Cette fonction d'énumération s'écrit alors comme suit : 
gi(W, CP) = pi(tp)W+ qi(CP) (4.34) 
où W est une variable «muette» dont l'exposant indique la valeur que prend la variable 
aléatoire Hi(<p) . Puisque les variables aléatoires zi sont statistiquement indépendantes, les 
variables aléatoires Y(q) le sont aussi de sorte que l'on peut former la fonction 
d'énumération G( W, 9) qui correspond à la somme des variables H,(<p). Cette fonction 
d'énumération G( W, 9) s'obtient en effectuant le produit g ,  (W. <p)g,( - W, q )  . ce qui 
donne le polynôme de degrée 2 suivant : 
Dans cette fonction d'énumération donnée par (4.35)' le coefficient de d>, h=O, 1,2. 
représente la probabilité que la somme H l  (9 )  + H2(tp) = h . On remarque rapidement 
que l'expression donnée par (4.31) correspond au coeficient b ,(q) dans (4.35) et 
s'obtient facilement par : 
i impair 
De la même manière, la probabilité P ( A )  donnée par (4.32) s'obtient à partir de (4.3 5) en 
effectuant la somme des coefficients de la fonction G( W.  -cp) ayant un indice pair. Par 
conséquent, on obtient : 
i pair 
En utilisant ces deux dernières relations, (4.36) et (4.37), la fonction de répartition F,&cp) 
peut être déterminée par : 
La FDP, f&p), s'obtient, comme auparavent, en effectuant la dérivée de F,+,(q) dont le 
résultat est : 
où G(W,  9) signifie la dérivée de G( W, Y,) par rapport à p. On peut montrer facilement 
que (4.39) donne le même résultat que (4.27). Il est aussi possible de déduire à partir de 
(4.39), la FDP f,(cp), dans le cas où J >  2 en généralisant (4.35) comme suit : 
ou gi( W, cp) est donnée par (4.34) pour i=l,  2, ..., J. Cela provient du fait que le résultat 
d'une opération addrnin sur J variables aléatoires s'obtient aussi par une cascade de J-1 
opérations addmin effectuées sur deux variables aléatoires. Par exemple. considérons une 
opération addmin à trois entrées. Le résultat de cette opération peut être obtenu par une 
cascade de deux opérateurs addmin de deux entrées comme l'illustre la Figure 4.4. 
Figure 4.4 Opérateur addmin à trois entrées réalisé à partir d'une cascade de deux 
opérateurs addmin à deux entrées 
La sottie du premier opérateur addmin de la cascade, identifiée par y- est combinée. 
dans un deuxième opérateur addmin avec l'entree z3 pour produire la sortie désirée ~ 3 .  La 
fonction de distribution de la sortie dénotée par est donnée par (4.16) et par 
conséquent, la fonction de distribution de la sortie y3 s'obtient aussi en se référant à 
(4.16), c'est-à-dire : 
où p3 (A+)  et ( A - )  sont données par : 
-+ 
P 3 ( A  ) = P(v2 5 -9)P(r3 2 cp)  + P( yz > cp)P(r3 5 -9)- cp 2 O (4.42) 
P;(A-)  = P(lvZ 2 -'p)P(rj 2 -<p) + P(w? l 9 ) P ( z 3  ' <p), cp < O (4.43) 
En se référant à (4.16)' on trouve les probabilités P ( y ,  - <+p) = Fw,(-q) et 
P(y2 2 9 )  = 1 - F,,,(<P) avec cp 2 0 dans les deux cas. En utilisant (4.32). la fonction 
F ( - 9 )  est égale a la probabilité P ( A - )  donnée par (4.37) dans laquelle on remplace cp 
W? 
par -<p pour obtenir la relation suivante : 
De plus. selon la relation (4.16), la probabilité P( y, - 9) = 1 - F,;(cp) est égaie à 
1 - (1  - P(A+)) = P(A+) lorsque cp 2 0 .  Cette probabilité s'écrit aussi en utilisant une 
fonction d'énumération semblable à (4.36) : 
En remplaçant (4.44) et (4.45) dans (4.42) et en utilisant les dew définitions (4.29) et 
(4.30) avec le fait que selon (4.34), g3(W, cp )  = p3(cp) W + q3(cp), la probabilité P#+) 
devient : 
Dans le cas général d'un opérateur addmin à J entrées, on détermine par induction la 
probabilité P J A + )  de la manière suivante : 
Pour cp s O ,  la probabilité P J A - )  s'obtient en suivant le mème raisonnement qui a 
conduit à (4.47) de sorte que : 
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Ainsi, en se référant à (4.41) mais, pour un opérateur addmin de J entrées, la fonction de 
répartition F,,,,((P) est : 
Finalement, la fonction de densité de probabilité pour un opérateur addmin de Jentrées est 
la dérivée de F ( c p )  par rapport à <p. Si chacune des Jentrées ri7 i = 1, .... J, de l'opérateur 
W J  
3 
addmin suit une distribution gaussieme de moyenne mi et de variance a;, la FDP, fV$q) 
s'écrit de la manière suivante : 
Les Figures 4.5 et 4.6 montrent deux comparaisons entre la fréquence relative de 
obtenue par simulation et la fonction de densité de probabilité de dans les deux cas où J 
= 2 et J = 3. Ces résultats sont obtenus en supposant que chaque entrée ri de l'opérateur 
addmin a une moyenne et une variance unitaire. La grande similitude qu'il y a entre les 
résultats de simulation et ceux obtenus théoriquement permet de valider l'équation (4.50). 
Figure 4.5 Comparaisons entre les résultats de simulation et la fonction de densité de 
probabilité donnée par (4.50) pour J-2, où la moyenne et la variance des variables zi sont 
égales à 1 
Figure 4.6 Comparaisons entre les résultats de simulation et la fonction de densité de 
probabilité donnée par (4.50) pourb3,  où la moyenne et la variance des variables ri sont 
égales à l 
4.13 Evaluation de la probabilitl d'erreur du décodage i seuil pour des CSOC 
Tout comme l'indique (4.9), afin d'évaluer la probabilité d'erreur par bit que procure 
le décodage à seuil d'un code CSOC, il est nécessaire de déterminer la valeur moyenne A: 
2 
et la variance al en utilisant les deux relations (4.7) et (4.8). La moyenne X dépend des J 
valeurs moyennes y,, j= 1, ..., 4 lesquelles s'obtiennent comme suit 
La variance a i  est dom6e par la somme des variances de chaque variable aléatoire v, 
7 
j = l .  ..., J. On calcule donc les variances ail. j=l, ...., J, en évaluant l'intégrale suivante : 
Dans (4.5 1) et (4.52), la fonction f .(tplxU= 1 ) représente la fonction de densité de 
\VI 1" 
probabilité conditionnelle a xU= 1 de la variable aléatoire v, résultant du jieme opérateur 
addmin ayant un certain nombre n d'entrées. Chacune de ces n entrées est représentée par 
7 
une variable aléatoire gaussienne ri de moyenne mi et de variance o;. La fonction 
f,,,;((~ lx '= 1 ) se déduit directement de (4.50) en posant que les variables aléatoires ri 
correspondantes aux symboles d'iiifomation reçus, p. sont toutes de moyenne mi = 1 et 
2 de variance oi = N , 2 .  D'autre part, pour un code CSOC de J connexions. les variables 
aléatoires ri qui correspondent aw symboles de parité requs, y, ont une moyenne 
J +  1 
nti = (-1) et une variance of =W. Finalement, en se référant à l'équation de 
décodage donnée par (2.43), d'autres entrées du jième opérateur addmin peuvent provenir 
de la rétroaction de la décision. Il peut devenir difficile d'évaluer directement la moyenne 
et la variance des variables aléatoires Zi correspondantes aux termes de la rétroaction de la 
7 
décision car, elles doivent être égales aux valeurs X et 5 respectivement. Pour les codes 
convolutio~els orthogonaux ayant un nombre de connexions J élevé. l'approche utilisée 
dans [42] qui consiste à considérer le décodeur avec rétroaction de la décision comme une 
machine séquentielle stochastique ne peut être appliquée, le nombre possible d'états du 
décodeur Ctant très grand. Pour résoudre ce problème. deux autres approches sont 
considérées. 
La première approche consiste à utiliser une procédure de décodage modifiée dans 
laquelle les termes de la rétroaction de la décision hi + , (a, - ak) < O sont 
remplacés par les symboles d'information reçus a, -a, où (a - ak) c O .  Cette 
J 
procédure de décodage connue sous le nom de décodage défini [JJ] se décrit par 
l'équation de décodage suivante : 
Même si le décodage a seuil d é f i  procure de moins bonnes performances d'erreur 
que le décodage a seuil avec rétroaction de la décision [42] [U], son analyse des 
performances d'erreur conduit à l'obtention d'une borne supérieure sur la probabilité 
d'erreur du décodage à seuil avec rétroaction de la décision. En considérant une procédure 
de décodage défini, les variables aléatoires ri qui correspondent aux symboles 
U d'information yi + - , , où (a - ak) < O ,  ont une moyenne mi = 1 et une variance 
J 
La seconde approche consiste à utiliser une procédure itérative de calcul pour 
7 
déterminer les valeurs et 5 lorsqu'un décodage à seuil avec rétroaction de la décision 
est considéré. Cette procédure de calcul débute à la première étape en posant les valeurs 
40) - 2 3 2 initiales h =)cd,/ et oA,,,,=o0 où Xde/ et ub sont obtenues selon la première L, J*f 
approche alors qu'un décodage à seuil défini était utilisé. Par la suite. la moyenne et la 
variance des entrées des opérateurs addmin correspondantes aux termes provenant de Ir 
2 
rétroaction de la décision, Ai + a, - a, (aj - a& c O ,  prennent les valeurs xdef et qI, 
4) et respectivement. A chaque étape k=1,2. ..., de la procédure de calcul, les valeurs de h 
3 
ai,,, sont mises à jour en utilisant (4.51), (4.52) et finalement (4.9). Cette procédure de 
s E OU E doit être ajusté à calcul est appliquée jusqu'a ce que la différence 
une valeur faible pour que le calcul soit fait avec une précision satisfaisante. 
II importe de noter que les intégrales que comportent les deux équations (4.51) et 
(4.52) sont évaluées numériquement. Les deux Figures 1.7 et 4.8 montrent des 
comparaisons entre des résultats de simulation et les résultats obtenus selon les deux 
approches considérées dans cette section. La Figure 4.7. illustre cette comparaison pour un 
$k) p- 1)  - - 
q k )  q k  - 1 )  
code CSOC, M. Comme mentionné auparavant, I'uti!isation de la première approche qui 
fait appel à un décodage défini procure une borne supérieure qui a tendance à se reserrer 
lorsque E&, décroit. La grande similitude entre les résultats de simulation et ceux 
obtenus par le calcul utilisant la deuxième approche oii le vrai décodeur à seuil avec 
rétroaction de la décision est consideré, confirme la validitk de cette méthode. Comme le 
montre la Figure 4.8 où un CSOC, h l 0  est utilisé, à de faibles rapports signal à bruit, 
E&, la probabilité d'erreur calculée selon la deuxiéme approche devient supérieure à 
celle calculée selon la première approche. Ce dernier résultat est en contradiction avec 
l'hypothèse qui stipule que le décodage à seuil défini procure des performances d'erreur 
pires que celle du décodage à seuil avec rétroaction de la décision. Cela signifie que pour 
de grandes valeurs de J, a de faibles rapports signal à bruit, E& et sous l'effet de la 
rétroaction de la décision, la procédure de calcul itérative utilisée ici ne semble pas valide. 
Cependant, la cause exacte de la divergence de cette procédure de calcul demeure une 
question ouverte qui pourra être traitde lors de travaux hiturs. 
3 5 4 
Eb iv,, (dB) 
Figure 4.7 Comparaisons entre les résultats de simulation et les deux méthodes de calcul 
pour un code CSOC, J=6 

convolutio~els doublement orthogonaux définis au sens strict, CSO~C-SS. La méthode 
d'analyse proposée ici, repose sur le principe suivant. I l  s'agit principalement d'appliquer 
de manière récursive, la méthode développée plutôt à la section 4.1. Nous utilisons alors 
comme hypothèse, qu'à l'itération courante, p, toutes les entrées identifiées par 
(' - ) dans (3.1) et qui proviennent de l'itération précédente (p- 1 ) sont distribuées ' i+a , -a ,  
-(P- 1 )  7 selon une fonction gaussienne de moyenne h et de variance ai,,- ,, . L'équation 
(4.9) initialement prévue pour une seule itération devient alors pour l'itération (p) : 
pl et a:,, sont évaluées en utilisant (4.7) et (4.8). L'analyse présentée ici, est 
uniquement basée sur la deuxième approche exposée à la section précédente. L'effet de la 
4 ci) 2 rétroaction de la décision est donc considéré dans l'évaluation de h et ch(" en 
utilisant une procédure itérative de calcul. 
42.1 Comparaison des résultats analytiques et de simulation 
Une comparaison des résultats de cette analyse obtenus pour un code CSO'~C-SS, 
J=5, avec des résultats de simulation pour un code CSO~C-SS, A5 est montrée à la Figure 
4.9 où six itérations de décodage ont été effectuées. Les résultats de simulation concordent 
bien avec ceux obtenus par l'approche analytique. En plus de valider l'analyse, ces 
résultats démontrent que la double orthogonalité du code convolutio~el est suffisante 
afin d'obtenir de bonnes performances d'erreur. En effet, comme le montre la Figure 4.9, 
pour de forts rapports signal à bruit, les dernières itérations des deux codes CSO"'C-ss et 
CSO'C-ss procurent sensiblement les mêmes performances d'erreur. 
Figure 4.9 Comparaison entre les résultats analytiques obtenus pour un CSO'"C-SS, S-5  
et les résultats de simulation pour un code CSO'C-SS. J=5 
Sur cette même figure. est aussi illustré le gain asymptotique de codage. Gr d'un code 
convolutionnel orthogonal produisant J équations de contrôle de parité. Le gain 
asymptotique de codage, G, d'un code CSOC s'obtient de la façon suivante [2] : 
G ,  = 1 Olog 10(rcdmi,,) = 1 Olog ,O(rc(J + 1 )) (4.55) 
Pour un taux de codage r, = 1/2 et J=5, on trouve G, = 4.77 dB. Les résultats montrés à la 
Figure 4.9 indiquent qu'avec un code CSO"C-ss et un grand nombre d'itérations. les 
performances d'erreur peuvent s'approcher très près de la limite du code donnée par le 
gain asymptotique de codage. Ces résultats indiquent aussi que ITorthogonalitC multiple 
permet au code de converger plus rapidement que lorsque I'orchogonalité n'est seuiement 
que d'ordre 2. 
Figure 4.10 Comparaison entre les résultats analytiques obtenus pour un CS~'C-SS, 
&IO et les résultats de simulation pour un code CSO~C-SS. J=I O 
Des résultats similaires sont obtenus pour . H O  et sont montrés à la Figure 4.10. Sur 
ceae figure, le gain asymptotique de codage G, est de nouveau tracé pour un code 
orthogonal P 10. On remarque que les comportements des codes multiplement 
orthogonaux et doublement orthogonaux observés pour une valeur de J faible se 
retrouvent aussi pour des valeurs de J plus grandes. 
4.3 Conclusion 
Une méthode permettant d'analyser les performances d'erreur du processus itératif de 
décodage à seuil a été présentée. L'utilisation des codes C S ~ ' C - s s  permet de simplifier 
l'analyse. Grâce à I'orthogonalité d'ordre M définie au sens strict. les observables utilisés 
dans le processus de décodage itératif sont indépendants à chaque itération. Cette analyse 
repose essentiellement sur l'hypothèse simplificatrice que la valeur approximative du 
MAP déterminée a la sortie de chaque étape de décodage se distribue selon une 
gaussieme. Cette hypothèse a été vérifiée expérimentalement à l'aide de simulations. La 
fonction de densité de probabilité d'une variable aléatoire qui résulte d'une opération 
addmin effectuée sur un ensemble de variables aléatoires est nécessaire à l'analyse des 
performances d'erreur du décodage à seuil. Cette fonction a donc été développée en 
faisant appel à des fonctions d'énumération. 
Compte tenu des résultats présentes dans ce chapitre, on a pu montrer que pour de 
fortes valeurs du rapport signal a bruit, I'orthogonalité d'ordre deux défini au sens strict 
suffit pour atteindre la limite du code donnée par le gain asymptotique de codage. 
CHAPITRE 5: CODES CONVOLUTIONNELS DOUBLEMENT 
ORTHOGONAUX RÉCURSIFS (R-CSO~C) 
La technique de codage et de décodage développée jusqu'à présent dans cette thèse 
utilise des codes non-récursifs et systématiques doublement orthogonaux car. ils sont 
appropriés au décodage a seuil et ils peuvent Stre decodés par une procédure itérative. Au 
chapitre précédent. il a été démontré qu'une difinition au sens strict de I'orthogonalité 
d'ordre deux suffit pour qu'un code atteigne sa limite de performance d'erreur dictie par 
le gain asymptotique de codage. Pour un code CSO'C-ss produisant J kquations de 
contrôle de parité. Ir processus de décodage ne permet pas d'amdiorer. à chaque i~tkation. 
la fiabilité de chaque symbole de paritt reçu. Par conséquent. Irs meiIlcures performances 
d'erreur qu'un tel code puisse atteindre sont limitées par la valeur du gain asymptotique de 
codage domie par 1 Ologlo(rcrl,,) où ri,,=(J+ 1 ). La faible complexité jumeler aux 
bonnes performances d'erreur que procure une telle technique de correction d'erreurs 
constitue une motivation a approfondir davantage les variantes de cette méthode de 
codage et de décodage correcteur d'erreurs. 
Des codes en blocs doublement orthogonaux définis au sens strict (en anglais. Block 
self-doubly orthogonal codes in strict sense. BSO'C-SS), ayant un taux de codage JI 
(K+J), K= 1.2, ... J. peuvent être aussi obtenus en utilisant la même approche décrite dans 
[21] et [22]. Comme il est mentionné dans [381 et [21], ces codes BSO'C-ss sont 
équivalents aux codes à faible densité de parité (en anglais. Iow-density pari.-check 
codes LDPC), [20]. Le caractère quasi-cyclique des codes BSO'C-ss permet la 
construction de codes CSO'C-ss de taux de codage r, = J/(J+K). Le processus itératif de 
décodage proposé par Gallager [?O] permettant de décoder les codes LDPC peut donc etre 
utilisé pour le décodage des codes CSO'C-SS. Une analyse du processus itératif de 
décodage de Gallager montre que la tiabilité de chaque symbole de parité reçu peut être 
améliorée à chaque itération du processus de décodage, si le code CSO'C-ss est récurçi f. 
Par conséquent. i l  devrait en découler que l'utilisation d'un code CSO'C-ss récursif. 
devrait conduire à une amtiliontion des performances d'erreur comparées à celles 
obtenues avec un code CSO~C-ss non-récursif. Cependant. comment appliquer un 
décodage itératif basé sur la probabilité a posteriori (PAP) à un code systimatique récursif 
et ainsi obtenir une arnilioraiion des performances d'erreur ? Le présent chapitre répond à 
cette question en faisant appel à la notion de code dual et aux techniques de  codage et 
décodage introduites par Gallager [20]. 
Un bref rappel concernant les codes en blocs à faible densité de parité (Low Density 
Parity Check). LDPC est tout d'abord présenté a la section 5.1. Dans cette même section. 
un parallèle est aussi fait entre les codes LDPC et les codes doublement orthogonaux A la 
section 5.2. la technique de codage utilisant des codes convolutio~els orthogonaux 
récursifs, R-CSOC. est exposée. Un algorithme de décodage pour ces codes est par la suite 
développé. Les définitions de codes convolutio~els doublement orthogonaux récursifs au 
sens large R-CSO'C-ws et au sens strict, R-CSO'C-ss sont alors obtenues. Finalement, 
basées sur des résultats de simulation des conclusions sont présentdes a la section 5.3. 
5.1 Équivalence entre les codes à faible densité de parité et les codes 
doublement orthogonaux 
5.1.1 Codes en blocs a faible densité de parité 
Un code bloc à faible densité de parité (Low Density Parity Check. LDPC) dénoté par 
(n, j, k)  est spécifié par une matrice de contrôle de parité de longueur n correspondant 
aussi à la longueur du code. Dans cette matrice. il n'y a que j éléments de valeur 1 par 
colonne et k > j éléments de valeur i par ligne. Le code bloc obtenu avec cette structure a 
un taux de codage (n - nj/  k) / n = I - j /  k . c'est-à-dire que la dimension du bloc de 
symboles d'information prtisent à l'entrée du codeur est n(l -j/k) alors que la dimension du 
bloc de symboles codés est n. Cette matrice de contrôle de parité x subdivise en j sous- 
matrices de rnémes dimensions n/k x n .  Chaque colonne d'une sous-matrice ne doit 
contenir qu'un seul Clément de valeur 1. Un exemple d'une telle matrice pour un code (20. 
3,4) est donné au tableau ci-dessous [20]. 
Les deux mithodes de decodage présentées dans [20] utilisent essentiellement des 
procédures itératives de décodage. La première methode de dicodage constitue un 
décodage symbole par symbole en quantification ferme. Ce decodage qui est semblable à 
celui expliqué à la section 1.1.3 consiste ii former. pour chaque symbole code reçu. toutes 
les équations de contrôle de parité. La valeur binaire d'un symbole code reçu est modifiée 
si plus d'un certain nombre fixe de ces gquations de contrôle de parite ne sont pas 
satisfaites. En utilisant ces valeurs modifiées des symboles codés. toutes les équations de 
contrôle de parité sont recalculées. Cette procédure itérative est répétée jusqu'à ce que 
toutes les équations de contrôle de parité soient satisfaites. 
La deuxième approche de décodage proposée par Gallagrr [20] consiste en une 
procédure itérative de décodage à sortie pondérée. Elle est aussi obtenue par I'extension 
de la méthode de décodage en quantitication ferme. Cene procédure est donc semblable à 
celle décrite au chapitre 3 avec la seule différence que les équations de contrôle de parité 
qui contiennent Ir symbole codé courant à décoder ne sont pas inclues. Quoique cette 
procédure de décodage soit appliquée à des codes en blocs. elle est aussi fortement 
similaire à celle décrite à la section 3.3.2 où la condition particulière f + k dans (3.4) était 
imposée. Rappelons que cette condition sert à exclure l'équation de contrôle de parité qui 
introduit des répétitions de certains symboles de parité et d'information. 
Comme nous l'avons vu aux chapitres 2 et 3. une telle procddure itérative nécessite 
que les équations de contrôle de parité excluant le symbole à décoder soient 
indépendantes. La matrice de contrôle de parité du code (10.3.4) de l'exemple précédent, 
comporte les propriktés nécessaires pour l'application d'une telle procédure de dicodage 
sur au moins deux itcntions. Un ensemble Je symboles codés jumelé à un ensemble 
d'équations de contrôle de parite peut donc servir au décodage d'un autre symbole codé 
qui n'est pas directement relie à ces ensembles de symboles codés ct d'kquations de 
contrôle de parite (201. C'est aussi ce que fait en partie le décodage itératif des codes 
convolutionneis doublement orthogonaux. 
II importe aussi de noter que l'algorithme proposé par Gallager dans [20] pour le 
décodage des codes LDPC s'apparente à un autre algorithme appelé ~tbcfiejpropagutiom, 
BP [.)SI, [46], [48]. [49], [50]. L'algorithme ((belief propagation)) a Çté introduit pour la 
première fois par Mackay et Neal dans [45] comme algorithme de décodage. Cette 
approche a été aussi exploitée par F. Kschischang et al. dans 1.191 alors qu'ils appliquent 
l'algorithme BP au decodage Turbo conventiomel et au décodage des codes LDPC. 
Cependant l'étude de l'algorithme «belief propugatiom et son application au décodage 
Turbo et au décodage des codes LDPC dépassent le cadre de cette thèse. De plus. les 
développements des algorithmes présentés dans ce chapitre sont obtenus de manière 
indépendante au développement de l'algorithme ((belief propagation». Cependant, le 
lecteur trouvera à l'Annexe VI11 un résumé de l'algorithme de Pearl ou BP ainsi qu'une 
brève description de l'algorithme de Gallager. 
Plusieurs résultats expérimentaux dont ceux de MacKay [501 ont montré que les 
performances d'erreur des codes LDPC s'approchent de la limite prédite par Shannon [ I  1. 
Par exemple. avec un code LDPC de longueur n = 106 et de taux de codage K. les 
résultats de simulation prtisentis dans [j 11 indiquent qu'une probabilité d'erreur par bit de 
1 oa est possible avec un rapport signal à bruit se situant à 0.13 dB de la capacité. 
5.1.2 Codes en blocs doublement orthogonaux 
Des codes en blocs doublement orthogonaux peuvent Gtre aussi obtenus par extension 
des codes convolutionnels doublement orthogonaux en effectuant une opération modulo 
un entier f sur l'indice temporel i dans les kquations qui décrivent le codage et le décodage 
des codes convolutionnels doublement orthogonaux (381. De cette façon. il a kté demontré 
dans [38] et [2 1 1 que ces codes en blocs doublement orthogonaux, lorsque définis au sens 
strict présentent aussi les mêmes caractéristiques d'indépendance que celles des codes 
LDPC. La procédure de génération des codes convolutionnels doublement orthogonaux au 
sens strict a donc pu servir à la génération de nouveaux codes en blocs à faible densité de 
parité de parité ou LDPC. Les méthodes de recherche de ces codes et les résultats obtenus 
sont présentés dans [Z 11, [321. Leur tau.. de codage est de la forme KI(K+J), où K 4. ..., 3 
et oii J représente. comme auparavant. le nombre d'équations de contrôle de parité 
orthogonales au symbole ii décoder. De plus, leur propriété cyclique permet aussi de les 
considérer comme des codes convolutionnels doublement orthogonaux au sens strict de 
taux de codage KI(K+J). Comme nous le venons a la section suivante. les principes de 
codage et décodage LDPC etablis par Gallager ainsi que l'extension aux codes 
doublement orthogonaux au sens strict de taux de codage KI(K+J) seront tris utiles pour 
définir des codes convolutionnels doublement orthogonaux récursifs au sens strict. 
5.2 Définition et décodage des codes R-CSO'C 
La définition des codes convolutionnels doublement orthogonaux récursifs. R-CSO'C. 
fait intervenir la notion de code dual [2 1. Pour chaque code linéaire C généré par une 
matrice de génératrice G. i l  rxis~e une matrice H telle que Ir produit G d = O .  Cette 
relation provient du fait que chaque ligne de la matrice G est orthogonale à chaque ligne 
de la matrice H. Cette matrice H que l'on appelle matrice de contrôle de parité a été 
particulièrement utile au chapitre 2 ou la technique de décodage à seuil a &tC présentée. 
Les combinaisons linéaires des lignes de la matrice H forment un autre code dénoté 
que l'on appelle code dual du code C généré par une matrice G. Ainsi. pour tous mots de 
codes v E C et w E CI. on â que v - wT = O .  La matrice de contrôle de parité H d-un 
code linéaire C devient alors une matrice génératrice du code dual CL. 
Pour un code convolutio~el de taux de codage blv. la matrice génératrice G peut 
s'écrire de manière compacte en utilisant une matrice de connexions G(D) dont lëlément 
à la position (k. 0. k = 1, 2 .... b et I =1. 2 .... rv est un polynôme gkl(D). Un codeur 
convolutionnel non-systématique peut toujours etre transformé sous une forme 
systématique par de simples opérations sur les lignes de ia matrice d'origine. Même si les 
deux codeurs sont diffërents. ils génireni le mPme code. La réalisation d'un codeur 
convolutionnel systimatique obtenue à partir d'un codeur convolutionnel non- 
systématique impose des connexions de retour sur !CS registres à décalage du codeur 
systématique. Dans ce cas. le codeur convolutionnel est dit systématique et récursif. Par 
exemple. supposons un code convolutionnel non-systématique de taux de codage 
r ,  = 1 /2 généré par une matrice G(D) donner par : 
Ce codeur peut être converti en un codrur convolutionnel systématique et récursif de la 
manière suivante : 
La matrice de contrôle de parité H(D)  correspondante a G*(D)  est telle que 
T 
G*(D) - H (D) = O .  Cette matrice H(D) peut alors s'écrire comme suit : 
Cette matrice H(D) génère aussi le code dual du code C généré par G*(D) . Si le code 
généré ptir G*( D) est récursif. le code dual CL généré par H(D) peut étre non-récursi f. 
Cette remarque devient particulièrement intéressante pour obtenir un décodage PAP des 
codes récursifs et systématiques. En effet, l'algorithme de décodage PAP impose comme 
restriction, que le code soit systématique et non-récursif. Le code dual géniré par 
H(D) étant non-récursif, un algorithme de décodage permettant de décoder un code 
convolutionnel orthogonal récursif peut alors être facilement dçduit à panir de 
l'algorithme de décodage à seuil ou PAP. Dans les sections qui suivent. cette notion de 
code dud servira à difinir des codes convolutio~els récursifs doublement orthogonaux 
au sens large. R-CSO'C-ws et par la suite ceil. au sens strict. R-CSO'C-SS. La définition 
de ces codes doit être telle qu'un décodage itératif PAP soit applicable. c'est-à-dire que 
ces codes doivent aussi obéir a certaines propriétés d'orthogonalité. Nous utiliserons donc 
la même procédure qui a mené a la définition. au chapitre 2. des codes convolutionnels 
orthogonauu et au chapitre 3. des codes convolutionneis doublement orthogonaux. 
5.2.1 Codes convolutionnels orthogonaux (d'ordre 1) récursifs (R-CSOC) 
La matrice de connexions G(D) d'un codeur convolutionnel orthogonal récursif de 
taux de codage rc=1/2 est de la même forme que (5.2). Par conséquent. la matrice de 
contrôle de parité sans rétroaction H(D) correspondante est donnée par (5.3). Tout 
d'abord, dénotons par J(? le nombre de coeffcients non-nuls de g l ( D )  et par J(? le 
nombre de coefficients non-nuls du polynôme g,(D). - Le générateur gl(D) est alors décrit 
par les J(') exposants pi de D qui correspondent aux coefticients non-nuls de gz(D). c'est- 
Cette définition de g7(D) est iquivalente à la définition de l'ensemble des J valeurs 
entières a, qui spécifient un codeur CSOC. De la même manière, le générateur g l ( D )  
représentant la partie récursive du codeur est décrit par les J(') exposants E, de D qui 
correspondent aux coefficients non-nuls de gl (D)  : 
Avec ces deux définitions, (5.4) et (5 .5) .  un code R-CSOC est compléternent spccifté par 
les deux ensembles des positions de connexions (Pi) et (E,). Sans perte de généralité. on 
pose que P I=~I=O. De plus, pour s'assurer de conserver la causalité du codeur (43 1, il faut 
que E ~ , ,  > Pj3. La séquence U(D), de symboles d'information s'écrit sous forme 
polynomiaie comme suit: 
ou ui représente le symbole d'information à l'instant i. Le produit U(D)G(D) forme la 
sortie du codeur C(D) = [U(D) P(D)] où P(D) représente la séquence de symboles de 
parité qui exprimée sous forme polynomiale donne : 
où pi représente le symbole de parité a l'instant i. En suivant cette procédure de codage. le 
symbole de parité. pi. s'écrit comme suit : 
Considérons tout d'abord le cas où la sortie du codew, C(D). est transmise sur un canal 
binaire symétrique. Le vecteur R ( D )  = [Ü(D) &~)l formé des séquences reçues de 
3 
symboles d'information Ù(D) = No + f i  D + Ù, D' + . . . et de parité 
7 
P ( D )  = j ,  + j D + j ,  - D- f . . . est présent à l'entrée du décodeur. LWéICrnent 
Iï i,. = ui @ ei représente le symbole d'information reçu à l'instant i et I'dÇment 
pi = pi@ 4 représente le symbole de parité requ à l'instruit i. Les symboles eY et 4 
sont les symboles d'erreur correspondants aux symboles d'information rii et de parité pi 
respectivement. A la première étape de décodage. la séquence de symboles de syndrome 
S(D) est calculée en effectuant le produit suivant : 
= U(D)g, (D)  - + P(D)gl  (D) (mod 2) 
Le symbole de syndrome à I'instmt i s'écrit alors comme suit : 
A l'instant (i + p l ) .  1 = 1.2, ..., J('), le symbole de syndrome donnée p evient : 
j = r  k - I  
j t l  
Pour que le symbole de syndrome si + pl formé à la première itération du processus de 
décodage n'utilise que des symboles codés reçus indépendants, les deux conditions 
d'orthogonalité (d'ordre 1 ) suivantes doivent être satisfaites : 
1. Les différences ( pl - 4) . I + j. sont distinctes : 
2. Les différences ( pl - ek ) sont distinctes. 
On déduit alors de (5.1 1)  un ensemble de j2) symboles de syndrome orthogonaux au 
symbole dÏnfomation reçu N i .  De la même manière. à l'instant ( i  + q), 1 = 1.2. ..., J('), 
le symbole de syndrome formé à la première itération devient : 
Deux conditions supplémentaires sont nécessaires pour que (5.12) soit une équation de 
vm*ables indépendantes. Ces deux conditions sont : 
3. Les différences ( E! - ck } . 1 * k , sont distinctes ; 
4. Les différences { - 5 1 sont distinctes. 
La condition 4 est identique a celle de 2 puisqu'ici. toutes les différences positives et 
négatives sont considérées. Les J( I )  symboles de syndrome obtenus par (5.12) forment un 
autre ensemble de symboles de syndromes orthogonaux au symbole de parité reçu F i .  En 
dénotant par { E,) \E , l'ensemble { cj ) excluant l'élément E , il est clair que les 
conditions 1 à 3 reviennent aussi à respecter les conditions d'orthogondité d'ordre 1 sur 
l'ensemble ( P i }  v { E, \E , .  Cette dernière remarque suggère que l'on peut générer des 
R-CSOC de taux de codage r, = 1/2 i partir de codes CSOC non-récursifs de taux de 
codage r, = 1Q. 11 suil3 alors de partitiorner en dew groupes distincts. { Pl ) et ( E, } \a  . 
l'ensemble initial { a . )  qui spécifie un code CSOC. On remarque aussi que la structure 
J 
d'un code R-CSOC nicessite deux générateurs. Les codes CSOC de taux de codage 
r ,  = 2/3 nécessitent aussi deux générateurs qui sont spécifiés par des ensembles 
disjoints { Pi) et { E~ . Si ces deux ensembles ( Pi J et { E, J décrivant un code CSOC. r, 
= 2 3  respectent les trois premières conditions données plus haut. alors ces deux 
générateurs peuvent être utilisés pour former les deux générateurs d'un code R-CSOC de 
taux de codage r, = 112. Notons que se ne sont pas tous les codes CSOC, r ,  = 2 1 3  qui 
satisfont les trois conditions sur { pi) et ( E ~ }  . En effet, il sufit simplement que les deux 
ensembles de diffërences { P l  - Pi ] et ( sl - ck J soient disjoints pour qu'un code 
convolutionnel r ,  = 2/3 soit orthogonal. 
Tout comme il a été fait a la section 2.2.2, il  est possible de modifier les équations 
(5.1 O), (5.1 1 ) et (5.12) pour obtenir des équations d'inversion. Deux ensembles 
d'équations d'inversion peuvent être définis. Le premier ensemble, B,, f = 1, 2, ..., i u l  
J('), d'équations d'inversion est orthogonal au symbole d'information ui tandis que le 
symbole de parité pi. Ces deux ensembles d'équations s'obtiennent de la manière 
suivante: 
La procédure utilisée à la section 2.2.2 qui a mené a la définition de l'algorithme de 
décodage à probabilité aposieriori (PAP) peut étre appliquée aux deux équations (5.13) et 
(5.14). L'algorithme de décodage doit déterminer la valeur du bit d'information à décoder 
ui en lui assignant la valeur binaire < E ( O, 1 } de sorte que la probabilité conditionnelle: 
soit maximale. D'autre part. la valeur d'un symbole de parité pi peut être aussi déterminée 
i partir de l'ensemble des iquationr { $, ;} onhogonales i p. La maximisation de la 
probabilité conditio~rlle suivante permet de déterminer la valeur du symbole de parité pi: 
La procédure décrite jusqu'ici permet donc une correction des symboles de parité. 
Cette procédure s'apparente aussi à l'algorithme de décodage proposé par Gallager pour 
les codes LDPC. La maximisation de (5.15) et (5.16) mène à l'algorithme de décodage 
d'un code R-CSOC. Cet algorithme est principalement décrit par les deux équations 
suivantes : 
( 1 )  h, (i) = yi "+ C/ 2yY-Pi-P, 
( 1 )  ( 1 )  Les deux quantités hi ( i d )  et Li @) représentent les approximations du logarithme du 
rapport de vraisemblance (LRV) des symboles d'information et de parité ui et pi 
respectivement, obtenues à l'itération 1. II importe de signaler que les deux équations 
(5.1 7) et (5.18) ne font pas intervenir une rétroaction de la décision comme c'est le cas 
pour le décodage à seuil décrit aux chapitres précidents. Les dew équations (5.17) et 
(5.18) prennent donc la forme d'un décodage défini [441 et sont aussi du même type que 
celles qui décrivent le décodage probabiliste des codes LDPC (201. 
5.2.2 Codes convolutionncls doublement orthogonaux (ordre 2) récursifs au sens 
large 
Pour obtenir une définition des codes convolutio~els doublement orthogonaux 
récursifs au sens large. R-CSO'C-WS. il suffit d'appliquer la même procédure utilisée à la 
section 3.2 qui a conduit à la définition des CSO'C-WS. Ainsi. l'application récursive des 
deux équations (5.17) et (5.18) donne, à l'itération p. le résultat suivant : 
Les conditions de la double orthogonalitti s'obtiennent en posant p=2 dans (5.19) et 
(5.20), ce qui donne : 
% Y +  (Pm - P.,, - (P, - p l )  O 
J'" II 
2':' E.,) - p, - E,) ; + ( P w  - q- (&' - E,) Ili 
(' 1 A partir de (5.2 1) et (5.22). on déduit les conditions pour que h i  (i) et e'(i) soient 
des Cquations de variables indépendantes. Ces conditions de double orthogonalité des 
codes convo lutionnels recursi fs sont les suivantes : 
1. (p, - P,) , n t m. sont distincts (orthogonalité d'ordre 1 ) : 
2. ( p, - P,) - ( P j  - P I ) .  n # rn et j t 1 . 1 * n sont distincts (orthogonalité d'ordre 
2) ; 
3. ( P m  - P,) - ( E ~  - P I ) .  n # m et j + 1 . i # n sont distincts (orthogonalitk d'ordre 2 
4. ( P m  - E ~ )  distincts (orthogonalité d'ordre I entre { Pm } et { E, } ) : 
5. (p, - c g )  - ( P j  - c i )  sont distincts (orthogonalité d'ordre 2 entre ( B, ) et ( cq J ) : 
6.  (p, - EJ - (ck  - c i )  sont distincts (orthogonalité d'ordre 2 entre { Pm ] et { J ) : 
7. (E, - gq) . q # m. sont distincts (orthogonalité d'ordre 1) : 
8. ( E ~  - E ~ )  - ( E ~  - c i )  . q + m et k t 1 sont distincts (orthogonalité d'ordre 2). 
La condition 2 implique nécessairement la condition 1 et de la mème manière la 
condition 8 implique la condition 7. Les conditions 3.5 et 6 représentent les conditions de 
double orthogonalité entre les ensembles { Pm } et { E ) alors que la condition 4 conduit a 
Q 
une condition d'orthogonalité d'ordre 1 (simplement orthogonal) entre les deux ensembles 
{ P m  1 et {E& . Tout comme pour les codes CSO'C-WS, pour toutes les conditions de 
double orthogonalité (conditions 2, 3. 5 et 8), le problème de permutation et donc de 
répétitions indésirables de certains symboles codés se pose à la deuxième itération de 
décodage. Certaines répétitions peuvent être évitées alors que d'autres ne le peuvent pas. 
Les deux conditions. i + n et q + 1 introduites dans les équations (5.2 1) et (5.22) 
permettent d'éliminer les répétitions évitables de certains symboles. Cependant. d'autres 
répétitions de symboles demeurent car. elles sont produites par des permutations 
inévitables d'indices. Par exemple. en se réfirani à (5.22), avec k * I et g * 1 .  le symbole 
de parité ~ + ( E - - E ~ ) - ( E , - E , )  se répète au moins (JI)- 2) fois. L'ajout des deux 
conditions f # n et q + i permettent, comme l'indique la procédure de Gallager [XI], de 
réduire la corrélation entre les observables puisqu'à une itération donnée, les équations qui 
contie~ent le symbole à décoder sont aussi exclues. Les conditions énumérées ci-dessus 
représentent don les conditions nécessaires pour qu'un code convolutionnel récursif et 
systématique de taux de codage rc=1/2 soit doublement orthogonal au sens large. Elles 
sont aussi équivalentes aux conditions de double orthogonalité d'un code J=(J(')IJ( "-1 ), 
CSO*C-WS, r,=IR, spécifié par l'ensemble ( a,} = { Pm ) u ( s q )  \s, . L'algorithme de 
décodage des codes R-CSO~C-ws se décrit dors de la façon suivante : 
E TA P E I linitialisationi 
Ifémtion 1: Pour chaque instant i. h = 1.2. ... J(') et v = 1.2. ... J( ')  évaluer 
[lérution p. p=2. 3. .... :LI : Pour chaque instant i. h = 1. 2. ... J(" et v = 1. 2.  ... J( 
évaluer 
J 2) 
ÉTA PE 3 fDJcision finde) 
a) Pour chaque instant i et a l'itération p, p=M évaluer 
b) Décision : si )crn(i) > O alors f i i  = 1 . sinon Li = 0. 
L'algorithme dkcrit par les relations (5.23) à (5.27) est similaire à celui présenté dans 
[461 et 1471 ou l'on présente une mithode de décodage itératif de faible complexité des 
codes LDPC. Les différences entre ces deux algorithmes résident surtout dans le fait que 
les codes LDPC sont des codes en blocs alors que les codes considérés dans ce tnvail sont 
convolutionnels. 
A partir d'un code CSO'C-ws ayant un taux de codage r, =a3 obtenu par une 
recherche à l'ordinateur. un code R-CSO~C-WS. J=4. rc=1/2 satisfaisant les huit 
conditions pour qu'un code convolutio~el systématique et récuni f soit doublement 
orthogonal a été déterminé. La méthode utilisée pour la génération des codes est 
essentiellement basée sur une géometrie projective. Puisqu'aucune méthode 
d'optimisation n'a été appliquée ici. le code obtenu n'est pas nécessairement de longueur 
minimale. Ce code spécifié par les deux ensembles {Pi} = {O. 958.959.973) et {E,}={O. 
200, 11 13. 1659) a été simulé en utilisant I'algorithme décrit par les relations (5.23) a 
(5.27) et les résultats de simulation sont montrés à la Figure 5.1. 
1 - - - A  
S 5 iterations. décodage d&(ini: 
Figure 5.1 Résultats de simulation d'un code R-CSO~C-WS. J=4. r,= 1/2 obtenu avec un 
décodage défuii PAP itératif 
Comme nous l'avons mentionné aux chapitres 2 et 4. le décodage défini procure 
généralement de moins bonnes performances d'erreur que le décodage a seuil ou PAP 
avec rétroaction de la décision. L'introduction d'une rétroaction de la décision à chaque 
étape de décodage se fait facilement en apportant une simple modification de l'algorithme 
décrit par les équations (5.23) à (5.27). Cette modification consiste à remplacer, dans les 
équations (5.23) à (5.27), tous les termes dont leur indice temporel est ( i+f) avec f < 0, 
par le terme de la rétroaction de la décision correspondant. En utilisant le même code R- 
CSO'C-WS, J 4 ,  rc=lR que précédemment, des résultats de simulation ont été obtenus 
avec un décodage avec rétroaction de la décision à chaque itération. Ces résultats qui sont 
présentés à la Figure 5.2 montrent en effet une amélioration substantielle des 
performances d'erreur par rapport celles obtenues avec un décodage défini a chaque 
itération. Par exemple, pour un rapport signal à bruit de 5 dB, on observe une amélioration 
des performances d'erreur d'environ deux ordres de grandeur. 
Figure 5.2 Résultats de simulation d'un code R-CSO'C-WS. H. rc=l/2 obtenu avec une 
procédure itérative de décodage PAP avec rétroaction de la décision 
D'autre part. une amélioration d'environ 1.3 dB pour une probabilité d'erreur par bit 
P~(E)=Io" est possible en introduisant une rétroaction de la décision à chaque étape de 
décodage. Ces deux résultats de simulation montrent aussi qu'environ 5 à 6 itérations sont 
nécessaires pour atteindre la convergence du processus. 
5.2.3 Codes convolutionnels doublement orthogonaux (d'ordre 2) récursifs au sens 
strict 
Les principes Çtablis à la sections 5.2.2 et qui ont conduit a la définition au sens large 
des codes convolutionnels doublement orthogonaux récursifs peuvent être étendus afin 
d'obtenir une définition au sens strict des codes convolutiomels doublement orthogonaux 
récursifs, R-CSO'C-SS. Les codes en bloc doublement orthogonaux définis au sens strict 
et de taux de codage r,  = K / ( K  + J)  présentés à la section 5.1.2 peuvent être aussi 
considérés comme des codes convolutiomels doublement orthogonaux au sens strict de 
taux de codage KI(K+J). Les matrices de connexions qui les représentent peuvent étre à 
leur tour considérées comme la transposé des matrices de contrôie de parité de codes 
récursifs. Si un code est récursif alon sa matrice de contrôle de parité doit Otre sans 
rétroaction pour qu'un décodage PAP soit applicable. Dans ce cas. la matrice de contrôle 
de parité sans rétroaction génère aussi le code dual non-récursif correspondant au code 
d'origine récursif. De plus, il est possible de construire des codes R-CSO'C-ss ayant un 
taux de codage rC=J/2J=112 à partir de codes CSO'C-ss de taux de codage équivalent a 
rc=(2J)/(3J)=2/3. Par conséquent, les matrices de contrôle de parité transposées, H'. des 
codes R-CSO'C-ss doivent avoir comme dimension 2 5  x J .  Les matrices de connexions 
qui spécifient les codes CSO'C-ss de taux de codage JI(K+J) présentées dans [21] 
respectent aussi les conditions pour qu'un code convolutio~el systématique et récursif 
spécifié par une matrice H' soit doublement orthogonal. 
5.2.4 Définition des codes R-CSO~C-ss 
La matrice de contrôle de parité transposée. H ~ .  qui spécifie le code. R-CSO'C-ss 
ayant J équations de contrôle de paritd a comme dimension 2 J x  J. Pour faciliter la 
représentation du code. la matrice transposie H% divisée rn deux sous-matrices. B et E 
de même dimension J x J .  La matrice ~'s 'écrit alon comme suit : 
L'élément pjPi de la première matrice. B. représente la position. dans le registre à décalage 
qui contient ces symboles d'information. du symbole d'information connecté au 
Kirne symbole de parité. Ces éléments PjSt de la première matrice. B représentent donc les 
connexions de la partie dite «directe» du codeur récunif. De la même manière. l'élément 
Ej,k de la deuxième matrice. E représente la position. dans le registre à décalage contenant 
les symboles de parité. du jiPmr symbole de parité connecté au K'~' symbole de parité. Les 
éléments ~,.k de la deuxième matrice. E représentent alors les connexions de la partie dite 
«récursive» du codeur. Notons que puisau'une valeur E,,~=O signifie la position d'un 
symbole de parité pris à l'instant i, cette valeur signifie aussi que ce symbole de parité 
n'est pas connecté à d'autres symboles de parité. Chaque symbole de parité obtenu au 
codage s'écrit alors de la manière suivante : 
La Figure 5.3 illustre un exemple d'un codeur R-CSO'C-SS. J=2. obtenu par les matrices 
B et E suivantes : 
Figure 5.3 Exemple d'un codeur R-CSO'C-SS, &2. r$/2 
Évidemment. cette configuration n'est pas minimale puisquoil serait toujours possible 
de combiner les registres a décalage utilisés pour les symboles de parité avec les registres 
à décalage utilisés pour les symboles d'information. Le symbole de syndrome associé au 
nième symbole de parité peut être déduit directement de l'équation (5.29). A la première 
étape de décodage, on obtient pour le symbole de syndrome s,,(i) à l'instant i,  l'équation 
suivante : 
Deux ensembles de symboles de syndrome peuvent encore être définis à partir de (5.30). 
Dans le premier ensemble. les symboles dc syndrome sont orthogonaux au symbole 
d'information iiL et sont obtenus par : 
D'autre part, dans le deuxième ensemble, les symboles de syndrome qui sont orthogonaux 
au symbole de parité PL ,- s'obtiennent comme suit : 
Notons que (5.33) qui décrit le symbole de syndrome à l'instant i est identique à (5.30). 11 
y a donc au plus (J+l) symboles de syndrome orthogonaux à PL i ,  et J symboles de 
syndrome orthogonaux à CL i. Un algorithme de décodage PAP pour les R-CSO~C-ss 
s'obtient facilement en suivant la même procédure qui a mené à l'algorithme de décodage 
pour les R-CSO~C-WS. A la première itération, I'algdthme de décodage PAP se décrit 
par les deux équations suivantes : 
Une définition au sens strict des codes doublement onhogonaw récursifs qui utilise 
une structure parallèle pour le codage, s'obtient en effectuant une application récursive 
des deux équations (5 -34) et (5.3 5). L'ensemble des conditions nécessaires pour qu'un 
code convolutionnel récursif soit doublement orthogonal au sens strict inclut toutes les 
conditions nécessaires pour obtenir un code CSO'C-ss non-récursif de taux de codage 
J / ( K  + J) . Cependant. quelques conditions s'ajoutent aux conditions nécessaires qui ont 
mené à la définition d'un code CSO~C-ss non-récursif de taux de codage J/(K+J). Ces 
conditions supplémentaires qui sont au nombre de deux, sont les suivantes : 
i . Pour tous les i t j, sr, ., # E,, ,, , Er* n, #O,r- l ,2  ,*.., J 
2. Pour tous les i + j, s r , *  + E,,, ., & r , ,  n #O,i=1.2 ,..., J 
Ces deux conditions signifient que tous les éléments E ,  + O qui composent une 
ligne, r, de la matrice E doivent être distincts et tous les éléments E ,  + O qui composent 
une colonne, n, doivent être aussi dinstincts. En utilisant la même procédure qui a mené à 
l'algorithme de décodage des codes R-CSO~C-WS? on obtient, pour les codes R-CSO~C- 
SS, I'aigorithrne de décodage suivant : 
ÉTA P E I /initioli.wtion) 
Itération 1:  Pour chaque instant i, h = 1.2, ... Jet p = 1.2. ... J, 1 = 1.2, .... J. évaluer 
n =  1 
n r h  
1 X,  i- p.., C o ) ? ~ , . i - r ; , ,  
1 X * i  +El . . -  P.." O 
pour p=o : 
Itérarion p, pZ.3 .  ..., M-1 : Pour chaque instant i. h = 1.2, ... Jet p=l. 2. ... J. 1 = I .  2, 
..., J, évaluer 
pour p=O : 
a) Pour chaque instant i et à l'itération p. p=M évaluer : 
k = l  
k é l  
6) Décision : si )c!T(i) 2 O alors ", = l , sinon ûl, = O .  
L'algorithme décrit par (5.36) à (5.42) est aussi similaire à celui utilisé par Gallager 
pour décoder les codes LDPC et est par conséquent semblable 2 celui décrit dans [46]. 
~videmment, comme on le remarque, cet algorithme est aussi basé sur un décodage défini 
utilisant la probabilité a posteriori. 
Dans le but de valider ce principe de codage récursif et cet algorithme de décodage, un 
code R-CSO~C-SS, S-5,rc=1/2 a été déterminé à partir d'une matrice, H'. de contrôle de 
parité de dimension Z J x  J = 10 x 5 .  Cette matrice. H'. obtenue par Baechler et 
présentée dans [21] est la suivante : 
Notons que cette matrice représente aussi un code CSO'C-SS. J=5. de taux de codage 
r ,  = 10/ 15 = 1/3 . En utilisant ce code spécifie par la matrice HT donnée par (5.43) et 
l'algorithme de décodage décrit par les équations (5.36) à (5.42). des résultats de 
simulation ont été obtenus. Une pondération des équations J i )  par des coefficients 
( c i )  (P )  
a ,  et des équations i y ,  ,, .(i) par des coefficients 0:; a tté considérée dans ces 
simulations. Ces coefficients ont été déterminés selon la même méthode qu'utilisée 
précédemment pour des codes CSO~C-ws et CSQ~C-SS. Les meilleures performances 
(Io d'erreur sont obtenues en fixant tous les coefficients a, "=0.6 alors que tous les 
9 9 
coefficients a:: demeurent à la valeur 1.0. Les résultats de simulation montrés à la 
-6 
Figure 5.4 indiquent qu'après 16 itérations. une probabilité d'erreur d'environ 3 x 10 
est possible avec un rapport signal à bruit Eb/N, = 2.5 dB. 
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Figure 5.4 Résultats de simulation pour le code R-CSO'C-SS. J=S. r,= 112 
Cependant, pour des rapports signal a bruit Eb/No inférieurs à 2.0 dB, le processus de 
décodage itératif converge difficilement. Par exemple, pour une valeur de E b / N o  = 2.0 
dB, même après 50 itérations, la probabilité d'erreur se stabilise autour de 9 x 10-l. 
Toutefois, de meilleures performances d'erreur sont obtenues en apportant des 
modifications aux codes R-CSO~C-SS. II s'agit de réduire le nombre de connexions dans 
la partie récursive du codeur laquelle est spécifiée par la matrice E. Il en résulte de cette 
réduction, une diminution du nombre de symboles d'erreur qui interviennent dans les 
calculs des symboles de syndrome effectués à chaque itération. Par conséquent. même si 
le pouvoir de correction du code semble réduit, à de faibles rapports signal à bruit. EdN,, 
les symboles de syndrome qui correspondent à un symbole de parité donné sont moins 
affectés par les erreurs du canal de sortes qu'ils demeurent de bons indicateurs d'erreur 
pour ce symbole de parité. Même à de faibles rapports signal à bruit, la convergence du 
processus de décodage vers de meilleures performances d'erreur devrait alors être 
possible. Évidemment. l'élimination complète de la rétroaction du codeur (i.e. E = 0). 
revient à définir un code CSO'C-SS. Quoique la validité de ces affirmations devrait Ctre 
vérifiée théoriquement. les résultats de simulation qui suivent indiquent que ces 
modifications apportées à la matrice E permettent effectivement des améliorations 
substantielles des performances d'erreur. 
Pour le code R-CSO'C-SS. J=j, spécifié par la matrice H' de l'équation (5.43)' 
plusieurs configurations de la matrice E ont été vérifiées par simulation. À chaque essai. 
une connexion par symbole de parité est retirée en conservant au moins une connexion par 
symbole de parité. Par exemple, pour ce code R-CSO'C-SS. J=S. les meilleures 
performances d'erreur ont été obtenues en modifiant la sous-matrice E de la façon 
suivante : 
Dans cette configuration de la sous-matrice E, une seule connexion est conservée par 
symbole de parité. D'autres configurations qui n'ont pas été explorées peuvent aussi 
donner de bonnes performances d'erreur. La matrice de contrôle de parité transposée. H: 
pour ce code devient alors: 
Les résultats de simulation présentés à la Figure 5.5 montrent les performances 
d'erreur pour le code R-CSO~C-SS. J=5. spécifié par la matrice de contrôle de parité 
transposée donnée par (5.45). L'utilisation de coefficients de pondération a été aussi 
considérée dans ces simulations. Les meilleures performances d'erreur sont encore une 
(P) (PI fois obtenues lorsque tous les coefficients a ,  1, =0.6 et que tous les coefficients ap [ * v 
demeurent à la valeur 1 .O. Ces résultais de simulation indiquent que pour un rapport signal 
à bruit, Eb/No  d'environ 1.25 dB, une probabilité d'erreur par bit de  IO-^ peut être 
atteinte après 39 itérations. On observe aussi que l'ajout d'itérations supplémentaires 
permet d'améliorer davantage les perfomances d'erreur. En effet, pour une probabilité 
d'erreur par bit de 1 0 - ~ ,  un gain supplémentaire de codage d'environ 0.05 dB peut être 
obtenu entre la 39'"' et la 5oiême itération. II est clair que d'autres configurations de la 
sous-matrice E sont possibles, lesquelles procurent des performances d'erreur similaires à 
celles montrées à la Figure 5.5. 
Figure 5.5 Résultats de simulation pour un R-CSO~C-SS. h5, r,= 112. 
matrice de retour modifiée 
Bien que ces résultats de simdation ne fournissent pas de moyens permettant 
d'expliquer théoriquement ces améliorations de performances d'erreur, ils démontrent la 
validité du principe de la réduction du nombre de connexions dans la partie récursive du 
codeur. 
Quoique les performances d'erreur que procure cette technique de codage et de 
décodage itératif soient intéressantes, elles sont obtenues au prix d'un grand nombre 
d'itérations et donc d'une augmentation assez importante de la latence. Par exemple, ce 
processus de décodage itératif appliqué à ce code rccursif R-CSO~C-SS, &5, introduit à 
l'itération 39, une latence considérable de 39 x 1 135 x 5 = 22 1325 bits. D'autre part. 
une comparaison de ces résultats de simulation avec ceux d'un code CSO'C-SS, J 4 0 .  
révèle que pour une probabilité d'erreur par bit de 10'~. ce code R-CSO'C-SS, J=5 
procure un gain supplémentaire de codage d'environ 1.75 dB par rappori a un code 
CSO~C-SS, h l 0  de longueur 12426 bits. Notons qu'avec ce code CSO*C-SS, H O ,  
quatre itérations sont nécessaires ;ifin d'atteindre une probabilité d'erreur par bit de 1 O'! 
Par conséquent, une latence de 4 x 12426 x 10 = 497040 bits est introduite par le 
décodage d'un code CSO~C-SS, J=10 de longueur 12426 bits. Quoique cette latence est 
environ deux fois plus grande que celle introduite par le décodage du code récursif, ces 
deux valeurs de latence sont dans un même ordre de grandeur. 
L'efXet de la présence d'une rétroaction de la décision a chaque étape de décodage a 
été aussi vérifié par simulation. Les résultats de simulation montrés a la Figure 5.6 
illustrent l'effet obtenu lorsquhne rétroaction de la décision est introduite à chaque étape 
de décodage pour le code R-CSO'C-SS, &5 spécifié par la matrice de contrôle de parité 
transposée donnée par (5.45). On constate une dégradation des performances d'erreur par 
rapport a l'utilisation d'un décodage défini. La convergence est atteinte plus rapidement 
avec un décodeur avec rétroaction de la décision qu'avec un décodage défini. I l  ne suffit 
que de 15 itérations pour que le processus itératif de décodage atteigne la convergence. 
Figure 5.6 Résultat de simulation montrant l'effet d'une rétroaction de la décision à 
chaque étape de décodage du processus itératif de décodage d'un code J=5, R-CSO'C-SS. 
r, = 1/2 
Cette dégradation des performances s'explique possiblement par l'introduction de 
corrélation entre les observables à chaque itération. Elle peut être aussi une conséquence 
d'une faible propagation d'erreurs introduite par la présence de la rétroaction de la 
décision à chaque itération. Une propagation d'erreurs se produit lorsque le nombre 
d'erreurs introduites par le canal de transmission est supérieur au nombre d'erreurs 
comgeables par un seul décodeur avec rétroaction de la décision [44]. 
Pour que le processus de décodage itératif puisse converger. il faut nécessairement que 
le nombre d'erreurs introduites dans chaque symbole de syndrome puisse diminuer d'une 
itération à l'autre. Sans aucun doute. une propagation d'erreurs à la première itération 
provoquera une propagation d'erreurs aux itérations suivantes. Avec un décodage défini et 
donc sans rétroaction de la décision. la possibilité d'une propagation d'erreurs est réduite 
de sorte que le processus de décodage itératif a une plus grande facilité à converger et ce, 
même a de très faibles rapports signal à bruit. 
5.3 Conclusion 
Dans ce chapitre on a présenté une autre technique de codage utilisant des codes 
convolutionnels doublement orthogonaux récursifs. Ceux-ci sont encore définis au sens 
large et au sens strict. L'aspect qui ressort le plus avec I'utilisation de ces codes récursifs 
et cette méthode de décodage itératif est certainement le fait que, non seulement la 
fiabilité des symboles d'information peut être améliorée a chaque itération mais aussi, 
qu'il en résulte à chaque itération. une amélioration de Ir fiabilité des symboles de parité. 
Selon les résultats de simulation présentés ici, les codes R-CSO~C procurent de très 
performances d'erreur et ce, tout particulièrement avec des codes R-CSO~C-SS. 
Cependant, on a pu constater qu'un nombre important d'itérations est nécessaire pour 
atteindre ces performances d'erreur. De plus, il semble que les performances d'erreur 
dépendent largement du nombre de connexions dans la partie récursive du codeur. 
Notamment, on constate qu'une réduction du nombre de connexions de la partie récursive 
du codeur procure une amélioration substantielle des performances d'erreur. Cette 
remarque pourrait donc servir de ligne directrice pour la recherche des meilleurs codes R- 
CSO'C-SS. La comparaison entre un décodage utilisant une rétroaction de la décision a 
chaque itération et un décodage défini révèle que ce dernier fournit de meilleures 
performances d'erreur et cela, même a de très faibles rapports signal à bruit. 
Le problème de l'implantation de ces codes dans des systèmes de communication 
n'entre pas dans le cadre de ce travail. Cependant. il est intéressant de noter que la chute 
rapide de la probabilité d'erreur obtenue avec ces codes R-CSO'C-ss peut poser un 
problème de stabilité pour les circuits de contrôle automatique de gain et de verrouillage 
de phase utilisés dans la plupart des récepteurs numériques. En effet, une variation du 
rapport signal a bruit aussi faible que 0.1 dB provoque une dégradation des performances 
d'erreur d'environ deux ordres de grandeur lorsqu'un code J=5, R-CSO'C-SS, r, = 112 est 
utilisé. 
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CHAPITRE 6: ANALYSE DE LA COMPLEXITÉ ET DE LA 
LATENCE DU DÉCODAGE ITÉRATIF SANS 
ENTRELACEMENT 
La faible complexité du processus de décodage itératif des codes CSO'C devrait 
améliorer l'efficacité des systèmes de communication à haute vitesse. En particulier, on 
peut cibler des applications où une contrainte de délai est imposée. Par exemple, dans un 
système de transmission de la parole, le délai de transmission limite la dimension des 
blocs d'information transmis à environ 200 bits [52], [53). De plus, la complexité dépend 
essentiellement de la quantité de mémoire requise pour l'implantation matérielle des 
algorithmes de décodage itératif. Dans cette optique, les techniques de codage et de 
décodage qui ont été développées dans cette thèse doivent être comparées à d'autres 
techniques de correction d'erreurs. Les comparaisons sont faites en fonction de la 
complexité, de la latence et des performances d'erreur. 
Les calculs de complexité sont réalisés en considérant le nombre d'opérations à 
effectuer pour décoder un bit d'information. Quant à la latence, elle est évaluée en 
fonction du nombre de bits que le processus doit attendre avant de délivrer la décision 
finale sur un symbole d'information donnée. Le temps de traitement requis pour chaque 
bit ne sera donc pas considéré car, ce temps dépend d'une réalisation matérielle 
particulière du processus de décodage. On y compare les processus de décodage à seuil 
des différents types de codes C S ~ C  (sens large, sens strict et récursif au sens strict) avec 
d'autres techniques conventionnelles de décodage itératif «Turbo». Une de ces techniques 
de décodage itératif «Turbo», qui utilise entre autres un décodage à seuil des codes 
convolutio~els orthogonaux, CSOC, mais, cette fois-ci avec entrelacement [12] sera tout 
particulièrement considérée. Dans ce dernier cas, le code est obtenu par une concaténation 
parallèle de deux codeurs convolutio~els CSOC. 
A la section 6.1, la complexité définie en nombre d'opérations élémentaires est 
déterminée pour le décodage des trois types de codes CSO'C-WS, CSO'C-ss et R- 
CSO~C-SS. Par la suite, à la section 6.2, on y compare tout d'abord les complexités et 
latence des techniques de décodage itératif à seuil de quelques codes CSO'C-ws et 
CSO~C-ss avec la complexité et la latence du décodage itératif à seuil d'un code obtenu 
par concaténation parallèle de deux codeurs CSOC. Par la suite, les résultats des calculs de 
complexité et de latence du décodage des codes CSO*C-ws et CSO~C-ss ont comparés 
à la complexité et a la latence du décodage Turbo d'un code obtenu par une concaténation 
parallèle de deux codeurs convolutio~els ystématiques et récursifs (CPCCSR). Dans ces 
comparaisons, les codes CPCCSR utilisent un entrelacement de petite taille. Finalement, 
une comparaison est aussi obtenue entre la technique de décodage itératif d'un code R- 
CSO~C-ss et celle d'un code CPCCSR ayant une grande taille d'entrelacement. 
6.1 Calculs de la complexité et de la latence du décodage itératif des 
C S ~ C  sans entrelacement 
Les calculs de complexité de chaque algorithme de décodage développé dans cette 
thèse sont obtenus en fonction du nombre d'opérations nécessaires par bit décodé que ces 
algorithmes de décodage doivent effectuer à chaque itération. Le calcul de la latence 
engendrée par ces processus de décodage itératif, a déjà été traité à la section 3.7 et à la 
section 5.2.4. Rappelons que la latence du processus de décodage telle que définie dans ce 
travail s'exprime en nombre de bits. Dans ce qui suit, on décrit la complexité et la latence 
de l'algorithme de décodage itératif pour les trois types de codes suivants: CSO~C-WS, 
CSO~C-ss et R-CSO'C-SS. 
6.1.1 Compkxité et latence du dCcodige i t h t i l  d a  C S ~ C - w s  
Comme décrit au chapitre 2 et utilisé au chapitre 3, l'algorithme de décodage à seuil 
utilisé pour les codes CSO~C-ws e a  basé sur un décodage à rétroaction de la décision. Le 
calcul de complexité est fait ici en déterminant le nombre d'opérations élémentaires que le 
décodeur doit effectuer par itération et pour chaque bit décodé. Les codes CSO~C-ws 
considérés dans ce calcul de complexité sont de taux de codage r,= 1 /2, ont une mémoire 
de longueur m = a ~  et produisent, au décodage, Jéquations de syndromes. 
6 1.1.1 Calcul du nombre d'opémtions add-min a deux entrérs par itération 
Pour un décodeur à seuil à rétroaction de la décision, Jopérations add-min de J entrées 
sont nécessaires. Chaque opération add-min de J entrées peut être décomposée en 
opérations add-min de deux entrées. Ainsi, au total, le nombre nécessaire d'opérations 
add-min de dew entrées par itération est J(J-1). Ce nombre d'opérations add-min peut 
être réduit en utilisant une architechire semblable à celle décrite dans [19] où les termes de 
la rétroaction sont combinés aux symboles de parité reçus (voir Figure 2.7). Dans ce cas, 
le nombre d'opérations add-min de deux entrées nécessaires par itération et par bit 
d'information décodé devient (J(J-1))/2+(5-1) soit une réduction gui tend vers 50 % pour 
une valeur de J élevé. Notons aussi que chaque opérateur add-min de deux entrées peut se 
décomposer en deux opérations : addition rnodulod et minimum. 
6.1.1.2 Calcul du nombre d'additions de de= valeurs réelles 
A chaque itération, le décodeur a seuil doit effectuer une somme de J + I  valeun 
réelles. Par conséquenl pour chaque somme de (J+l) valeurs réelles. J additions de deux 
valeurs réelles sont requises. 
6.1.1.3 CaIcuI du nombre de mulriplkatio~~~ de valeurs réelles 
Pour une pondération des équations y q ~  et du symbole d'information courant, le 
nombre de multiplications de valeurs réelles requises est (J+l) par itération. Cependant. 
comme il a été démontré au chapitre 3, les coefficients de pondération sont généralement 
tous identiques de sorte que, le nombre de multiplications requises par itération se réduit à 
une seule opération de multiplication. 
Le tableau 6.1 résume le nombre requis de chaque type d'opératior! que le décodeur à 
seuil à rétroaction de la décision doit effectuer à chaque itération et ce, pour chaque bit 
d'information décodé. 
Tableau 6.1 : Décodage à seuil à rétroaction de la décision pour des CSO'C-ws 
Type d'opération 
11 somme réelle 1 J 
Nombre d'opérations par itération et 
par bit d'information décodé 
1 Addition mod-2 : (J& 1 )D+(J-1) 
II 1 1, si coefficients de pondération 
Multiplication 
identiques 
(J+ 1), si coeffcients de pondération 
distincts 
La latence du processus de décodage itératif à seuil dépend de la longueur de la 
mémoire du codeur CSO~C-WS. Ainsi. pour chaque itération, la latence LMS qu'introduit 
le décodeur à seuil est égale à a~ La latence totale Lo,ls-ror du processus de décodage 
itératif a seuil s'obtient simplement en multipliant le nombre total d'iténtions. M. par la 
valeur a~ : LmSTOT = MaJ 
6.1.2 Cornplexit4 et latence du décodage itiratif seuil des CSO~C-ss 
Le taux de codage des codes CSO'C-ss considérés dans cette thèse étant de la forme 
J / 2 J  = 11'2. le nombre d'opérations par itération de décodage à seuil pour ces CSO'C- 
SS devient J fois plus grande que la complexité du décodage des codes CS&-ws de 
t a u  de codage rc=1/2. Cependant, puisque J bits d'information sont décodés B chaque 
itération. la complexité de l'algorithme de décodage itératif à seuil pour les codes C S O ~ C -  
SS calculé en nombre d'opérations par itération et par bit d'information décodé demeure 
identique a la complexité de l'algorithme de décodage itératif pour les codes CSO~C-WS. 
Contrairement aux codes CSO'C-WS. il a été déterminé au chapitre 3 qu'il n'est 
généralement pas nécessaire d'appliquer une pondération des équations de parité pour des 
codes CSO'C-SS. Dans de tels cas, aucune opération de multiplication n'est requise. Un 
résumé des calculs de la complexité du décodage itératif à seuil pour des codes CSO*C-ss 
de taux de codage rc=J121= 112 est donné au tableau 6.2. 
Tableau 6.2: Décodage à seuil à rétroaction de la décision pour des CSO'C-ss 





Nombre d'opérations par itération et par 
bit d'information décode 
(J(J- 1 )/2+(J- 1 ) 
(J+ I ) ,  si coefficients de pondération dis- 
tincts 
1. si coefficients de pondération identiques 
O, si aucun coefficient de 
pondération 
En ce qui concerne le calcul de la latence de chaque étape de décodage. on trouve 
aussi une latence proportionnelle a la taille de la mémoire du codeur CSO'C-SS, rc=JIW. 
Puisqu'il y a J registres à décalage, la taille maximale de la mémoire d'un codeur C S ~ C -  
SS est donnée par m = J x { a k  ,J où les valeun a k ,  sont les entiers qui spécifient 
1 l k ; n l J  
le code CSO'C-SS. Évidemment, la latence totale LD,s.ror du processus de décodage 
itératif s'obtient toujours en effectuant le produit de la taille de la mémoire du codeur avec 
le nombre total d'itérations M : LDAsrofmM. 
6.1.3 Complexité et latence du décodage i t h t i f  des R-CSO*C-ss 
Dans le but d'évaluer la complexité de I'algorithme de décodage des codes R-CSO~C- 
SS, on se réfère a w  équations (5.36) à (5.42) qui décrivent l'algorithme de décodage. 
Comme auparavant, la complexité de l'algorithme utilisé dans ce cas dépend 
essentiellement de la valeur de J. Elle est aussi fonction du nombre d'éléments non-nuls 
dans la sous-matrice E qui spécifie les connexions de la partie arrière du code R-CSO~C- 
SS. Nous avons constaté au chapitre 5 que les meilleures performances d'erreur sont 
obtenues lorsque le nombre d'éléments non-nuls constituant la matrice E est petit. En 
particulier, pour le code R-CSO*C-SS, &5 présenté à la section 5.2.4. chaque colonne de 
la matrice E comporte un seul élément non-nul. ~vidernment si tous les J~ éléments de la 
matrice E sont non-nuls, la complexité de l'algorithme pour ce code est maximale. 
Tout d'abord, définissons le nombre d'éléments cm,, non-nuls dans la colonne n de la 
sous-matrice E par J: et le nombre d'éléments E , ,  non-nuls dans la ligne m par J: . En 
utilisant ces définitions et en se basant sur les équations (5.36) à (5.42)' on détermine la 
complexité de l'algorithme de décodage pour les codes R-CSO*C-SS. Il suffit alors de 
déterminer le nombre nécessaire d'opérations aadd-min» et «addition» par itération et par 
bi t  Cependant, pour tenir compte de la condition E~,+ qui apparaît dans les équations 
(5.36) à (5.42)' des bornes supérieures sur les nombres d'opérations «add-min» et 
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«addition>) sont calculées. Les résultats de ces calculs sont montrés au tableau 6.3. 
Tableau 6.3: Complexité de l'algorithme de décodage itératif pour les codes R-CSO'C-ss 
- -- 
De plus, en considérant une pondération des équations wF!.,(i> et tv::, ,c r )  . 1 et n = 1.2. 
(ci)  (ci) ..., J, par des coefficients a, , et ap , ,, le nombre nécessaire de multiplications par 
* ?  ? v 
itération est 2J! Cependant. comme c'est le cas avec le code R-CSO~C-SS. J=5 utilisé au 
(") sont identiques alors que tous les coefficients chapitre 5. tous les coeficients a, , , 
b ?  
a') prennent la valeur 1. Par conséquent, avec ce code, le nombre de multiplications 
P, 1, n 
nombre d'additions 




J(J-  1 )  
J 
S J +  1 /, 
m = l  
J 
5 ;  z lm 
m = l  
J 
' ( J +  1 )  1 jm sJ+- 
J 
m a l  
Paramètres 
(Pb 
Q'u, 1. Ji) 
( P I  
Q'p,t.n(i)  
w::&) 
(P) i-", ,,(O 
( I J )  
A ~ .  t. p(i) 
(Pb 
Ap. 1. o ( i )  
Total (p= I à (M- 1 )) 
nombre de add-min (2 entrées) 
par itération et par bit 
J 
? - J +  14 
n = l  
J J ;  J 
s i x  J 1 4 +  J: 
I a l n = l  n - l  
J 
J - I ' ~ Z ~  1 




J J J J; 
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J 
n f l  m - l  l * l n = l  
par itérations se réduit J ~ .  Finalement, la latence engendrée par le décodage des codes R- 
CSO~C-ss dépend uniquement de la longeur de la mémoire du code qui est déterminé par 
1. Si le nombre d'itérations est M, alors la latence totale m = J w ? m x  @ k . , ~ l , m ,  
I S k , n S J  
engendrée par tout le processus de décodage itératif devient m M  bits. 
6.2 Comparaisons avec d'autres techniques de décodage itératif avec 
entrelacement 
Dans cette section, on analyse quelques comparaisons entre les codes CSO~C 
présentés dans cet ouvrage et d'autres techniques de codage et de décodage Turbo. Ces 
comparaisons devraient permettre d'identifier les domaines d'applications les plus 
appropriés pour la technique de décodage itératif i seuil des codes C S O ~ C .  Ces 
comparaisons sont effectuées en fonction de la latence, la complexité et des performances 
d'erreur que produit chaque technique de décodage. 
Les décodeurs constituants utilisés dans le processus itératif (Turbo) peuvent être 
réalisés selon différents algorithmes. Par exemple, les aigorithmes de Bah1 ou SOVA 
(Soft-in Sofbout Viterbi Algorithm) peuvent être utilisés comme décodeur élémentaire. 
D'autre part, le décodage à seuil peut être aussi considéré comme algorithme de base dans 
le décodage Turbo conventionnel [12]. Dans ce dernier cas, une concaténation parallèle de 
codeurs CSOC avec entrelacement est nécessaire. 
6.2.1 Comparaisoos entre k processus de décodage à seuil itératif sans entrelacement 
et le processus de décodage i seuil Turbo avec entrelacement 
Le tableau 6.4 montre quelques comparaisons entre le décodage de codes CSO'C-ws 
et le décodage Turbo d'un code utilisant une concaténation parallèle de deux codeurs 
CSOC [12]. Dans ces comparaisons, les deux codes CSO~C-ws utilisés ont des valeurs de 
&6 et J=7. Le lecteur trouvera les résultats de simulation de ces deux codes à l'annexe IV. 
Les deux codeurs CSOC constituant la concaténation parallèle sont de taux de codage 
rc,,=2/3, i=1,2 et ont une valeur de &4 [12]. Le taux de codage global de la concaténation 
parallèle devient alors rc=1/2. L'enirelaceur utilisé par les auteurs de [13] et 112) a une 
taille de 1000 bits et est de type aléatoire. À chaque itération. Ir bloc d'information 
courant doit être entièrement décodé par le premier décodeur de l'itération courante avant 
que le second décodeur de cette même itération puisse utiliser la version entrelacée des 
valeurs pondérées obtenues à la sortie du premier décodeur. Puisqu'un entrelaceur et un 
délaceur sont utilisés à chaque itération, la latence de chacune d'elle est au moins de 2000 
bits. 
Comme il a été mentionné par les auteurs de [13] et [12], la complexité de leur 
algorithme dépend aussi du nombre d'opérations (cadd-min» et «addition» qw requiert 
chaque itération. Les auteurs de [13] et [1 21 déterminent le nombre d'opérations add-min 
requis par chaque décodeur d'une itération. Évidemment, ce nombre dépend aussi de la 
valeur de J. Lorsqu'un code CSOC, P4, r, ,=2/3, i=l, 2 est utilisé, ce nombre est égal à 
28. Cependant, ce nombre d'opérations add-min déterminé par les auteurs de [ 1 31 et [12], 
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E d N ,  =4 dB 
J=4CSOC,rc,,=2/3,i=l,2 
Entreiacement N= f 000 
bits, itération 6, 
P~((E)=I.sx~w~, ~ = 1 / 2  
(Résultats provenant de [12]) 
J=6, CSO~C-WS, 
itération 4, Pb(E)=3x 1 04 
J-7, CSO~C-WS, 
itération 4, Pb((E) < 1 v5 
ne tient pas compte d'un décodage utilisant une rétroaction de la décision. En considérant 
un décodage avec rétroaction de la décision, ce nombre d'opérations aadd-min)) devrait 
augmenter. Puisque deux décodeurs sont nécessaires a chaque itération, le nombre 
Laience 




d'opérations add-rnin requis par itération devient 2 x 28 = 56. Finalement, les 
Additions 
















signal à bruit, une probabilité d'erreur d'environ peut être atteinte avec ces deux 
types de techniques de décodage. 
Comme on l'observe à partir des résultats montrés au tableau 6.4,Ia latence engendrée 
par le décodage itératif des codes CS&C-ws est beaucoup plus faible que celle 
engendrée par le décodage Turbo des codes CSOC utilisés en concaténation parallèle. II 
faut aussi rappeler que la procédure de codage utilisant des codes C S ~ C  étant de type 
convolutio~el, celle-ci est insensible à la taille d'un bloc d'informations puisque le 
codage et la transmission des symboles codés peuvent se faire de manière continue. 
Contrairement au codage CSO'C, le décodage Turbo de codes utilisant une concaténation 
parallèle de codeurs convolutio~els nécessite que les symboles d'information soient 
transmis par bloc dont la taille est généralement égale à celle des entrelaceurs. 
Le tableau 6.5 montre d'autres comparaisons entre le décodage Turbo de codeurs 
CSOC en concaténation parallèle et le décodage itératif de codes CSO'C-SS. Les codes 
constituant la concaténation parallèle sont les mêmes que précédemment. Seule la taille de 
I'entrelacew est augmentée à une valeur de 9990 bits [12]. Le code CSO'C-ss utilisé 
dans ces comparaisons a une valeur J=8. Les résultats de simulations pour ce code sont 
donnés à l'annexe V. Comme auparavant, les comparaisons sont faites en fixant la valeur 
de E d N ,  =4 dB. 
Tableau 6.5: Comparaisons entre un décodage Turbo CSOC avec entrelaceur et CSO*C- 
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bit et par itération nécessaire au décodage d'un code CSO~C-ss est plus petit que celui 
requis pour un code utilisant une concaténation de deux codeurs CSOC, k 4 .  Quoique les 
probabilités d'erreur obtenues avec ces dew méthodes soient semblables (environ 104), 
le code CSO'C-SS, J=8 requiert un nombre inférieur d'itérations a celui nécessaire pour la 
concaténation parallèle de deux CSOC, J 4 .  Par conséquent, sachant que la mémoire du 
code CSO~C-SS, P 8  est de 8 x 2660 = 2 1280 et que trois itérations sont nécessaires, la 
latence devient 63840 bits. D'autre part, la latence par itération engendrée par le décodage 
du code CSOC avec entrelacement est de 2 x 9990 = 19980 bits. Puisque six itérations 
sont nécessaires, la latence totale introduite par le processus de décodage itératif du code 
obtenu par la concaténation des deux codeurs CSOC, J 4  est de 1 19880 bits. Le décodage 
du code CSO~C-SS, k8 engendre donc une latence substantiellement inférieure à celle du 
décodage Turbo des codes CSOC considérés ici. 
6.2.2 Comparaisons entre le processus de décodage à seuil i t iratif  sans eatrelacement 
et le décodage Turbo conveationiiel 
Une comparaison juste et équitable des performances des codes CSO*C définis au 
sens large et au sens strict avec les performances de la technique de décodage Turbo 
conventionnel peut, dans certains cas, s'avérer difficile. Les diflicultés se posent surtout 
au niveau des diffërences qu'il y a entre les types d'opérations utilisés par ces deux 
techniques de décodage. A l'origine, l'algorithme de Bah1 (BCJR) [5] ,  141 utilisé dans le 
décodage Turbo détermine le MAP (maximum a posteriori) du bit à décoder. Cet 
algorithme MAP nécessite plusieurs calculs d'exponentielles et requiert plusieurs 
opérations de multiplications et de divisions. On peut montrer que la complexité de 
l'algorithme de Bah1 original a une complexité d'environ 3 a 4 fois celle du décodage de 
Viterbi [5] .  Bien sûr, une réduction de cette complexité fût possible en transformant 
l'algorithme MAP dans un domaine logarithmique [6]. Cette modification a pour 
conséquence de transformer les multiplications en additions et les divisions en 
soustractions. Toutefois, pour résoudre le problème du calcul de sommes de fonctions 
exponentielles, des approximations sont faites en définissant une opération E comme suit 
F I :  
L'algorithme résultant de ces simplifications permet de déterminer le logarithme du 
rapport de vraisemblance (LW) du bit d'information à décoder a un instant i donné. Cet 
algorithme appelé log-MAP est donc entièrement décrit par l'utilisation de l'opérateur E 
[6], [54]. Les résultats des calculs de la complexité de l'algorithme log-MAP ont déjà été 
obtenus par Osseiran [54]. Le tableau suivant résume ces résultats. 
Tableau 6.6: Complexité de l'algorithme log-MAP [54] 
Il 1 1 I 
On observe que la complexité de l'algorithme log-MAP dépend essentiellement de la 
1-  





Nombre d'opérations par décodeur 
6 x 2  m - 1  
4 ~ 2 ~ + l  
5 ~ 2 ~ - 2  
dépendre de la taille de I'entrelaceur car l'entrelacement requiert des opérations de lecture 
ou d'écriture en mémoire [SS]. Cependant, dans cette analyse, ces opérations de lecture et 
d'écriture ne sont pas considérées. Notons aussi que la complexité montrée au tableau 6.6 
n'est valable que pour un seul décodeur utilisant l'algorithme log-MAP. Puisque deux 
décodeurs sont utilisés a chaque itération du décodage Turbo. cette complexité doit être 
multipliée par 2 afin d'obtenir la complexité d'une seule itération. Quant à la latence 
d'une itération de décodage Turbo conventionnel, elle dépend de la taille N, des 
entrelaceurs (délaceun) et de l'algorithme de décodage. Chaque bloc transmis correspond 
a une séquence de symboles codés de longueur N. Les symboles codés appartenant à une 
séquence de longueur N sont continuellement transmis à travers le canal de transmission 
en utilisant. par exemple, une modulation BPSK. À chaque itération du décodage Turbo, 
les symboles codés reçus sont retardés d'un délai correspondant à la latence engendrée par 
les deux décodeurs et les entrelaceun (ou délaceun) avant d'être réutilisés à l'itération 
suivante. La latence introduite par chaque entrelaceur ou délaceur est alors de N bits. 
Puisque chaque décodeur d'une itération doit attendre que la séquence d'information soit 
complètement reçue avant de foumir sa première valeur de sortie, la latence totale d'une 
itération est donnée par: 
L ~ u r b o  = 4N bits/itération (6-2) 
Au tableau 6.7, on compare la complexité et la latence de quelques codes CSO*C-ws 
et CSO'C-ss avec la complexité et la latence d'un système de codage et de décodage 
Turbo. Le codeur utilisé avec le décodage Turbo est formé d'une concaténation de deux 
codeurs convolutionnels systématiques et récursifs (CPCCSR) de mémoire nd et dont 
l'entrelaceur de type aléatoire a une taille N400 bits. En utilisant une perforation du code, 
le taux de codage devient rc=1/2. Le nombre nécessaire d'opérations de chaque type est 
évalué en tenant compte du nombre requis d'itérations pour atteindre la convergence du 
processus de décodage Turbo. En utilisant le même algorithme de décodage log-MAP 
implanté par Osseiran [54], des résultats de simulation pour le code CPCCSR, m=4 et 
N'400 ont été obtenus. A l'aide de ces résultats de simulation, le nombre d'itérations 
nécessaire permettant à ce code d'atteindre la convergence a été évalué à cinq itérations. 
La latence exprimée en nombre de bits est aussi évaluée en fonction de ce nombre 
d'itérations. 
Le code convolutionnel doublement orthogonal défini au sens large utilisé ici a une 
valeur J égale à neuf et utilise sept itérations avant d'atteindre la convergence. Un code 
convolutionnel doublement orthogonal défini au sens strict avec J=8 est aussi considéré 
dans cette comparaison. Pour chacun de ces deux codes CSO~C, le nombre total de chaque 
type d'opérations et la latence totale sont aussi déterminés en fonction du nombre 
nécessaire d'itérations de décodage. La courbe de la Figure 6.1 permet de comparer ces 
trois méthodes de codage et de décodage uniquement en  ternes de leurs performances 
d'erreur. 
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Tableau 6.7: Comparaisons de la complexité et de la latence de quelques codes CSO~C 
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Figure 6.1 Comparaisons des performances d'erreur de quelques codes CSO'C 






Le jumelage des résultats présentés au tableau 6.7 avec les résultats de simulation 
illustrés i la Figure 6.1, nous permet de faire les observations suivantes. Tout d'abord, 
pour un rapport E b / N o  supérieur à 3.3 dB, les courbes de la Figure 6.1 indiquent que le 
code CSO*C-WS, &9, fournit de meilleures performances d'erreur que le code CPCCSR 
m=4, N=400. De plus, selon les valeurs inscrites au tableau 6.7. on remarque que le 
décodage du code CSO~C-WS, J-9 requiert un nombre d'opérations nettement inférieur à 
celui nécessaire pour le décodage du code CPCCSR utilisé dans ces comparaisons. On 
observe aussi qu'une latence de 6394 bits est introduite par le décodage (après sept 
itérations) du code CSO~C-WS, J=9 alon que le décodage Turbo du code CPCCSR. m=4, 
N=400 introduit une latence de 8000 bits après cinq itérations. Même si le décodage du 
code CSO~C-WS, P 9  nécessite sept itérations de décodage à seuil, la latence totale 
introduite par ce décodage itératif a seuil demeure inférieure à celle du décodage Turbo du 
code CPCCSR utilisé ici. La Figure 6.1 montre aussi une comparaison entre un code 
CSO*C-SS, &8 et le même code CPCCSR, m=4, N=400. A des rapports signal a bruit 
E#V, inférieurs a 3.6 dB, les perfbrmances d'erreurs des deux codes sont proches. Plus 
précisément, on observe que le code CPCCSR procure un gain de codage supplémentaire 
d'environ 0.1 dB par rapport au code CSO~C-SS, J=8 lorsque le nombre d'itérations est de 
6. Cependant, pour de plus forts rapports signal à bruit, le code CSO~C-SS, J=8 offie de 
meilleures performances d'erreur avec seulement trois itérations. Quoique le nombre 
nécessaire d'opérations au décodage du code CSO*C-SS, J=8 soit inférieur à celui requis 
par le décodage du code CPCCSR, le gain de codage que procure le code C S O ~ C - S S ,  -8 
s'obtient au prix d'une augmentation de la latence. En effet, la latence introduite par le 
décodage du code CSO~C-SS, &8 est de beaucoup supérieure à celle engendrée par le 
décodage du code CPCCSR, ~4 et N=400. 
La Figure 6.2 montre d'autres comparaisons de la latence des codes CSO*C-ws et 
CSO'C-ss pour différentes valeurs de J avec celle des codes CPCCSR utilisant 
différentes valeurs de N. Ces comparaisons sont obtenues en fixant le rapport signal à 
bruit E b / N o  à une valeur de 3.5 dB. On observe sur cette figure que, pour une probabilité 
d'erreur de 3 x  IO^, le décodage du code CSO~C-WS, J=9 engendre une latence totale 
d'environ 7 x 103 bits alors que pour le décodage Turbo du code CPCCSR utilisant un 
4 
entrelaceur de taille N=1024, la latence totale est de 2 x 10 bits. On remarque aussi de 
façon générale, que pour une même probabilité d'erreur, le décodage des codes CSO'C- 
WS introduit une latence environ 2 à 3 fois plus petite que celle introduite par le décodage 
Turbo. Par contre, pour des codes CSO~C-SS, la latence est supérieure a celle engendrée 
par le décodage Turbo. 
'O' Latence (bits) 
to5 
Figure 6.2 Comparaisons de la latence de quelques codes CSO'C-ws et CSO'C-ss 
avec celle des codes CPCCSR 
À la suite de ces observations, il apparaît clairement qu'il existe des codes CSO'C 
définis au sens large et au sens strict permettant d'atteindre de très bonnes performances 
d'emur dépassant celles des codes CPCCSR utilisant une petite taille d'entrelacement- 
Toutefois. la plupart des codes C S ~ C  étudiés dans cette thèse ne peuvent offrir ces 
performances d'erreur sur une plage étendue de rapports signal à bruit. On ne peut donc 
pas affmer de faqon catégorique que les codes CSO'C-ws et CSO'C-ss procurent de 
meilleures performances d'erreur que les codes CPCCSR avec une complexité et une 
latence réduite et ce, pour de grandes variations de E b / N o .  En revanche. pour des 
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rapports Eb/% élevés, les codes C S ~ C - w s  oflient généralement de très bonnes 
performances d'erreur avec une complexité et une latence faible. 
Il peut être aussi intéressant de comparer les codes R-CSO~C-ss avec les codes 
CPCCSR conventionnels. En se référant au tableau 6.3, on détermine la complexité en 
nombre d'opérations que nécessite le décodage itératif du code R-CSO'C-SS. &5 utilisé à 
la section 5.2.4 et dont la matrice llT est : 
Comme il a été montré à la section 5.2.4, en utilisant ce code et l'algorithme de décodage 
itératif décrit à la section 5.2.4, une probabilité d'erreur de 1 0 ' ~  peut être atteinte avec un 
rapport signal à bruit Eb/No un peu inférieur à 1.3 dB (environ 1-27 dB) et ce, après 30 
itérations de décodage. Ce code R-CSO'C-SS, &S peut donc être comparé à un code 
CPCCSR dont la taille de I'entrelaceur est élevée. Les résultats de simulation des codes 
CPCCSR obtenus par Bemu et al. et présentés dans [4] sont donc utilisés dans cette 
demière comparaison. Ce code CPCCSR utilise un entrelaceur bloc ayant une taille de 
256x256=655 36 bits et une concaténation de deux codeurs convolutio~els ystématiques 
et récursifs chacun de mémoire m=4. Pour atteindre la convergence, les auteurs de [JI 
montrent, à l'aide de résultats de simulation, que 18 itérations sont nécessaires. Avec ce 
nombre d'itérations. une probabilité d'erreur de  IO-^ est possible avec un rapport signal à 
bruit E b / N ,  de seulement 0.7 dB. Notons que la limite théorique prédite par Shannon se 
situe à un rapport signal a bruit Eb/ No = O dB. Cependant, avec ce même code CPCCSR, 
il est possible d'atteindre une probabilité d'erreur de 1 0 - ~  avec des rapports E b / N o  se 
situant entre 1 .O et 1.7 dB lorsque seulement 3 à 6 itérations sont utilisées. La Figure 6.3 
reproduit les courbes des performances d'erreur en fonction de E b / N ,  obtenues par 
Figure 6.3 Comparaison du code CPCCSR, &, N=65536 avec le code R-CSO'C-SS, 
J--5 
Sur ceae même figure, on y montre aussi les résultats de simulation du code R- 
CSO*C-SS, J=5 lorsque le nombre d'itérations égal à 30. Cette comparaison indique que 
pour un rapport Eb/No  se situant autour de 1.3 dBT le code R-CSO'C-SS, J=5 procure de 
meilleures perfomances d'erreur que le code CPCCSR propose par Berrou et al. [4]. Afin 
de compléter cette comparaison, le tableau 6.8 indique le nombre de chaque type 
d'opérations effectuées par chacune des deux techniques de codage et de décodage 
considérées dans cette comparaison. 
Tableau 6.8: Comparaisons de la complexités et de la latence du code R-CSO'C-SS. J=5 





Selon les résultats des calculs de complexité montrés au tableau 6.8, il apparaît très 
J=S, R-csdc-SS. 
30 itdrations 
Turbo, m=4, W65536, 
3 itérations, r,= 112 
clairement que la complexité du décodage itératif du code R-CSO'C-SS, J=5 est plus 
élevé que celle du code CPCCSR. Toutefois, la présence des entrelaceurs et des délaceurs 
dans le processus de décodage de ce code CPCCSR engendre une latence beaucoup plus 
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élémentaires mais, elle est aussi fortement déterminée par la taille de la mémoire 
nécessaire. La taille de la mémoire requise par le processus de décodage est donc 
proportionnelle à la latence engendrée par l'algorithme de décodage itératif 11 est alors 
évident, selon les résultats présentés dans cette comparaison que le code R-CSO~C-SS, 
S-5  ne nécessite seulement que 2 1.6 % de la quantité de mémoire requise par le décodage 
itératif du code CPCCSR, m=4 et N=65636. 
6,3 Conclusion 
Pour conclure ce chapitre, l'utilisation des codes CSO~C-ws semble particulièrement 
appropriées aux situations ou le rapport Eb/No est relativement élevé. En effet, les 
comparaisons entre les différentes techniques de codage et de décodage itératif montrées 
dans ce chapitre font ressortir cette particularité des codes CSO'C-WS. Pour de plus 
faibles rapports Eb/No, les codes CSO*C-ss procurent des performances d'erreur 
proches de celles que procure un code CPCCSR où les deux techniques de décodage 
nécessitent environ le même nombre d'opérations à effectuer. Toutefois, la latence 
introduite par le décodage itératif des codes CSO*C-ss devient importante devant celle 
que nécessite le décodage Turbo d'un code CPCCSR Finalement, les codes R-CSO~C-ss 
ofient de très bonnes performances d'erreur et sont comparables à des codes CPCCSR 
dont I'entrelaceur est de grande taille. Même si un grand nombre d'opérations et 
d'itérations est requis par le décodage itératif des codes R-CSO~C-SS, la latence totale 
engendrée par le décodage de ces codes est de beaucoup inférieure à celle introduite par le 
décodage Turbo des codes CPCCSR. Cette caractéristique devient un avantage lorsqu'un 
tel système de codage correcteur d'erreurs est utilisé dans des conditions de transmission 
où le délai devient un paramètre important a minimiser. Finalement, il importe de 
mentionner que ces comparaisons demeurent à des niveaux théoriques et donc les résultats 
obtenus dans ce chapitre peuvent varier lors d'une réalisation matérielle. 
Cette thèse a pour but d'explorer des nouvelles techniques de codage et de décodage 
itératif efficaces afin de proposer des solutions simples aux problèmes de complexité et de 
latence du codage et du décodage Turbo. Ces solutions doivent satisfire les contraintes 
d'indépendance entre les observables utilisés dans le processus de décodage itératif. Les 
solutions retenues sont donc basées essentiellement sur l'utilisation de l'algorithme de 
décodage à seuil itératif sans entrelacement et sur l'utilisation d'une nouvelle classe de 
codes : les codes convolutionnels doublement orthogonaux. 
Ce but a été atteint en grande partie. En effet. les solutions proposées dans cette thèse 
permettent, dans plusieurs cas, des réductions substantielles de la complexité et de la 
latence des techniques conventio~elles de codage et de décodage itératif et ce. tout en 
maintenant des performances d'erreur acceptables. Bien sûr, nous ne pouvons pas 
prétendre que, pour toutes les conditions possibles de transmission. ces solutions 
proposées soient optimales en termes de complexité, de latence et de probabilité d'erreur. 
Toutefois, pour des canaux ou le bruit est blanc, gaussien et additif, dans certaines plages 
de variations du rapport signal à bruit nous pouvons affirmer que les techniques de 
correction d'erreurs proposées dans cette thèse offient de nombreux avantages 
comparativement aux techniques conventionnelles de codage et de décodage Turbo. 
Le décodage Turbo conventionnel nécessite un algorithme de décodage symbole par 
symbole. Généralement, l'algorithme de décodage de Bah1 est utilise dans le processus de 
décodage itératif Turbo. D'autres algorithmes de décodage symbole par symbole peuvent 
être utilisés. Parmi ceux-ci, le décodage à seuil offre une faible complexité. Cette dernière 
constatation, nous conduit au choix du décodage à seuil comme alternative aux autres 
techniques utilisées dans les processus conventionnels de décodage itératif Turbo. Avec la 
technique de décodage à seuil, les codes convolutio~els doivent être orthogonaux et 
systématiques. 
L'entrelacement joue un rôle clé dans le décodage itératif Turbo conventionnel. II 
assure une réduction de la corrélation des observables utilisés à chaque itération du 
processus de décodage. Cependant, la présence de l'entrelacement au codage et au 
décodage introduit une latence pouvant, dans certains cas, devenir importante. Dans le but 
de réduire la latence globale du processus de décodage itératif ainsi que la quantité de 
mémoire requise à la réalisation matérielle, la solution que nous proposons consiste à 
éliminer les entrelaceurs au codage et au décodage. Toutefois. le retrait de l'entrelacement 
doit se faire en respectant les conditions nécessaires qui assurent l'indépendance des 
observables utilisés dans le processus de décodage. Pour y arriver. des conditions 
dTorthogonalité supplémentaires sont alors imposées au code convolutio~el orthogonal 
traditionnel. En considérant deux itérations successives ces conditions ont été 
déterminées. L'analyse sur deux itérations consécutives du processus de décodage des 
codes convolutionnels orthogonaux, a conduit a la définition d'une nouvelle classe de 
codes convolutio~els pouvant être décodés itérativement par un décodage à seuil. Les 
codes convolutio~els alors obtenus ont été nommés «Code Convolutionne1 DoubIement 
Orthogonal» ou en anglais, Convolutional Self-Doubly Orthogonal Codes, CSO'C. Nous 
avons pu définir deux types de codes C S ~ C  : les codes CSO*C définis au sens large 
(CSO*C-WS) et les codes CSO~C définis au sens strict (CSO~C-SS). Ces deux définitions 
conduisent à des structures différentes du codeur. Pour la définition au sens large des 
codes CSO~C, une structure classique de codage convolutio~el est utilisée. Pour obtenir 
une définition au sens strict, une structure de codage parallèle a 6té nécessaire. 
Avec des codes C S ~ C - W S ,  les conditions pour la double orthogonalité sont difficiles 
à satisfaire sans qu'il y ait une propagation d'erreur au décodage. Trois structures de 
décodage des codes CSO~C-ws ont alors été définies. Chaque structure est liée aux 
conditions pour que le décodage puisse s'effectuer sur des observables indépendants. La 
première structure de décodage n'impose aucune condition sur l'utilisation des 
observables et donc le décodage s'effectue sur un ensemble d'observables dépendants. La 
deuxième structure impose des conditions de sorte que l'ensemble des observables 
dépendants soit réduit. La troisième structure utilise toutes les conditions pour que le 
décodage soit effectué sur un ensemble d'observables indépendants. Malheureusement. 
cette dernière structure a tendance a propager les erreurs. Des résultats de simulation ont 
montré que la deuxième structure de décodage apporte une amélioration marginale des 
performances d'erreur par rapport à la première structure de décodage. L'étude du 
décodage à seuil itératif des CSO*C-ws a donc été basée sur la première stucnue de 
décodage à seuil. 
Pour améliorer davantage l'algorithme de décodage itératif à seuil des codes CSO'C- 
WS, les équations d'inversion de parité de chaque itération sont pondérées par des 
coefficients. Ces coefficients sont déterminés de manière à minimiser la probabilité 
d'erreur par bit à la dernière itération. Grâce à des résultats de simulation obtenus pour le 
décodage des codes CSO*C-ws avec coefiïcients de pondération, il a été démontré que 
des améliorations substantielles des performances d'erreur par rapport à un décodage sans 
les coefficients de pondération sont possibles. 
Les coefficients de pondération ont pour but de maintenir I'orthogonalité des 
équations d'inversion de parité dans tout le processus de décodage itératif. Ils servent 
aussi à conserver la fiabilité des observables à leur valeur maximale tout en assurant la 
convergence du processus de décodage itératif. Pour de forts rapports signal à bruit, les 
résultats de simulation ont montré qu'il n'est pas nécessaire d'utiliser des coefficients de 
pondération distincts pour obtenir des améliorations des performances d'erreur des codes 
CSO~C-WS. II  sufit simplement d'assigner tous les coeficients de pondération utilisés 
dans tout le processus de décodage itératif à une valeur identique. Par la suite. cette valeur 
est déterminée de façon a minimiser la probabilité d'erreur à la dernière itération. 
Malheureusement, pour de faibles rapports signal à bruit, il n'est pas clair que l'utilisation 
de coefficients de pondération identiques soit le meilleur choix. Par conséquent, le 
problème de la détermination des coefficients de pondération pour de faibles rapports 
signal à bruit demeure encore un problème non-résolu. 
A de forts rapports signal à bruit, une analyse de la sensibilité des performances 
d'erreur aux imprécisions des coefficients de pondération a été présentée. Dans cette 
analyse, les résultats obtenus par simulation montrent que le processus de décodage 
itératif à seuil appliqué à des codes CSO*C-ws est peu sensible a w  imprécisions des 
valeurs des coefficients de pondération. En effet, la dégradation des performances d'erreur 
due a ces imprécisions est faible. Dans plusieurs cas analysés, cette dégradation est de 
l'ordre de 0.3 dB. 
Une définition au sens strict des codes doublement orthogonaux a été obtenue en 
modifiant la structure du codeur. La structure parallèle du codeur permet d'éviter les 
répétitions indésirables d'observables pouvant se produire aux deux premières itérations. 
Ainsi, contrairement aux codes CSO*C-WS, les codes CSO~C-ss ne nécessitent pas de 
coefficients de pondération. De plus, à de forts rapports signal à bruit, seulement trois à 
quatre itérations sont requises pour atteindre la convergence du processus itératif. À de 
faibles rapports signal à bruit, les codes CSO~C-SS, procurent de meilleures performances 
d'erreur que les codes CSO~C-ws mais, au prix d'une augmentation de la latence. 
Ainsi, selon une analyse des comparaisons entre les perfomances d'erreur des codes 
CSO'C-ws et CSO~C-SS, il ressort qu'en présence d'un canal de transmission très bruité, 
il est préférable d'utiliser un code CSO~C-SS. D'autre part, pour un rapport signal à bruit 
fon, un code CSO~C-ws procure de très bonnes performances d'erreur compte tenu de 
ses faibles complexité et latence. 
Une analyse des pedomances d'erreur du décodage à seuil sans entrelacement a 
montré que, pour de forts rapports signai a bruit, une définition au sens strict de 
l'orthogonalité d'ordre deux &it pour atteindre la performance limite du code donnée 
par le gain asymptotique de codage. 
Une autre technique de codage correcteur d'eneur faisant appel à une déhition de 
codes convolutio~els doublement orthogonaux récursifs, R-CSO*C a été présentée. Ces 
codes peuvent aussi être définis au sens large ainsi qu'au sens strict. Une caractéristique 
importante de ces codes est le fait que non seulement la fiabilité des symboles 
d'information peut être améliorée à chaque itération mais aussi, qu'il est possible 
d'obtenir à chaque itération, une amélioration de la fiabilité des symboles de parité. Selon 
les résultats de simulation obtenus dans cette thèse, les codes R-CSO~C procurent de très 
bonnes performances d'erreur et ce, tout particulièrement avec des codes R-CSO~C 
définis au sens strict (R-CSO*C-SS). Ces performances d'erreur sont comparables à celles 
obtenues avec la technique de codage et de décodage Turbo conventionnel utilisant une 
grande taille d'entrelacement. 
Finalement, quelques comparaisons entrea la technique de décodage Turbo et les 
techniques de décodage itératif sans entrelacement ont été présentées en termes de leur 
complexité, de leur latence et de leurs performances d'erreur. Ces comparaisons révèlent 
que dans certaines plages des valeurs du rapport signai à bruit, le décodage itératif à seuil 
des codes CSO*C-ws procurent des performances d'erreur semblables à celles obtenues 
avec le décodage Turbo des codes utilisant un concaténation parailèle de codeun 
convolutionnels systématiques et récursifs (CPCCSR) ayant un entrelaceur de petite taille. 
Par exemple, pour une probabilité d'erreur de l'ordre de I od et un rapport signal à bruit 
E b / N ,  2 3.5 dB, le décodage itératif d'un code CSO~C-WS, &9, introduit une latence 
environ 2.8 fois plus petite que celle introduite par le décodage Turbo d'un code CPCCSR 
de mémoire m= et utilisant un entrelaceur de taille N=1024. L'intérêt pour le décodage 
itératif à seuil des codes CSO~C-ws réside surtout dans leur faible complexité et leur 
faible latence comparativement a la complexité et à la latence du décodage Turbo des 
codes CPCCSR. Ces comparaisons montrent aussi que la latence des codes CSO~C-ss est 
généralement supérieure a celle des codes Turbo. Par contre, à de faibles rapports signal à 
bruit, la complexité des codes CSO*C-ss est nettement inférieure a celle des codes Turbo. 
La comparaison entre le décodage Turbo des codes CPCCSR et celui des codes R- 
CSO~C-ss a montré que. même si un grand nombre d'opérations et d'itérations était 
requis par le décodage itératif des R-CSO~C-SS, la latence totale engendrée par le 
décodage des codes R-CSO~C-ss demeure inférieure à celle introduite par le décodage 
Turbo des codes CPCCSR. Cette caractéristique devient un atout important lorsqu'un tel 
système de codage correcteur d'erreurs est utilisé dans des conditions de transmission où 
le délai devient un paramètre important à minimiser. 
En somme, ces travaux ont permis d'ouvrir de nouveau sentiers qui n'avaient pas été 
explorés jusqu'à présent dans le domaine du codage et du décodage itératif. Plusieurs 
problèmes qui sont demeurés sans solution pourront être explorés dans des travaux de 
recherche hturs. 
7.1 Recommandatioas pour recherches futures 
Cette thèse porte sur une nouvelle technique de codage et de décodage itératif sans 
entrelacement. Les recherches présentées dans cette thèse ont permis entre autres choses, 
d'identifier un ensemble de problèmes qui restent encore à résoudre. D'autre part. des 
extensions de cette technique de codage et de décodage itératif sont toujours possibles. 
Les paragraphes suivants décrivent quelques-uns des problèmes et extensions qui 
paraissent les plus importants. 
Parmi les problèmes identifiés dans cette thèse, celui de l'ajustement des coefficients 
de pondération lorsque le canal de transmission est très bruité devrait retenir une attention 
particulière. Pour cela, il est nécessaire d'accroître la compréhension du rôle que jouent 
les coefficients de pondération dans le processus de décodage itératif à seuil. II est utile de 
noter que. même pour des codes convolutio~els doublement orthogonaux définis au sens 
strict. un ajustement approprié des coefficients de pondération peut améliorer les 
performances d'erreur à de faibles rapports signal à bruit. Quoique la méthode 
d'ajustement des coefficients de pondération basée sur un réseau de neurones pourrait être 
améliorée. il est aussi probable, qu'une analyse théorique du processus de décodage 
itératif des codes convolutio~els doublement orthogonaux au sens large tenant compte de 
la corrélation entre les observables du processus soit nécessaire. Cette analyse théorique 
pournit s'inspirer de celle proposée dans cette thèse pour des codes convolutio~els 
multiplement orthogonaux au sens strict. Notons aussi que l'ajustement approprié des 
coefficients de pondération est particulièrement profitable au décodage itératif des codes 
doublement orthogonaux récursifs définis au sens strict lorsque le rapport signal à bruit est 
faible. Une autre approche basée sur l'utilisation des graphes de Tanner pourrait conduire 
à une analyse précise des codes C S ~ C  définis au sens large et au sens strict et de leur 
décodage itératif. Ces analyses permettraient de raffiner la procédure de décodage itératif 
proposée dans cette thèse. 
Un autre problème d'intérêt consiste certainement à déterminer d'autres codes 
doublement orthogonaux récursifs au sens strict. Ces codes doivent avoir de bonnes 
propriétés en ce qui concerne la partie récursive du code. En effet, une rkduction de la 
densité de connexions provenant de la partie récursive de ces codes a permis d'obtenir des 
améliorations substantielles des performances d'erreur. Le problème qui se pose est alors 
de comprendre cet effet et de déduire les règles de génération de ces codes. Bien sûr, une 
analyse des performances devrait aussi être très utile afin de prévoir en fonction du rapport 
signal à bruit, le comportement de ces codes. 
Une étude pourrait être entreprise afin d'identifier les applications qui pourraient tirer 
avantage des caractéristiques particulières de cette technique de codage et de décodage 
itératif. En outre, elle permetterait de déterminer les plages des valeurs de EdiV, et de la 
probabilité d'erreur ou ces codes et ces techniques de décodage seraient les plus 
prometteurs. Cette étude demande d'établir wi nombre important de comparaisons entre 
les différentes techniques de codage disponibles incluant celle présentée dans cette thèse. 
Par la suite, l'identification des applications serait immédiate. 
Le codage allié a la modulation est généralement un moyen privilégié pour des 
transmissions où une grande efficacité spectrale est nécessaire. II  peut donc être 
intéressant d'explorer des méthodes permettant de combiner de façons astucieuses la 
technique de codage utilisant des codes convolutio~els doublement orthogonaux a la 
modulation numérique de grande efficacité spectrale. Le problème de déterminer les codes 
les plus appropriés ainsi que celui du décodage a seuil itératif lorsqugune modulation 
codée est utilisée sont probablement les plus critiques. 
Finalement, plusieurs autres problèmes pourraient être explorés. Par exemple, 
l'évaluation des performances d'erreur des codes convolutionnels doublement 
orthogonaux utilisant un décodage itératif à seuil pour des canaux a évanouissements est 
aussi d'un grand intérêt pour la plupart des applications et pourrait faire I'objet de 
recherches futures. 
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ANNEXE 1 : LOGARITHME DU RAPPORT DE VRAISEMBLANCE (LRV) DE 
L'ERREUR DE DECISION 
Dans cette annexe, on montre que: 
ou ed représente l'erreur de décodage. On a aussi 
Une erreur de décodage (ed  = 1 ) se produit si u, û, = 1 . c'est-à-dire si u, # ûI . De 
la même manière. il n'y a pas d'erreur de décodage (ed  = O) si ui Cû Û, = O .  Le. q = ûl .  
Par conséquent. on peut écrire la relation suivante: 
Pour hi S O et a partir de la définition donnée par (1.3), on a que 
Pour X! > 0 et toujours à partir de la déf~t ion donnée par (1.3), on trouve que: 
d'où 
Donc, en combinant 1.5 avec 1.7, on déduit que: 
La probabilité de ne pas avoir d'erreur de décodage (ed = O)  est: 
On peut alors calculer: 
En prenant le logarithme de 0.1 O), on obtient: 
(1.1 1) 
C.Q.F.D. 
ANNEXE II : DÉRIVATION DE L~OPERATEUR ADD-MIN 
Dans cette annexe, on montre la dérivation de l'opérateur add-min à partir du calcul du 
logarithme du rapport de vraisemblance (LRV) de la somme modulo-2 de deux variables 
aléatoires binaires indépendantes 6 ,  et e t .  Le LRV de cette somme modulo-2 est donné 
par : 
Cette démonstration se fait en deux étapes. I l  sagit tout d'abord de déterminer le signe de 
la fonction - L ( c ,  $ 5 , )  et par la suite, de déterminer la valeur absolue 1 L(5 ,  û3 t2)1 . 
c'est-à-dire : 
-L(5 @ Cz) = sign(-L(5 , @ 62) 1 , @ 5?)1 (1 1.2) 
Puisque les fonctions atanh(x) et tanho) sont des fonctions de symétrie impaire 
( atanh(-x) = -atanh(x) et tanh(-y) = -tanMy) ), on a que : 
de la symétrie impaire des fonctions atanh (x) et t h e ) ,  on écrit : 
Puisque tanh(z/2) = (ez - 1 ) / (eZ + 1 ) , on peut écrire pour (11.4), la relation suivante : 
(II 3) 
En admettant l'hypothèse qu'à de forts rappofis signal à bruit, les valeurs de IL(c [)I et 
1L(C2)1 sont grandes, on a que e e devient négligeable devant la valeur 1 ,  ce 
qui permet d'écrire : 
De plus, si IL(P,)I > (L(S2) l ,  une approximation de la somme des deux fonctions 
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it. 2 - 
it. 3 - 
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it. 10 - 
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ANNEXE IV : RÉSULTATS DE SIMULATION - OPTiMiSAnON PAR RESEAUX 
DE NEURONES 
J=6, CSO'C-WS, r, = ln, (aj} = {O, 3,4, 13,34,84) 
Tableau 111.1 : Coefficient de pondération opt. 5=6,4 it4rations opt. i E b N ~ 3 . 5  dB 
I ltention No. I - itcntion No.2 - 1 .Oc4 l .- . - Iteraîion No.3 - - -. ltcrntion N0.4 - 
") = 1 .O pour j = O, .-., 6 (*) Meilleurs résultats avec a, 
J = ~ , c s o ~ c - w s , ~ , =  112, (aj} = {0,3,4, 13,34,84, 190) 
Tableau 111.2 : &7,4 itérations, opt. a Eb/No = 3.5 dB 
lnfonnar ion 
Itemion No. I - 
Iimtion No.? - 
Ireration No.3 - 
Iteniion No.4 - 
35 3 3.5 4 4.5 5 
EbMO (dB) 
(*) Meilleurs résultats avec a:') = 1 .O pour j = O. ..., 7 
J =  8, CSO~C-WS, r, = 1/2, {a,) = {O, 3.4, 13,34,84, 190,412) 
Tableau 1113 : J=û, 4 Ithtions, opt. h EbNo = 3.0 dB 
Itcmtion No. 1 - 
Itention No.2 - 
itention No.3 - 
(*) Meilleurs résultats avec a;") = 1 .O pour j = 0, ..., 8 
J = 8, CSO'C-WS, r, = 1/2. {aj) = {O 43 139 322 422 430 44 1 459) 
Note : pour ce code, l'optimisation par réseaux de neurones a été fait pour chaque itération 
montrée sur cette figure. 
1 .oeOO - 





Coefficients à chaque itération : 
Tableau 111.4 : Coeficients de pndération pour deux itérations 
Tableau CIL5 : Coemcients de pondération pour trois itérations 
Tableau 111.6 : Coeflicients de poad6ration pour quatre itérations 
Tableau 111.7 : Coellicients de pondération pour cinq itérations 
ANNEXE V : RÉSULTATS DE SIMULATION DES CODES CSO'C-ss 
Matrice de codage : [a,, n] = C3 
Matrice de codage : [a,, ] = 1 3 O r:U] 
Matrice de codage : [aj, ,] = 1: 2'.5 :q 
- . - - it.1 6 
&S CSO'C-ss it. 2 - 
- .. it. 3 c 
it. 4 - 
it. 5 -+ 
it. 6 + 
3.5 
EbMo (dB) 
Matrice de codage : [a,, J = 
- - 
28 26 O 14 O 
41 21 103 58 O 
92 33 O 44 104 
O O 103 O 61 
29 103 O 24 4 
Matrice de codage : [a,. ,,] = 339 154 243 O 121 240 
228 317 156 O 27 158 
Matrice de codage : [aj, .] = 
it I - 
i t 2  - 
it. 3 + 
i t 4  - 
it.5 - 
it. 6 - 
2.5 3 3.5 4 4.5 5 5.5 
EbMo (dB) 
[a,*.l = 
Matrice de codaee : 
O 2542 787 45 O 210 208 165 
IIW 82 104 185 O 537 497 2311 
Erne (dB) 
Matrice de codage : [a,, J = 
Matrice de codage : 
ANNEXE VI : PROBABILITÉ D'ERREUR DU PROCESSUS DE DÉCODAGE À 
SEUL ITÉRATIF EN QUANTlFlCATION FERME 
Dans cette annexe, on évalue l'équation (3.1 1 )  permenant d'obtenir la probabilité 
d'erreur du processus de décodage itératif à seuil en quantification ferme. L'équation 3.1 1 
a évaluer est donnée par : 
{ "  l }  = Q ( ~ ~ " ) .  c e t r  où y, la probabilité de transition du canal y, = P r i =
probabilité de transition du canal y, représente aussi la probabilité qu'une erreur sur le 
symbole d'information ui se produise, c'est-à-dire que : 
La probabilité d'erreur à la première itération, (p=l), peut s'écrire comme suit: 




( 1 )  La probabilité que la somme des équations de syndrome, sii + soit égale à v sachant 
l'erreur sur le symbole d'information se calcule en utilisant les équations V1.4 et VIS et 
( 1 )  en construisant une fonction d'énumération. On obtient la fonction d'énumération go (r) 
( 1  de ln variable aléatoire v = sti + sachant que le bit d'erreur rY = O comme suit : 
oii r est une variable muette. De la même manière, on a que la fonction d'énumération 
( 1 )  (z) de la variable aléatoire v = Yi + sachant que le bit d'erreur ry = I est: 
On peut alors calculer les deux probabilités suivantes: 
(VI .9) 
À partir de V1.8 et VI.9, on peut facilement déduire les probabilités: 
244 
(VI. 1 O) 
Le calcul de la probabilité des autres itérations se fait selon le même principe que pour Ir 
première itération mais, en tenant compte que la décision dépend des bits d'erreur 
U -()O 
ei + a,, -a, et ei + - %. Ainsi, en utilisant 3.10, on trouve, pour l'itération ( p l )  les 
relations suivantes : 
(VI. 13) 
(P) En utilisant les équations VI. 12 et VI. 13, les deux fonctions d'énumération go ( i )  et 
(P) g,  (z) donnent: 
(VI. 14) 
(VI. 15) 
De ces deux fonctions d'énumération, on calcule les deux probabilités suivantes: 




Ainsi, en suivant cette procédure de calcul, la probabilité P?) de l'équation V1.1. se 
calcule comme suit: 
ANNEXE VI1 : ALGORITHME DE RÉTROPROPAGATION DE L'ERREUR 
ADAPTÉ AU DÉCODAGE A SEUIL ITÉRATIF 
V1.A Dérivation de l'algorithme 
Dans cette annexe, le développement mathématique menant à l'algorithme de 
rétropropagation de l'erreur adaptée au décodage itératif à seuil a sortie pondérée est 
- 
donné. I I  s'agit de minimiser l'erreur quadratique moyenne, E(" = {ijm-.rr} ' , 
(P)  calculée a la dernière itération iM, par rapport aux coefficients de pondération u, . j = 0. 
..., J, p= 1, .... M. Pour une longueur de séquence d'information L. E(" s'écrit : 
Posons l'erreur instantannée à l'itération M comme étant : 
Ainsi la dérivée de VIL1 par rapport êi aiM) devient : 
( M )  En faisant appel à la règle delta, on détermine l'incrément associée à uo : 
(VI 1.4) 
oh q est le pas d'adaptation de l'algorithme. Les dérivées de VIL1 par rapport autres 
(ho valeurs ai , j = O, .... J d o ~ e n t  : 
(1M) . En faisant appel de nouveau à la règle delta, on détermine l'incrément associée à a, . 
( M -  1 )  Pour l'itération précédente la dérivée de E ( ~  par rapport à a. donne : 
(hl- 1 )  Si l'on considère que ktM) est une fonction des Ai+ . k=l, .... a~ provenant de 
l'itération précédente (M-1), en utilisant la règle en chaîne de la dérivée, VIL7 devient : 
On peut réduire W1.8 en posant ce qui suit : 
('cf- 1 )  
ou = O lorsque k + ai - al, j et 1 = 1, ..., J.  La quantité Si + représente 
d"fncl; ') 
l'erreur propagée à l'itération (M-1). Selon V11.9, la relation V11.8 s'écrit : 
a ~ ( ~ )  
L - l  a, (hi- 1) 
(M-  l)%+ k 
= 'C L C 6 i . k  
i = O k =  I 
U 
où la dérivée de sorte que VI 1.1 O devient : 
t - l  al W (M-1) u 
= f C C6i+l Yi+k  
i = O k =  1 
a ~ ( ~  
De la même manière, les dérivées (,bt- , ) , p l .  ..., J, donnent : 
auj 
a ~ ( ~  
L - i  al 
(M- 1)  (hi- 1 )  
= ZC Ca,+, Vj , ;+ ,  .j= 1 ,  .... J 
(M-1) L aaj i = O k =  1 
(M - ' ) , j=O, ..., J, donne les valeurs d'accroissement L'application de la règle delta pour ai 
&!Y- suivantes : 
Cette même procédure peut s'étendre à l'itération (M-2). Par exemple, la dérivée 
En insérant VIL9 dans , on obtient : 
En définissant l'erreur propagée à l'itération (M-2) comme suit : 
a, ( M -  1 )  
(M- l )% 
Cai+t (M-2) '  I = 1. .... a~ 
k =  ! " i + k + /  
ou comme suit : 
a, (M-  1 )  
(M-2)  - (M-  II%+ k 
- C6i+, F = 1, ..., 2aJ 
k =  1 a~!:; 2,  ' 
(M- 1) 
avec 
3% + & 
= O ,  F S k  et (P-k)+(aj-a,) pour j et n = 1. .... J, (V11.16) peut 
(hi - 2 )  
'hi + r 
s'écrit de la manière suivante : 
( M - 2 )  (hl-  2) En suivant cette même procédure mais, en remplacant a. Pu aj , j=i,  ..., J,  
dans (VU. 19), on obtient : 
Encore une fois l'application de la règle delta donne : 
De façon générale, on obtient à l'itération (p) les relations suivantes : 
règle delta donne : 
V1.B L'algorithme de rétropropagation de I'erreur 
L'algorithme de rétropropagation de l'erreur s'écrit alors de la façon suivante : 
1. s ! ~  = ~ t ~ - x y ~  i =  O, ...' ( L O I )  
j = O  
2. (a) Aa, . j = O.  .... J 
i = O  j =  1 ,.... J 
a;:; 
Dans cette section de l'annexe, on évalue la dérivée - nécessaire à l'équation 
a A! f)/ 
(P l  de l'erreur propagée 6 + de l'étape 3 de l'algorithme présenté à la section V1.B. 
La fonction )ijC f ' )  s'écrit de Ia fa~on suivante : 
et selon 3.2, la valeur W ~ , p i ~  :) s96crit comme suit : 
h =  1 h = j + l  
I I  est clair que selon V11.25, on obtient que 
(P+ 1)  
a W j , i + k  Les J dérivées - s'obtiennent à partir de MI.26 comme suit : 
ax!).?, 
En utilisant la définition de l'opérateur add-min donnée par 2.41, on obtient : 
ANNEXE VI11 : ALGORITHME ((BELIEF PROPAGATION)) OU DE PEARL 
Dans cette annexe, on décrit brièvement l'algorithme ((Belief Propagation», BP aussi 
connu sous le nom de I'algorithme de Pearl. Cette description est basée sur la référence 
[48] de sorte que la notation de cette même référence est utilisée. Le lecteur pourra donc 
consulter les références [48] à [SOI et [56] s'il désire obtenir plus détails sur le 
fonctionnement et les applications de cet algorithme. 
L'algorithme BP permet de résoudre le problème général de l'inférence probabiliste 
que l'on retrouve notamment dans les problèmes de décodage. II permet d'évaluer la 
probabilité conditionnelle qu'une variable aléatoire (ou dite cachée. dans la terminologie 
adoptée en intelligence artificielle) Xi = u sachant un vecteur d'observables Y. Plus 
précisément, le résultat final obtenu par l'utilisation de l'algorithme de Pearl correspond à 
la probabilité a posteriori P(Xi = al Y) que l'on dénote par BELXa) : 
La règle de décision qui minimise la probabilité de produire un décision incorrecte est 
alors la suivante : si BELi(ad > BELi(a), aa, # a alors Xi = a, 
L'évaluation de BELi(@ se fait à travers un réseau bayesien. La Figure VIL1 illustre 
deux exemples de réseaux bayesiens. Dans ces exemples, les réseaux bayesiens sont 
appropriés pour décrire les codes LDPC et les codes Turbo. 
)Yn y Mot de code bruité 
(visible) 
Mot de code 
(caché) 
Syndrome 
(doit être à zéro) 
CYn 
yn Symboles systématiques bruités 
(visibles) 
un Bits d' information 
(cachés) 
X, Fragments du mot de code 
(cachés) 
y$ Fragments du mot de code bruités 
(b) 
(visibles) 
Figure VII. 1 Réseaux bayesiens a) codes LDPC, b) codes Turbo 
L'algorithme de Pearl est essentiellement basé sur un principe d'échange de 
«messages» entre les noeuds du réseau bayesien où chaque noeud représente une variable. 
À chaque noeud, un processeur est associé. Le réseau étant réprésenté par un graphe 
dirigé, chaque noeud peut être un «pareno> d'un autre noeud et peut aussi être l'«enfant» 
d'un autre noeud. 
Si U = (Cl,, (II. ..., Un) sont les pareni 
connaitre la valeur de la probabilité p(x 
La Figure VIL2 illustre ce principe. 
s de X, alors le processeur du noeud X suppose 




Figure V11.2 Section d'un réseau bayesien illustrant le principe de parenvenfant d'un 
noeud X 
Lorsqu'un processeur est activé, il lit les messages provenant de chacun de ces noeuds 
parents et enfimts, il met a jour sa valeur BELdx) en utilisant ces messages reçus et il 
envoie de nouveaux messages à ces noeuds parents et enfants. Lorsque le réseau bayesien 
contient des boucles (sans tenir compte de la direction des chemins dans le graphe), 
I'algorithme de Pearl nécessite une procédure itérative. C'est le cas des deux exemples 
montrés à la Figure VII.2. L'algorithme de Pearl peut se décrire en 5 étapes : 
Phase de réception des messages : 
Étape 1. Calculer la probabilité a priori du noeud X par une propagation de 
l'information a priori ru,, ,dui) = Pu l (ui) provenant du noeud Ui : 
Étape 2. Calculer la probabilité a posteriori des noeuds observés Y par 
rétropropagation de la fonction de vraisemblance )Cy$x) = Py,l,yQ#) 
allant des noeuds );. au noeud X : 
La Figure VII.3a résume ces étapes de l'algorithme. 
Étape 3. Calculer BEL-&) : a x  & r ) n h Y , & x )  = BEL @), oh le facteur a est une 
constante de normalisation. 
Phase de transmission : 
Étape 4. Calculer la valeur propagée : 
Étape 5. Calculer les valeurs propagées : 
Ces échanges de messages sont résumés à la Figure VII.3b. 
u U 
Figure VIL3 Résumé des échanges de message d'un noeud Xven les noeuds parents et les 
noeuds enfants 
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L'algorithme utilise aussi des règles d'initialisation qui sont données au tableau VI11.1. 
Tableau VI11.1: Règles d'initialisation pour l'algorithme dm 
IPuantite; noeud 
Ip(x) s i  X est un noeud source 
- sinon I I 
Ip(x) si X en un noeud source II 







(*) Une fois initialisée, cette quantité ne change pas au cours de l'algorithme. 
p(x) si X est un noeud source 
-- sinon 
J 
ANNEXE IX : DECODAGE DES CODES A FAIBLE DENSITÉ DE PARITÉ 
Dans cette annexe, on décrit l'algorithme de décodage des codes à faible densité de 
parité. Cet algorithme qui est aussi décrit dans [46], [50], peut être considéré comme une 
approximation de l'algorithme «belief propugufion)). Pour plus de facilité, la notation 
utilisée dans cette annexe est celle utilisée dans [SO]. 
Le problème Je ce décodage est de déterminer le vecteur des symboles codés x le plus 
probablement transmis tel que le produit Hx = z (mod2) = 0, où H est est la matrice de 
contrôle de parité. Si la valeur binaire transmise pour chaque symbole x, à l'instant n est 
ta (signalisation antipodale) et que la valeur reçue est y, (on suppose un canal à bruit 
3 
blanc gaussien de variance o- ), la vraisemblance de x est donnée par : 
et où{ = 1 -d. Les éléments x, de x sont les bits et les rangés de H sont les symboles 
de contrôle de la parité zm (voir Figure Vn.la). On dénote l'ensemble des bits n qui 
participent au symbole de contde de la parité m par N(m) = ( n / H , ,  = 1 . De la même 
manière, on définit l'ensemble des symboles de contrôles de parité oh le bit n participe 
comme étant M(n) = ( m/ Hm, = 1 ) . On dénote aussi par N(rn)\n, l'ensemble N(m) 
excluant le bit n et par M(n)\m l'ensemble M(n) excluant le symbole de contrôle de la 
parité m. L'algorithme est constitué de deux parties dans lesquelles les quantités q,, et r,, 
associées a chaque élément non-nui de H sont continuellement mises à jour. La quantité 
X 
q,, représente la probabilité que le bit n du vecteur x prenne la valeur x (O ou I ) sachant 
l'information obtenue via l'ensemble des symboles de contrôle de la pkté excluant le 
symbole m. La quantité <, représente la probabilité que le symbole de contrôle m soit 
satisfait (égal a zéro) si le bit n du vecteurx est considéré fixe à la valeur x et que les autres 
bits ont une distribution séparable donnée par ( q,,./nt E N(m)\n ) . 
O 1 
Étape dorizontaie» : On définit 6qm, r q,, - q,, . Pour chaque nz et n calculer: 
Étape «Vertkalem : Pour chaque tn et n et pour x = O et 1. calculer : 
O où a, est choisi de sorte que qmn + q:, = 1 . On calcule aussi les valeurs des 
O 1 probabilités «pseudopostériori» q, et q, comme suit : 
O 1 où a, est choisi pour que q, + q, = 1 . 
Décisiom : Si q: > 0.5 alors X, = I sinon in = O .  Si HX(nodZ) = O alors la 
procédure de décodage est terminée sinon, retour a l'étape « Horizontale)). 
Le décodage est déclaré «sans succès» si un maximum d'itérations est 
atteint (normalement ce nombre est fixé a 100). 
