Abstract. Agent applications are often viewed as unduly expensive to develop and maintain in commercial contexts. Organizations often settle for less sophisticated and more traditional software in place of agent technology because of (often misplaced) fears about the development and maintenance costs of agent technology, and the often mistaken perception that traditional software offers better returns on investment. This paper aims to redress this by developing a plan recognition framework for agent program learning, where behavior logs of legacy applications (or even manually executed processes) are mined to extract a 'draft' version of agent code that could eventually replace these applications or processes. We develop, implement and evaluate techniques for inferring agent plans from behavior logs, with both positive and negative examples. After obtaining the plans, we resort to an effect log to identify the context (i.e. precondition) for each plan. The experimental results show that our framework generates a first draft of an agent program (i.e. the code) which can then be modified as required by a developer.
Introduction
Agent applications are often viewed as unduly expensive to develop and maintain in commercial contexts. Even in organizations where there is recognition that the agent technology has benefits, people often settle for less sophisticated, and more traditional software in place of agent technology because of (often misplaced) fears about the development and maintenance costs of agent technology, and the (often mistaken) perception that traditional software offers better return on investment [8] . This paper posits that agent program learning offers a solution to this problem. We define the general agent program learning problem as follows: -Given: A behavior log describing the behavior of a system over a given audit period, and an effect log 1 describing the states of the system at some point in time.
-Determine: An agent program such that if that agent program were executed with the same set of inputs from the environment, the original behavior log would be obtained (with the exception of failure instances, to be discussed below, which would be avoided).
An agent program learning system can lead to significant improvements in programmer productivity. Instead of having to develop an agent program from scratch, which is an expensive and time-consuming proposition, especially in light of the well-known knowledge acquisition problem [3, 13] , an agent programmer would be provided with an initial, 'draft' program, which the programmer could edit with far less effort relative to writing a program from scratch to obtain a complete and correct agent program. Agent technology is often deployed to 'upgrade' legacy applications [8] . The behavior logs required for an agent program learning system could thus be obtained by auditing the behavior of the legacy system.
A typical BDI agent program consists of three components [9]: (1) A set of beliefs, which may be dynamically generated by sensor inputs. (2) A set of plans, where each plan contains a triggering event, context conditions and plan body (a set of action sequences). (3) A set of goals that an agent wants to achieve. Each goal can be achieved by executing plans in the plan library. The goals involved are related to plans recognized and are given a unique label (e.g. goal g1 can be achieved by executing plan p1 ).
Thus, the general agent program learning system which is the overarching direction of our work, should have modules to support the following: (1) plan recognition; (2) goal recognition; (3) preference recognition 2 . In this paper, we only focus on plan recognition for learning a BDI agent program, as exemplified by the BDI agent programming language AgentSpeak(L) [9] . In other words, the plans of an agent program that are automatically created by our system will conform to Jason's AgentSpeak specification [1] . The plan recognition activity comprises of two parts: a) plan body recognition and b) context recognition. Our contributions to the field of the automatic plan recognition are two-fold: i) we show how the plans are inferred both from positive and negative examples, i.e. behavior logs containing both successful and failed actions; ii) we identify contexts using effect logs to form the precondition for a plan. This paper is organized as follows. Section 2 introduces the related work on plan recognition. Section 3 provides an overview of the plan recognition framework. Section 4 describes how the plan body recognition works using an example from the banking domain. Both positive and negative behavior logs of process executions
