Abstract
Introduction
In 1986, Kajiya [6] The solution to the global illumination problem has many applications, e.g. architectural rendering. In general terms, the global illumination problem is the determination of the color and intensity of light given off from every point in an environment in every direction. This contrasts with ray tracing, which attempts to estimate the light seen from one viewpoint. Global illumination is key to virtual reality ' This work was supported by the Applied Mathematical Sciences Program of the Ames Laboratory, U.S. Department The physical quantity desired for global illumination is the radiance, L , at point x, in direction G, described in the following equation [7, 101: where 1c, is a direction described by a vector or a (8,$) pair in spherical coordinates. The quantity I is the radiant intensity computed as: dw where w is the solid angle originating at the point and @ is the radiant flux (See Figure 1) . Equation 1 shows that radiance is a function of position,
x, and viewing angle, (8, 4) . Therefore the solution to the global illumination problem must also be a function of position and viewing angle, and any algorithm proposed to solve the global illumination problem must present a solution that is likewise dependent on position and viewing angle. With this background, we can now examine the various global illumination algorithms with distributed computing issues in mind. Radiosity methods such as [5] produce an answer that is based on ideal diffuse surfaces. In other words the radiance L is independent of the angle of emittance. In light of this fact, many 19, 141 have added a secondary ray tracing path to account for viewing angledependent illumination. This does not accurately account for the semi-diffuse reflections that occur in nature. Recently, Aupperle [ I ] has extended racliosity to account for specular effects using three-point light transport. However, due to the tightly coupled nature of these progressive radiosity methods, parallelization has met with little success [121. Ray tracing from the viewpoint, as introduced by Whitted [15] , was partly introduced to reduce the heavy computational requirements of forward ray tracing. The idea was to compute only what was being viewed. Ray tracing methods are backward in that they start from the viewer and estimate the radiance by summing the effects of light sources on the point of closest intersection. Complexity increases with the number of light emitters whose effects must be added. Ray tracing is not physically correct because radiance depends on the light input from all surfaces, not just light emitters. One advantage of ray tracing is that it parallelizes trivially if each processor can contain the entire geometry description. However, it never converges to the correct answer for realistic surfaces and thus the parallel efficiency is moot.
Veach and Guibas [ 131 have extended ray tracing by using Monte Carlo methods to evaluate the bidirectional reflectance distribution function (BRDF). At each ray-surface intersection, the BRDF is sampled by emitting an appropriate distribution of rays and summing their contribution. For a diffuse surface, the distribution examined would be widely scattered, but for a specular surface the distribution would be much more narrow. This method seems to correctly solve for the radiance given a single viewpoint; repositioning requires recomputation.
With the ever increasing power and speed of today's computers coupled with the diminishing cost of memory, researchers [8, 41 have returned to tracing light from the light source through the scene. Methods such as these use Monte Carlo techniques to simulate the particle transport of light through a scene. As the light passes through the scene, each interaction with a surface is recorded. Viewing is accomplished by summarizing the interactions and computing a color for each point in the scene.
The Density Estimation algorithm proposed by Shirley et al. [8] goes through three phases: particle tracing, density estimation, and meshing. In the particle tracing phase, photons are generated and the light transport is simulated. Each interaction is recorded in a "hit point" file in mass storage, thus saving the ray history of each photon. The density estimation phase processes the hit point file and generates an approximate irradiance function, H , for each surface, and the meshing phase generates a set of Gouraud-shaded polygons which can then be used for viewing.
H is only a function of position on a geometric primitive, viewing angle is assumed constant. Thus Density Estimation produces a view-independent solution to the global illumination problem that does not include specular effects. In order to account for the viewing angle dependence, a separate ray-tracing pass is performed for each viewpoint. While the pictures produced are appealing to the eye, the ray-tracing pass cannot correctly account for partially specular transmissions, because the light could come from more than one point. Also, the hit point file size is very large. If each photon requires 100 bytes of storage, a realistic scene might consume a terabyte of storage. These huge files must be distilled to find H . The method presented below reduces the storage requirement substantially by distilling photon information in histograms. The Density Estimation algorithm has been parallelized [ 161 to increase the speed of the simulation. Parallelization was accomplished by two algorithms: The first handles the particle tracing phase while the second performs the density estimation and mesh generation. Due to the nature of the problem, the speedup obtained in the parallel particle tracing was quite impressive: approximately 15 on 16 processors for one geometry. However, for the same geometry the parallel density estimation and meshing phase only reached a speedup of approximately 8.5 for the same 16 processors. The authors admit that the density estimation and meshing phase speedup is limited by the time needed to process the surface with the largest number of "hit points."
In some cases, the speedup in this phase was a mere 4.5 for 16 processors.
Photon
Like Zareski et al. [I61 the tightly coupled nature of progressive radiosity and its poor prospects for parallelism turned us to Monte Carlo light transport simulation. Its inherent parallelism and ability to account for all lighting effects promise a scalable solution to Kajiya's Rendering Equation.
We have created an algorithm which we call Photon that simulates light transport through a scene by emitting photons from each light source. The photon is then traced through the scene until it is probabilistically absorbed. Each time the photon is reflected, a count is maintained which 
Four-Dimensional Histograms
A bin is parameterized to allow for adaptive subdivision. When the bin is split, two daughter bins are created to keep a more accurate accounting of the light interactions on the surface. For each parameter, a little extra work is performed to determine which daughter bin would have tallied the reflected photon. We refer to this as "speculative binning." Since the split could occur in any of the parameters, the speculative binning guides the choice of which to split. A bin is split when the two daughter bins would probably have very different photon counts. "Very different" is determined using statistical properties of Monte Carlo simulations (See [ 111) . The result is that we split where there is the largest gradient.
As shown in (1) radiance is a function of location and viewing angle. It is for this reason that Photon maintains four dimensions for each bin. We use bilinear parameters s and t to represent position on the surface; to record the angle of reflection, cylindrical coordinates are used (See Figure 2 ). The use of cylindrical coordinates as opposed to spherical coordinates makes the computation of diffuse reflection probability densities simpler. Color is actually a fifth dimension, but one not subject to hierarchical subdivision in this model. This data structure is capable of recording the answer of a global illumination model with the color of every patch as a function of the position on the patch and the viewing direction. In this way, we have a discrete representation of the radiance L for all points in a scene. A purely diffuse surface requires only planar bin subdivisions while a specular surface requires more angular bin subdivisions. Our method can correctly solve a global illumination model that contain mirrors. This can be seen in the Harpsichord Practice Room (Figure 3 ). The back of the bookcase is a mirror which reflects the music book. This mirror can be viewed from all angles correctly as the radiance for all angles is stored in the bin tree for the mirror. Note that we have not resorted to the usual trick of constructing a duplicate room on the other side of the mirror. The mirror is like any other surface, but with a richer set of histogram information.
Parallel Implementation
Unlike the Density Estimation algorithm [ 161 which uses two parallel programs, Photon is parallelizable in both storage and work requirements. Each processor performs the same algorithm generating and tracing photons through the scene. To eliminate duplication of work, each processor starts with a distinct random number seed that guarantees no overlap of random number sequences between processors. The random number generator scales to any parallel ensemble of 2N processors and has a period of Z4'.
A naive method of parallelization would be to allow each processor to work on the entire geometry, and determine splittings without global knowledge. At the end of the simulation, each processor would contribute its bin forest which must be coalesced into a single representation. This has two significant drawbacks: First, it fails to distribute storage requirements and does not scale with respect to memory use. Second, different processors arrive at different adaptive bin- nings, which cannot be merged without considerable extra computation. We chose to distribute the largest data structures as well as the work in order to provide scalability.
MPI [2] was chosen for all interprsocessor communications. This choice gave us the greatest flexibility and portability. Many supercomputers now have a native implementation of MPI. It also allows us to run Photon on our network of SGI Indy workstations, and on a Pentium Pro cluster. Figure 4 shows the data structure used by Photon for storing the histogram bins. It is made up of two distinct sections: the geometry description, and thie histogram bin forest. While the memory requirements to store the geometry information for a given scene remain constant throughout the run, the memory requirements for the bin forest tend to be O ( n ) in the number of photons. Figure 5 clearly shows that after an initial buildup of memory, the size of the bin forest tends to increase linearly. However, it requires far less storage (1 to 2 orders of magnitude) than if complete ray histories are recorded. For this implementation, the bin forest was chosen for distribution among the processors and the geometry was replicated across all processors.
Data Distribution
Each processor is assigned a section of the bin forest. That processor is responsible for maintaining the photon tallies and splitting the bin when and where necessary. In order to do this, every reflected photon must be forwarded to the processor which owns the bin. To save on message overhead and increase performance, photons are queued and batched for transmission. This results iin an all-to-all communication period following each particle tracing phase. When a set of photons are received, all1 that is required is to determine the bin of interaction and update the appropri- 
Load Balancing
Due to the nature of the algorithm, naive load balancing for Photon can lead to disastrous results. Consider a darkly painted room with only a spotlight that is focused on the floor. If the floor is assigned to a processor 0, that processor will have to do all the work as all the photons generated must be passed to processor 0 to update tally counts. Clearly this limits parallelism. The same thing can happen in a more general environment. If a major percentage of the light receiving polygons are assigned to one processor, parallelism will be restricted.
Avoiding the above situation is important to promote scalability. In the current approach, initially all processors are assigned ownership of the entire geometry. During this load balancing phase, k photons are generated and traced through the scene. No tallying is performed until the photons have been traced. Then each processor goes through the photons in the same order, thus producing the same bin forest. At this point, we are able to use the photon counts for each bin to determine an appropriate load balance.
Finding an optimal load balance is then reduced to the bin packing problem which has been shown to be NPComplete [3] . However, a good approximation can be reached using the Best-Fit algorithm. Essentially, a bin is added to the processor with the smallest photon count. While this is a greedy algorithm, it has produced good results. Table 1 shows a comparison of the number of photons processed by each processor using naive load balancing versus bin packing. It shows that load balancing using bin packing is clearly superior to naive balancing. Consider, for example, processor number 5 processes half as many photons as processor 0 using naive load balancing. The processors are identical, therefore processor 5 spent a lot of idle 
Results
Three separate geometry descriptions were used in testing Photon: the Cornell Box, the Harpsichord Practice Room, and the Computer Laboratory. The rooms were chosen for their varying complexity as well as surface types. The rooms are shown on the color plate. Note that there is no Gouraud shading performed on the individual patches. This was purposely done to show the adaptive nature of Photon as well as to preserve calculation integrity. All speedup results were generated on an 8-processor SGI Indy Cluster and an IBM SP-2. Table 2 shows the resulting number of patches for each geometry with the respective number of simulated photons.
All speedup graphs show a time scale plot of performance. We chose this representation to demonstrate speedup because it clearly shows that speedup is not a constant; it varies with problem size and time. The startup overhead for load balancing and data distribution must be accounted for. Figure 16 shows the Cornell Box. Floating in the center of the room is a mirror. As with all specular surfaces, the mirror can be viewed from all angles without recomputation or a full ray tracing path. The geometry consists of 30 defining polygons and has approximately 397,000 patches. The performance results are shown in Figure 6 . visions depending on the number of photons generated. It depicts a harpsichord in a room with skylights and a mirrored music shelf. While the geometry is not complex, it demonstrates some very important concepts. First note the reflection in the mirror. We must stress that this is not the result of a single view dependent solution. The mirror can be viewed from all angles. Also not the light from the skylights on the floor. Most rendering programs incorrectly consider the sun as a point light source, thereby producing sharp shadows. Photon considers the sun as a source covering the scene and collimated to a range of 0.5 degree. We also treat ambient light from the sky with appropriate color, intensity, and directionality. This produces sharp shadows when the occluding object is near the shadowed surface and fuzzy shadows when the occluder is farther away. The effect is clearly evident when examining the shadow from the harpsichord versus the outline of the skylights on the floor. Figure 7 shows the performance results for the Harpsichord Practice Room. The superlinear speedup for two processors is due to cache effects. When moving from one processor to two processors, a smaller working set is used per processor, allowing faster access to memory and thereby increasing speed.
The final speedup curve found in Figure 8 shows the results for simulation of the Computer Lab. The scene is made up of approximately 2000 polygons. A graphical representation of the geometry can be found in Figure 17 . The speedup for this geometry is more uniform because there is a more even distribution of light through the room. This allows the load to be nearly uniform across the processors. that Photon seems to scale well. The reason for the performance hit that is taken by moving from 2 to 4 processors is theorized to be due to communication overhead. Unlike the Indy cluster, the SP-2 requires that asynchronous messaging be buffered, which adds an extra memory copy and buffer management overhead to each message. In a configuration of 2 nodes, each processor only sends one message per batch. In this case the communication may be overlapped with computation and thus hidden. Increasing the number of processors, increases the buffer management and memory copy overhead to the point that it can no longer be hidden. This is why the absolute performance of configurations of more than two processors is shifted down. However, performance after the shift appears to scale well.
Figures 12 through 14 give a visual feel for speedup. Photon was used to generate a scene on 2, 4, and 8 processors. In each case the simulation was run for approximately two minutes. It is easy to see the improved quality due to higher photon simulation counts.
Conclusions and Future Work
We have presented a parallel implementation of a global illumination algorithm. The speedup graphs show that it is scalable. Photon solves the Rendering Equation by determining the radiance at each point, and it does this without the need for storing huge ray history files. Photon is written using MPI, and can therefore be run on a variety of supercomputers as well as inexpensive clusters of workstations.
Since Photon is based on quantum light transport simulation from the light source, it has the potential to account for all lighting effects. At this time polarization is being added, and we foresee the ability to add fluorescence. It is our belief that polarization will play a large role in the realism of a typical scene.
Currently, the octree representation of the geometry is replicated on all nodes. This could limit the size of the geometry that is used. Distribution of the geometry would allow computation of a global illumination solution for very complex scenes. It would also lend itself to more massive parallelism. 
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