Abstract. The singularly perturbed boundary blow-up problem
Introduction
Let Ω be a bounded smooth domain of R N , N ≥ 2. We study the following boundary blow-up problem
where ε > 0 is a small parameter and a ∈ ( , 1) is a fixed constant.
From now on, we denote f (s) = s(s − a)(1 − s). We recall that u ε is a positive boundary blow-up solution of (P ε ) if u ε ∈ C 1 (Ω), u ε (x) > 0 in Ω satisfies where C > 0 is a constant independent of ε (see [DY] ). It is clear that u ε and u ε are the solutions with boundary layers. It was also proved that u ε is the solution with a boundary layer and a single spike layer. A solution of (P ε ) is called an intermediate solution if it is neither the large solution nor the small solution.
In this paper we will prove the following exact multiplicity result when Ω is the unit ball B of R N (N ≥ 2) and all of solutions are radially symmetric. More precisely, our result can be stated as follows: Theorem 1.1. Let Ω be the unit ball B of R N (N ≥ 2). Then for ε > 0 sufficiently small, (P ε ) has exactly three positive boundary blow-up solutions u ε > u ε > u ε in B. All of them are radially symmetric solutions. Moreover, u ε and u ε are the unique large and small solutions respectively, u ε is the unique intermediate solution of (P ε ) which is a solution with a single interior peak.
Note that the exact multiplicity result of boundary blow up solutions for other nonlinearity was obtained in [MRW] , in the case when Ω is a ball and f (s) = |s| = ∞ for N = 1, 2), there are exactly two boundary blow up solutions: one positive and one sign-changing. In fact, they proved that all blow up solutions are radially symmetric by the moving plane method and then derives their results by ODE arguments. When f has several zeros, like our cubic nonlinearity model, and when the boundary condition is the Dirichlet condition u = 0 and ε is small, the study of the exact multiplicity of solutions depending on the zeros of f was considered by several authors, see [Gu3, KLO] . It's clear that their techniques do not work directly to our problem, because of the infinite boundary condition.
To prove the theorem, we need only to prove the uniqueness of the intermediate solution u ε and the radial symmetry properties of solutions. The result can be proved into two parts. In the first step, we will use the moving plane method to show that for a class of general nonlinearities g, all the nonnegative solutions of the problem −∆u = g (u) in B, u = ∞ on ∂B (1.2) 2 are radially symmetric. In the second step, we will show that (P ε ) has exactly three positive radial solutions.
The main difficulty in the study of the structure of positive solutions of (P ε ) is to obtain the asymptotic behavior of the solutions near the boundary. It has been studied in a series of papers, [BE, LM2] and others. We will see that in our case, all positive solutions of (P ε ) have the same asymptotic behavior near the boundary. More precisely, let m ε := u ε −ũ ε be the difference of the large solution and any intermediate solution, then we have lim r→1 m ε (r) = 0 which implies that m ε satisfies also the estimate (1.1). This is the crucial step to obtain the exact multiplicity of the solutions of (P ε ). The techniques here work also for more general nonlinearities and domains.
The rest of this paper is devoted to the proof of the main results. Section 2 is devoted to the study of the radially symmetry of solutions. In section 3, we first study the asymptotic behavior of the large and small solutions. After establishing the estimates for m ε , we prove theorem 1.1. In the sequel of the paper, B denotes the unit ball of R N and for σ > 0, B σ = {x ∈ R N : |x| < σ} is the ball with center 0 and radius σ. C denotes the generic positive constant independent of ε and may change from one line to an other one.
Radial symmetric solutions
In this section we use the moving plane method to obtain the radial symmetry properties of positive solutions of (P ε ). In fact we show the following result. 
The theorem can be viewed as a version of the classical result of [GNN] in the boundary blow up case. It might have been known before. Here we prove it by the moving plane method in [GNN] and a result of [BM2] .
Proof. The proof is divided into three steps. In the following, we denote δ(x) = dist(x, ∂B), the distance function of x to the boundary.
Step 1. We show that the moving plane procedure can be started.
We first obtain an estimate of |∇u(x)| for x near ∂B. We see from [BM2] that
where φ(t) is defined by the equation
. It is a positive solution to the 1-dimensional problem
Moreover, it is known from [BM2, section 3] that ∂u ∂ν
Here ν = x |x| is the outer normal at x. We easily see from (2.5) that 
Now we introduce some notations as in [GNN] . Let γ be an unit vector in R N and T λ be the hyperplane {γ·x = λ}. Without loss of generality, we take γ = (1, 0, . . . , 0).
For λ large, T λ is disjoint from B. Let the plane move continuously toward B, preserving the same normal, that is, decrease λ, until T λ begins to intersect B. and max x∈B x 1 = 1. Then it is easily seen from (2.9) that there exists δ * > 0 such
This implies that the moving plane procedure can be started.
Step 2. We show that the moving plane procedure can be continued.
4
Lemma 2.2. If for some λ satisfying λ * < λ < 1,
Proof. By (2.9), (2.10) and the fact that u(x) = ∞ for x ∈ ∂B, u(x) < ∞ for By the conditions on g, we see that there exists M > 0 such that if we define
(2.11)
Since w = 0 on T λ ∩ B, it follows from the maximum principle that w > 0 on D λ
, and the lemma is proved.
Step 3. We complete the proof of the theorem.
By
Step 1 and Lemma 2.2, following an idea similar to that of [GNN] , if we set
we can prove that λ * * = 0. The proof now follows from the compactness of B. This completes the proof of Theorem 2.1. Theorem 2.1 implies the following corollary for which the proof is obvious. Corollary 2.3. All positive solutions of (P ε ) are radially symmetric solutions and the minimum of any positive solution is attainted at 0.
Exact multiplicity results for (P ε )
In this section, we will complete the proof of Theorem 1.1, i.e., we will show that (P ε ) has only three positive solutions. As mentioned in the introduction, we only need to show the uniqueness of the intermediate solution u ε . Consider the problem 
We start by the study of the asymptotic behaviors of u ε and u ε as ε → 0.
Lemma 3.1. We have
uniformly on any compact set K ⊂⊂ B. Moreover, for any such K, there exist
Proof. We only deal with u ε (x) since the argument for u ε is the same. Fix any small number σ > 0 and let ψ ε (x) = −εlog(u ε (x) − 1). Then ψ ε (x) satisfies the following equation
for ε sufficiently small. Thus ψ ε is a super-solution to the problem
where τ = min 1<s<µ (−f (s)) and µ > 1 but close to 1. Note that in this case, u ε ≤ µ in B 1−σ for ε sufficiently small. It is known from [NW] that (3.6) has a unique
d(x, ∂B 1−σ ) on B 1−σ for any small σ and µ given above. Therefore we have
. Now consider the solutionψ ε of
whereτ = max 1<s<µ (−f (s)) and θ is a small constant. It follows from [NW] that
Therefore, for 0 < ε < ε µ,θ ,ψ ε is a super-solution to (3.5) on Σ and thusψ ε ≥ ψ ε in Σ. We see that for any θ, σ and µ, there exists ε µ,θ,σ > 0 such that for 0 < ε < ε µ,θ,σ ,
. Therefore, (3.2) follows from the upper and lower limits.
The estimate (3.4) can be obtained from Schauder interior estimates. Indeed, for
Since (u ε − 1) satisfies the equation
and |f (s)| is uniformly bounded for s ∈ [0, 1 + ω] for some ω > 0, it follows from the interior estimate that
We see from (3.2) that there exist
Thus,
where
. This completes the proof of (3.4) and thus the lemma.
Define z ε := u ε − u ε where u ε is the intermediate solution constructed in [DY] . It is known from [DY] that
where C > 0 is a constant independent of ε. Therefore, letting Z ε (y) = z ε (εy), we
]dy ≤ C, and hence Z ε → W uniformly on compact sets of R N (at least for a subsequence) where W is the unique solution of (3.1).
Proof of Theorem 1.1. We should prove that u ε is the unique intermediate solution.
The crucial step is to show that for any positive intermediate solutionũ ε , the estimates (3.8) and (3.9) are still true for m ε := u ε −ũ ε . We divide the proof of uniqueness of u ε by four steps.
Step 1. We show that there is τ ∈ (0, a/2) such that
According to Corollary 2.3,ũ ε is radially symmetric,ũ ε (r) > 0 for r ∈ (0, 1). The uniqueness of u ε and the strong maximum principle implyũ ε (0) := min Bũε < 1.
Since f (s) > 0 for s ∈ (a, 1), we see from the equation of (P ε ) that min Bũε ≤ a.
The strong maximum principle then implies min Bũε < a. Suppose that there exists a sequence {ε n } with ε n → 0 as n → ∞ such that min Bũε n ↑ a as n → ∞. If we define r n ∈ (0, 1) withũ εn (r n ) = b and b ∈ (a, 1), we have the following two cases:
(for subsequences if necessary)
We will derive contradictions under our assumption.
For the first case, if we introduce the change of variables
by standard elliptic theory (passing to a subsequence if necessary)
By the ODE's theory we see that U * ≡ a. This implies that U * n (A) → a as n → ∞. On the other hand, we see that U * n (A) =ũ εn (ε n A) ≥ũ εn (r n ) = b for n sufficiently large. This is clearly a contradiction.
For the second case, we introduce the change of variables:
then it holds thatŨ n → y in C 1 loc (0, ∞), with y (t) < 0 for t ∈ (0, ∞), and y satisfies the problem
Hence there exists D > 0 such that the fraction inside the parentheses is larger than or equals to D. By arguments similar to those in [PS] , we see that z oscillates faster than the solutions w of the equation
This is a contradiction since z is not oscillatory and w is oscillatory. Thus min Bũε ≤ a − τ . Now we show that min Bũε ≥ τ > 0. On the contrary, there is a sequence {ε n } with ε n → 0 as n → ∞ andũ εn (0) = min Bũεn → 0 as n → ∞. We claim that, for n sufficiently large,ũ
), we see that T n ≤ T < ∞ and T is independent of n. LetT := T + 2. Consider the problem
if we set y =T − w, then y satisfies the Dirichlet problem 
It is easy to see that z n,λ,ξ is a super-solution to (3.13) in B 1/2 .
Introducing the change of variables:
we see thatŨ n →Ũ in C 1 loc (0, ∞) as n → ∞ andŨ satisfies the equation
It follows from the ODE's theory that U ≡ 0 in [0, ∞). Therefore, for any 1/(2λ) < F < ∞ and n large enough,
It is clear thatũ
By a sweeping principle as in [GW2] , we conclude that
This implies that claim (3.12) holds. On the other hand, it is known from [GW2] thatũ ε n ≡ u εn provided (3.12) holds. This contradicts to our assumption.
Step 2. We have the following estimates for m ε :
and
where C is independent of ε.
(i) We first obtain an estimate of m ε near ∂B.
That is, there exist κ 1 ∈ (0, 1/8) independent of ε and 0 < ε 1 := ε 1 (κ 1 ) < ε 0 such that for 0 < ε < ε 1 ,ũ ε (r) > 1 for r ∈ (1 − κ 1 , 1) .
(3.21)
By contradiction, there are sequences {ε n }, {r n } with ε n → 0 and r n → 1 as 
it follows that there is a subsequence of {Ũ n } (still denoted by {Ũ n }) such that
We have thatŨ (t) ≤ 0 andŨ (t) ≤ 1 − δ 0 for t ∈ (0, ∞). Therefore,Ũ (t) → ∈
[0, 1) as t → ∞ and f ( ) = 0. As in the proof of case (ii) in
Step 1, we see that = a. Thus = 0. On the other hand, by (3.10),Ũ n (Y n ) ≥ τ and thusŨ ≥ τ which contradicts to = 0. (3.21) and Lemma 3.1 imply that there is C, γ 1 > 0 independent of ε such that
(3.25)
Now we show
For any 0 < σ < κ 1 /8 sufficiently small, we define
Thus α σ ≥ β σ since u ε is the maximal solution of (P ε ) in the order interval (1, ∞) To prove this, we need the following theorem concerning the asymptotic behavior for any positive solution of (P ε ).
Theorem 3.2. Let u ε be a positive solution of (P ε ). Then
30)
where A = 2
The theorem is proved in a similar way to [Ba] (see e.g. [deL] ). Fist we use the following lemma which can be proved by arguments similar to those in Theorem 3
of [BM3] .
Lemma 3.3. There exists sufficiently small µ = µ(ε) > 0 such that any positive radial solution u ε (r) of (P ε ) satisfies
where C is independent of ε. (Note that δ(x) = 1 − |x| = 1 − r.)
Here φ ε is a solution of the 1-dimensional problem
Note that φ ε satisfies the equation By the direct computations, we have that
Then we can obtain the following lemma by arguments similar to those in the proof of Lemma 1 of [Ba] . (iii) We obtain an estimate for |∇m ε | near ∂B.
Lemma 3.4. There exists a positive continuous function ν(µ) with ν(µ)
→ 0 as µ → 0 such that ∆v + ≤ ε −2 (v 3 + − (a + 1)v 2 + + av + ) in B µ . Analogously ∆v − ≥ ε −2 (v 3 − − (a + 1)v 2 − + av − ) in B
It is known from (i) and (ii) that
f (ξ ε )m ε , we see from the Schauder interior estimate that for any τ > 0 small with 0 < τ < κ 1 /2, there is a constant C = C(τ ) such that Together with (3.37) we obtain
(iv) We derive the estimates (3.19) and (3.20).
To obtain these estimates, by (i)-(iii), we only need to find the similar estimates in B κ , for κ ∈ (1 − κ 1 /2, 1).
Let θ ε =ũ ε (κ). By (3.21), we see θ ε > 1 for ε sufficiently small. Moreover, there is some T ∈ (1, ∞) independent of ε such that θ ε < T . It is known from Lemma 3.1 and (3.36) that there is a constantγ =γ(κ) > 0 such that
(3.39)
Consider the problem
Defining v = θ ε − w, we see that v satisfies the equation
Now, for any β ∈ [1, T ], we consider the general problem
where .41) here. The existence of at least three nonnegative solutions of (3.41) for λ sufficiently small is known from [DW] . We know from that the problem
has a unique non-degenerate radial solution V (r). Moreover, if there exist a sequence {λ n } with λ n → 0 as n → ∞ and a sequence of nonnegative solutionsṽ 
where V is the unique solution of the problem (3.42). The convergence in (3.44)
is known from [DW] . To obtain (3.43), we see that
On the other hand, we have thatV By a boundary blow-up argument similar to that in the proof of 1.2 of [Gu2] and that in the proof of Theorem A of [GW1] we derive a contradiction. This contradiction implies that our claim holds and hence v n x n , where K n (η n ) = k n (x n ) = 1, we see from the equation of k n that K n satisfies the equation
as n → ∞, whereK satisfies the equation
The non-degeneracy of V and the radial symmetry ofK imply thatK ≡ 0 in R N and hence
Together with the facts that K n (η n ) = 1, W (x) is small for |x| sufficiently large and g β (β − 1) = a − 1 < 0, we have that −∆K n (η n ) < 0 for n sufficiently large. This contradicts the fact that η n is the maximum point of K n in B. We prove that v β λ is non-degenerate.
We complete the proof of claim (3.45) by contradiction. suppose that there exists a sequence {β n } ⊂ [1, T ], such that λ n := λ β n → 0 as n → ∞. We see that there is a subsequence of {β n } (still denoted by
, we see from the arguments above that there exists λ β * > 0 such that for 0 < λ < λ β * , (3.41) has exactly three non-degenerate nonnegative solutions
On the other hand, for any fixed λ ∈ (0, λ β * ), the non-degeneracy of these three solutions and the implicit function theorem (see ) imply that there is a neighborhood O β * ⊂ [1, T ] of β * such that for any β ∈ O β * and the fixed λ, (3.41) has exactly three nonnegative solutions. Since λ n → 0 as n → ∞, for n sufficiently large, we can find aλ ∈ (λ n , λ β * ) such that the problem
−λ
It is also known from [DW] that
A simple calculation shows that
Thus, (3.48) and (3.49) imply that for any compact subset K ⊂⊂ B κ and all β ∈ [1, T ], there exist λ β,K > 0 depending on K and β, C > 0 and γ K > 0 (indeed we
On the other hand, (3.51), (3.52), the Schauder interior estimate and the fact that 
(3.55)
Arguments from (3.44) to (3.55) imply that for 0 < ε < min{λ 0 , ε 1 } sufficiently small, the problem
has exactly three positive solutions y ε < y ε < y ε . (That is,
Moreover, one knows from (3.51)-(3.55) that for 0 < ε < λ 0 ,
for any K ⊂⊂ B κ and
where C is independent of ε. It is clear thatũ ε is a solution of (3.56) and it is known from (3.10) that
Therefore,
On the other hand, it follows from Lemma 3.1, (3.39), (3.57), (3.58), (3.61) that for which completes the proof of step 2.
As a consequence, let us denote M ε (y) = m ε (εy). It follows from (3.62) that
) and Step 3. We show the uniqueness of u ε for ε sufficiently small.
Arguing by contradiction, suppose that there are sequences {ε j } with ε j → 0 as j → ∞ and {ũ j } ≡ {ũ ε j }, {u j } ≡ {u ε j } such thatũ j ≡ u j for all j. Setting where ξ j ∈ (min B {u j ,ũ j }, max B {u j ,ũ j }).
Sinceũ j = u j − m j , u j = u j − z j , making the transformations y = ε −1 j x,Ũ j (y) = u j (x), U j (y) = u j (x), U j (y) = u j (x), we see thatŨ j = U j − M j , U j = U j − Z j .
Define Ξ j (y) = ξ j (x), Q j (y) = q j (x) and R j = ε −1 j r j . It follows from (3.64) that Q j (R j ) = 1 and
(3.65)
as j → ∞ (this holds for at least one subsequence), Q j L ∞ (B(ε j )) = 1, we see that
Therefore, we obtain from (3.65) that Q j → Q in C Therefore for j large enough, U j (R j ) > 1 and Z j (R j ), M j (R j ) are small which imply that U j (R j ) = U j (R j ) − Z j (R j ) > 1 − η andŨ j (R j ) > 1 − η, where η > 0 is given at the beginning of section 3. Since Q j (R j ) = max Q j = 1 and f (s) < 0 for s > 1 − η, we derive a contradiction from (3.65) by the fact that Ξ j (R j ) ∈ (min{U j (R j ),Ũ j (R j )}, max{U j (R j ),Ũ j (R j )}) which implies Ξ j (R j ) > 1 − η. This completes the proof of uniqueness of u ε and then the proof of Theorem 1.1.
Remark. We expect that if Ω is a convex domain and symmetric with respect to the axes, then for ε > 0 small enough, (P ε ) has exact three solutions. On the other hand, we know that for the general case, if the distance function δ(x) has k isolated local maximum points, then (P ε ) has at least k + 2 different solutions( [DY] ) . 
