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PSEUDODIFFERENTIAL OPERATORS WITH GENERALIZED
SYMBOLS AND REGULARITY THEORY
CLAUDIA GARETTO, TODOR GRAMCHEV, MICHAEL OBERGUGGENBERGER
Abstract. We study pseudodifferential operators with amplitudes aε(x, ξ)
depending on a singular parameter ε→ 0 with asymptotic properties measured
by different scales. We prove, taking into account the asymptotic behavior for
ε → 0, refined versions of estimates for classical pseudodifferential operators.
We apply these estimates to nets of regularizations of exotic operators as well
as operators with amplitudes of low regularity, providing a unified method for
treating both classes. Further, we develop a full symbolic calculus for pseudo-
differential operators acting on algebras of Colombeau generalized functions.
As an application, we formulate a sufficient condition of hypoellipticity in
this setting, which leads to regularity results for generalized pseudodifferential
equations.
1. Introduction
This paper is devoted to pseudodifferential equations of the form
A²(x,D)u²(x) = f²(x),
where x ∈ Ω ⊂ Rn, depending on a small parameter ² > 0. Equations of this type
arise, e. g., in the study of singularly perturbed partial differential equations, in
semiclassical analysis, or when regularizing partial differential operators with non-
smooth coefficients or pseudodifferential operators with irregular symbols. We take
the point of view of asymptotic analysis: the regularity of the right hand side and of
the solution as well as the mapping properties of the operator will be described by
means of asymptotic estimates in terms of the parameter ² → 0. We will develop
a full pseudodifferential calculus in this setting, with formal series expansions of
symbols, construction of parametrices and deduction of regularity results. Our
investigations will naturally lead us to introducing different scales of growth in the
parameter ², rapid decay signifying negligibility and new classes of ²-dependent
amplitudes, symbols and operators acting on algebras of generalized functions. As
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another motivation we mention the recent results on the calculus for generalized
functions and their applications in geometry and physics, cf. [15, 16, 17].
Before going into a detailed description of the contents of the paper and its
relation to previous research, we wish to exhibit some of the essential effects by
means of a number of motivating examples.
Example 1.1. Singularly perturbed differential equations. The appearance of scales
of growth and decay can be seen from two very simple equations on R,(
− ²2 d
2
dx2
+ 1
)
u² = f (1.1)
and (
− ²2 d
2
dx2
− 1
)
v² = f. (1.2)
Suppose, for simplicity, that f ∈ E ′(R) is a distribution with compact support and
that we want to solve the equations in S ′(R), the space of tempered distributions.
Let
U²(x) =
1
2²
e−|x/²| , V²(x) =
1
²
sin
(x
²
)
H(x)
where H denotes the Heaviside function. The (unique) solution of (1.1) in S ′(R)
is given by
u²(x) = U² ∗ f(x),
while (1.2) has the solutions
v²(x) = V² ∗ f(x) + C1 sin
(x
²
)
+ C2 cos
(x
²
)
.
The basic asymptotic scale - growth in powers of 1² - enters the picture, when we
regularize a given distribution f ∈ E ′(R) by means of convolution:
f²(x) = f ∗ ϕ²(x), (1.3)
where ϕ² ∈ C∞c (R) is a mollifier of the form
ϕ²(x) =
1
²
ϕ
(x
²
)
, (1.4)
with
∫
ϕ(x)dx = 1. Then the family of smooth, compactly supported functions
(f²)²∈(0,1] satisfies an asymptotic estimate of the type
∀α ∈ N, ∃N ∈ N : sup
x∈R
|∂αf²(x)| = O(²−N ) . (1.5)
If we replace the right hand sides in (1.1) and (1.2) by a family of smooth functions
f² enjoying the asymptotic property (1.5) then an estimate of the same type (1.5)
holds for the solutions u² and v².
On the other hand, a family of smooth functions (f²)²∈(0,1] satisfying an estimate
of the type
∀α ∈ N, ∀q ∈ N, sup
x∈R
|∂αf²(x)| = O(²q) (1.6)
as ² → 0, will be considered as asymptotically negligible. Clearly, if f² as right
hand side in (1.1) or (1.2) is asymptotically negligible, so are the solutions u² and
v² (with C1 = C2 = 0 in the latter case). The condition
∃N ∈ N : ∀α ∈ N, sup
x∈R
|∂αf²(x)| = O(²−N ) (1.7)
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signifies a regularity property of the family (f²)²∈(0,1]; it is known [34] that if the
regularizations (1.3) of a distribution f satisfy (1.7) then f actually is an infinitely
differentiable function.
Now assume the right hand sides in (1.1) and (1.2) are given by compactly sup-
ported smooth functions satisfying the regularity property (1.7). We ask whether
the corresponding solutions will inherit this property. This is true of the solution
u² to (1.1), as can be seen by Fourier transforming the equation. It is not true of
the solutions v² to (1.2); already the homogeneous part C1 sin x² +C2 cos
x
² destroys
the property.
However, let us consider equation (1.2) with a different scaling in ², say(
− ω(²)2 d
2
dx2
− 1
)
v² = f² (1.8)
with ω(²)→ 0. If v² is a solution, we may express the higher derivatives by means
of its 0-th derivative and the derivatives of the right hand side:
− d
2
dx2
v² =
1
ω(²)2
f² +
1
ω(²)2
v²,
− d
4
dx4
v² =
1
ω(²)2
d2
dx2
f² +
1
ω(²)2
d2
dx2
v²
=
1
ω(²)2
d2
dx2
f² − 1
ω(²)4
f² − 1
ω(²)4
v²,
and so on. Thus if f² satisfies the regularity property (1.7) and the net (ω(²))²∈(0,1]
satisfies
∀p ≥ 0 :
(
1
ω(²)
)p
= O
(
1
²
)
(1.9)
as ² → 0 then every solution (v²)²∈(0,1] satisfies (1.7) as well. We shall refer to
property (1.9) by saying that 1/ω(²) forms a slow scale net.
This example not only shows the appearance of different asymptotic scales, but
also that regularity results in terms of property (1.7) depend on lower order terms in
the equation and/or the scales used to describe the asymptotic behavior as ²→ 0.
Example 1.2. Regularity of distributions expressed in terms of asymptotic esti-
mates on the regularizations. Let f ∈ S ′(Rn), s ∈ R and ϕ² a regularizer as in
(1.4). The following assertions about Sobolev regularity hold:
(a) If f ∈ Hs(Rn) then
∀α ∈ Nn : ‖∂αf ∗ ϕ²‖L2(Rn) = O
(
²−(|α|−s)+
)
(1.10)
where (·)+ denotes the positive part of a real number.
(b) Conversely, if f ∈ E ′(Rn) and (1.10) holds, then f ∈ Ht(Rn) for all t <
s−n/2. In addition, f belongs to Hs(Rn) in case s is a nonnegative integer.
Indeed, it is readily seen that f belongs to L2(Rn) if and only if ‖f ∗ ϕ²‖L2(Rn) =
O(1). Part (a), for s < 0, follows easily by Fourier transform, while for s = k + τ
with k ∈ N, 0 ≤ τ < 1 the observation that f belongs to Hs(Rn) if and only if ∂αf
is in L2(Rn) for |α| ≤ k and in Hτ−1(Rn) for |α| = k+1 may be used. Part (b) for
s < 0 is derived along the lines of [34, Thm. 25.2] by showing that (1 + |ξ|)s times
the Fourier transform f̂(ξ) is bounded. For s ≥ 0, a similar observation as above
concludes the argument.
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An analogous characterization for the Zygmund classes Cs∗(Rn) has been proven
by Ho¨rmann [22]. Further, given a distribution f ∈ D′(Ω), it was already indicated
above that f is a smooth function if and only if the regularizations f ∗ ϕ² satisfy
property (1.7) (suitably localized with the supremum taken on compact sets of Ω).
Example 1.3. Regularization of operators with non-smooth coefficients. Consider
a linear partial differential operator
A(x,D) =
∑
|α|≤m
aα(x)Dα.
If its coefficients are distributions, we may form the regularized operator
A²(x,D) =
∑
|α|≤m
aα ∗ ϕ²(x)Dα.
The regularized coefficients will satisfy an estimate of type (1.5), at least locally on
compact sets, and the action of A²(x,D) on nets (u²)²∈(0,1] preserves the asymptotic
properties (1.5) and (1.6); that is, if (u²)²∈(0,1] enjoys either of these properties, so
does (A²(·, D)u²)²∈(0,1].
However, the regularity property (1.7) will not be preserved in general, unless
the regularization of the coefficients is performed with a slow scale mollifier, that is,
by convolution with ϕω(²) where ω(²)−1 is a slow scale net. For example, consider
the multiplication operator
M²(x,D)u(x) = ϕω(²)u(x).
Then (M²(x,D))²∈(0,1] maps the space of nets enjoying regularity property (1.7)
into itself if and only if ω(²)−1 is a slow scale net. Indeed, the sufficiency of the
slow scale condition is quite clear. To prove its necessity, take a fixed smooth
function u identically equal to one near x = 0. Then the derivatives ∂α(M²u)
have a uniform asymptotic bound O(²−N ) independently of α ∈ Nn if and only if
ω(²)−|α| = O(²−N ) for all α; that is, if and only if ω(²)−1 is a slow scale net.
Example 1.4. L2-estimates for pseudodifferential operators in exotic classes. Con-
sider first a symbol a(x, ξ) in the Ho¨rmander class S01,0(R2n) (for simplicity, we
restrict our discussion to global zero order symbols here). It is well known that the
corresponding operator a(x,D) maps L2(Rn) continuously into itself, with opera-
tor norm depending on a finite number of derivatives of a(x, ξ). More precisely, an
estimate of the following form holds (see e. g. [27, Sect. 2.4, Thm. 4.1] and [19,
Sect. 18.1], see also [26] and the references therein):
‖a(x,D)u‖2L2(Rn) ≤ c20‖u‖|2L2(Rn) + c21p2l (a)‖u‖|2L2(Rn) (1.11)
where c0 is a strict upper bound for the L∞-norm of the symbol a on R2n and pl
signifies the norm
pl(a) = max|α+β|≤l
sup
(x,ξ)∈R2n
|∂αξ ∂βxa(x, ξ)|〈ξ〉|α|.
In estimate (1.11), l is an integer depending on the type of symbol, but generically
is strictly greater than zero. However, if a(x, ξ) is positively homogeneous of order
zero with respect to ξ the L2-continuity holds provided ∂αξ a(x, ξ) is bounded in
Rn × Sn−1, cf. [5].
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If the symbol a(x, ξ) belongs to the exotic class S01,1(R2n) then a(x,D) will not
map L2(Rn) into itself, in general [4, Thm. 9], [38]. However, if we regularize by
convolution in the x-variable,
a²(x, ξ) = a(·, ξ) ∗ ϕ²(x),
we get a family of symbols each of which belongs to the class S01,0(R2n), thus
maps L2(Rn) continuously into itself, but with an operator norm that behaves
asymptotically like ²−N where N is some integer less or equal to l in (1.11); note
that the convolution with the mollifier ϕ² does not increase the constant c0.
Classically, there is a pseudodifferential calculus (including e. g. composition)
for symbols in S01,0(R2n), but not for exotic classes, like S01,1(R2n), in general. The
regularization approach bridges this gap: we will develop a full pseudodifferential
calculus for classes of regularized symbols in this paper. Estimate (1.11) remains
valid with uniform finite bounds in ² for symbols a²(x, ξ) obtained by convolution
from symbols in S01,0(R2n), but we will have to face asymptotic growth as ²→ 0 in
exchange for the lack of L2-continuity in the case of exotic symbols.
Remark 1.5. Algebras of generalized functions. The families of smooth functions
(u²)²∈(0,1] satisfying estimate (1.5), globally or possibly only on compact sets, form
a differential algebra; the nets (u²)²∈(0,1] of negligible elements form a differential
ideal therein. The space of distributions can be embedded into the corresponding
factor algebra by means of cut-off and convolution, with a consistent notion of
derivatives. The fact that for smooth functions f , the net (f − f ∗ ϕ²)²∈(0,1] is
negligible for suitably chosen regularizers ϕ² was discovered by Colombeau [6, 7];
thus the multiplication in the factor algebra is also consistent with the product of
smooth functions. The factor algebras of nets satisfying (1.5) modulo negligible
nets is a suitable framework for studying families of pseudodifferential operators
and the asymptotic behavior of their action on functions or generalized functions.
We note that a condition similar to the asymptotic negligibility (1.6) was considered
by Maslov et al. [29, 30] earlier in the context of asymptotic solutions to partial
differential equations.
In introducing factor spaces of families of amplitudes and symbols (modulo negli-
gible ones) as well, we will succeed in this paper to establish a full symbolic calculus
of operators acting on generalized functions. This is a new contribution to the field
of non-smooth operators. Our essential tools for describing the mapping properties
and regularity results will be asymptotic estimates and scales of growth.
We now describe the contents of the paper in more detail. Section 2 serves to
introduce the basic notions - asymptotic properties defining the algebras of gener-
alized functions on which our operators will act, the notion of regularity intrinsic to
these algebras (the so-called G∞-regularity, indicated in (1.7)), some new technical
results needed, and a basic theory of integral operators with generalized kernels.
In Section 3 we start our theory by studying oscillatory integrals with smooth
phase functions and generalized symbols, introduced as equivalence classes of cer-
tain nets of smooth symbols modulo negligible ones. Section 4 employs these tech-
niques to introducing and studying pseudodifferential operators with generalized
amplitudes, their mapping properties, pseudo-locality with respect to the notion of
G∞-regularity mentioned above, and their kernels in the sense of the algebras of
generalized functions. The full symbolic calculus of our class of generalized pseu-
dodifferential operators is developed in Section 5. It starts with formal series and
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asymptotic expansions of equivalence classes of symbols, proceeds with the con-
struction of symbols for (generalized) pseudodifferential operators, their transposes
and their compositions. The paper culminates in the regularity theory presented
in Section 6. We generalize the notion of hypoellipticity to our class of symbols
and construct parametrices for these symbols. We show that the solutions to the
corresponding pseudodifferential equations are G∞-regular in those regions where
the right hand sides are G∞-regular. Here the importance of different scales of
asymptotic growth becomes apparent.
What concerns previous literature on the subject, we mention that G∞-regularity
was introduced in [34] where it was already applied to prove regularity results for
solutions to classical constant coefficient partial differential equations. Completely
new effects arise when the coefficients are allowed to be generalized constants, de-
pending on the parameter ² > 0. These effects and a regularity theory for such
operators was developed in [24], see also [31], and extended to the case of partial
differential operators with generalized, non-constant coefficients in [25]. The study
of pseudodifferential operators in the setting of algebras of generalized functions
was started in [33], developed in a rudimentary version in [32, 36]. A full version
with nets of symbols and a full symbolic calculus, albeit for global symbols and in
the algebra of tempered generalized functions is due to [11]. Our contribution is the
first in the literature containing a full local symbolic calculus of generalized pseudo-
differential operators, equivalence classes of symbols, strong G∞-regularity results
and the incorporation of different scales (the necessity of which was demonstrated in
[24]). For microlocal notions of G∞-regularity we refer to [20, 21, 23, 32, 39]. Moti-
vating examples from semiclassical analysis can be found in [3, 37]. Further studies
of kernel operators in Colombeau algebras including topological investigations are
carried out in [9, 12, 13].
2. Basic notions
In this section we recall the definitions and results needed from the theory of
Colombeau generalized functions. For details of the constructions we refer to [1, 7,
8, 16, 32, 34]. In the sequel we denote by E [Ω], Ω an open subset of Rn, the algebra
of all the sequences (u²)²∈(0,1] (for short, (u²)²) of smooth functions u² ∈ C∞(Ω).
Definition 2.1. EM (Ω) is the differential subalgebra of the elements (u²)² ∈ E [Ω]
such that for all K b Ω, for all α ∈ Nn there exists N ∈ N with the following
property:
sup
x∈K
|∂αu²(x)| = O(²−N ) as ²→ 0.
Definition 2.2. We denote by N (Ω) the differential subalgebra of the elements
(u²)² in E [Ω] such that for all K b Ω, for all α ∈ Nn and q ∈ N the following
property holds:
sup
x∈K
|∂αu²(x)| = O(²q) as ²→ 0.
The elements of EM (Ω) and N (Ω) are called moderate and negligible, respec-
tively.
The factor algebra G(Ω) := EM (Ω)/N (Ω) is the algebra of generalized functions
on Ω. As shown e. g. in [34], suitable regularizations and the sheaf properties of
G(Ω), allow us to define an embedding ı of D′(Ω) into G(Ω) extending the constant
embedding σ : f → (f)² +N (Ω) of C∞(Ω) into G(Ω). In the computations of this
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paper, the following characterization of N (Ω) as a subspace of EM (Ω), proved in
Theorem 1.2.3 of [16], will be very useful.
Proposition 2.3. (u²)² ∈ EM (Ω) is negligible if and only if
∀K b Ω, ∀q ∈ N, sup
x∈K
|u²(x)| = O(²q) as ²→ 0.
We consider now some particular subalgebras of G(Ω).
Definition 2.4. Let K be the field R or C. We set
EM = {(r²)² ∈ K(0,1] : ∃N ∈ N : |r²| = O(²−N ) as ²→ 0},
N = {(r²)² ∈ K(0,1] : ∀q ∈ N : |r²| = O(²q) as ²→ 0}.
K˜ := EM/N is called the ring of generalized numbers.
In the case of K = R we get the algebra R˜ of real generalized numbers and for
K = C the algebra C˜ of complex generalized numbers. R˜ can be endowed with
the structure of a partially ordered ring (for r, s ∈ R˜, r ≤ s if and only if there
are representatives (r²)² and (s²)² with r² ≤ s² for all ² ∈ (0, 1]). C˜ is naturally
embedded in G(Ω) and it can be considered as the ring of constants of G(Ω) if Ω is
connected. Moreover, using C˜, we can define a concept of generalized point value
for the generalized functions of G(Ω). In the sequel we recall the crucial steps of
this construction, referring to Section 1.2.4 in [16] and to [35] for the proofs.
Definition 2.5. On
ΩM = {(x²)² ∈ Ω(0,1] : ∃N ∈ N, |x²| = O(²−N ) as ²→ 0},
we introduce an equivalence relation given by
(x²)² ∼ (y²)² ⇔ ∀q ∈ N, |x² − y²| = O(²q) as ²→ 0
and denote by Ω˜ := ΩM/ ∼ the set of generalized points. Moreover, if [(x²)²] is the
class of (x²)² in Ω˜ then the set of compactly generalized points is
Ω˜c = {x˜ = [(x²)²] ∈ Ω˜ : ∃K b Ω, ∃η > 0 : ∀² ∈ (0, η], x² ∈ K}.
Obviously if the Ω˜c-property holds for one representative of x˜ ∈ Ω˜ then it holds
for every representative. Also, for Ω = R we have that the factor RM/ ∼ is the
usual algebra of real generalized numbers.
In the following (u²)² and (x²)² are arbitrary representatives of u ∈ G(Ω) and
x˜ ∈ Ω˜c, respectively. It is clear that the generalized point value of u at x˜,
u(x˜) := (u²(x²))² +N (2.1)
is a well-defined element of C˜. An interesting application of this notion is the
characterization of generalized functions by their generalized point values.
Proposition 2.6. Let u ∈ G(Ω). Then u = 0 if and only if u(x˜) = 0 for all x˜ ∈ Ω˜c.
We continue now our study of G(Ω) with the notions of support and generalized
singular support.
Definition 2.7. We denote by Ec,M (Ω) the set of all the elements (u²)² ∈ EM (Ω)
such that there exists K b Ω with suppu² ⊆ K for all ² ∈ (0, 1].
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Definition 2.8. We denote by Nc(Ω) the set of all the elements (u²)² ∈ N (Ω) such
that there exists K b Ω with suppu² ⊆ K for all ² ∈ (0, 1].
Gc(Ω) := Ec,M (Ω)/Nc(Ω) is the algebra of compactly supported generalized func-
tions. Since the map l : Gc(Ω)→ G(Ω) : (u²)²+Nc(Ω)→ (u²)²+N (Ω) is injective,
Gc(Ω) is a subalgebra of G(Ω) containing E ′(Ω) as a subspace and C∞c (Ω) as a
subalgebra. Recalling that for u ∈ G(Ω) and Ω′ an open subset of Ω, u|Ω′ is the
generalized function in G(Ω′) having as representative (u²|Ω′)², it is possible to
define the support of u, setting
Ω \ suppu = {x ∈ Ω : ∃V (x) ⊂ Ω, open, x ∈ V (x) : u|V (x) = 0}.
The map l identifies Gc(Ω) with the set of generalized functions in G(Ω) with com-
pact support. It is sufficient to observe that if u ∈ G(Ω) with suppu b Ω, and
ψ ∈ C∞c (Ω) is identically equal to 1 in a neighborhood of suppu then ψu :=
(ψu²)² + Nc(Ω) belongs to Gc(Ω) and u = l(ψu). If we consider an open sub-
set Ω′ of Ω, the map Gc(Ω′)→ Gc(Ω): (u²)² +Nc(Ω′)→ (u²)² +Nc(Ω) allows us to
embed Gc(Ω′) into Gc(Ω).
A generalized function u ∈ G(Ω) can be integrated over a compact subset of Ω,
using the definition ∫
K
u(x)dx :=
(∫
K
u²(x)dx
)
²
+N ;
in particular, a generalized function u ∈ Gc(Ω) can be integrated over Ω by means
of the prescription ∫
Ω
u(x)dx :=
(∫
V
u²(x)dx
)
²
+N ,
where V is any compact set containing suppu in its interior.
Definition 2.9. We denote by E∞M (Ω) the set of all the elements (u²)² ∈ E [Ω] such
that for all K b Ω there exists N ∈ N with the following property:
∀α ∈ Nn : sup
x∈K
|∂αu²(x)| = O(²−N ) as ²→ 0.
G∞(Ω) := E∞M (Ω)/N (Ω) is the algebra of regular generalized functions. Theorem
25.2 in [34] shows that G∞(Ω) ∩ D′(Ω) = C∞(Ω). Finally, if E∞c,M (Ω) := E∞M (Ω) ∩
Ec,M (Ω), G∞c (Ω) := E∞c,M (Ω)/Nc(Ω) is the algebra of regular compactly supported
generalized functions, and G∞c (Ω) ∩ E ′(Ω) = C∞c (Ω).
As above, it is possible to define the generalized singular support of u ∈ G(Ω)
setting
Ω \ sing suppgu = {x ∈ Ω : ∃V (x) ⊂ Ω, open, x ∈ V (x) : u|V (x) ∈ G∞(V (x))}.
Using the sheaf properties of G∞(Ω) we can identify the algebra of regular general-
ized functions with the set of generalized functions in G(Ω) having empty generalized
singular support. In the same way G∞c (Ω) is the set of generalized functions in G(Ω)
with compact support and empty generalized singular support.
Definition 2.10. Let S [Rn] := S (Rn)(0,1]. The elements of
ES (Rn)
=
{
(u²)² ∈ S [Rn] : ∀α, β ∈ Nn, ∃N ∈ N : sup
x∈Rn
|xα∂βu²(x)| = O(²−N ) as ²→ 0
}
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are called S -moderate. The elements of
E∞S (Rn)
=
{
(u²)² ∈ S [Rn] : ∃N ∈ N : ∀α, β ∈ Nn, sup
x∈Rn
|xα∂βu²(x)| = O(²−N ) as ²→ 0}
are called S -regular. The elements of
NS (Rn)
=
{
(u²)² ∈ S [Rn] : ∀α, β ∈ Nn, ∀q ∈ N : sup
x∈Rn
|xα∂βu²(x)| = O(²q) as ²→ 0
}
are called S -negligible.
The factor algebra GS (Rn) := ES (Rn)/NS (Rn) is the algebra of S -generalized
functions while its subalgebra G∞S (Rn) := E∞S (Rn)/NS (Rn) is called the algebra
of S -regular generalized functions. Obviously, Gc(Ω) ⊆ GS (Rn) and G∞c (Ω) ⊆
G∞S (Rn). For u ∈ GS (Rn) there is a natural definition of Fourier transform, given
by û := (û²)² + NS (Rn). The Fourier transform maps GS (Rn) into GS (Rn),
G∞S (Rn) into G∞S (Rn), Gc(Ω) into GS (Rn) and G∞c (Ω) into G∞S (Rn).
In the sequel, given ϕ ∈ C∞c (Rn), t˜ ∈ Ω˜c and τ˜ ∈ R˜c, 0 ≤ τ˜ invertible, we denote
by ϕt˜,τ˜ ∈ Gc(Rn) the generalized function
ϕt˜,τ˜ (x) = ϕ
(x− t˜
τ˜
)
.
Further, we let
TΩ(ϕ) = {ϕt˜,τ˜ : τ˜ ∈ R˜c, 0 ≤ τ˜ invertible, t˜ ∈ Ω˜c, supp(ϕt˜,τ˜ ) ⊂ Ω}
Proposition 2.11. Let u ∈ G(Ω). If there is ϕ ∈ C∞c (Rn), ϕ ≥ 0,
∫
ϕ(x)dx = 1
such that ∫
u(x)v(x)dx = 0 in C˜
for all v ∈ TΩ(ϕ) then u = 0 in G(Ω).
Proof. We may assume that u is real valued. If u 6= 0 then there exist a represen-
tative (u²)² of u, a natural number q and a sequence ²k → 0 such that
|u²k(t²k)| ≥ ²qk
for all k ∈ N. On the other hand, there is N ∈ N such that
sup
x∈K
|∇u²(x)| ≤ ²−N
for sufficiently small ² ∈ (0, 1], where K is a compact subset of Ω containing (t²)²
in its interior. Then
|u²k(x)| = |u²k(t²k) + (x− t²k) ·
∫ 1
0
∇u²k(t²k + σ(x− t²k))dσ|
≥ ²qk − |x− t²k |²−Nk ≥
1
2
²qk
provided |x− t²k | ≤ 12²N+qk . Noting that
ϕ
( x− t²
²N+q+1
)
= 0
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when |x−t²| > 12²N+q eventually and that u²k(x) does not change sign for |x−t²k | ≤
1
2²
N+q, we see that ∣∣∣∫ u²k(x)ϕ( x− t²k
²N+q+1k
)
dx
∣∣∣ ≥ 1
2
²
q+n(N+q+1)
k .
Thus, with t˜ as above and τ² = ²N+q+1, we have that∫
u(x)ϕt˜,τ˜ (x)dx 6= 0 in C˜
contradicting the hypothesis. 
In the sequel, we denote by L(Gc(Ω), C˜) the space of all C˜-linear maps from
Gc(Ω) into C˜. It is clear that every u ∈ G(Ω) defines an element of L(Gc(Ω), C˜),
setting (u)(v) =
∫
Ω
u(x)v(x)dx for v ∈ Gc(Ω). As an immediate consequence of
Proposition 2.11 we have that the map  : G(Ω) → L(Gc(Ω), C˜) : u → (u) is
injective. Our interest in L(Gc(Ω), C˜) is motivated by some specific properties. We
begin by defining the restriction of T ∈ L(Gc(Ω), C˜) to an open subset Ω′ of Ω, as
the C˜-linear map
T|Ω′ : Gc(Ω′)→ C˜ : u→ T ((u²)² +Nc(Ω)).
By adapting the classical proof concerning the sheaf properties of D′(Ω), we obtain
the following result.
Proposition 2.12. L(Gc(Ω), C˜) is a sheaf.
Thus it makes sense to define the support of T ∈ L(Gc(Ω), C˜), suppT , as the
complement of the largest open set Ω′ such that T|Ω′ = 0.
Proposition 2.13. For all u ∈ G(Ω), suppu = supp (u).
Proof. The inclusion Ω \ suppu ⊆ Ω \ supp (u) is immediate. Now let x0 ∈ Ω \
supp (u). There exists an open neighborhood V of x0 such that for all v ∈ Gc(V ),
(u)(v) = 0. Therefore, from Proposition 2.11, u|V = 0 in G(V ) and x0 ∈ Ω \
suppu. 
We conclude this section with a discussion of operators defined by integrals. In
the sequel, pi1 and pi2 are the usual projections of Ω× Ω on Ω.
Proposition 2.14. Let us consider the expression
Ku(x) =
∫
Ω
k(x, y)u(y)dy. (2.2)
i) If k ∈ G(Ω × Ω) then (2.2) defines a linear map K : Gc(Ω) → G(Ω):
u→ Ku, where Ku is the generalized function with representative(∫
Ω
k²(x, y)u²(y)dy
)
²
;
ii) if k ∈ G∞(Ω× Ω) then K maps Gc(Ω) into G∞(Ω);
iii) if k ∈ Gc(Ω× Ω) then K maps G(Ω) into Gc(Ω);
iv) if k ∈ G∞c (Ω× Ω) then K maps G(Ω) into G∞c (Ω);
v) if k ∈ G(Ω×Ω) and pi1, pi2 : supp k → Ω are proper then supp(Ku) b Ω for
all u ∈ Gc(Ω) and K can be uniquely extended to a linear map from G(Ω)
into G(Ω) such that for all u ∈ G(Ω) and v ∈ Gc(Ω)∫
Ω
Ku(x)v(x) dx =
∫
Ω
u(y) tKv(y) dy (2.3)
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where tKv(y) =
∫
Ω
k(x, y)v(x) dx;
vi) if k ∈ G∞(Ω × Ω) and pi1, pi2 : supp k → Ω are proper then the extension
defined above maps G(Ω) into G∞(Ω).
The conditions on pi1 and pi2 of v) and vi) say that supp k is a proper subset of
Ω× Ω.
Proof. We give only some details of the proof of the fifth statement. The inclusion
supp(Ku) ⊆ pi1(pi−12 (suppu) ∩ supp k), u ∈ Gc(Ω), (2.4)
leads to supp(Ku) b Ω, under the assumption that pi1, pi2 : suppk → Ω are proper
maps. Let V1 ⊂ V2 ⊂ . . . be an exhausting sequence of relatively compact open
sets and Fj = pi2(pi−11 (Vj) ∩ supp k). From (2.4) it follows that
suppu ⊆ Ω \ Fj ⇒ supp(Ku) ⊆ Ω \ Vj , u ∈ Gc(Ω). (2.5)
Let u ∈ G(Ω). We define Kju ∈ G(Vj) by K(ψju)|Vj where ψj ∈ C∞c (Ω), ψj ≡ 1
in an open neighborhood of Fj . By the sheaf property of G(Ω), there exists a
generalized function Ku such that Ku|Vj = Kju, provided the family {Kju}j∈N is
coherent. But from (2.5) we have that
(Kju−Kiu)|Vi = K((ψj − ψi)u)|Vi = 0
for i < j, noting that ψj − ψi ≡ 0 on Fi. In this way we obtain a linear extension
of the original map K : Gc(Ω)→ Gc(Ω), which satisfies (2.3). In fact for u ∈ G(Ω),
v ∈ Gc(Ω) and supp v ⊆ Vj we have∫
Ω
Ku(x)v(x) dx =
∫
Ω
Ku|Vj (x)v(x) dx =
∫
Ω
K(ψju)(x)v(x) dx
=
∫
Ω
ψju(y)
∫
Ω
k(x, y)v(x)dx dy
=
∫
Ω
u(y)
∫
Ω
k(x, y)v(x)dx dy =
∫
Ω
u(y) tKv(y)dy.
Finally, let us assume that there exists another linear extension K ′ of the operator
K defined on Gc(Ω) such that for all u ∈ G(Ω) and v ∈ Gc(Ω)∫
Ω
K ′u(x)v(x)dx =
∫
Ω
u(y) tKv(y)dy. (2.6)
Combining (2.3) with (2.6) we have that
∫
Ω
(K − K ′)u(x)v(x)dx = 0 for all v ∈
Gc(Ω). Thus, from Proposition 2.11, Ku = K ′u in G(Ω). 
Remark 2.15. The generalized function k ∈ G(Ω × Ω) is uniquely determined
by the operator K : Gc(Ω) → G(Ω). In fact, if K is identically equal to zero,∫
Ω×Ω k(x, y)v(x)u(y) dxdy = 0 for all u, v ∈ Gc(Ω), and so, as a consequence of
Proposition 2.11, k = 0 in G(Ω× Ω).
3. Generalized oscillatory integrals
In this section we summarize the meaning and the most important properties of
integrals of the type ∫
K×Rp
eiφ(y,ξ)a²(y, ξ) dy dξ,
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where K b Ω, Ω an open subset of Rn. The function φ(y, ξ) is assumed to be a
phase function, i.e., it is smooth on Ω×Rp \ 0, real valued, positively homogeneous
of degree 1 in ξ and ∇φ(y, ξ) 6= 0 for all y ∈ Ω, ξ ∈ Rp \ 0. In the sequel we shall
use the square bracket notation Smρ,δ[Ω× Rp] for the space of nets Smρ,δ(Ω×Rp)(0,1]
where Smρ,δ(Ω× Rp), m ∈ R, ρ, δ ∈ [0, 1], is the usual space of Ho¨rmander symbols.
For the classical theory, we refer to [2, 10, 18, 28, 40].
Definition 3.1. An element of Smρ,δ,M(Ω × Rp) is a net (a²)² ∈ Smρ,δ[Ω × Rp] such
that
∀α ∈ Rp, ∀β ∈ Nn, ∀K b Ω, ∃N ∈ N, ∃η ∈ (0, 1], ∃c > 0 :
∀y ∈ K, ∀ξ ∈ Rp, ∀² ∈ (0, η], |∂αξ ∂βy a²(y, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²−N ,
where 〈ξ〉 =√1 + |ξ|2.
The subscript M underlines the moderate growth property, i.e., the bound of
type ²−N as ²→ 0.
Definition 3.2. An element of Nmρ,δ(Ω×Rp) is a net (a²)² ∈ Smρ,δ[Ω×Rp] satisfying
the following requirement:
∀α ∈ Np, ∀β ∈ Nn, ∀K b Ω, ∀q ∈ N, ∃η ∈ (0, 1], ∃c > 0 :
∀y ∈ K, ∀ξ ∈ Rp, ∀² ∈ (0, η], |∂αξ ∂βy a²(y, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²q.
Nets of this type are called negligible.
Definition 3.3. A (generalized) symbol of order m and type (ρ, δ) is an element
of the factor space S˜mρ,δ(Ω× Rp) := Smρ,δ,M(Ω× Rp)/Nmρ,δ(Ω× Rp).
In the following we denote an arbitrary representative of a ∈ S˜mρ,δ(Ω × Rp) by
(a²)².
Definition 3.4. An element a ∈ S˜mρ,δ(Ω×Rp) is called regular if it has a represen-
tative (a²)² with the following property:
∀K b Ω, ∃N ∈ N : ∀α ∈ Np, ∀β ∈ Nn, ∃η ∈ (0, 1], ∃c > 0 :
∀y ∈ K, ∀ξ ∈ Rp, ∀² ∈ (0, η], |∂αξ ∂βy a²(y, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²−N .
(3.1)
We denote by S˜mρ,δ,rg(Ω× Rp) the subspace of regular elements of S˜mρ,δ(Ω× Rp).
If the property (3.1) is true for one representative of a, it holds for every rep-
resentative. Consequently, if Smρ,δ,rg(Ω × Rp) is the space defined by (3.1), we can
introduce S˜mρ,δ,rg(Ω×Rp) as the factor space Smρ,δ,rg(Ω×Rp)/Nmρ,δ(Ω×Rp). It is easy
to prove that (a²)² ∈ Smρ,δ,M(Ω×Rp) implies (∂αξ ∂βxa²)² ∈ Sm−ρ|α|+δ|β|ρ,δ,M (Ω×Rp) and if
(a²)² ∈ Sm1ρ,δ,M(Ω×Rp), (b²)² ∈ Sm2ρ,δ,M(Ω×Rp) then (a²+b²)² ∈ Smax(m1,m2)ρ,δ,M (Ω×Rp)
and (a²b²)² ∈ Sm1+m2ρ,δ,M (Ω× Rp). Since the results concerning derivatives and sums
hold with Sρ,δ,rg and Nρ,δ in place of Sρ,δ,M, we can define derivatives and sums
on the corresponding factor spaces. Moreover, (a²)² ∈ Sm1ρ,δ,M(Ω × Rp) and (b²)² ∈
Nm2ρ,δ (Ω×Rp) imply (a²b²)² ∈ Nm1+m2ρ,δ (Ω×Rp), thus we obtain that the product is a
well-defined map from the space S˜m1ρ,δ (Ω×Rp)×S˜m2ρ,δ (Ω×Rp) into S˜m1+m2ρ,δ (Ω×Rp).
Similarly, it is well-defined as a map from S˜m1ρ,δ,rg(Ω × Rp) × S˜m2ρ,δ,rg(Ω × Rp) into
S˜m1+m2ρ,δ,rg (Ω×Rp). The classical space Smρ,δ(Ω×Rp) is contained in S˜mρ,δ,rg(Ω×Rp).
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Let us now study the dependence of S˜mρ,δ(Ω× Rp) on the open set Ω ⊆ Rn. We
can define the restriction of a ∈ S˜mρ,δ(Ω× Rp) to an open subset Ω′ of Ω by setting
a|Ω′ := (a²|Ω′ ) +Nmρ,δ(Ω′ × Rp).
Following the same arguments adopted in the proof of Theorem 1.2.4 in [16], we
obtain that S˜mρ,δ(Ω×Rp) is a sheaf with respect to Ω. This fact allows us to define
suppy a as the complement of the largest open set Ω′ ⊆ Ω such that a|Ω′ = 0.
We assume from now on that ρ > 0 and δ < 1 and return to the meaning of the
integral ∫
K×Rp
eiφ(y,ξ)a²(y, ξ) dy dξ. (3.2)
Obviously, if (a²)² ∈ Smρ,δ,M(Ω×Rp) then (3.2) makes sense as an oscillatory integral
for every ² ∈ (0, 1]. Since our aim is to estimate its asymptotic behavior with respect
to ², we state a lemma obtained as a simple adaptation of the reasoning presented
in [10, p.122-123], [18, p.88-89], [40, p.4-5]. We recall that given the phase function
φ, there exists an operator
L =
p∑
i=1
ai(y, ξ)
∂
∂ξi
+
n∑
k=1
bk(y, ξ)
∂
∂yk
+ c(y, ξ)
such that ai(y, ξ) ∈ S0(Ω × Rp), bk(y, ξ) ∈ S−1(Ω × Rp), c(y, ξ) ∈ S−1(Ω × Rp),
and such that tLeiφ = eiφ, where tL is the formal adjoint.
Lemma 3.5. Let s = min{ρ, 1−δ} and j ∈ N. Then the following statements hold:
i) if (a²)² ∈ Smρ,δ,M(Ω× Rp) then (Lja²)² ∈ Sm−jsρ,δ,M (Ω× Rp);
ii) i) is valid with Sρ,δ,rg in place of Sρ,δ,M;
iii) i) is valid with Nρ,δ in place of Sρ,δ,M.
For completeness we recall that for m − js < −n and χ ∈ C∞c (Rp) identically
equal to 1 in a neighborhood of the origin, the oscillatory integral Iφ,K(a²), at fixed
², can be defined by either of the two expressions on the right hand-side of (3.3):
Iφ,K(a²) :=
∫
K×Rp
eiφ(y,ξ)a²(y, ξ) dy dξ
=
∫
K×Rp
eiφ(y,ξ)Lja²(y, ξ) dy dξ
= lim
h→0+
∫
K×Rp
eiφ(y,ξ)a²(y, ξ)χ(hξ) dy dξ,
(3.3)
where the equalities hold for all ² ∈ (0, 1].
Proposition 3.6. Let K be a compact set contained in Ω. Let φ be a phase function
on Ω× Rp and a an element of S˜mρ,δ(Ω× Rp). The oscillatory integral
Iφ,K(a) :=
∫
K×Rp
eiφ(y,ξ)a(y, ξ) dy dξ := (Iφ,K(a²))² +N
is a well-defined element of C˜.
Proof. From Lemma 3.5, if (a²)² ∈ Smρ,δ,M(Ω × Rp) then (Lja²)² ∈ Sm−jsρ,δ,M (Ω × Rp)
for every j ∈ N. Taking m − js < −n, it is easy to see that (Iφ,K(a²))² ∈ EM .
Analogously, if (a²)² is negligible, we have that (Iφ,K(a²))² ∈ N . 
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Definition 3.7. Let a ∈ S˜mρ,δ(Ω× Rp) with suppy a b Ω. We define the (general-
ized) oscillatory integral
Iφ(a) :=
∫
Ω×Rp
eiφ(y,ξ)a(y, ξ) dy dξ :=
∫
K×Rp
eiφ(y,ξ)a(y, ξ) dy dξ,
where K is any compact subset of Ω containing suppy a in its interior.
It remains to show that this definition does not depend on the choice of K. Let
K1,K2 b Ω with suppy a ⊆ intK1 ∩ intK2 and put K3 = K1 ∪K2. But for i = 1, 2
and j large enough∣∣∣∫
K3×Rp
eiφ(y,ξ)a²(y, ξ) dy dξ −
∫
Ki×Rp
eiφ(y,ξ)a²(y, ξ) dy dξ
∣∣∣
≤
∫
K3\intKi×Rp
|Lja²(y, ξ)|dy dξ = O(²q)
for arbitrary q ∈ N since K3 \ intKi is a compact subset of Ω \ suppy a, as desired.
It is clear that for each compact set K containing suppy a in its interior, we
can find representatives (a²)² with suppy a² ⊂ K for all ². For such a repre-
sentative of Iφ(a), its components are defined by the classical oscillatory integral∫
Ω×Rp e
iφ(y,ξ)a²(y, ξ) dy d−ξ.
Remark 3.8. A particular example of a generalized oscillatory integral on Ω×Rp
is given by
Iφ(au) :=
∫
Ω×Rp
eiφ(y,ξ)a(y, ξ)u(y) dy dξ,
where a ∈ S˜mρ,δ(Ω× Rp) and u ∈ Gc(Ω). We observe that the map Iφ(a) : Gc(Ω)→
C˜ : u→ Iφ(au) is well-defined and belongs to L(Gc(Ω), C˜).
We consider now phase functions and symbols depending on an additional pa-
rameter. We want to study oscillatory integrals of the form
Iφ,K(a)(x) :=
∫
K×Rp
eiφ(x,y,ξ)a(x, y, ξ) dy dξ,
where x ∈ Ω′, an open subset of Rn′ . Obviously, if for any fixed x ∈ Ω′, φ(x, y, ξ)
is a phase function with respect to the variables (y, ξ) and a(x, y, ξ) belongs to
S˜mρ,δ(Ω × Rp), the oscillatory integral Iφ,K(a)(x) defines a map from Ω′ to C˜. The
smooth dependence of this map on the parameter x is investigated in the following
Remark 3.9 and in Proposition 3.10.
Remark 3.9. Let φ(x, y, ξ) be a real valued continuous function on Ω′ × Ω× Rp,
smooth on Ω′ ×Ω×Rp \ {0} such that for all x ∈ Ω′, φ(x, y, ξ) is a phase function
with respect to (y, ξ). As in Lemma 3.5, we have that for all j ∈ N, (a²)² ∈
Smρ,δ,M(Ω′×Ω×Rp) implies (Ljxa²(x, y, ξ))² ∈ Sm−jsρ,δ,M (Ω′×Ω×Rp). The same result
holds with Sρ,δ,rg in place of Sρ,δ,M and Nρ,δ in place of Sρ,δ,M (this follows easily
along the lines of [10, p.124-125] and [18, p.90]).
Proposition 3.10. Let φ(x, y, ξ) be as in Remark 3.9.
i) If a(x, y, ξ) ∈ S˜mρ,δ(Ω′ × Ω× Rp) then for all K b Ω
wK(x) :=
∫
K×Rp
eiφ(x,y,ξ)a(x, y, ξ) dy dξ
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belongs to G(Ω′).
ii) If a(x, y, ξ) ∈ S˜mρ,δ,rg(Ω′ × Ω× Rp) then wK ∈ G∞(Ω′) for all K b Ω.
iii) If in addition φ is a phase function in (x, y, ξ) then for all K ′ b Ω′∫
K′
wK(x) dx =
∫
K′×K×Rp
eiφ(x,y,ξ)a(x, y, ξ) dx dy dξ.
Proof. An arbitrary representative of wK is given by the oscillatory integral
(wK,²(x))² :=
(∫
K×Rp
eiφ(x,y,ξ)a²(x, y, ξ) dydξ
)
²
.
From Remark 3.9 it follows that
( ∫
K×Rp e
iφ(x,y,ξ)a²(x, y, ξ) dydξ
)
²
∈ E [Ω′]. At this
point by computing the x-derivatives of the expression eiφ(x,y,ξ)Ljxa²(x, y, ξ) for
ξ 6= 0, we conclude that
∀α ∈ Nn′ , ∀K ′ b Ω′, ∃N ∈ N, ∃η ∈ (0, 1] : ∀x ∈ K ′, ∀y ∈ K,
∀ξ ∈ Rp \ {0}, ∀² ∈ (0, η], |∂αx (eiφ(x,y,ξ)Ljxa²(x, y, ξ))| ≤ 〈ξ〉m−js+|α|²−N .
(3.4)
Now if m− js+ |α| < −n then we obtain for x ∈ K ′ and ² ∈ (0, η],
|∂αxwK,²(x)| ≤ ²−N .
Therefore (wK,²)² ∈ EM (Ω′). Obviously if (a²)² ∈ Nmρ,δ(Ω′×Ω×Rp) then (wK,²)² ∈
N (Ω′). If a ∈ S˜mρ,δ,rg(Ω′ × Ω × Rp) the exponent N in (3.4) does not depend on
the derivatives and then (wK,²)² ∈ E∞M (Ω′). This result completes the proof of the
first two assertions. The proof of the third point is a consequence of the analogous
statement in [10, (23.17.6)], applied to representatives. 
Remark 3.11. Combining Proposition 3.10 with Definition 3.7, we obtain the
following results:
i) if φ is a phase function with respect to (y, ξ) and there exists a compact
set K of Ω such that for all x ∈ Ω′, suppy a(x, ·, ·) ⊆ K then the oscil-
latory integral
∫
Ω×Rp e
iφ(x,y,ξ)a(x, y, ξ) dy d−ξ defines a generalized function
belonging to G(Ω′);
ii) if φ is a phase function with respect to (y, ξ) and (x, ξ) and suppx,y a b
Ω′ ×Ω then the two oscillatory integrals ∫
Ω×Rp e
iφ(x,y,ξ)a(x, y, ξ) dy d−ξ and∫
Ω′×Rp e
iφ(x,y,ξ)a(x, y, ξ) dx d−ξ belong to G(Ω′) and G(Ω) respectively. More-
over∫
Ω′×Ω×Rp
eiφ(x,y,ξ)a(x, y, ξ) dx dy d−ξ =
∫
Ω′
∫
Ω×Rp
eiφ(x,y,ξ)a(x, y, ξ) dy d−ξ dx
=
∫
Ω
∫
Ω′×Rp
eiφ(x,y,ξ)a(x, y, ξ) dx d−ξ dy.
Remark 3.12. We recall that for each phase function φ(x, ξ)
Cφ := {(x, ξ) ∈ Ω× Rp \ {0} : ∇ξφ(x, ξ) = 0}
is a cone-shaped subset of Ω×Rp \ {0}. Let pi : Ω×Rp \ {0} → Ω be the projection
onto Ω and put Sφ := piCφ, Rφ := Ω \ Sφ. Interpreting x ∈ Ω as a parameter we
have from Proposition 3.10 that
w(x) :=
∫
Rp
eiφ(x,ξ)a(x, ξ)dξ =
(∫
Rp
eiφ(x,ξ)a²(x, ξ)dξ
)
²
+N
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makes sense as an oscillatory integral for x ∈ Rφ. More precisely, we have that
i) if a ∈ S˜mρ,δ(Ω× Rp) then w ∈ G(Rφ);
ii) if a ∈ S˜mρ,δ(Ω×Rp) and suppx a ⊆ Ω\Ω′, where Ω′ is an open neighborhood
of Sφ, then w can be extended to a generalized function on Ω with support
contained in Ω \ Ω′;
iii) i) and ii) hold with Sρ,δ,rg in place of Sρ,δ and G∞ in place of G;
iv) if a ∈ S˜mρ,δ(Ω× Rp) then for all u ∈ Gc(Rφ)∫
Ω×Rp
eiφ(x,ξ)a(x, ξ)u(x) dx dξ =
∫
Ω
w(x)u(x) dx. (3.5)
v) under the hypothesis of the second statement, (3.5) holds for all u ∈ Gc(Ω).
We just give some details concerning the proof of the assertion ii) and v). Let
{Ω′j}j∈N\{0} be an open covering of Ω′ such that Ω′j is relatively compact and Ω′j ⊆
Ω′j ⊆ Ω′j+1 for all j. Choosing cut-off functions {ψj}j∈N\{0} such that ψj ∈ C∞c (Ω′)
and ψj ≡ 1 in a neighborhood of Ω′j , we observe that ((1 − ψj(x))a²(x, ξ))² is a
representative of a identically equal to 0 on Ω′j for all ² ∈ (0, 1]. At this point we
see that
w0(x) :=
((∫
Rn
eiφ(x,ξ)a²(x, ξ) dξ
)∣∣
Rφ
)
²
+N (Rφ),
wj(x) :=
((∫
Rn
eiφ(x,ξ)(1− ψj(x))a²(x, ξ) dξ
)∣∣
Ω′j
)
²
+N (Ω′j), j ≥ 1
is a coherent family of generalized functions which defines w ∈ G(Ω) such that w0
and wj are its restrictions to Rφ and Ω′j respectively. Consequently, suppw ⊆ Rφ \
Ω′ ≡ Ω\Ω′. Now for any u ∈ Gc(Ω), suppx(au)∪supp(wu) ⊆ (Rφ\Ω′)∩suppu b Rφ.
Taking ψ ∈ C∞c (Rφ) identically 1 in a neighborhood of (Rφ \ Ω′) ∩ suppu we have
that wu = wuψ in G(Ω) and au = auψ in S˜mρ,δ(Ω × Rp). Since ψu ∈ Gc(Rφ), iv)
gives ∫
Ω×Rn
eiφ(x,ξ)a(x, ξ)u(x) dx dξ =
∫
Ω×Rn
eiφ(x,ξ)a(x, ξ)u(x)ψ(x) dx dξ
=
∫
Ω
w(x)u(x)ψ(x) dx =
∫
Ω
w(x)u(x) dx.
4. Pseudodifferential operators with generalized amplitudes
As mentioned in the Introduction and as will be seen shortly, we will need dif-
ferent asymptotic scales. This requires an extension of Definition 3.1 and 3.2 which
we now state.
Definition 4.1. Let m,µ, ρ, δ be real numbers, ρ, δ ∈ [0, 1]. Let ω be a real valued
function on the interval (0, 1], ω > 0, such that for some r in R, for some C > 0
and for all ² ∈ (0, 1], ω(²) ≥ C²r. We denote by Sm,µρ,δ,ω(Ω′ ×Rp), Ω′ an open subset
of Rn′ , the set of all (a²)² ∈ Smρ,δ[Ω′×Rp] such that the following statement holds:
∀K b Ω′, ∃N ∈ N : ∀α ∈ Np, ∀β ∈ Nn′ , ∃η ∈ (0, 1], ∃c > 0 : ∀x ∈ K, ∀ξ ∈ Rp,
∀² ∈ (0, η], |∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²−Nω(²)−(|β|−µ)+ .
(4.1)
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The exponent −(|β| − µ)+ = −max{0, |β| − µ} reflects differentiability up to
order µ in the case when a² is obtained from a non-smooth, classical symbol by
convolution with a mollifier with scale ω(²).
Definition 4.2. An element of Nm,µρ,δ,ω(Ω′ × Rp) is a net in Smρ,δ[Ω′ × Rp] fulfilling
the following condition:
∀K b Ω′, ∀α ∈ Np, ∀β ∈ Nn′ , ∀q ∈ N, ∃η ∈ (0, 1], ∃c > 0 : ∀x ∈ K,
∀ξ ∈ Rp, ∀² ∈ (0, η], |∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²qω(²)−(|β|−µ)+ .
(4.2)
Nets with this property are called negligible.
The factor space Sm,µρ,δ,ω(Ω′ ×Rp)/Nm,µρ,δ,ω(Ω′ ×Rp) will be denoted by S˜m,µρ,δ,ω(Ω′ ×
Rp). Related to Definitions 3.1 and 3.2, we note that Sm,µρ,δ,ω(Ω′×Rp) ⊆ Smρ,δ,M(Ω′×
Rp), Nm,µρ,δ,ω(Ω′ × Rp) ⊆ Nmρ,δ(Ω′ × Rp) and Sm,µρ,δ,ω(Ω′ × Rp) ∩ Nmρ,δ(Ω′ × Rp) ⊆
Nm,µρ,δ,ω(Ω′ × Rp), provided (ω(²))² belongs to EM . Therefore, S˜m,µρ,δ,ω(Ω′ × Rp) ⊆
S˜mρ,δ(Ω′ × Rp). One easily proves that the following mapping properties hold:
∂αξ ∂
β
x : S˜m,µρ,δ,ω(Ω′ × Rp)→ S˜m−ρ|α|+δ|β|,µ−|β|ρ,δ,ω (Ω′ × Rp),
+ : S˜m1,µρ,δ,ω (Ω′ × Rp)× S˜m2,µρ,δ,ω (Ω′ × Rp)→ S˜max(m1,m2),µρ,δ,ω (Ω′ × Rp).
As mentioned in the Introduction, an important notion is that of a slow scale net.
Recall that a net (r²) ∈ C(0,1] is a slow scale net if for every q ≥ 0 there exist cq > 0
such that for all ² ∈ (0, 1]
|r²|q ≤ cq²−1. (4.3)
Remark 4.3. If in addition to the usual assumptions on (ω(²))², we assume that
(ω−1(²))² is a slow scale net, we can uniformly bound the contributions of the
derivatives in (4.1) by a single negative power of ², obtaining for a suitable constant
c, for x ∈ K and for all ² small enough
|∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²−N−1.
This means that if (ω−1(²))² is a slow scale net then Sm,µρ,δ,ω(Ω′ ×Rp) ⊆ Smρ,δ,rg(Ω′ ×
Rp). If in addition (ω(²))² ∈ EM , then also S˜m,µρ,δ,ω(Ω′ × Rp) ⊆ S˜mρ,δ,rg(Ω′ × Rp).
Further, if (ω−1(²))² is a slow scale net and sup²∈(0,1] ω(²) <∞ then
S˜m,µρ,δ,ω(Ω′ × Rp) = S˜mρ,δ,rg(Ω′ × Rp)
since Sm,µρ,δ,ω(Ω′ × Rp) = Smρ,δ,rg(Ω× Rp) and Nm,µρ,δ,ω(Ω′ × Rp) = Nmρ,δ(Ω′ × Rp).
Definition 4.4. We denote by S−∞rg (Ω′ × Rp) the set of all (a²)² ∈ S−∞[Ω′ × Rp]
such that
∀K b Ω′, ∃N ∈ N : ∀m ∈ R, ∀α ∈ Np, ∀β ∈ Nn′, ∃η ∈ (0, 1], ∃c > 0 :
∀x ∈ K, ∀ξ ∈ Rp, ∀² ∈ (0, η], |∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−|α|²−N .
(4.4)
We denote by N−∞(Ω′ × Rp) the set of all (a²)² ∈ S−∞[Ω′ × Rp] such that
∀K b Ω′, ∀m ∈ R, ∀q ∈ N, ∀α ∈ Np, ∀β ∈ Nn′ , ∃η ∈ (0, 1], ∃c > 0 :
∀x ∈ K, ∀ξ ∈ Rp, ∀² ∈ (0, η], |∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−|α|²q.
(4.5)
The factor space S−∞rg (Ω′×Rp)/N−∞(Ω′×Rp) will be denoted by S˜−∞rg (Ω′×Rp).
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Definition 4.5. Let Ω be an open subset of Rn. The elements of the factor spaces
S˜m,µρ,δ,ω(Ω×Rn) and S˜m,µρ,δ,ω(Ω×Ω×Rn) will be called symbols and amplitudes of order
m and type (ρ, δ, µ, ω), respectively. The elements of the factor spaces S˜−∞rg (Ω×Rn)
and S˜−∞rg (Ω×Ω×Rn) will be called smoothing symbols and smoothing amplitudes,
respectively.
Example 4.6. Let (ω(²))² be a net as in Definition 4.1 tending to 0 as ² goes to
0. Given µ ∈ R \ N, we denote by Gµ∗,loc,ω(Ω) the space of all generalized functions
a ∈ G(Ω) having a representative (a²)² satisfying the condition:
∀K b Ω, ∀α ∈ Nn, ‖∂αa²‖L∞(K) =
{
O(1), 0 ≤ |α| ≤ µ,
O(ω(²)µ−|α|), |α| > µ (²→ 0).
This notion is a modified version (with scales) of the generalized Zygmund regularity
introduced in [22]. It is clear that for any b ∈ S˜mρ,δ,rg(Ω × Rn) and a ∈ Gµ∗,loc,ω(Ω),
the product a(x)b(x, ξ) defines a symbol in S˜m,µρ,δ,ω(Ω × Rn). It follows from the
results in [22] that if f is a function belonging to the Zygmund class Cµ∗ (Rn) and
ϕ ∈ S (Rn) is a radial mollifier with ∫Rn ϕ(x)dx = 1 and ∫Rn xαϕ(x)dx = 0 for all
α 6= 0 then f ∗ϕω(²) satisfies the generalized Zygmund property defining Gµ∗,loc,ω(Ω).
Thus, for any b as above, ((f ∗ϕω(²))|Ω(x)b(x, ξ))² may serve as a representative for
a symbol in S˜m,µρ,δ,ω(Ω× Rn).
In the sequel we assume ρ > 0, δ < 1 and let d−ξ = (2pi)−ndξ.
Proposition 4.7. Let a ∈ S˜m,µρ,δ,ω(Ω× Ω× Rn). The oscillatory integral
Au :=
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)u(y) dy d−ξ =
(
A²u²(x)
)
²
+N (Ω) (4.6)
where
A²u²(x) =
∫
Ω×Rn
ei(x−y)ξa²(x, y, ξ)u²(y) dy d−ξ
defines a linear map from Gc(Ω) into G(Ω). If (ω−1(²))² is a slow scale net then
the oscillatory integral (4.6) defines a linear map from G∞c (Ω) to G∞(Ω). Finally,
if a ∈ S˜−∞rg (Ω× Ω× Rn) then (4.6) defines a linear map from Gc(Ω) to G∞(Ω).
Proof. In (4.6), φ(x, y, ξ) = (x− y)ξ satisfies the assumptions of Remark 3.9. It is
immediate to prove that the map S˜m,µρ,δ,ω(Ω×Ω×Rn)×Gc(Ω)→ S˜mρ,δ(Ω×Ω×Rn) :
(a, u) → a(x, y, ξ)u(y) := (a²(x, y, ξ)u²(y))² + Nmρ,δ(Ω × Ω × Rn) is well-defined.
From Proposition 3.10 and Remark 3.11, assertion i), we obtain that A is a linear
map from Gc(Ω) into G(Ω). If (ω−1(²))² is a slow scale net and u ∈ G∞c (Ω) then
au ∈ S˜mρ,δ,rg(Ω × Ω × Rn) and as a consequence of Proposition 3.10, assertion ii),
A maps G∞c (Ω) into G∞(Ω). Finally, assuming that a ∈ S˜−∞rg (Ω × Ω × Rn), the
integral
A²u²(x) =
∫
Ω×Rn
ei(x−y)ξa²(x, y, ξ)u²(y) dy d−ξ
is absolutely convergent. Differentiating we obtain that
(a²)² ∈ S−∞rg (Ω× Ω× Rn), (u²)² ∈ Ec,M (Ω) ⇒ (A²u²)² ∈ E∞M (Ω),
(a²)² ∈ N−∞(Ω× Ω× Rn), (u²)² ∈ Ec,M (Ω) ⇒ (A²u²)² ∈ N (Ω),
(a²)² ∈ S−∞rg (Ω× Ω× Rn), (u²)² ∈ Nc(Ω) ⇒ (A²u²)² ∈ N (Ω).
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This completes the proof. 
Definition 4.8. Let a ∈ S˜m,µρ,δ,ω(Ω× Ω× Rn). The linear map defined by
A : Gc(Ω)→ G(Ω) : u→ Au(x) :=
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)u(y) dy d−ξ
will be called a (generalized) pseudodifferential operator with amplitude a.
The formal transpose of A is the pseudodifferential operator tA : Gc(Ω)→ G(Ω)
defined by
u→
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)u(x) dx d−ξ =
∫
Ω×Rn
ei(x−y)ξa(y, x,−ξ)u(y) dy d−ξ. (4.7)
The first integral in (4.7) is an oscillatory integral in x and ξ depending on the
parameter y ∈ Ω. Renaming variables, we see that tA can be written in the usual
pseudodifferential form and thus satisfies the mapping properties of Proposition 4.7
as well.
Definition 4.9. Let A be a pseudodifferential operator. The map kA ∈ L(Gc(Ω×
Ω), C˜) defined by
kA(u) =
∫
Ω
A(u(x, ·))(x)dx. (4.8)
is called the kernel of A.
We have to prove that the integral in (4.8) makes sense. Let a ∈ S˜m,µρ,δ,ω(Ω×Ω×Rn)
be an amplitude defining the operator A. Let u ∈ Gc(Ω×Ω). From Definition 4.8,
A(u(x, ·))(x) =
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)u(x, y) dy d−ξ,
where a(x, y, ξ)u(x, y) ∈ S˜mρ,δ(Ω×Ω×Rn). From Proposition 3.10 and Remark 3.11
this oscillatory integral defines a generalized function in G(Ω) and A(u(x, ·))(x) ∈
Gc(Ω). Consequently,
∫
Ω
A(u(x, ·))(x)dx is an element of L(Gc(Ω×Ω), C˜) and from
Remark 3.11, assertion ii)
kA(u) =
∫
Ω
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)u(x, y) dy d−ξ dx
=
∫
Ω×Ω×Rn
ei(x−y)ξa(x, y, ξ)u(x, y) dx dy d−ξ.
Proposition 4.10. Let a ∈ S˜m,µρ,δ,ω(Ω× Ω× Rn) and A be the corresponding pseu-
dodifferential operator.
i) For all u ∈ Gc(Ω) and v ∈ Gc(Ω)
kA(v ⊗ u) =
∫
Ω
Au(x)v(x)dx =
∫
Ω
u(y) tAv(y)dy, (4.9)
where v ⊗ u := (v²(x)u²(y))² +Nc(Ω× Ω);
ii) kA ∈ G(Ω× Ω \∆), where ∆ is the diagonal of Ω× Ω. Moreover, for open
subsets W and W ′ of Ω with W ×W ′ ⊆ Ω×Ω \∆, and for all u ∈ Gc(W ′)
Au|W (x) =
∫
Ω
kA(x, y)u(y)dy; (4.10)
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iii) if suppx,y a ⊆ Ω × Ω \ Ω′, where Ω′ is an open neighborhood of ∆, then
kA ∈ G(Ω× Ω);
iv) if (ω−1(²))² is a slow scale net then ii) and iii) are valid with G∞(Ω×Ω\∆)
and G∞(Ω× Ω) in place of G(Ω× Ω \∆) and G(Ω× Ω) respectively;
v) if a ∈ S˜−∞rg (Ω× Ω× Rn) then kA ∈ G∞(Ω× Ω).
Proof. For the first point of the assertion it is sufficient, as in the classical theory of
pseudodifferential operators, to write down the three oscillatory integrals in (4.9)
and to change order in integration. We observe that for φ(x, y, ξ) = (x − y)ξ,
Cφ ≡ ∆× Rn \ {0} and Rφ ≡ Ω× Ω \∆. Recalling the first statement of Remark
3.12, the oscillatory integral
∫
Rn e
i(x−y)ξa(x, y, ξ)d−ξ defines a generalized function
in G(Ω× Ω \∆). Now for all u ∈ Gc(Ω× Ω \∆)
kA(u) =
∫
Ω×Ω
u(x, y)
∫
Rn
ei(x−y)ξa(x, y, ξ) d−ξ dx dy (4.11)
and, since as a consequence of Proposition 2.11, G(Ω×Ω\∆) is included in L(Gc(Ω×
Ω \ ∆), C˜), (4.11) shows that kA ∈ G(Ω × Ω \ ∆). In particular if u ∈ Gc(W ′)
and W ×W ′ ⊆ Ω × Ω \ ∆, (4.10) follows from (4.11) and the inclusion G(W ) ⊆
L(Gc(W ), C˜).
Under the hypothesis that(ω−1(²))² is a slow scale net, a ∈ S˜m,µρ,δ,ω(Ω × Ω × Rn)
can also be considered as an element of S˜mρ,δ,rg(Ω×Ω×Rn). Thus the assertions iii)
and iv) are obtained from the analogous statements ii) and iii) in Remark 3.12.
Finally, if a ∈ S˜−∞rg (Ω × Ω × Rn),
∫
Rn e
i(x−y)ξa(x, y, ξ) d−ξ ∈ G∞(Ω × Ω) and
(4.11) holds for all u ∈ Gc(Ω × Ω). Hence kA(x, y) =
∫
Rn e
i(x−y)ξa(x, y, ξ) d−ξ ∈
G∞(Ω× Ω). 
We see from (4.9) and Proposition 2.11 that two pseudodifferential operators
having the same kernel coincide. The definition of the kernel kA is very useful in
proving the following result of pseudolocality.
Proposition 4.11. Let a ∈ S˜m,µρ,δ,ω(Ω×Ω×Rn) and (ω−1(²))² a slow scale net; let
A be the corresponding pseudodifferential operator. Then for all u ∈ Gc(Ω)
sing suppg Au ⊆ sing suppg u.
Proof. For u ∈ Gc(Ω), we consider an arbitrary open neighborhood V of sing suppg u
contained in Ω and a function ψ ∈ C∞c (V ) identically equal to 1 in a neighbor-
hood of sing suppg u. Then we write u = ψu + (1 − ψ)u where ψu ∈ Gc(Ω) and
(1 − ψ)u ∈ G∞c (Ω). From Proposition 4.7, A((1 − ψ)u) ∈ G∞(Ω) and then our
assertion becomes
sing suppg A(ψu) ⊆ sing suppg u. (4.12)
To prove (4.12), we show that for all u ∈ Gc(Ω)
sing suppg Au ⊆ suppu. (4.13)
Let K ≡ supp u and x0 ∈ Ω \ K so that x0 × K ⊆ Ω × Ω \ ∆. Since Ω × Ω \ ∆
is open, there exist an open neighborhoods W and W ′ of x0 and K, respectively,
such that W ×W ′ ⊆ Ω×Ω \∆. We want to demonstrate that x0 ∈ Ω \ suppg Au,
i.e. Au|W ∈ G∞(W ). It is sufficient to recall Proposition 4.10, point iv), and the
equality (4.10) where kA ∈ G∞(W ×W ′). Writing ψu in place of u in (4.13), we
conclude that
sing suppg A(ψu) ⊆ suppψu ⊆ V.
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Since V is arbitrary, the proof is complete. 
Let us now consider a linear operator A : Gc(Ω)→ G(Ω) of the form
Au(x) =
∫
Ω
k(x, y)u(y)dy, (4.14)
where k ∈ G∞(Ω × Ω). As noted in Remark 2.15, k is uniquely determined by
(4.14) as an element of G(Ω × Ω). For this reason, we may call it the kernel of A,
adopt the notation kA, and we may call A an operator with regular generalized
kernel. Obviously, every operator with regular generalized kernel is regularizing,
i.e. it maps Gc(Ω) into G∞(Ω).
Proposition 4.12. A is an operator with regular generalized kernel if and only if
it is a pseudodifferential operator with smoothing amplitude in S˜−∞rg (Ω× Ω× Rn).
Proof. Every pseudodifferential operator with smoothing amplitude has a regular
generalized kernel by Proposition 4.10. To prove the converse, let kA ∈ G∞(Ω×Ω).
Then for all u ∈ Gc(Ω), Au has as a representative
A²u² =
∫
Ω
kA,²(x, y)u²(y)dy =
∫
Ω×Rn
ei(x−y)ξe−i(x−y)ξkA,²(x, y)χ(ξ)u²(y) dyd−ξ,
where χ(ξ) ∈ C∞c (Rn) with
∫
χ(ξ)d−ξ = 1. Now if we define
a²(x, y, ξ) := e−i(x−y)ξkA,²(x, y)χ(ξ)
then each a² belongs to S−∞(Ω× Ω× Rn). Further, (kA,²)² ∈ E∞M (Ω× Ω) implies
(a²)² ∈ S−∞rg (Ω×Ω×Rn) and (kA,²)² ∈ N (Ω×Ω) implies (a²)² ∈ N−∞(Ω×Ω×Rn).
In conclusion,
Au(x) =
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)u(y) dyd−ξ
for a := (a²)² +N−∞(Ω× Ω× Rn). 
We introduce properly supported pseudodifferential operators using their kernels
in L(Gc(Ω× Ω), C˜).
Definition 4.13. A pseudodifferential operator A is properly supported if and only
if supp kA is a proper set. An amplitude a ∈ S˜m,µρ,δ,ω(Ω× Ω× Rn) is called properly
supported if and only if suppx,y a is a proper set.
We note that if A is properly supported then tA is properly supported.
Proposition 4.14. Let A be a pseudodifferential operator with amplitude a ∈
S˜m,µρ,δ,ω(Ω × Ω × Rn). If (ω(²))² is bounded then A is properly supported if and
only if it can be written with a properly supported amplitude in S˜m,µρ,δ,ω(Ω×Ω×Rn).
If (ω−1(²))² is a slow scale net then A is properly supported if and only if it can be
written with a properly supported amplitude in S˜mρ,δ,rg(Ω× Ω× Rn).
Proof. Let us consider the first case when (ω(²))² is bounded. If A is properly
supported then choosing a proper function χ ∈ C∞(Ω × Ω) identically equal to 1
in a neighborhood of supp kA we have that χa := (χa²)² +Nm,µρ,δ,ω(Ω× Rn) belongs
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to S˜m,µρ,δ,ω(Ω× Ω× Rn). This uses the boundedness of ω(²). Clearly, χa is properly
supported. Moreover, since for all u ∈ Gc(Ω× Ω)
kA((1− χ)u) =
∫
Ω×Rn
ei(x−y)ξa(x, y, ξ)(1− χ(x, y))u(x, y) dx dy d−ξ = 0 in C˜,
the operators with amplitudes a and χa have the same kernel and hence they
coincide.
To prove the converse, assume that a ∈ S˜m,µρ,δ,ω(Ω × Ω × Rn) is a properly sup-
ported amplitude. Since supp kA ⊆ suppx,ya we see that A is a properly supported
pseudodifferential operator.
If (ω−1(²))² is a slow scale net we can repeat the same arguments, substituting
S˜mρ,δ,rg(Ω× Ω× Rn) for S˜m,µρ,δ,ω(Ω× Ω× Rn). 
Remark 4.15. Proposition 4.14 implies that any properly supported pseudodif-
ferential operator A can be written with a properly supported amplitude a such
that there exist a representative (a²)² of a and a proper closed subset of Ω × Ω
containing suppx,y a² for all ².
Proposition 4.16. If A is a properly supported pseudodifferential operator then
for all K b Ω there exist K ′,K ′′ b Ω such that for all u ∈ Gc(Ω) the following
statements hold:
i) suppu ⊂ K implies suppAu ⊂ K ′,
ii) suppu ⊂ Ω \K ′′ implies suppAu ⊂ Ω \K.
Proof. From (4.9) we obtain for all u ∈ Gc(Ω)
suppAu ⊆ pi1(pi−12 (suppu) ∩ supp kA). (4.15)
The first assertion follows from (4.15) puttingK ′ = pi1(pi−12 (K)∩supp kA). Defining
K ′′ as pi2(pi−11 (K) ∩ supp kA), (4.15) leads to assertion ii). 
Proposition 4.16 is the well-known topological characterization of a properly
supported linear operator.
Proposition 4.17. If A is a properly supported pseudodifferential operator with
amplitude a ∈ S˜m,µρ,δ,ω(Ω× Ω× Rn) then
i) A maps Gc(Ω) into Gc(Ω),
ii) A can be uniquely extended to a linear map from G(Ω) into G(Ω) such that
for all u ∈ G(Ω) and v ∈ Gc(Ω),∫
Ω
Au(x)v(x)dx =
∫
Ω
u(y) tAv(y)dy. (4.16)
In the particular case when (ω−1(²))² is a slow scale net
iii) A maps G∞c (Ω) into G∞c (Ω),
iv) the extension defined above maps G∞(Ω) into G∞(Ω).
The same results hold with tA in place of A.
Proof. The first assertion is clear from i) in Proposition 4.16. To prove the second,
we use the well-known sheaf-theoretic argument. We only need to define A locally.
Let V1 ⊂ V2 ⊂ . . . be an exhausting sequence of relatively compact open sets, let
Kj = Vj and K ′′j as in ii) of Proposition 4.16, where we assume that {K ′′j }j∈N is
increasing. Given u ∈ G(Ω), we define Aju ∈ G(Vj) by (A(ψju))|Vj where ψj ∈
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C∞c (Ω), ψj ≡ 1 in an open neighborhood of K ′′j . As in the proof of Proposition
2.14, it is clear that the family {Aju}j∈N is coherent. In this way we obtain a
linear extension of the original pseudodifferential operator on Gc(Ω), which satisfies
(4.16). In fact, choosing u ∈ G(Ω) and v ∈ Gc(Ω), we have that supp v ⊆ Vj
for some j. Since the function ψj is identically 1 in an open neighborhood of
pi2(pi−11 (Vj) ∩ supp kA) and supp tAv ⊆ pi2(pi−11 (Vj) ∩ supp kA), we conclude that∫
Ω
Au(x)v(x)dx =
∫
Ω
A(ψju)v(x)dx =
∫
Ω
ψju(y) tAv(y)dy =
∫
Ω
u(y) tAv(y)dy.
The uniqueness is proved as in (2.6).
Assume now that (ω−1(²))² is a slow scale net. From Proposition 4.7 we already
know that A maps G∞c (Ω) into G∞(Ω). This mapping property combined with
assertion i) implies that A : G∞c (Ω)→ G∞c (Ω). Finally using the sheaf property of
G∞(Ω), the extension to G(Ω) defined above maps G∞(Ω) into G∞(Ω). 
It is clear that if A is properly supported and (ω−1(²))² is a slow scale net then
the pseudolocality property sing suppg Au ⊆ sing suppg u holds for every u ∈ G(Ω).
In fact, it suffices to recall that the restrictions of Au to the open subsets Vj are
expressed by (A(ψju))|Vj , where ψju has compact support.
Proposition 4.18. Let a ∈ S˜m,µρ,δ,ω(Ω × Ω × Rn) with (ω−1(²))² a slow scale net.
The corresponding pseudodifferential operator A can be written as the sum A0+A1
where A0 is a properly supported pseudodifferential operator and A1 has regular
generalized kernel.
Proof. Take a proper function χ ∈ C∞(Ω×Ω) identically equal to 1 in a neighbor-
hood of the diagonal ∆ ⊂ Ω× Ω. Given u ∈ Gc(Ω) we can write Au = A0u+ A1u
where A0 is the properly supported pseudodifferential operator with amplitude
a0 = χa ∈ S˜mρ,δ,rg(Ω× Ω× Rn) and A1 is the pseudodifferential operator with am-
plitude a1 = a(1 − χ) ∈ S˜mρ,δ,rg(Ω × Ω × Rn). Since suppx,y a1 is included in the
complement of an open neighborhood of ∆ and (ω−1(²))² is a slow scale net, the
arguments in the proof of Proposition 4.10 show that the kernel of A1 belongs to
G∞(Ω× Ω). 
5. Formal series and generalized symbols
In this section we develop a pseudodifferential calculus: formal series, symbols,
transposition, and composition. Formal series and symbols play a basic role in
the classical theory of pseudodifferential operators. The aim of this section is to
generalize these concepts to our context. As we shall see in detail in Theorem 5.3,
we will have to consider the subspaces
S˜m,µρ,δ,ω(Ω′ × Rp) := Sm,µρ,δ,ω(Ω′ × Rp)/Nm,µρ,δ,ω(Ω′ × Rp)
of S˜m,µρ,δ,ω(Ω′ × Rp),
S˜mρ,δ,rg(Ω′ × Rp) := Smρ,δ,rg(Ω′ × Rp)/Nmρ,δ(Ω′ × Rp)
of S˜mρ,δ,rg(Ω′ × Rp) and
S˜−∞rg (Ω′ × Rp) := S−∞rg (Ω′ × Rp)/N−∞(Ω′ × Rp)
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of S˜−∞rg (Ω′ × Rp), obtained by fixing η = 1 in (4.1), (4.2), in the definitions of
Smρ,δ,rg(Ω′ × Rp) and Nmρ,δ(Ω′ × Rp) and in (4.4), (4.5), respectively. This is needed
in order to guarantee that the infinite number of terms in the formal series will be
defined for ² in a common interval.
What concerns smoothing symbols, we need a refined version of Definition 4.4.
We denote by S−∞,µω (Ω× Rn) the set of all (a²)² ∈ E [Ω× Rn] such that
∀K b Ω, ∃N ∈ N : ∀m ∈ R, ∀α, β ∈ Nn, ∃c > 0 : ∀x ∈ K, ∀ξ ∈ Rn, ∀² ∈ (0, 1],
|∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−|α|²−Nω(²)−(|β|−µ)+
and by N−∞,µω (Ω× Rn) the set of all (a²)² ∈ E [Ω× Rn] such that
∀K b Ω, ∀q ∈ N, ∀m ∈ R, ∀α, β ∈ Nn, ∃c > 0 : ∀x ∈ K, ∀ξ ∈ Rn, ∀² ∈ (0, 1],
|∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−|α|²qω(²)−(|β|−µ)+ .
We introduce the notation S˜−∞,µω (Ω × Rn) for S−∞,µω (Ω × Rn)/N−∞,µω (Ω × Rn).
Obviously, if (ω(²))² is bounded and (ω−1(²))² is a slow scale net then S˜
−∞,µ
ω (Ω×
Rn) = S˜−∞rg (Ω×Rn). Finally, let (a²)² ∈ Sm,µρ,δ,ω(Ω×Rn) and K be a compact subset
of Ω. We say that (a²)² is of growth type NK ∈ N on K if and only if
∀α, β ∈ Nn, ∃c > 0 : ∀x ∈ K, ∀ξ ∈ Rn, ∀² ∈ (0, 1],
|∂αξ ∂βxa²(x, ξ)| ≤ c〈ξ〉m−ρ|α|+δ|β|²−NKω(²)−(|β|−µ)+ .
Definition 5.1. Let {mj}j∈N and {µj} be sequences of real numbers with mj ↘
−∞, m0 = m and µ0 = µ. Let {(aj,²)²}j∈N be a sequence of elements (aj,²)² ∈
Smj ,µjρ,δ,ω (Ω× Rn), satisfying the following condition:
∀K b Ω, ∃NK ∈ N : ∀j ∈ N (aj,²)² is of growth type NK on K. (5.1)
We say that the formal series
∑∞
j=0(aj,²)² is the asymptotic expansion of (a²)² ∈
E [Ω × Rn], (a²)² ∼
∑
j(aj,²)² for short, if and only if for all K b Ω there exists
MK ∈ N such that for all r ≥ 1, (a² −
∑r−1
j=0 aj,²)² is an element of Smr,µρ,δ,ω (Ω× Rn)
of growth type MK on K.
Remark 5.2. If the elements (a²)² and (a′²)² in ∈ E [Ω × Rn] have the same as-
ymptotic expansion
∑
j(aj,²)² then (a² − a′²)² ∈ S−∞,µω (Ω × Rn). Indeed, we can
write
a² − a′² = a² −
r∑
j=0
aj,² +
r∑
j=0
aj,² − a′².
From the definition of an asymptotic expansion, we have that for all K b Ω there
exists a natural number MK such that
(
a² −
∑r
j=0 aj,²
)
²
and
(∑r
j=0 aj,² − a′²
)
²
are elements of Smr,µρ,δ,ω (Ω × Rn) of growth type MK on K. Since MK does not
depend on r and the sequence of {mr}r∈N\{0} tends to −∞, we conclude that
(a² − a′²)² ∈ S−∞,µω (Ω× Rn), as desired.
Theorem 5.3. Let {mj}j, {µj}j and (aj,²)² ∈ Smj ,µjρ,δ,ω (Ω×Rn) for all j ∈ N as in
Definition 5.1. If in addition one of the following hypotheses
µj ≥ µ for all j ∈ N and sup
²∈(0,1]
ω(²) <∞ (5.2)
or
µj ≤ µ for all j ∈ N and (ω−1(²))² is a slow scale net (5.3)
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holds then there exists (a²)² ∈ Sm,µρ,δ,ω(Ω× Rn) such that (a²)² ∼
∑
j(aj,²)².
Proof. The proof follows the classical line of arguments, but we will have to keep
track of the ²-dependence carefully. We consider a sequence of relatively compact
open sets {Vl} contained in Ω, such that for all l ∈ N, Vl ⊂ Kl = Vl ⊂ Vl+1 and⋃
l∈N Vl = Ω. Let ψ ∈ C∞(Rn), 0 ≤ ψ(ξ) ≤ 1, such that ψ(ξ) = 0 for |ξ| ≤ 1 and
ψ(ξ) = 1 for |ξ| ≥ 2. We introduce
bj,²(x, ξ) = ψ(λjξ)aj,²(x, ξ),
where λj will be positive constants, independent of ², with λj+1 < λj < 1, λj → 0.
We can define
a²(x, ξ) =
∑
j∈N
bj,²(x, ξ). (5.4)
This sum is locally finite. We observe that ∂α(ψ(λjξ)) = ∂αψ(λjξ)λ
|α|
j , that
supp(∂αψ(λjξ)) ⊆ {ξ : 1/λj ≤ |ξ| ≤ 2/λj}, and that 1/λj ≤ |ξ| ≤ 2/λj im-
plies λj ≤ 2/|ξ| ≤ 4/(1 + |ξ|).
Case 1: We assume now hypothesis (5.2). Fixing K b Ω and α, β ∈ Nn, we obtain
for j ∈ N, ² ∈ (0, 1], x ∈ K, ξ ∈ Rn,
|∂αξ ∂βx bj,²(x, ξ)|
≤
∑
γ≤α
(
α
γ
)
λ
|α−γ|
j |∂α−γψ(λjξ)|cj,γ,β,K〈ξ〉mj−ρ|γ|+δ|β|²−NKω(²)−(|β|−µj)+
≤
∑
γ≤α
cj,γ,β,K4|α−γ|〈ξ〉−|α−γ|〈ξ〉mj−ρ|γ|+δ|β|²−NKω(²)−(|β|−µj)+
≤ Cj,α,β,K〈ξ〉mj−ρ|α|+δ|β|²−NKω(²)−(|β|−µ)+ ,
(5.5)
where in the last computations we use the inequality (|β| − µj)+ ≤ (|β| − µ)+
for µj ≥ µ and the boundeness of ω. At this point we choose λj such that for
|α+ β| ≤ j, l ≤ j
Cj,α,β,Klλj ≤ 2−j . (5.6)
Our aim is to prove that a²(x, ξ) defined in (5.4) belongs to Sm,µρ,δ,ω(Ω × Rn). We
already know that (a²)² ∈ E [Ω× Rn]. We observe that
∀K b Ω, ∃l ∈ N : K ⊂ Vl ⊂ Kl,
∀α0, β0 ∈ Nn, ∃j0 ∈ N, j0 ≥ l : |α0 + β0| ≤ j0, mj0 + 1 ≤ m.
(5.7)
Now, (a²)² as the sum of the following two terms:
a²(x, ξ) =
j0−1∑
j=0
bj,²(x, ξ) +
+∞∑
j=j0
bj,²(x, ξ) = f²(x, ξ) + s²(x, ξ).
First we study f²(x, ξ). For x ∈ K, using hypothesis (5.2), we have that
|∂α0ξ ∂β0x f²(x, ξ)|
≤
j0−1∑
j=0
cj,α0,β0,K〈ξ〉mj−ρ|α0|+δ|β0|²−NKω(²)−(|β0|−µj)+
≤ c′α0,β0,K〈ξ〉m−ρ|α0|+δ|β0|²−NKω(²)−(|β0|−µ)+ .
(5.8)
26 C. GARETTO, T. GRAMCHEV, M. OBERGUGGENBERGER EJDE-2005/116
We now turn to s²(x, ξ). From (5.5) and (5.6), we get for x ∈ K and ² ∈ (0, 1],
|∂α0ξ ∂β0x s²(x, ξ)|
≤
+∞∑
j=j0
Cj,α0,β0,Kl〈ξ〉mj−ρ|α0|+δ|β0|²−NKlω(²)−(|β0|−µ)+
≤
+∞∑
j=j0
2−jλ−1j 〈ξ〉−1〈ξ〉mj+1−ρ|α0|+δ|β0|²−NKlω(²)−(|β0|−µ)+ .
Since ψ(ξ) is identically equal to 0 for |ξ| ≤ 1, we can assume in our estimates that
〈ξ〉−1 ≤ λj , and therefore from (5.7), we conclude that
|∂α0ξ ∂β0x s²(x, ξ)| ≤ 〈ξ〉m−ρ|α0|+δ|β0|²−NKlω(²)−(|β0|−µ)+ . (5.9)
In conclusion, we obtain that (a²)² ∈ Sm,µρ,δ,ω(Ω×Rn). In order to prove that (a²)² ∼∑
j(aj,²)² we fix r ≥ 1 and we write
a²(x, ξ)−
r−1∑
j=0
aj,²(x, ξ) =
r−1∑
j=0
(ψ(λjξ)− 1)aj,²(x, ξ) +
+∞∑
j=r
ψ(λjξ)aj,²(x, ξ)
= g²(x, ξ) + t²(x, ξ).
Recall that ψ ∈ C∞(Rn) was chosen such that ψ − 1 ∈ C∞c (Rn) and supp(ψ − 1) ⊆
{ξ : |ξ| ≤ 2}. Thus, for 0 ≤ j ≤ r − 1,
supp(ψ(λjξ)− 1) ⊆ {ξ : |λjξ| ≤ 2} ⊆ {ξ : |ξ| ≤ 2λ−1r−1}.
As a consequence, for fixed K b Ω and for all ² ∈ (0, 1],
|∂αξ ∂βxg²(x, ξ)| ≤ cα,β,K〈ξ〉mr−ρ|α|+δ|β|²−NKω(²)−(|β|−µ)+ .
In this way (g²)² is an element of Smr,µρ,δ,ω (Ω×Rn) of growth type NK on the compact
set K. Moreover, repeating the same arguments used in the construction of (a²)²
we have that (t²)² belongs to Smr,µρ,δ,ω (Ω × Rn) and it is of growth type NKl on K,
where K ⊂ Vl ⊂ Kl. Summarizing, we have that for all r ≥ 1, (a²)²−
∑r−1
j=0(aj,²)² ∈
Smr,µρ,δ,ω (Ω× Rn) and it is of growth type max(NK , NKl).
Case 2: The proof can be easily adapted to cover hypothesis (5.3). The crucial
point is to observe that if µj ≤ µ then (|β| − µj)+ ≥ (|β| − µ)+, and that we get
the inequality
ω(²)−(|β|−µj)+ = ω(²)−(|β|−µ)+ω(²)(|β|−µ)+−(|β|−µj)+ ≤ cj,β ω(²)−(|β|−µ)+²−1,
(5.10)
which follows from the definition of a slow scale net. Using (5.10), we may transform
(5.5), (5.8), (5.9), respectively, into
|∂αx ∂βx bj,²(x, ξ)| ≤ Cj,α,β,K〈ξ〉mj+1−ρ|α|+δ|β|〈ξ〉−1²−NK−1ω(²)−(|β|−µ)+ , (5.11)
|∂α0ξ ∂β0x f²(x, ξ)| ≤ c′α0,β0,K〈ξ〉m−ρ|α0|+δ|β0|²−NK−1ω(²)−(|β0|−µ)+ , (5.12)
|∂α0ξ ∂β0x s²(x, ξ)| ≤ c′′α0,β0,K〈ξ〉m−ρ|α0|+δ|β0|²−NKl−1ω(²)−(|β0|−µ)+ , (5.13)
where x ∈ K, ξ ∈ Rn and ² ∈ (0, 1].
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In this way (g²)² ∈ Smr,µρ,δ,ω (Ω × Rn) is of growth type NK + 1 on K and (t²)² ∈
Smr,µρ,δ,ω (Ω×Rn) is of growth type NKl+1 on K. Finally, (a²)²−
∑r−1
j=0(aj,²)² belongs
to Smr,µρ,δ,ω (Ω× Rn) and it is of growth type max(NK , NKl) + 1. 
The following theorem studies the special case of formal series of negligible ele-
ments.
Theorem 5.4. Let {mj}j, {µj}j be sequences of real numbers as in Definition 5.1
and let (aj,²)² ∈ Nmj ,µjρ,δ,ω (Ω × Rn) for all j ∈ N. If the hypothesis (5.2) holds or if
µj ≤ µ for all j ∈ N then there exists (a²)² ∈ Nm,µρ,δ,ω(Ω×Rn) such that for all r ≥ 1
(
a² −
r−1∑
j=0
aj,²
)
²
∈ Nmr,µρ,δ,ω (Ω× Rn). (5.14)
If (a′²)² ∈ E [Ω× Rn] satisfies (5.14) then (a² − a′²)² ∈ N−∞,µω (Ω× Rn).
Proof. Repeating the arguments and constructions from the proof of Theorem 5.3,
we conclude that
∀K b Ω,∀α, β ∈ Nn, ∀q ∈ N, ∀j ∈ N, ∃Cj,α,β,K,q > 0 : ∀x ∈ K, ∀ξ ∈ Rn,
∀² ∈ (0, 1], |∂αξ ∂βx bj,²(x, ξ)| ≤ Cj,α,β,K,q〈ξ〉mj−ρ|α|+δ|β|²qω(²)−(|β|−µ)+ .
holds under either of the two hypotheses stated in Theorem 5.4. At this point we
choose λj such that for |α+ β| ≤ j, l ≤ j, q ≤ j,
Cj,α,β,Kl,qλj ≤ 2−j . (5.15)
We observe that (5.7) still holds, where, given q0 ∈ N, we may take j0 ≥ max(l, q0).
As a consequence, writing as before a²(x, ξ) = f²(x, ξ) + s²(x, ξ), we have
|∂α0ξ ∂β0x f²(x, ξ)| ≤ cα0,β0,q0,K〈ξ〉m−ρ|α0|+δ|β0|²q0ω(²)−(|β0|−µ)+
and from (5.15)
|∂α0ξ ∂β0x s²(x, ξ)| ≤
+∞∑
j=j0
Cj,α0,β0,Kl,q0〈ξ〉mj−ρ|α0|+δ|β0|²q0ω(²)−(|β0|−µ)+
≤
+∞∑
j=j0
2−jλ−1j 〈ξ〉−1〈ξ〉mj+1−ρ|α0|+δ|β0|²q0ω(²)−(|β0|−µ)+
≤ 〈ξ〉m−ρ|α0|+δ|β0|²q0ω(²)−(|β0|−µ)+ .
These results lead us to the conclusion that (a²)² ∈ Nm,µρ,δ,ω(Ω × Rn). We omit the
rest of the proof since it is a simple adaptation of the proof of Theorem 5.3, where
in place of the growth type NK we consider an arbitrary exponent q ∈ N. 
Definition 5.5. Let {mj}j∈N and {µj} be sequences of real numbers with mj ↘
−∞, m0 = m and µ0 = µ. Let {aj}j∈N be a sequence of symbols aj ∈ S˜
mj ,µj
ρ,δ,ω (Ω×
Rn) whose representatives (aj,²)² satisfy (5.1).
We say that the formal series
∑
j aj is the asymptotic expansion of a ∈ S˜
m,µ
ρ,δ,ω(Ω×
Rn), a ∼∑j aj for short, if and only if there exist a representative (a²)² of a and,
for every j, representatives (aj,²)² of aj , such that (a²)² ∼
∑
j(aj,²)².
Note that if some representative of aj satisfies (5.1) then every representative
does. Theorems 5.1 and 5.2 lead us to the following characterization of a ∼∑j aj .
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Proposition 5.6. Under the hypotheses of Theorem 5.4, a ∼∑j aj if and only if
for any choice of representatives (aj,²)² of aj there exists a representative (a²)² of
a such that (a²)² ∼
∑
j(aj,²)².
Proof. We assume that there exist (a²)² and (aj,²)² such that (a²)² ∼
∑
j(aj,²)².
Let (a′j,²)² be another choice of representatives of aj . It is clear that
∑
j(aj,² −
a′j,²)² fulfills the requirements of Theorem 5.4 and therefore there exists (a
′′
² )² ∈
Nm,µρ,δ,ω(Ω×Rn) such that for all r ≥ 1, (a′′² −
∑r−1
j=0(aj,²− a′j,²))² ∈ Nmr,µρ,δ,ω (Ω×Rn).
As a consequence, (a² − a′′² )² ∈ Sm,µρ,δ,ω(Ω × Rn) is another representative of a and
(a² − a′′² )² ∼
∑
j(a
′
j,²)². In fact, for all r ≥ 1 we have that (a² − a′′² −
∑r−1
j=0 a
′
j,²)²
can be written as the difference of (a² −
∑r−1
j=0 aj,²)² ∈ Smr,µρ,δ,ω (Ω × Rn) and (a′′² −∑r−1
j=0(aj,² − a′j,²))² ∈ Nmr,µρ,δ,ω (Ω × Rn), where the growth order on every compact
set is independent of r. 
Theorem 5.7. Let {mj}j, {µj}j and aj ∈ S˜
mj ,µj
ρ,δ,ω (Ω × Rn) for all j ∈ N as in
Definition 5.5. If in addition the hypothesis (5.2) or (5.3) holds then there exists
a ∈ S˜m,µρ,δ,ω(Ω × Rn) such that a ∼
∑
j aj. Moreover, if b ∈ S˜
m,µ
ρ,δ,ω(Ω × Rn) has
asymptotic expansion
∑
j aj then there exists a representative (a²)² of a and a
representative (b²)² of b such that (a² − b²)² ∈ S−∞,µω (Ω× Rn).
Proof. The existence of a is a direct consequence of Theorem 5.3. In particular,
there is a choice of representatives (aj,²)² of aj and a representative (a²)² of a such
that (a²)² ∼
∑
j(aj,²)². Now if b ∼
∑
j aj , the previous proposition guarantees
the existence of a representative (b²)² such that (b²)² ∼
∑
j(aj,²)². Therefore, from
Remark 5.2, (a² − b²)² ∈ S−∞,µω (Ω× Rn). 
Combining Theorem 5.4 with Remark 5.2 we have that if a ∈ S˜m,µρ,δ,ω(Ω × Rn)
has asymptotic expansion
∑
j aj where each term aj = 0 in S˜
mj ,µj
ρ,δ,ω (Ω × Rn) then
it has a representative of the form a² = a′² + a
′′
² , where (a
′
²)² ∈ Nm,µρ,δ,ω(Ω×Rn) and
(a′′² )² ∈ S−∞,µω (Ω× Rn).
In the sequel we always assume 0 ≤ δ < ρ ≤ 1.
Theorem 5.8. Let A be a properly supported pseudodifferential operator with am-
plitude a ∈ S˜m,µρ,δ,ω(Ω × Ω × Rn) where (ω−1(²))² is a slow scale net. Then there
exists σ ∈ S˜mρ,δ,rg(Ω× Rn) such that for all u ∈ GS (Rn)
A(u|Ω)(x) =
∫
Rn
eixξσ(x, ξ)û(ξ) d−ξ. (5.16)
Moreover, σ ∼ ∑j 1γ!∂γξDγya(x, y, ξ)|x=y where Dγ = (−i)|γ|∂γ and the asymptotic
expansion is understood in the sense of S˜mρ,δ,rg(Ω× Rn).
Proof. As shown in Proposition 4.14, given a proper function χ ∈ C∞(Ω×Ω) iden-
tically equal to 1 in a neighborhood of supp kA∪∆, the pseudodifferential operator
A can be written with the properly supported amplitude χa := (χa²)² +Nmρ,δ(Ω×
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Ω× Rn) and can be viewed as an element of S˜mρ,δ,rg(Ω× Ω× Rn). Now we define
σ²(x, ξ) =
∫
Rn
b̂²(x, η, ξ + η) dη ,
b̂²(x, η, ξ) =
∫
Ω
ei(x−y)ηχ(x, y)a²(x, y, ξ) d−y.
The net (b̂²)² belongs to E [Ω × Ω × Rn]. Using integration by parts and the as-
sumptions on (ω−1(²))², we obtain for x ∈ K b Ω and ² ∈ (0, 1],
|(−iη)γ∂αξ ∂βx b̂²(x, η, ξ)|
=
∣∣∣∑
β′≤β
(
β
β′
)∫
Ω
ei(x−y)η∂αξ ∂
β−β′
x ∂
γ+β′
y (χ(x, y)a²(x, y, ξ))d
−y
∣∣∣
≤ cα,β,γ〈ξ〉m−ρ|α|+δ|β+γ|²−NK−1.
Consequently, we have for any M ∈ N that
|∂αξ ∂βx b̂²(x, η, ξ)| ≤ cα,β,M 〈ξ〉m−ρ|α|+δ|β|+δM 〈η〉−M ²−NK−1. (5.17)
From (5.17) we obtain for x ∈ K and ² ∈ (0, 1]
|∂αξ ∂βxσ²(x, ξ)| ≤cα,β,M ²−NK−1
∫
Rn
〈ξ + η〉m−ρ|α|+δ|β|+δM 〈η〉−Mdη
≤ c′α,β,M ²−NK−1〈ξ〉p+δM ,
where p = max(m− ρ|α|+ δ|β|, 0) and M is large enough. Next we estimate
σ²(x, ξ)−
h−1∑
|γ|=0
1
γ!
∂γξD
γ
ya²(x, y, ξ)|x=y
for h ≥ 1. Recalling that ∂γξDγya²(x, y, ξ)|x=y = ∂γξDγy (χ(x, y)a²(x, y, ξ))|x=y, a
power series expansion of b̂²(x, η, ξ+ η) in the last argument about ξ and the same
reasoning as in [40, p.24-25] leads to the following estimates:
|σ²(x, ξ)−
∑
|γ|<h
1
γ!
∂γξD
γ
ya²(x, y, ξ)|x=y| ≤ Ch²−NK−1〈ξ〉m−(ρ−δ)h+n,
|∂αξ ∂βx
(
σ²(x, ξ)−
∑
|γ|<h
1
γ!
∂γξD
γ
ya²(x, y, ξ)|x=y
)| ≤ Ch²−NK−1〈ξ〉m−(ρ−δ)h+n−ρ|α|+δ|β|.
We now write
σ²(x, ξ)−
∑
|γ|<h
1
γ!
∂γξD
γ
ya²(x, y, ξ)|x=y
= σ²(x, ξ)−
∑
|γ|<h′
1
γ!
∂γξD
γ
ya²(x, y, ξ)|x=y +
∑
h≤|γ|<h′
1
γ!
∂γξD
γ
ya²(x, y, ξ)|x=y.
(5.18)
where h′ = h+ n/(ρ− δ).
¿From the previous computations, (σ² −
∑
|α|<h′
1
γ!∂
γ
ξD
γ
ya²(x, y, ξ)|x=y)² is an
element of Sm−(ρ−δ)hρ,δ,rg (Ω×Rn) and the last sum in (5.18) belongs to Sm−(ρ−δ)hρ,δ,rg (Ω×
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Rn). This result shows that (σ²(x, ξ))² ∈ Smρ,δ,rg(Ω× Rn) and
(σ²)² ∼
∑
γ
1
γ!
(∂γξD
γ
ya²(x, y, ξ)|x=y )².
It remains to prove that (5.16) holds with σ := (σ²)²+Nmρ,δ(Ω×Rn). It is sufficient
to show that the generalized functions involved in (5.16) coincide locally. In fact,
with the notations introduced in the proof of Proposition 4.17, we have for u ∈
GS (Rn),
(A(u|Ω))|Vj = Aj(u|Ω)
=
(∫
Ω×Rn
ei(x−y)ξχ(x, y)a(x, y, ξ)ψj(y)u(y) dy d−ξ
)∣∣
Vj
=
(∫
Rn
eixη
∫
Ω×Rn
ei(x−y)ξei(y−x)ηχ(x, y)a(x, y, ξ)ψj(y) dy d−ξ û(η)d−η
)∣∣
Vj
,
where ψj ∈ C∞c (Ω) and is identically 1 in a neighborhood of pi2(pi−11 (Vj) ∩ suppχ).
Now since χ(x, y)a(x, y, ξ)(ψj(y)− 1) ≡ 0 on Vj , we can conclude that
(A(u|Ω))|Vj =
(∫
Rn
eixησ(x, η)û(η) d−η
)∣∣
Vj
.

Remark 5.9. From the above computations it follows that (a²)² ∈ Nm,µρ,δ,ω(Ω×Ω×
Rn) implies (σ²)² ∈ Nmρ,δ(Ω× Rn). Therefore, the integral
σ(x, ξ) =
∫
Ω×Rn
ei(x−y)ηχ(x, y)a(x, y, ξ + η) d−y dη
:=
(∫
Rn
b̂²(x, η, ξ + η) dη
)
²
+Nmρ,δ(Ω× Rn)
(5.19)
yields a well-defined element of S˜mρ,δ,rg(Ω × Rn). In this way (5.19) gives a map,
depending on χ, from the set of the amplitudes in S˜m,µρ,δ,ω(Ω×Ω×Rn) which define
A to the space of symbols S˜mρ,δ,rg(Ω× Rn).
We note that since χ(x, y)a(x, y, ξ) is a properly supported amplitude, the ex-
istence of σ in S˜mρ,δ,rg(Ω × Rn) can be deduced, using the sheaf properties of
S˜mρ,δ,rg(Ω× Rn) with respect to Ω, by means of the local definition
σ|Vj (x, ξ) =
(∫
Wj
ei(x−y)ηχ(x, y)a(x, y, ξ + η) d−y dη
)
|Vj
∈ S˜mρ,δ,rg(Vj × Rn)
where Wj = pi2(pi−11 (Vj) ∩ suppχ) × Rn. Since the proper set suppχ contains
suppx,y a² for each ², we arrive at the global expression (5.19) for σ.
Formula (5.19) gives only a map from amplitudes to symbols, but the spaces of
generalized symbols contain different symbols for the same operator. This is due
to the fact that the difference of two symbols may be not negligible in the sense
of the symbol space, though the action of the corresponding operators may be the
same. A simple example of this effect is given by the net of zero-order symbols
(ζ²(x, ξ))² = (ϕ(η²ξ) − 1)² where ϕ is some function in S (Rn) with ϕ(0) = 1 and
(η²)² belongs to N , i.e., is a negligible net of real numbers. The net (τ²)² represents
an element of S˜mρ,δ,rg(Ω × Rn) which is not the zero element there, though the
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corresponding operator defined through (5.16) is the zero operator. This lack of
uniqueness is remedied by the following observation.
Remark 5.10. The family of generalized functions A(ei·ξ)(x) in G(Ω), parametri-
zed by ξ, defines a generalized function in G(Ω× Rn). Taking any proper function
χ as above,
A(ei·ξ)(x) =
(∫
Ω×Rn
ei(x−y)ηχ(x, y)a²(x, y, η)eiyξ dy d−η
)
²
+N (Ω× Rn),
and after a suitable change of coordinates
e−ixξA(ei·ξ)(x) =
(∫
Ω×Rn
ei(x−y)ηχ(x, y)a²(x, y, ξ + η) dy d−η
)
²
+N (Ω× Rn)
=
(
σ²(x, ξ)
)
²
+N (Ω× Rn).
(5.20)
Thus (5.20) defines a map from the space of properly supported pseudodifferential
operators with amplitude of type (ρ, δ, µ, ω) to the algebra G(Ω × Rn). It follows
that the symbol, viewed as an element of G(Ω×Rn), depends only on the operator
A and not on the choice of amplitude a or the proper function χ. This justifies
to refer to it as the symbol of the operator A. Note that the symbol ζ described
above vanishes as an element of G(Ω×Rn). More precisely, one can actually show
that the symbol is already unique in the space G˜τ (Ω×Rn) of generalized functions
which are tempered in the second variable, for which we refer to [16, Def. 1.2.52].
Remark 5.11. The formal series
∑
γ
1
γ!∂
γ
ξD
γ
ya(x, y, ξ)|x=y satisfies the require-
ments of Definition 5.5 with mj = m− (ρ− δ)j, µj = µ− j and
aj =
∑
|γ|=j
1
γ!
∂γξD
γ
ya(x, y, ξ)|x=y .
Theorem 5.7 says that there exists a symbol σ0 belonging, more specifically, to
the space S˜m,µρ,δ,ω(Ω× Rn) and there are representatives (σ0,²)² and (σ²)² of σ0 and
σ, respectively, such that (σ² − σ0,²)² ∈ S−∞rg (Ω × Rn). In place of the equation
(5.16), we can only assert that the equation Au(x) =
∫
Rn e
ixξσ0(x, ξ)û(ξ) d−ξ is valid
modulo an operator with regular generalized kernel on Gc(Ω).
Theorem 5.12. Let A be a properly supported pseudodifferential operator with
amplitude a ∈ S˜m,µρ,δ,ω(Ω × Ω × Rn) where (ω−1(²))² is a slow scale net. Let σ be
given by (5.16). Then there exists σ′ ∈ S˜mρ,δ,rg(Ω×Rn) such that for all u ∈ GS (Rn)
tA(u|Ω)(x) =
∫
Ω×Rn
eixξσ′(x, ξ)û(ξ) d−ξ
and σ′ ∼∑γ (−1)|γ|γ! ∂γξDγxσ(x,−ξ).
Proof. From (4.16) we have for all u, v ∈ Gc(Ω) that∫
Ω
v(x) tAu(x)dx =
∫
Ω
∫
Ω×Rn
ei(y−x)ξσ(y, ξ)u(y) dy d−ξ v(x) dx
=
∫
Ω
∫
Ω×Rn
ei(x−y)ξσ(y,−ξ)u(y) dy d−ξ v(x) dx.
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As a consequence of the injectivity of the inclusion of G(Ω) in L(Gc(Ω), C˜) we obtain
that
tAu(x) =
∫
Ω×Rn
ei(x−y)ξσ(y,−ξ)u(y) dy d−ξ, u ∈ Gc(Ω).
Thus tA is a properly supported pseudodifferential operator with amplitude
σ(y,−ξ) ∈ S˜mρ,δ,rg(Ω × Ω × Rn) and satisfies the assumptions of Theorem 5.8. A
direct application of that theorem guarantees the existence of σ′ ∈ S˜mρ,δ,rg(Ω×Rn)
as required. 
Remark 5.13. Theorem 5.12 combined with Proposition 4.17 shows that for all
u ∈ Gc(Ω)
Au(x) = t( tAu)(x) =
∫
Ω×Rn
ei(x−y)ξσ′(y,−ξ)u(y) dy d−ξ.
Defining the dual symbol σ˜(x, ξ) := σ′(x,−ξ) ∈ S˜mρ,δ,rg(Ω × Rn), we have the
asymptotic expansion σ˜ ∼∑γ (−1)|γ|γ! ∂γξDγxσ(x, ξ) and
Au(x) =
∫
Ω×Rn
ei(x−y)ξσ˜(y, ξ)u(y) dy d−ξ.
Since Au ∈ Gc(Ω) and we can choose (
∫
Ω×Rn e
i(x−y)ξσ˜²(y, ξ)u²(y) dy d−ξ)² in Ec,M (Ω)
as a (compactly supported) representative, we see that
Â²u²(ξ) =
∫
Rn
e−iyξσ˜²(y, ξ)u²(y) dy.
Therefore, Âu(ξ) =
∫
Rn e
−iyξσ˜(y, ξ)u(y) dy.
Remark 5.14. Let A be pseudodifferential operator with amplitude a ∈ S˜m,µρ,δ,ω(Ω×
Ω × Rn) where (ω−1(²))² is a slow scale net. As a consequence of Theorem 5.8,
Theorem 5.12 and Proposition 4.18 we have
Au(x) =
∫
Rn
eixξσ(x, ξ)û(ξ) d−ξ +Ru(x),
tAu(x) =
∫
Rn
eixξσ′(x, ξ)û(ξ) d−ξ + Su(x),
(5.21)
for all u ∈ Gc(Ω), where σ, σ′ belong to S˜
m
ρ,δ,rg(Ω×Rn) and R and S are operators
with regular generalized kernels.
Theorem 5.15. Let A and B be two properly supported pseudodifferential operators
with amplitude a ∈ S˜m1,µρ,δ,ω (Ω × Ω × Rn) and b ∈ S˜
m2,µ
ρ,δ,ω (Ω × Ω × Rn), respectively.
Assume that (ω−1(²))² is a slow scale net. Then, given σ1 ∈ S˜
m1
ρ,δ,rg(Ω × Rn) and
σ2 ∈ S˜
m2
ρ,δ,rg(Ω × Rn) satisfying (5.16) for A and B, respectively, there exists σ ∈
S˜m1+m2ρ,δ,rg (Ω × Rn) such that the properly supported pseudodifferential operator AB
can be written in the form
AB(u|Ω)(x) =
∫
Rn
eixξσ(x, ξ)û(ξ) d−ξ, u ∈ GS (Rn) (5.22)
and σ ∼∑γ 1γ!∂γξ σ1Dγxσ2.
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Proof. Using Theorem 5.8, we can write for all u ∈ Gc(Ω)
ABu(x) =
∫
Ω×Rn
ei(x−y)ξσ1(x, ξ)Bu(y) dy d−ξ.
Since Bu ∈ Gc(Ω), from Remark 5.13,
ABu(x) =
∫
Rn
ei(x−y)ξσ1(x, ξ)Bu(y) dy d−ξ =
∫
Rn
eixξσ1(x, ξ)B̂u(ξ) d−ξ
=
∫
Rn
eixξσ1(x, ξ)
∫
Ω
e−iyξσ˜2(y, ξ)u(y) dy d−ξ
=
∫
Ω×Rn
ei(x−y)ξσ1(x, ξ)σ˜2(y, ξ)u(y) dy d−ξ.
(5.23)
This equality shows that AB is a pseudodifferential operator and its amplitude
σ1(x, ξ)σ˜2(y, ξ) belongs to S˜
m1+m2
ρ,δ,rg (Ω×Ω×Rn). By considering the kernel of AB,
we can prove that the composition of two properly supported pseudodifferential
operators is a properly supported pseudodifferential operator as in the classical
case. Therefore, applying again Theorem 5.8, there exists σ ∈ S˜m1+m2ρ,δ,rg (Ω × Rn)
such that (5.22) holds and
σ ∼
∑
γ
1
γ!
∂γξD
γ
y (σ1(x, ξ)σ˜2(y, ξ))|x=y . (5.24)
As in [40, p.27-28], (5.24) leads to σ ∼∑γ 1γ!∂γξ σ1Dγxσ2. 
To conclude this section we want to consider the composition of two pseudodif-
ferential operators when only one operator is properly supported. This requires
some preliminary results.
Lemma 5.16. Let A be a properly supported pseudodifferential operator with am-
plitude a belonging to S˜m,µρ,δ,ω(Ω × Ω × Rn) where (ω−1(²))² is a slow scale net and
let R be an operator with regular generalized kernel kR ∈ G∞(Ω× Ω). Then
A(kR(·, y))(x) := (A²(kR,²(·, y))(x))² +N (Ω× Ω),
tA(kR(x, ·))(y) := ( tA²(kR,²(x, ·))(y))² +N (Ω× Ω)
are well-defined elements of G∞(Ω× Ω).
Proof. We prove the lemma for A(kR(·, y))(x). The proof for tA(kR(x, ·))(y) is
analogous. We begin by observing that for all fixed y ∈ Ω, kR(·, y) := (kR,²(·, y))²+
N (Ω) is a generalized function in G∞(Ω). Since A is properly supported and
(ω−1(²))² a slow scale net, Proposition 4.17 says that A(kR(·, y)) belongs to G∞(Ω).
In detail,
A(kR(·, y))|Vj (x) = Aj(kR(·, y))(x) = A(ψj(·)kR(·, y))|Vj (x)
=
(∫
Ω×Rn
ei(x−z)ξa(x, z, ξ)ψj(z)kR(z, y) dz d−ξ
)
|VJ
,
(5.25)
where {Vj}j is an exhausting sequence of relatively compact sets, Kj = Vj , K ′′j =
pi2(pi−11 (Kj) ∩ supp kA) and ψj ∈ C∞c (Ω) with ψj ≡ 1 in an open neighborhood of
K ′′j . From Proposition 3.10 and the assumption on (ω
−1(²))² the oscillatory integral
in (5.25), depending on the parameters (x, y) ∈ Ω×Ω defines a generalized function
in G∞(Ω× Ω). Hence A(kR(·, y))(x) ∈ G∞(Ω× Ω). 
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Proposition 5.17. Let A be a properly supported pseudodifferential operator with
amplitude a ∈ S˜m,µρ,δ,ω(Ω× Ω× Rn) where (ω−1(²))² is a slow scale net and let R be
an operator with regular generalized kernel. Then AR and RA are operators with
regular generalized kernel.
Proof. Let us consider AR. From Proposition 4.17 we have for all u, v ∈ Gc(Ω) that∫
Ω
ARu(x)v(x) dx =
∫
Ω
Ru(x) tAv(x) dx
=
∫
Ω
∫
Ω
kR(x, y)u(y) dy tAv(x) dx
=
∫
Ω
∫
Ω
kR(x, y) tAv(x) dxu(y) dy,
(5.26)
where tAv ∈ Gc(Ω) and kR ∈ G∞(Ω × Ω). Since tA is properly supported and
kR(·, y) ∈ G∞(Ω) for every fixed y ∈ Ω, we have∫
Ω
kR(x, y) tAv(x) dx =
∫
Ω
A(kR(·, y))(x)v(x) dx, (5.27)
where from the previous lemma A(kR(·, y))(x) ∈ G∞(Ω × Ω). Combining (5.26)
with (5.27) we obtain that for all v ∈ Gc(Ω)∫
Ω
(
ARu(x)−
∫
Ω
A(kR(·, y))(x)u(y) dy
)
v(x) dx = 0.
Finally, Proposition 2.11 shows that ARu(x) =
∫
Ω
A(kR(·, y))(x)u(y)dy. In an
analogous way one sees that RA has regular generalized kernel tA(kR(x, ·))(y). 
Proposition 5.18. Let A be a properly supported pseudodifferential operator with
amplitude in S˜m1,µρ,δ,ω (Ω × Ω × Rn) and let B be a pseudodifferential operator with
amplitude in S˜m2,µρ,δ,ω (Ω×Ω×Rn). Assuming that (ω−1(²))² is a slow scale net, there
exist σ and τ in S˜m1+m2ρ,δ,rg (Ω× Rn) such that for all u ∈ Gc(Ω)
ABu(x) =
∫
Rn
eixξσ(x, ξ)û(ξ) d−ξ +Ru(x),
BAu(x) =
∫
Rn
eixξτ(x, ξ)û(ξ) d−ξ + Su(x),
where R and S have regular generalized kernel.
Proof. From Proposition 4.18 we have that A = A0 + A1, where A0 is properly
supported and A1 has regular generalized kernel. At this point, an application of
Theorem 5.15 and Proposition 5.17 lead us to our assertion. 
6. Hypoellipticity and regularity results
This section is devoted to regularity theory for equations with G∞-right hand
side. We give a general definition of hypoelliptic symbols and construct paramet-
rices for these symbols. The G∞-regularity result for pseudodifferential equations
then follows along the lines of the classical arguments.
A strongly positive slow scale net is a slow scale net (r²)² ∈ R(0,1] such that r² > 0
for all ² ∈ (0, 1] and inf² r² 6= 0.
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Definition 6.1. Let m, l, µ, ρ, δ be real numbers with l ≤ m and 0 ≤ δ < ρ ≤ 1.
We say that (a²)² ∈ Sm,µρ,δ,ω(Ω×Rn) is an element of HSm,l,µρ,δ,ω (Ω×Rn) if and only if
for all K b Ω there exists a strongly positive slow scale net (rK,²)², a net (ω1,K,²)²,
ω1,K,² ≥ CK²sK on the interval (0, 1] for certain constants CK > 0, sK ∈ R, and
slow scale nets (ω2,K,α,β,²)², such that for all x ∈ K, for |ξ| ≥ rK,², for all ² ∈ (0, 1],
|a²(x, ξ)| ≥ ω1,K,²〈ξ〉l (6.1)
and
|∂αξ ∂βxa²(x, ξ)| ≤ ω2,K,α,β,²|a²(x, ξ)|〈ξ〉−ρ|α|+δ|β|. (6.2)
for all (α, β) 6= (0, 0). When ω is independent of ² we use the notation HSm,lρ,δ,rg(Ω×
Rn).
Before proceeding, we indicate a simple example of an element of HSm,l,µρ,δ,ω (Ω ×
Rn).
Example 6.2. Let (ω−1(²))² be a slow scale net with sup² ω(²) < ∞. Given
µ ∈ R \N, let (a²)² be a representative of a generalized function in Gµ∗,loc,ω(Ω) (see
Example 4.6) such that
∀K b Ω, ∀α ∈ Nn, ∃c > 0 : ∀x ∈ K, ∀² ∈ (0, 1], |∂αa²(x)| ≤ c ω(²)−(|α|−µ)+
(6.3)
and
∀K b Ω, ∃(ω1,K,²)² : ∀² ∈ (0, 1], inf
x∈K
|a²(x)| ≥ ω1,K,², (6.4)
where (ω−11,K,²)² is a slow scale net. Now, for any classical hypoelliptic symbol
b(x, ξ) ∈ HSmρ,δ(Ω × Rn), the product (a²(x)b(x, ξ))² belongs to HSm,l,µρ,δ,ω (Ω × Rn).
Since, as already proved in Section 4, (a²(x)b(x, ξ))² ∈ Sm,µρ,δ,ω(Ω × Rn), we simply
have to check the estimates (6.1) and (6.2). Combining (6.3) and (6.4) with the
properties of b, we obtain that for all compact sets K there exists a radius RK such
that for x ∈ K, |ξ| ≥ RK , ² ∈ (0, 1],
|a²(x)b(x, ξ)| ≥ cω1,K,²〈ξ〉l,
and
|∂αξ ∂βx (a²(x)b(x, ξ))| ≤
∑
β′≤β
(
β
β′
)
|∂β′x a²(x)||∂αξ ∂β−β
′
x b(x, ξ)|
≤ cω(²)−(|β|−µ)+ω−11,K,²ω1,K,²〈ξ〉−ρ|α|+δ|β|
≤ c′ω(²)−(|β|−µ)+ω−11,K,²|a²(x)b(x, ξ)|〈ξ〉−ρ|α|+δ|β|,
where (ω(²)−(|β|−µ)+ω−11,K,²)² is a slow scale net.
Returning to (a²)² in Definition 6.1, it is evident from (6.1) that a²(x, ξ) 6= 0 for
x ∈ K and |ξ| ≥ rK,². Let us choose a locally finite open covering (Ωj)j∈N of Ω such
that Ωj ⊂ Ωj b Ωj+1 for all j. Let (ψj)j∈N be a partition of unity subordinate to
(Ωj)j and let (rj,²)² := (rΩj ,²)² be an increasing sequence of strongly positive slow
scale nets satisfying (6.1) and (6.2) with K = Ωj . We take a function ϕ ∈ C∞(Rn)
such that ϕ(ξ) = 0 for |ξ| ≤ 1 and ϕ(ξ) = 1 for |ξ| ≥ 2. At this point we can define
p0,²(x, ξ) =
∑
j
a−1² (x, ξ)ϕ
( ξ
rj,²
)
ψj(x), (6.5)
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where by construction (p0,²)² ∈ E [Ω×Rn] since every (a−1² (x, ξ)ϕ( ξrj,² ))² ∈ E [Ω×Rn]
and the sum is locally finite. Before proceeding with the study of (p0,²)² we need a
technical lemma.
Lemma 6.3. Let (a²)² ∈ HSm,l,µρ,δ,ω (Ω × Rn). For all K b Ω and α, β ∈ Nn, there
exists a slow scale net (dK,α,β,²)² such that
|∂αξ ∂βxa−1² (x, ξ)| ≤ dK,α,β,²〈ξ〉−ρ|α|+δ|β||a−1² (x, ξ)|, x ∈ K, |ξ| ≥ rK,², ² ∈ (0, 1].
(6.6)
Proof. Obviously (6.6) is true for α, β = 0. Differentiating a−1² a²(x, ξ) ≡ 1 on
K × {|ξ| ≥ rK,²} we obtain
∂αξ ∂
β
xa
−1
² (x, ξ)
a−1² (x, ξ)
= −
∑
0<α′≤α
0<β′≤β
(
α
α′
)(
β
β′
)
∂α
′
ξ ∂
β′
x a²(x, ξ)
a²(x, ξ)
∂α−α
′
ξ ∂
β−β′
x a
−1
² (x, ξ)
a−1² (x, ξ)
.
Using induction, we conclude that
|∂αξ ∂βxa−1² (x, ξ)|
|a−1² (x, ξ)|
≤
∑
α′≤α
β′≤β
dK,α′,β′,²〈ξ〉−ρ|α′|+δ|β′|ω2,K,α−α′,β−β′,²〈ξ〉−ρ|α−α′|+δ|β−β′|
≤ dK,α,β,²〈ξ〉−ρ|α|+δ|β|,
where (dK,α,β,²)² is a slow scale net since it is a finite sum of products of slow scale
nets. 
Proposition 6.4. Let (a²)² ∈ HSm,l,µρ,δ,ω (Ω × Rn). Then (p0,²)² is an element of
HS−l,−mρ,δ,rg (Ω×Rn) and for all K b Ω there exists a strongly positive slow scale net
(r′K,²)² such that for all x ∈ K, |ξ| ≥ r′K,² and for all ² ∈ (0, 1],
p0,²(x, ξ)a²(x, ξ) = 1. (6.7)
Proof. We begin by observing that for all K b Ω there exists j0 ∈ N such that for
all j ≥ j0, suppψj ∩K = ∅ and then
p0,²(x, ξ)|K×Rn =
j0∑
j=0
(
a−1² (x, ξ)ϕ
( ξ
rj,²
)
ψj(x)
)
|K×Rn
For x ∈ K and |ξ| ≥ 2rj0,² we have p0,²(x, ξ) =
∑j0
j=0 a
−1
² (x, ξ)ψj(x) = a
−1
² (x, ξ).
This result proves (6.7). Using (6.1) and the definition of (p0,²)² we conclude
|p0,²(x, ξ)| = |a−1² (x, ξ)| ≥ cK〈ξ〉−m²NKω(²)(−µ)+ , x ∈ K, |ξ| ≥ 2rj0,², ² ∈ (0, 1],
|p0,²(x, ξ)| ≤ cK max
0≤j≤j0
(ω−1
1,Ωj ,²
)〈ξ〉−l ≤ c′K²−MK 〈ξ〉−l, x ∈ K, ξ ∈ Rn, ² ∈ (0, 1],
where MK = max0≤j≤j0(sΩj )+. Let us now consider ∂
α
ξ ∂
β
xp0,²(x, ξ) for (α, β) 6=
(0, 0). Since p0,² coincides with a−1² (x, ξ) on K × {|ξ| ≥ 2rj0,²}, Lemma 6.3 guar-
antees the estimate
|∂αξ ∂βxp0,²(x, ξ)| ≤ dK,α,β,²|p0,²(x, ξ)|〈ξ〉−ρ|α|+δ|β| (6.8)
on this set. In order to prove that (p0,²)² is an element of HS−l,−mρ,δ,rg (Ω × Rn), it
remains to estimate every term ∂αξ ∂
β
x (a
−1
² (x, ξ)ϕ
(
ξ
rj,²
)
ψj(x)), j ≤ j0, on K×{rj,² ≤
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|ξ| ≤ 2rj0,²}. From (6.6) and (6.2), recalling the assumptions on the nets involved
in our formulas, we obtain
|∂αξ ∂βx (a−1² (x, ξ)ϕ
( ξ
rj,²
)
ψj(x))|
≤
∑
α′≤α,β′≤β
dΩj ,α′,β′,²1j,j0(|ξ|)〈ξ〉−ρ|α
′|+δ|β′||a−1² (x, ξ)|
× sup
1≤|ξ|≤2
|∂α−α′ϕ(ξ)| sup
x
|∂β−β′ψj(x)|
≤
∑
α′≤α,β′≤β
d′
Ωj ,α′,β′,²
〈ξ〉−l−ρ|α|+δ|β|ω−1
1,Ωj ,²
〈2rj0,²〉ρ|α−α
′|
≤ gΩj ,α,β,²²−MK 〈ξ〉−l−ρ|α|+δ|β|, x ∈ K, |ξ| ≤ 2rj0,²,
(6.9)
where 1j,j0 is the characteristic function of the interval [rj,², 2rj0,²]. As a conse-
quence there exist certain slow scale nets (gK,α,β,²)² such that the following estimate
holds on K × Rn:
|∂αξ ∂βxp0,²(x, ξ)| ≤ gK,α,β,²²−MK 〈ξ〉−l−ρ|α|+δ|β|. (6.10)
In conclusion, combining the estimate from below with (6.8) and (6.10), we have
that (p0,²)² belongs to HS−l,−mρ,δ,rg (Ω × Rn) and it is of growth type MK + 1 on the
compact set K. 
Proposition 6.5. Let (a²)² be in HSm,l,µρ,δ,ω (Ω × Rn). Then for all α, β in Nn, we
have (p0,²(x, ξ)∂αξ ∂
β
xa²(x, ξ))² in S−ρ|α|+δ|β|ρ,δ,rg . More precisely, for every K b Ω, for
all x ∈ K, ξ ∈ Rn and ² ∈ (0, 1],
|∂γξ ∂σx (p0,²(x, ξ)∂αξ ∂βxa²(x, ξ))| ≤ sK,α,β,γ,σ,²〈ξ〉−ρ|α+γ|+δ|β+σ|, (6.11)
where (sK,α,β,γ,σ,²)² is a slow scale net.
Proof. We fix K b Ω. From (6.2) and (6.8) we easily see that there exists a slow
scale net satisfying (6.11) on K × {|ξ| ≥ 2rj0,²}. Let us assume now |ξ| ≤ 2rj0,².
From (6.2) and the same arguments as used in (6.9) we obtain
|∂γξ ∂σx (p0,²(x, ξ)∂αξ ∂βxa²(x, ξ))|
≤
∑
γ′≤γ,σ′≤σ
(
γ
γ′
)(
σ
σ′
)
|∂γ′ξ ∂σ
′
x p0,²(x, ξ)||∂α+γ−γ
′
ξ ∂
β+σ−σ′
x a²(x, ξ)|
≤
∑
γ′≤γ,σ′≤σ,j≤j0
lΩj ,γ′,σ′,²〈ξ〉−ρ|γ
′|+δ|σ′|ω2,Ωj ,α+γ−γ′,β+σ−σ′,²〈ξ〉−ρ|α+γ−γ
′|+δ|β+σ−σ′|
≤ sK,α,β,γ,σ,²〈ξ〉−ρ|α+γ|+δ|β+σ|,
where (lΩj ,γ′,σ′,²)² and (sK,α,β,γ,σ,²)² are slow scale nets. 
Proposition 6.6. Let (a²)² ∈ HSm,l,µρ,δ,ω (Ω× Rn). We define for h ≥ 1
ph,²(x, ξ) = −
{ ∑
|γ|+j=h
j<h
(−i)|γ|
γ!
∂γxa²(x, ξ)∂
γ
ξ pj,²(x, ξ)
}
p0,²(x, ξ).
Then, each (pj,²)² ∈ S−l−(ρ−δ)jρ,δ,rg (Ω×Rn) and the requirements of Definition 5.1 are
satisfied.
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Proof. We argue by induction. For h = 1,
∂αξ ∂
β
xp1,²(x, ξ)
= −i
∑
|γ|=1
∑
α′≤α
β′≤β
(
α
α′
)(
β
β′
)
∂α
′
ξ ∂
β′
x (∂
γ
xa²p0,²)(x, ξ)∂
α−α′
ξ ∂
β−β′
x ∂
γ
ξ p0,²(x, ξ).
Using Proposition 6.5 and (6.10) we obtain that
|∂αξ ∂βxp1,²(x, ξ)|
≤
∑
|γ|=1
∑
α′≤α
β′≤β
(
α
α′
)(
β
β′
)
|∂α′ξ ∂β
′
x (∂
γ
xa²p0,²)(x, ξ)||∂α−α
′+γ
ξ ∂
β−β′
x p0,²(x, ξ)|
≤
∑
|γ|=1
∑
α′≤α
β′≤β
(
α
α′
)(
β
β′
)
sK,α′,β′,γ,²〈ξ〉−ρ|α′|+δ|β′+γ|
× gK,α−α′+γ,β−β′,²²−MK 〈ξ〉−l−ρ|α−α′+γ|+δ|β−β′|
≤ t1,K,α,β,²²−MK 〈ξ〉−l−(ρ−δ)−ρ|α|+δ|β|,
where (t1,K,α,β,²)² is a slow scale net. We assume that for all K b Ω there is
MK ∈ N such that ∀α, β ∈ Nn there exists a slow scale net (th,K,α,β,²)² so that
|∂αξ ∂βxph,²(x, ξ)| ≤ th,K,α,β,²²−MK 〈ξ〉−l−(ρ−δ)h−ρ|α|+δ|β| (6.12)
for all x ∈ K, ξ ∈ Rn and ² ∈ (0, 1]. We want to prove that (6.12) holds for h+ 1.
We have
|∂αξ ∂βxph+1,²(x, ξ)|
≤
∑
|γ|+j=h+1
j<h+1
1
γ!
∑
α′≤α
β′≤β
(
α
α′
)(
β
β′
)
|∂α′ξ ∂β
′
x (∂
γ
xa²p0,²)(x, ξ)||∂α−α
′+γ
ξ ∂
β−β′
x pj,²(x, ξ)|
≤
∑
|γ|+j=h+1
j<h+1
∑
α′≤α
β′≤β
(
α
α′
)(
β
β′
)
sK,α′,β′,γ,²〈ξ〉−ρ|α′|+δ|β′+γ|
× tj,K,α−α′+γ,β−β′,² ²−MK 〈ξ〉−l−(ρ−δ)j〈ξ〉−ρ|α−α′+γ|+δ|β−β′|
≤ th+1,K,α,β,²²−MK 〈ξ〉−l−(ρ−δ)(h+1)−ρ|α|+δ|β|.
This estimate concludes the proof. 
Definition 6.7. A symbol a ∈ S˜m,µρ,δ,ω(Ω × Rn) is called hypoelliptic if one of its
representatives (a²)² belongs to HSm,l,µρ,δ,ω (Ω× Rn).
The set of hypoelliptic symbols is denoted by HS˜m,l,µρ,δ,ω (Ω × Rn). The next,
central result shows that operators with symbols of this type admit a (generalized)
parametrix.
Theorem 6.8. Let a ∈ HS˜m,l,µρ,δ,ω (Ω × Rn) where (ω−1(²))² is a slow scale net and
let A be the corresponding pseudodifferential operator. Then there exists a properly
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supported pseudodifferential operator P with symbol in S˜−lρ,δ,rg(Ω×Rn) such that for
all u ∈ Gc(Ω) the equalities
PAu = u+Ru,
APu = u+ Su
(6.13)
hold in G(Ω), where R and S are operators with regular generalized kernel.
Proof. We work with a representative (a²)² ∈ HSm,l,µρ,δ,ω (Ω×Rn) of a. From Propo-
sition 6.6 and Theorem 5.3, the formal series
∑
j pj,² defines an element (p²)² ∈
S−lρ,δ,rg(Ω×Rn) such that (p²)² ∼
∑
j(pj,²)². Let χ ∈ C∞(Ω×Ω) be a proper function
identically equal to 1 in a neighborhood of the diagonal. Then the pseudodifferential
operator P with amplitude (χ(x, y)p²(x, ξ))²+N−lρ,δ(Ω×Ω×Rn) ∈ S˜
−l
ρ,δ,rg(Ω×Ω×Rn)
is properly supported and, using Theorem 5.8, it can be written in the form
Pu(x) =
∫
Rn
eixξσ1(x, ξ)û(ξ)d−ξ,
where u ∈ Gc(Ω) and σ1 ∈ S˜
−l
ρ,δ,rg(Ω× Rn).
We observe that there exists a representative (σ1,²)² of σ1 such that
(σ1,² − p²)² ∈ S−∞rg (Ω× Rn). (6.14)
Analogously, by Remark 5.14, there exists σ2 ∈ S˜
m
ρ,δ,rg(Ω×Rn) such that for all u ∈
Gc(Ω), Au(x) =
∫
Rn e
ixξσ2(x, ξ)û(ξ) d−ξ modulo an operator with regular generalized
kernel, and in particular there is a representative (σ2,²)² of σ2 with the property
(σ2,² − a²)² ∈ S−∞rg (Ω× Rn). (6.15)
At this stage, Proposition 5.18 guarantees the existence of σ ∈ S˜m−lρ,δ,rg(Ω×Rn) such
that for all u ∈ Gc(Ω)
PAu(x) =
∫
Rn
eixξσ(x, ξ)û(ξ)d−ξ + Tu(x),
where T is an operator with regular generalized kernel. Combining (6.14) and (6.15)
with σ ∼∑γ 1γ!∂γξ σ1Dγxσ2, we may assume that there exists a representative (σ²)²
of σ such that for all h ∈ N, h ≥ 1,(
σ² −
∑
|γ|<h
1
γ!
∂γξ p²D
γ
xa²
)
²
∈ Sm−l−(ρ−δ)hρ,δ,rg (Ω× Rn), (6.16)
and it is of growth type MK +NK , where MK and NK are suitable growth types
of (p²)² ∈ S−lρ,δ,rg(Ω × Rn) and (a²)² ∈ Smρ,δ,rg(Ω × Rn) on the compact set K,
respectively. We shall show that (σ²− 1)² is an element of S−∞rg (Ω×Rn) of growth
type MK +NK + 1. Since (p²)² ∼
∑
j(pj,²)²,
σ²−
∑
|γ|<h
1
γ!
∂γξ p²D
γ
xa² = σ²−
∑
|γ|<h
1
γ!
Dγxa²
h−1∑
j=0
∂γξ pj,²−
∑
|γ|<h
1
γ!
∂γrh,²D
γ
xa², (6.17)
where (∂γξ rh,²D
γ
xa²)² is an element of Sm−l−(ρ−δ)(h+|γ|)ρ,δ,rg (Ω × Rn) of growth type
MK +NK . Next, (6.16) combined with (6.17) proves that the difference(
σ² −
∑
|γ|<h
1
γ!
Dγxa²
h−1∑
j=0
∂γξ pj,²
)
²
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belongs to Sm−l−(ρ−δ)hρ,δ,rg (Ω × Rn) and it is of the growth type MK +NK . Now let
us write∑
|γ|<h
1
γ!
Dγxa²
h−1∑
j=0
∂γξ pj,²
= p0,²a² +
h−1∑
k=1
{
pk,²a² +
∑
|γ|+j=k
j<k
1
γ!
∂γξ pj,²D
γ
xa²
}
+
∑
|γ|+j≥h
|γ|<h,j<h
1
γ!
∂γξ pj,²D
γ
xa².
(6.18)
From Proposition 6.6 and the equality (p0,²a²)(x, ξ) = 1 for ² ∈ (0, 1], x ∈ K,
|ξ| ≥ r′K,², where (r′K,²)² is a strongly positive slow scale net, we conclude that
∑
|γ|<h
1
γ!
Dγxa²
h−1∑
j=0
∂γξ pj,² = 1+
∑
|γ|+j≥h
|γ|<h,j<h
1
γ!
∂γξ pj,²D
γ
xa², ² ∈ (0, 1], x ∈ K, |ξ| ≥ r′K,²,
where the sum on the right-hand side satisfies the estimates of an element of
Sm−l−(ρ−δ)(j+|γ|)ρ,δ,rg (Ω × Rn) ⊆ Sm−l−(ρ−δ)hρ,δ,rg (Ω × Rn) of growth type MK + NK on
K × {|ξ| ≥ r′K,²}. It is important to note that, from the properties of (p0,²)² and
(pj,²)², the continuity of the functions involved in (6.18) on compact sets and the
assumptions on (r′K,²)², we can omit the condition |ξ| ≥ r′K,² adding 1 in the growth
type. Therefore, (∑
|γ|<h
1
γ!
Dγxa²
h−1∑
j=0
∂γξ pj,² − 1
)
²
belongs to Sm−l−(ρ−δ)hρ,δ,rg (Ω×Rn) and it is of growth typeMK+NK+1. This means
that (σ² − 1)² ∈ S−∞rg (Ω× Rn). In conclusion,
PAu(x) =
(∫
Ω×Rn
ei(x−y)ξu²(y)dyd−ξ
)
²
+N (Ω)
+
(∫
Ω×Rn
ei(x−y)ξ(σ²(x, ξ)− 1)u²(y)dy d−ξ
)
²
+N (Ω) + Tu(x)
= Iu(x) +Ru(x),
for all u ∈ Gc(Ω), where R is an operator with regular generalized kernel and is the
sum of the pseudodifferential operator with symbol (σ² − 1)² +N−∞(Ω×Rn) and
T .
In an analogous way we can easily prove that there is a properly supported
pseudodifferential operator Q with symbol q ∈ S˜−lρ,δ,rg(Ω × Rn) such that AQ =
I + R′, where R′ has regular generalized kernel. Since P (AQ) = P + PR′ and
P (AQ) = (PA)Q = Q + RQ, Proposition 5.17 shows that P − Q = RQ − PR′ is
an operator with regular generalized kernel. Consequently, (6.13) holds. 
Corollary 6.9. Let a ∈ HS˜m,l,µρ,δ,ω (Ω×Rn) where (ω−1(²))² is a slow scale net. We
assume that the corresponding pseudodifferential operator A is properly supported.
Then there is a properly supported pseudodifferential operator P with symbol in
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S˜−lρ,δ,rg(Ω× Rn) such that for all u ∈ G(Ω)
PAu = u+Ru,
APu = u+ Su,
(6.19)
where R and S have regular generalized kernels.
Proof. From the previous theorem we know the existence of a parametrix P such
that (6.19) holds for all u ∈ Gc(Ω). Since PA−I and AP−I are properly supported,
R and S are properly supported operators with regular generalized kernel. We
extend the operators PA and I +R from Gc(Ω) into G(Ω). Guided by Proposition
4.17, we have that for every u ∈ G(Ω) the coherent sequence
PAu|Vi = PA(ψiu)|Vi ,
defines PAu. Here V1 ⊂ V2 ⊂ . . . is an exhausting sequence of relatively compact
sets of Ω and ψi ∈ C∞c (Ω) is identically 1 in a neighborhood of pi1(pi−12 (Vi) ∩ (∆ ∪
supp kR)). Since ψiu ∈ Gc(Ω) we obtain from (6.13) that
PAu|Vi = I(ψiu)|Vi +R(ψiu)|Vi ,
where the sequences I(ψiu)|Vi and R(ψiu)|Vi define u and Ru respectively. In
conclusion, PAu = u + Ru for every u ∈ G(Ω). The equality APu = u + Su is
proved analogously. 
Theorem 6.10. Let a ∈ HS˜m,l,µρ,δ,ω (Ω×Rn) where (ω−1(²))² is a slow scale net. We
assume that the corresponding pseudodifferential operator A is properly supported.
Then for every u ∈ G(Ω), sing suppg(Au) ≡ sing suppgu.
Proof. The inclusion sing suppg(Au) ⊆ sing suppgu is clear from the pseudo-locality
property of A. Now, let us consider a parametrix P of A. From (6.19) we have that
u can be written as PAu−Ru where R has regular generalized kernel. Therefore,
sing suppgu ⊆ sing suppg(PAu). The pseudo-locality property of P allows us to
conclude that sing suppg u ⊆ sing suppg(Au). 
Theorem 6.10 is the main regularity result of this section. It says that a hypoel-
liptic symbol in the sense of Definition 6.7 leads to a G∞-hypoelliptic operator. In
[24] partial differential operators with generalized constant coefficients were consid-
ered. In particular, the symbol of a (WH)-elliptic operator with slow scale radius –
as defined there – belongs to HS˜ m,l1,0,rg(Ω×Rn). Therefore, the constant coefficient
G∞-regularity result [24, Thm. 5.5] is a special case of Theorem 6.10.
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