We analyse the human electrocardiogram with simple nonlinear time series analysis methods that are appropriate for graduate as well as undergraduate courses. In particular, attention is devoted to the notions of determinism and stationarity in physiological data. We emphasize that methods of nonlinear time series analysis can be successfully applied only if the studied data set originates from a deterministic stationary system. After positively establishing the presence of determinism and stationarity in the studied electrocardiogram, we calculate the maximal Lyapunov exponent, thus providing interesting insights into the dynamics of the human heart. Moreover, to facilitate interest and enable the integration of nonlinear time series analysis methods into the curriculum at an early stage of the educational process, we also provide user-friendly programs for each implemented method.
Introduction
Four decades ago, the paradigm of classical time-continuous chaos was introduced [1] . Since the discovery of chaos, the interest in this field of research has risen rapidly and several attempts have been made to integrate this fascinating topic into graduate as well as undergraduate curricula [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Still, however, insights into the experimentally observed irregular behaviour of systems are predominantly obtained solely with computer simulations of appropriate mathematical models. This approach often works against the student's initial enthusiasm and interest. Moreover, it undermines the trustworthiness of the whole chaos paradigm since it leads to suspect that chaos is nothing more than a mathematical artefact, a phenomenon non-existing outside the simulations of the computer. The remedy to this problem lies in the integration of nonlinear time series analysis methods into the physics curriculum at an early stage of the educational process. While there exist excellent monographs on nonlinear time series analysis [16] [17] [18] , there is still a shortage of literature showing concrete applications 758 M Perc of simple methods to real-life problems [15] . This paper is aimed to rectify the situation by showing concrete applications of simple nonlinear time series analysis methods on the human electrocardiogram.
Nonlinear time series analysis is a powerful theory that enables the extraction of characteristic quantities, e.g. the number of active degrees of freedom or invariants, such as the maximal Lyapunov exponent, of a particular system solely by analysing the time course of one of its variables. Thus, the theory of nonlinear time series analysis offers tools that bridge the gap between experimentally observed irregular behaviour and deterministic chaos theory [19] [20] [21] [22] . Although, in this sense, the transition between deterministic chaos theory and the analysis of irregular experimental traces appears smooth, the reality is very different. The problem lies in the origin of methods for nonlinear time series analysis, which is the theory of deterministic dynamical systems. Thus, if we are to successfully apply methods of nonlinear time series analysis to experimental data, we first have to verify if the data possess properties typical of deterministic systems. Moreover, we have to verify if the observed irregular behaviour originates from a stationary system, for it might solely be a consequence of varying system parameters during data acquisition. These are very important issues that have to be addressed before attempting further analyses, as we will exemplify in the next section.
We start the study by introducing the embedding theorem [23, 24] , which enables the reconstruction of the phase space from a single observed variable, thereby laying foundations for further analyses. Since all experimentally obtained data are more or less contaminated by noise, we then implement a simple noise reduction algorithm [25] to extract the electrocardiographic signal from the time series. Thereby, we assume that the studied time series consists of two components, i.e. the signal and random fluctuations, which have to be separated. After extracting the 'clean' electrocardiographic signal from the experimental data, we use the mutual information [26] and false nearest neighbour method [27] to obtain optimal embedding parameters for the phase space reconstruction. As a prelude to the application of a classical determinism [28] and stationarity [29] test, we apply the method of recurrence plots [30] . The recurrence plot is a powerful graphical tool enabling the assessment of determinism [31] and stationarity [32] in the system, as well as execution of other tasks, such as for example the estimation of the noise level in a signal [33] or the evaluation of correctness of chosen embedding parameters for the phase space reconstruction [31, 34] . Next, we apply the determinism [28] and stationarity [29] test to quantify visually assessed results obtained with the recurrence plot analysis. Note that deterministic chaos is only one possible source of complex irregular behaviour. Other sources, for example, are noise or varying system parameters during data acquisition. By applying the determinism test we are able to determine whether the analysed irregular behaviour is indeed a consequence of deterministic dynamics, while the stationarity test enables us to verify if system parameters were held constant during data recording. After establishing that the studied electrocardiogram originates from a deterministic stationary system, we calculate the maximal Lyapunov exponent [35] . We find that the latter is positive, from which we conclude that the studied human electrocardiographic recording possesses properties typical of deterministic chaotic signals.
Due to the existence of excellent monographs on nonlinear time series analysis [16] [17] [18] , we do not describe algorithms of implemented methods in great detail. We do, however, provide user-friendly programs with graphical interface [36] , which should make the reproduction of presented results possible even for individuals with little or no experience with nonlinear time series analysis and also facilitate further applications of the described methods to other experimental systems. A detailed manual for the set of programs can be found at the download site [36] . 
Results
We analyse a short, densely sampled electrocardiographic recording of the human heart, which was obtained from the publicly accessible MIT Polysomnographic database [37] . Although up to 6 h long recordings are available, we use only a short insert from the file slp01a.dat, during which the subject was normally asleep without any significant movement or apnoea attacks. The studied time series consists of 45 000 data points and was sampled at dt = 0.004 s. Thus, a total of 180 s of electrochemical heart activity is available for study, from which the first 10 s are shown in figure 1. It can be observed that the electrocardiogram shows normal and rather regular heart activity with a predominant beat rate of ≈66 beats min -1 . Moreover, it can be inferred that the electrocardiogram is quite heavily burdened with noise, especially in between successive peaks.
Following the succession of tasks we have outlined in the introduction, let us start the study by introducing the embedding theorem [23, 24] . The embedding theorem states that for a large enough embedding dimension m, the delay vectors
yield a phase space that has exactly the same properties as the one formed by the original variables of the system. In equation (1) 
respectively, where τ is the so-called embedding delay.
Although the implementation of equation (1) is straightforward, we first have to determine proper values for embedding parameters τ and m. For this purpose, the mutual information [26] and false nearest neighbour method [27] can be used. However, since the examined time series is quite heavily burdened with noise (see figure 1 ), all further analyses would yield dubious results. Hence, we first have to use a simple noise reduction method to extract the 'clean' electrocardiographic signal from the examined data set. According to Schreiber [25] , the noise level in an examined time series can be reduced simply by replacing the middle coordinate, i.e. that are closer to p(i) than some chosen ε. For more details and a precise algorithm description we refer the reader to p 51 in [17] . Obviously, the method requires three input parameters, which are τ , m and ε. The results presented in figure 2 were obtained with τ = 5, m = 15 and ε = 0.065. For noise reduction methods, larger m are preferable for two reasons. First, if any deterministic signature is present in the data set it will be better expressed for large m, and second, the selectivity for appropriate neighbours (p(k)) increases with increasing m. In alliance with the chosen m, τ should be chosen such that m dtτ ranges from 1/3 to 2/3 of the predominant oscillation period of the signal. In our case m dtτ = 0.3 s, which is approximately 1/3 of the average beat interval. Finally, ε should be larger than the noise amplitude, but still small enough not to average out the typical curvature radius of the time series. Normally, a careful visual inspection of the time series and a few test runs are necessary to obtain the optimal result.
Next, we apply the mutual information [26] and false nearest neighbour method [27] to the newly obtained 'clean' electrocardiographic signal to obtain proper embedding parameters. The mutual information between x i and x i+τ can be used to estimate a proper embedding delay τ . A suitable τ has to fulfil two criteria. First, τ has to be large enough so that the information we get from measuring the value of variable x at time i + τ is relevant and significantly different from the information we already have by knowing the value at time i. Only then will it be possible to gather enough information about the system to successfully reconstruct the whole phase space with a reasonable choice of m. Second, τ should not be larger than the typical time in which the system loses memory of its initial state. If τ were chosen larger, the reconstructed phase space would look more or less random since it would consist of uncorrelated points. The latter condition is particularly important for chaotic systems which are intrinsically unpredictable and hence lose memory of the initial state as time progresses. Since the mutual information between x i and x i+τ quantifies the amount of information we have about the state x i+τ presuming we know x i [38] , Fraser and Swinney [26] proposed to use the first minimum of the mutual information as the optimal embedding delay. For more interesting aspects on how to choose a proper τ and the algorithm for calculating the mutual information, we refer the reader to p 130 in [17] . The first minimum of the mutual information calculated for the studied electrocardiographic recording is obtained at τ = 9, which is also the value we will use in all subsequent calculations. This result can be reproduced with the program mutual.exe [36] .
Let us now turn to establishing a proper embedding dimension m for the examined electrocardiogram by applying the false nearest neighbour method. The false nearest neighbour method was introduced by Kennel et al [27] as an efficient tool for determining the minimal m that is required to fully resolve the deterministic structure of the system in the reconstructed phase space. The method relies on the assumption that the phase space of a deterministic system folds and unfolds smoothly with no sudden irregularities appearing in its structure. By exploiting this assumption, we must come to the conclusion that points that are close in the reconstructed embedding space have to stay sufficiently close during forward iteration also. If a phase space point has a close neighbour that does not fulfil this criterion, it is marked as having a false nearest neighbour. From the geometrical point of view this occurs whenever two points in the phase space solely appear to be close, whereas under forward iteration they are mapped randomly due to projection effects. The random mappings occur because the whole attractor is projected onto a hyperplane that has a smaller dimensionality than the actual phase space and so the distances between points become distorted. As soon as m is chosen sufficiently large, the fraction of points that have a false nearest neighbour (fnn) converges to zero. For the algorithm description we refer the reader to p 39 in [16] . Results obtained with the false nearest neighbour method for m = 1-12 are presented in figure 3 . It is evident that at least by m = 10 the fraction of points that have a false nearest neighbour drops convincingly to zero (<1%). Hence, the underlying system that produced the studied human electrocardiogram has approximately ten active degrees of freedom. In other words, it would be justified to mathematically model the studied human heart activity with no more than ten first-order ordinary differential equations. Indeed, recent theoretical findings [39] concur with this rather powerful statement. Finally, we have all at hand to present the embedding space of the system obtained according to equation (1) . In figure 4 we show 2D projections of the reconstructed phase space for τ = 9 and m = 10. Figure 4 (a) was obtained by using the data set before noise reduction, while figure 4(b) shows the result obtained with the 'clean' electrocardiographic signal. It can be observed that the phase space structure in figure 4(b) is much better pronounced than in figure 4(a) , which additionally confirms the successfulness of the noise reduction algorithm. Note also that the outline of the phase space was not altered during the noise reduction.
By now we have successfully reconstructed the phase space of the system from a single observed variable. In continuation, it would be possible to apply methods of nonlinear time series analysis that yield invariant quantities of the system, such as for example Lyapunov exponents [40] [41] [42] or dimension estimates [43] [44] [45] , in order to obtain deeper insights into the system dynamics. However, all calculated quantities would be meaningless if the studied time series did not originate from a deterministic stationary system. Thus, in order to justify further analyses, we have to verify if the studied electrocardiogram possesses properties typical of deterministic stationary signals.
An appealing and simple graphical tool that enables the assessment of stationarity and determinism in an observed system is the recurrence plot [30] . Recurrent behaviour is an inherent property of oscillating systems. For regular oscillators time-distinct states in the phase space can be arbitrarily close, i.e. p(i) − p(j ) = 0 if times i and j differ exactly by some integer of the oscillation period, whereas for chaotic systems this distance is always finite. The recurrence plot is a 2D square-grid graph with time units on both axes, whereby, in the most common case [46] , points (i, j ) that satisfy p(i) − p(j ) < ε are marked with black dots whilst all others are left white. Depending on the application, there also exist several variations of recurrence plots [47, 48] , which are however beyond the scope of this paper. The most important feature of each recurrence plot is its large-and small-scale structure, later being termed typology and texture [30] , respectively. By visually inspecting the typology and texture of a recurrence plot, properties of the system such as stationarity and determinism can be assessed. In particular, a homogenous typology is an indicator that the studied data set originated from a stationary process. In contrast, a non-homogenous or disrupting typology indicates non-stationarity in the system. Texture, on the other hand, can provide information regarding deterministic versus stochastic origin of the signal, as well as give insights into the complexity of oscillations. Lack of texture, i.e. solely isolated recurrence points, often indicates stochastic origin of the examined time series (this is especially true for time-continuous-like recordings as is the studied electrocardiogram), while diagonal lines indicate deterministic oscillations, which depending on the complexity of emerged smallscale patterns can be further classified into simple, complex or chaotic oscillations. The recurrence plot of the studied electrocardiographic signal can be obtained with the program recurrplot.exe [36] . For τ = 9, m = 10, ε = 0.004 and the 'clean' series as input, the typology is homogeneous whilst the small-scale structure is characterized by diagonal lines of variable length as well as isolated points, indicating the presence of stationary non-trivial deterministic oscillations in the studied electrocardiographic signal. Although, based on a more detailed analysis of the small-scale structure, recurrence plots also enable quantitative assessments of determinism [31] and stationarity [32] , as well as other system properties such as Lyapunov exponents, noise level estimates or similarities between two signals [33, 47, 48] , we refer the reader to the cited literature for further details and here continue with a classical determinism [28, 49, 50] and stationarity [29] test to quantify the above-outlined visually assessed results.
We apply a simple yet effective determinism test, originally proposed by Kaplan and Glass [28] , that measures average directional vectors in a coarse-grained embedding space. The idea is that neighbouring trajectories in a small portion of the embedding space should all point in the same direction, thus assuring uniqueness of solutions in the phase space, which is the hallmark of determinism. To perform the test, the embedding space has to be coarse grained into equally sized boxes. The average directional vector pertaining to a particular box is obtained as follows. Each pass p of the trajectory through the kth box generates a unit vector e p , whose direction is determined by the phase space point where the trajectory first enters the box and the phase space point where the trajectory leaves the box. In fact, this is the average direction of the trajectory through the box during a particular pass. The average directional vector V k of the kth box is then simply
where n is the number of all passes through the kth box. Completing this task for all occupied boxes gives us a directional approximation for the vector field of the system. If the time series originates from a deterministic system and the coarse-grained partitioning is fine enough, the obtained directional vector field should consist solely of vectors that have unit length (remember that each e p is also a unit vector). This follows directly from the fact that we demand uniqueness of solutions in the phase space. If solutions in the phase space are to be unique, then the unit vectors e p inside each box may not cross, since that would violate the uniqueness condition at each crossing. Note that each crossing decreases the size of the average vector V k . For example, if the crossing of two unit vectors inside the kth box were to occur at right angles, then the size of V k would be, according to Pythagoras, √ 2/2 ≈ 0.707 < 1. Hence, if the system is deterministic, the average length of all directional vectors κ will be 1, while for a completely random system κ ≈ 0. The determinism factor pertaining to the ten-dimensional embedding space presented in figure 4(b) that was coarse grained into an 18 × 18 × · · · × 18 grid is κ ≈ 0.94, which clearly confirms the deterministic nature of the studied system. On the other hand, the determinism factor pertaining to the embedding space presented in figure 4(a) is only κ ≈ 0.78. This result further confirms the successfulness of the noise reduction scheme [25] , but also stresses the necessity for its application. The above results can be reproduced with the program determinism.exe [36] . It remains of interest to verify if the studied electrocardiographic signal indeed originated from a stationary process, as indicated by the recurrence plot analysis. To this purpose, we apply the stationarity test proposed by Schreiber [29] . In general, stationarity violations manifest so that various non-overlapping segments of the time series have different dynamical properties. Since linear statistics, such as the mean or standard data deviation, usually do not possess enough discrimination power when analysing irregular signals, nonlinear statistics have to be applied. One of the most effective has proven to be the cross-prediction error statistic. The idea is to split the time series into several short non-overlapping segments and then use a particular data segment to make predictions in another data segment. This task then has to be repeated for all possible combinations. For example, if we divide the original data set into short series each occupying 800 points, we then have a total of 56 segments and exactly 56 2 possible combinations to evaluate the statistics. By calculating the average prediction error (δ gh ) when considering points in segment g to make predictions in segment h, we obtain a very sensitive statistic capable of detecting minute changes in dynamics and thus a very powerful probe for stationarity. If for any combination of g and h, δ gh is significantly above average, this is a clear indicator that the examined data set originated from a non-stationary process. An accurate description of the whole algorithm can be found in [17] from p 42 onwards, while here we concentrate on the results. The average cross-prediction errors for all possible combinations of g and h are presented in figure 5 . The average value of all δ gh is 0.45, while the minimum and maximum values are 0.32 and 0.60, respectively. Since the maximal cross-prediction error is not even one time larger than the average and all cross-prediction errors differ maximally by a factor of 2, we can clearly refute non-stationarity in the studied time series. We emphasize, however, that stationarity can be positively established solely because we consider only 180 s of the electrocardiographic recording. Otherwise, longer recordings of physiological functions almost always yield non-stationary data sets.
Above, we have advocated a very careful approach, which we believe should always be followed before attempting further analyses. It is the best protection against spurious results, and above all, is far superior than any level of sophistication one might achieve in applied methods, meaning that even the best algorithms would not prevent one from obtaining wrong and meaningless results if applied to data sets that largely lack determinism and/or stationarity. As a reward, we can now proceed and calculate the maximal Lyapunov exponent without having to worry about the origin and spuriousness of the obtained value.
In order to calculate the maximal Lyapunov exponent of the system, we use the algorithm developed independently by Kantz [35] and Rosenstein et al [51] . The algorithm tests the exponential divergence of nearby trajectories directly and thus allows a robust estimation of the maximal Lyapunov exponent. To estimate the exponent, we first have to find all neighbours p(k) that are closer to a particular reference point p(i) than ε. Thereby, we obtain a set of starting points for nearby trajectories. Further, we have to calculate the average distance of all trajectories to the reference trajectory (D i ) as a function of the relative time n (counted from i and k onwards). Finally, the average of the logarithm of D i , obtained for several different reference points p(i), is the effective expansion rate S( n), of which the linear slope in dependence on n is a robust estimate for the maximal Lyapunov exponent. To obtain an accurate result, the whole algorithm has to be repeated for a few hundred different p(i) and various ε. In particular, ε should be chosen as small as possible, but still large enough so that on average each reference point p(i) has at least a few neighbours. For further details we refer the reader to the original articles [35, 51] and also to p 62 in [17] . The results obtained for ε = 0.01-0.056 are presented in figure 6 . The function S( n) shows a rather robust linear increase from n = 25 to 125 for all ε. Thus, the slope of S( n), indicated by the two linear lines, is a good estimate for the maximal Lyapunov exponent of the system. We find that the latter equals ≈0.015, from which we conclude that the studied short stationary data segment of the human electrocardiogram possesses properties typical of deterministic chaotic signals.
Discussion
We systematically analyse the human electrocardiogram with basic methods of nonlinear time series analysis. In particular, we outline a careful approach that largely eliminates the occurrence of spurious results and thus guarantees a relevant analysis of the observed system. We find that short, densely sampled electrocardiographic recordings may show properties that are typical of deterministic chaotic systems. Moreover, to facilitate interest and enable the integration of nonlinear time series analysis methods into the curriculum at an early stage of the educational process, we provide user-friendly programs with graphical interface for each implemented method [36] . Hopefully, this will make the reproduction of presented results possible even for individuals with little or no experience with nonlinear time series analysis and inspire them to get familiar with the presented theory.
Although our findings concur with results published in recent studies [52] , it should be noted that in general the origin of observed irregular behaviour in the human cardiovascular system is a subject of some debate [52] [53] [54] [55] . Especially, time series describing heart rate variability that are derived from long continuous electrocardiographic recordings often lack determinism and stationarity. Thus, we emphasize that the above study is intended as a comprehensive introduction to basic nonlinear time series analysis of physiological data, but should not be considered as the definite resource for characterization of the dynamics of the human heart. To obtain a well-balanced view on issues concerning the presence of determinism and chaos in the human cardiovascular system, we strongly advise the reader to consult [52] [53] [54] [55] for additional information.
Finally, we note that the methods described in this paper represent an excellent starting point for more advanced studies, such as wavelet analyses to determine couplings in the human cardio-respiratory system [56] or applications of nonlinear state-space projections to extract the foetal ECG from the maternal electrocardiographic recordings [57] . Currently, these topics are covered in existing monographs on nonlinear time series analysis [16] [17] [18] and in the original papers. An excellent source of information for these methods is also the TISEAN project [58] . Together with the pertaining paper [59] and the book by the same authors [17] , the TISEAN project presents a very valuable source of information as well as programs for virtually all topics of nonlinear time series analysis. Therefore, particularly for students that would like to delve deeper into the theory of nonlinear time series analysis, we recommend to exploit the benefits offered by these sources.
