Abstract-This article presents a new platform independent approach to the real-time solution of inverse problems on embedded systems. The class of problems addressed corresponds to ordinary differential equations (ODEs) with generalized linear constraints, whereby the data from an array of sensors forms the forcing function. The algebraic discretization of the problem enables an one-to-one mapping of the ODE to its discrete equivalent linear differential operator, together with an additional matrix equation representing the constraints. The solution of the equation is formulated as a least squares (LS) problem with linear constraints. The LS approach makes the method suitable for the explicit solution of inverse problems where the forcing function is perturbed by noise. The algebraic computation is partitioned into an initial preparatory step, which precomputes the matrices required for the run-time computation; and the cyclic run-time computation, which is repeated with each acquisition of sensor data. The cyclic computation consists of a single matrix-vector multiplication; in this manner computation complexity is known a-priori, fulfilling the definition of a real-time computation. The solution is implemented with model based design and uses only fundamental linear algebra; consequently, this approach supports automatic code generation for deployment on embedded systems. The targeting concept was tested via software-and processor-inthe-loop verification. The method was tested on a laboratory prototype with real measurement data for the monitoring of flexible structures. The measurement arrangement consists of an embedded system with a chain of 14 inclinometer sensors connected to it; two additional nodes implement a total of four constraints. The problem solved is: the real-time overconstrained reconstruction of a curve from measured gradients. Such systems are commonly encountered in the monitoring of structures and/or ground subsidence.
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I. MOTIVATION AND PROBLEM STATEMENT
The primary goal of this work was to develop a new algebraic framework, which can be applied to the real-time solution of inverse problems as encountered in measurement problems, e.g., in geomechanical applications such as structural health monitoring. Furthermore, the framework is designed in such a manner that automatic code generation can be used to target various embedded platforms. Standard solvers for differential equations and inverse problems operate in an iterative manner; whereby, the step size is chosen to ensure that an a-priori estimate for the error is not exceeded. As a result, the user has no influence on the locations where the solution is obtained. More importantly, there is no a-priori estimate for the numerical computational effort required. In contrast, the new algebraic method proposed here yields the solutions at specified locations. This paper presents the derivation and explanation of the algebraic framework for the solution of inverse problems.
The methods are applied to initial-value, boundary-value and inverse problems. A constrained curve reconstruction from gradients is used to demonstrate the correct error propagation estimates and suitability of the method for problems with inner-constraints. In the latter part of the paper, the automatic code generation is performed and performance testing is carrier out on a laboratory setup to verify the correct functionality of the solution on embedded systems. Necsulescu identified the necessity of solving inverse problems in critical infrastructure monitoring [1] . Lee [2] identified that predictable real-time solutions of complex systems, with an understandable concurrency, are a key issue for future developments of cyberphysical systems (CPS). He points out that this issue was inadequately dealt with in the past. There are numerous engineering and scientific applications which require the realtime solution of inverse problems, e.g. [3] .
II. SCOPE OF THE ARTICLE
This article develops a new method for the numerical solution of inverse problems based on a matrix algebraic approach. It provides global least squares solutions to inverse initial-, inner-or boundary value problems. The method has been developed specifically with the aim of solving inverse problems associated with measurement systems in an efficient manner, whereby multiple measurements are performed over time and repeated solutions of the same equation are required. The goal is to directly embed the solver onto the sensor node's hardware. The main contributions of the article are:
(1) A new algebraic approach to the numerical solution of inverse problems is derived. The method splits the calculations into two portions: a preparatory (offline) computation and a run-time (online) computation. The run-time computation is repeatedly performed with each new measurement. Solving the inverse problem at run-time is reduced to one matrix multiplication and one vector addition. In this manner, the exact number of floating point operations (FLOPs) is known a-priori, W (n) = 2 n 2 , where n is the number of measurement points. Additionally, the memory requirements are known in advance. Consequently, a strict upper-bound O(n 2 ) can be determined for the execution time on a given processor. This makes the method, by definition, suitable for real-time applications. Furthermore, the covariance propagation for perturbations of the sensor inputs to the solution is derived. This enables the computation of a confidence interval for the solution. The run-time computational complexity of estimating the confidence is then O(n).
(2) A model based design (MBD) approach is presented which enables the system formulation at an abstract level. The presented model only utilizes fundamental linear algebra operations such as matrix multiplication and vector addition; consequently, automatic generation of C code becomes possible. Software-in-the-loop (SIL) verification is used to prove the functional equivalence of the model and the generated code. Embedded targeting enables the deployment of the code directly onto a microcontroller. The results computed by the embedded processor are compared to the results computed by the model running on a PC via processor-in-the-loop (PIL) verification.
III. CONTINUOUS MEASUREMENT MODEL
The measurement model is central to this article: it defines the class of problem which is being solved. Furthermore, it defines the requirements for the MBD environment. The class of inverse problems being considered consist of an ordinary differential equation (ODE) of degree m of the form
where y is a function of x, y The n measurements may emanate from n sensors forming a spatial array or from a time sequence of n measurements from one single sensor. In this class of problems, the forcing function g(x), the input, is considered to be perturbed, since it is formed from measurements which are subject to noise. Only the forcing function g(x) changes from one measurement to the next. The task is to recompute y(x) for each new measurement g(x). This type of problem occurs, for example, in the monitoring of structures [4] - [6] . The new method can, however, deal with overconstrained systems, i.e., there are p independent constraints whereby p > m. The initial-, inneror boundary values correspond to constraints on the function value y(x) or its derivatives y (i) (x) at specific x locations. Both Dirichlet and Neumann boundary conditions are special cases of such constraints. The nature of the constraints determines if the system is considered to be an initial value (IVP) or boundary value (BVP) or inner value problem. One peculiarity of this class of inverse problems is: that the abscissae, i.e., the positions where the solutions are required, is determined by the measurements; these positions are called the nodes. In the case of a chain of sensors, the physical position of the sensor corresponds to the abscissae x. In temporal sequences, it is the time points of the individual measurements which define the abscissae. Consequently, we are not free to select the positions of where the ODE is to be solved. This precludes the use of variable step size algorithms.
IV. LINEAR DIFFERENTIAL OPERATORS AND ODES
The numerical solution of an inverse problem requires the discrete approximation of a continuous system. Consequently, we can derive properties of the continuous operations which must be fulfilled by the corresponding discrete operators. We first define the continuous domain differential operator D such that,
. Most commonly, the discrete implementation of the differentiating matrix is implemented using polynomial interpolation. The properties of D with respect to a polynomial are essential to the desired behavior of numerical differentiation. Defining a power series approximation for y with coefficients c i ,
Applying the differential operator D yields,
By definition of the derivative, the constant portion of the polynomial differentiates to zero, hence the constant coefficient c 0 vanishes. We assume that D is composed of formulae which are consistent, in the sense that in the limit they define a derivative. If this is the case then the matrix D should satisfy the following properties, such that D is a consistent discrete approximation to the continuous operator D:
1) The matrix D must be rank-1 deficient; i.e, its null space is of dimension one.
2) The null space of D must be spanned by the constant vector 1 α; equivalently, the row-sums of D are all zero,
These conditions ensure that the differentiating matrix D is consistent with the continuous domain definition of the derivative. Given that, interpolating polynomials are unique, the formula for the derivative should be independent of the particular polynomials chosen for interpolation. However, differences do lie in the numerical behavior of different formulas; regardless, a given set of nodes, x, should uniquely define the differentiating matrix of a given polynomial degree of accuracy. For the purpose of treating ODEs, we use the general notion of a linear differential operator [7] . Specifically, by substituting the continuous differential operator D for the differentials
Factoring y to the right yields,
(6) The linear differential operator L for the continuous equation can now be defined as,
Consequently, Eqn. (1) is written as,
A. Generalized Constraints in Algebraic Form
State-of-the-art procedures such as the Taylor matrix [8] , the Chebyshev matrix [9] , [10] , spectral and pseudo-spectral techniques [11] , differentiating matrices using local [12] and global methods [9] , [10] as well as finite difference methods [13] do not provide a methodology for implementing general boundary conditions of the form
where
A new matrix approach for the solution of inverse problems, associated with monitoring of structures using inclinometers, was presented [14] and generalized in [6] . It was proven that ODEs can be formulated as a least squares problem with linear constraints, of the form: (7) is discretized as the matrix L, such that
where A i = diag(a i (x)), the matrix D i is a local discrete approximation with support length l s to the continuous differential operator D (i) . Care is taken to implement the correct end-point formulas, ensuring the degree of approximation is constant for the complete support. The details of generating these matrices can be found in [6] , as can the explanation for the generation of the constraints C T y = d. Furthermore, MATLAB toolboxes are available [15] , [16] for all the functions required in this article.
V. ALGEBRAIC SOLUTION OF INVERSE PROBLEMS
Previously, the problem in Eqn. (10) was solved using an efficient and accurate solution which is found in [17, Chapter 12] . Fundamentally, the new approach delivers exactly the same explicit solution; however, through the new partitioning of the computation it is possible to ensure that the numerical work W (n) and the memory required are run-time are known exactly in advance. Consequently, an exact upper-bound for the execution time can be determined, this by definition makes the solution suitable for real-time applications 1 . The computation of the solution is separated into two portions:
1) The preparatory computations which can be performed offline. They are characteristic for the equation being solved and change neither with the acquisition of new measurement data, nor with new values for the boundary conditions. These computations need not be performed on the embedded system and may be computed with higher precision arithmetic on a host system if necessary. 2) The online computation, which must be performed repeatedly with each new set of sensor data. This is the solution which is computed explicitly on the embedded system in real-time.
A. Preparatory Computations
The constraints on the solution are defined by,
Each column of C, together with the corresponding row of d, defines a constraint. Consequently, p = rank (C) is the number of linearly independent constraints. Additionally, the constraints must be consistent, i.e., d ∈ range C T . A minimum of p ≥ m constraints are required to ensure a unique solution to an ODE of degree m. We now define the matrices: P, such that range (P) = range (C), i.e., P is the Moore-Penrose pseudo inverse of C T , hence P = {C T } + ; F, an orthonormal basis function set for the null-space of C T , i.e., F T F = I and range (F) = null C T ; and H P + F R, where R is an arbitrary matrix. In this manner the solution for y can be parameterized as,
where β is the parameter vector. It is important to realize that neither H nor F are unique. Any function which fulfills the constraints is a valid selection for y c . A function y c which fulfills the constraints can be defined as,
The matrix R is arbitrary, consequently the values can be selected so that y c fulfills additional conditions without altering the solution for y. It may be advantageous for a specific problem to select a particular solution for y c which has desirable properties; for example, when solving the ODE for a cantilever it may be appropriate to select a polynomial solution for y c , since the solution to the ODE is known to be a polynomial. More formally: the matrix H = C T − is a generalized inverse [19] of C T . A generalized inverse A − of a matrix A fulfills the condition, A A − A = A. The MoorePenrose pseudo inverse is the particular generalized inverse, where R = 0; it yields an inverse which minimizes the 2-norm of the solution vector; alternatively, a QR decomposition can be used to compute a generalized inverse which leads to a solution vector with a minimum number of nonzero entries. The selection of an appropriate solution for y c is more important when solving inverse problems, since it has implications for the implementation of regularization. The orthonormal basis functions F for the null-space of C T are also not unique. They can be obtained directly from C T by applying QR decomposition and partitioning Q according to the rank (R). Alternatively, constrained basis functions, e.g. constrained polynomials, can be used to implement a set of orthogonal basis functions F. In the case of inverse problems constrained basis functions offer a method of implementing spectral regularization [14] .
Substituting Eqn. (13) for y in L y = g now yields an unconstrained algebraic equation for the ODE,
In the class of inverse problems being considered in this article, the forcing function g is formed from the measurement values which are perturbed, i.e., is subject to noise. Consequently, the solution of Eqn. (16) is formulated as a least squares problem to obtain the unique global minimum of
The least squares approach has been selected since it delivers a maximum likelihood solution in the case that g is perturbed by Gaussian noise. Consequently, the method is suitable for solving both perturbed and unperturbed problems. Now solving the minimization problem defined by Eqn. (17) yields,
where K is an orthonormal vector basis set for the null-space of L F, i.e., K T K = I and span (K) = null (L F). This equation is now expanded into three relevant terms,
A non-empty vector basis set K indicates that the linear differential operator L is not sufficiently constrained to ensure a unique solution, i.e., there is no unique solution to the problem being posed. The requirement for a unique solution is
where n is the number of nodes. This is a method of determining if the problem is well defined. Alternately, the singular values of the matrix can be used to determine if the problem is numerically well posed. We will now assume that the problem is well posed: with this, the term involving γ vanishes. Now back-substituting for β in Eqn. (13), yields,
Defining the following abbreviations:
yields,
The homogeneous portion of the solution y h = N d is only dependent of the constraint values and the particular solution y p = M g is only dependent on the forcing function, i.e., the measurement values. In the problems considered in this paper the constraint values do not change from one measurement to the next. Consequently, y h can be computed a-priori and made available as a vector of constraints for the run-time computation.
B. Run-Time Computation
Both M and y h are computed a-priori. In this manner, the final errors in M and y h are dominated by the rounding effects of converting the double precision values to single precision for the embedded computation, should the embedded system not support double precision arithmetic. Substituting M and y h into Eqn. (21) yields,
Only the vector of sensor data g changes with each measurement. Given n measurement values, the computational cost is W (n) = 2n 2 . The computation effort reduces to W (n) = n 2 if the processor architecture being used supports a multiplyaccumulate 2 operation. The computational complexity, O(n 2 ), is independent of the placement of the nodes, the equation being solved and the support length selected.
C. Error Estimation and Confidence Interval
There is uncertainty associated with the solution of any inverse problem. Regularization is used to control this uncertainty. There are two primary sources of possible errors involved in the computation of y in Eqn. (24): 1) Errors in the values contained in M and y h . These errors are negligible, when computed in double precision, in comparison to realistic perturbations of g. Software-inthe-loop (SIL) and processor-in-the-loop (PIL) testing are used to quantify these errors. 2) The errors at run-time are dominated by the perturbations of g, these errors are orders of magnitude larger than the residual numerical errors in M and y h . Consequently, only errors in g are considered for the covariance propagation. There is also an approximation error in M based on the choice of the interpolating functions. These may not be insignificant depending on the nature of the solution y. The following computation assumes that only the forcing function g is subject to Gaussian perturbation. The covariance Λ y associated with the computation of y using Eqn. (24), can be explicitly [20] calculated as
where Λ g is the covariance of the forcing function. In practical applications we determine the magnitude of the noise component for each sensor, using dedicated noise measurements. In this case, and assuming that the noise is independent identically distributed (i.i.d.) Gaussian noise with standard deviation σ g , then Λ g = σ 2 g I, where σ g is a measured value. Substituting this into Eqn. (25) yields,
An upper-bound estimate within a given confidence interval for the vector of standard deviations for y, is computed as,
where M = (m ij ) and the individual elements of the unscaled standard deviation s are s i = ( n j=1 m 2 ij ) 1/2 , i.e. the square root of the diagonal elements of (M M T ). This term can be computed a-priori; consequently, the run-time computational complexity for determining the standard deviation of each solution point is O(n). Alternatively, the error vector can be computed for each measurement as the difference between the forward and inverse problem, i.e.,
A Kolmogorov-Smirnov test can be applied to to determine if it is Gaussian. This yields additional information on the suitability of the model for the specific measurement. Given the standard deviation, the confidence interval with a specific degree of certainty is computable via the inverse Student-t distribution [20] .
VI. EXPERIMENTAL VERIFICATION WITH LABORATORY SETUP Chains of inclinometers are used in the monitoring of ground subsidence [21] and for measuring the deformation of structures [14] . Reconstructing the deformation under these circumstances requires the solution of an inverse boundary value problem. The algebraic model is now tested via a laboratory setup of an inclinometer chain, see Fig. 4 . This experimental setup verifies the correct real-time functionality of the proposed method and its automatic implementation on an embedded platform. A chain of equally spaced onedimensional inclinometers is mounted on a b = 1.8 [m] long flexible structure. The arrangement consists of 14 sensors with an additional 2 screw clamps, effectively forcing 2 pairs, i.e. p = 4, of homogeneous Dirichlet and Neumann constraints at the structure's ends. These leads to a total of n = 16 points for the computation, i.e., the vector of measurement data g is of size (16×1). In order to vary the structure's bending, a square metal profile with feed size h = 20 [mm] is placed between the structure and the supporting mounting platforms at the ξ i positions. The results for these tests are shown in Fig. 1 to 3 . Note, that the reference data has been acquired with calipers and hardly represents the true value; however, it is a good basis for comparisons. The constrained linear differential operator M is of size (16 × 16) . M and the homogeneous solution y h are computed in a preparatory step. The online computation is carried out by a BeagleBone Black (beagleboard.org). The hardware features a TI Sitara 335x RISC processor based on the ARMv7 Cortex A8 platform with 
VII. CONCLUSION AND OUTLOOK
It can be concluded, from the numerical and experimental tests, that the newly proposed algebraic method outperforms previous solutions, both in accuracy and speed, for the class of problems being considered. The separation of the computation into an initial preparatory and a cyclic run-time portion yields a highly efficient numeric solution. The computation complexity of the explicit solution is only a function of the number of nodes (sensors) used. The automatic generation of C code, and the verification of its correct functionality on embedded architectures has been demonstrated. The generation of C code also facilitates the use of the method in conjunction with commercial programmable logic controllers (PLCs), for the control of industrial plants and machinery. Here, the method was applied to a linear array of sensors. Presently, the tools are being extended to two-dimensional arrays and the resulting two-dimensional fields of data.
