This paper presents a novel transformation-proximal bundle algorithm to solve multistage adaptive robust mixed-integer linear programs (MARMILPs). By explicitly partitioning recourse decisions into state decisions and local decisions, the proposed algorithm applies affine decision rule only to state decisions and allows local decisions to be fully adaptive. In this way, the MARMILP is proved to be transformed into an equivalent two-stage adaptive robust optimization (ARO) problem. The proposed multi-to-two transformation scheme remains valid for other types of non-anticipative decision rules besides the affine one, and it is general enough to be employed with existing two-stage ARO algorithms for solving MARMILPs. The proximal bundle method is developed for the resulting two-stage ARO problem. We perform a theoretical analysis to show finite convergence of the proposed algorithm with any positive tolerance. To quantitatively assess solution quality, we develop a scenario-tree-based lower bounding technique. Computational studies on multiperiod inventory management and process network planning are presented to demonstrate its effectiveness and computational scalability. In the inventory management application, the affine decision rule method suffers from a severe suboptimality with an average gap of 34.88%, while the proposed algorithm generates near-optimal solutions with an average gap of merely 1.68%.
Introduction
In recent years, robust optimization has become an increasingly popular methodology to immunize optimization problems against uncertain parameters using an uncertainty set (Bertsimas et al. 2011) . Robust optimization can be roughly classified into three categories: static robust optimization, two-stage adaptive robust optimization (ARO), and multistage ARO. In static robust optimization, all the decisions are made in a "here-and-now" mode prior to observing uncertainty realizations (Bertsimas and Sim 2004) . By contrast, two-stage ARO allows recourse decisions (a.k.a. "wait-and-see" decisions) to be adaptive to realized uncertainties (Ben-Tal et al. 2004) , thus typically generating less conservative solutions than static robust optimization (Ning and You 2017a) . As a result, the two-stage ARO method has a variety of applications (Yanıkoğlu et al. 2018) . Nevertheless, the two-stage ARO approach fails to account for the sequential revelation of uncertainty. To overcome this limitation of the two-stage structure, multistage ARO emerges as a practical yet more computationally challenging paradigm for non-anticipative sequential decision making processes under uncertainty (Delage and Iancu 2015) . In the multistage setting, the decision maker can dynamically adjust decisions based on the observed uncertainty realizations at each time stage (Bertsimas and Dunning 2016) .
Despite its attractiveness in modeling dynamic decision making under uncertainty, ARO problems in general are notoriously demanding to solve (Postek and den Hertog 2016) . To this end, extensive research effort has been made towards solution techniques for ARO problems. One popular approach is the affine decision rule approximation (Ben-Tal, Goryashko, Guslitzer and Nemirovski 2004) , in which recourse decision variables are restricted to be affine functions of uncertainty (Bertsimas and de Ruiter 2016) . By replacing recourse decisions with decision rules, the ARO problem reduces to a static robust optimization problem, which can be further addressed efficiently using the duality-based reformulation or constraint generation (Lorca et al. 2016, Ning and You 2017b) . However, the affine decision rule method sacrifices a significant amount of optimality for tractability Georghiou 2015, Bertsimas and Goyal 2012) . Instead of relying on decision rules, the K-adaptability (a.k.a. finite adaptability) method devises K the state decisions follow non-anticipative decision rules, such as affine and piecewise affine decision rules (Ben-Tal, Goryashko, Guslitzer and Nemirovski 2004, Bertsimas and Georghiou 2015) . The multi-to-two transformation scheme is general enough to be combined with existing two-stage ARO solution algorithms for solving MARMILPs. Specifically, we adopt a proximal bundle algorithm for the exact solution of the resulting TARMILP. Since the worst-case recourse function in the two-stage ARO problem lacks an analytical expression and can be non-smooth, the bundle method is employed with an oracle evaluating the function value and its sub-gradients at a query point (Hiriart-Urruty and Lemaréchal 2013). The MoreauYosida regularization is leveraged to determine the next iteration in a decomposition framework (Lemarechal and Sagastizabal 1997) . Notably, the assumption on stage-wise independence of uncertainty is not required for the multi-to-two transformation scheme. As a result, the proposed algorithmic framework can accommodate temporal dynamics exhibited by uncertainties across different time stages. Convergence analysis of the algorithm is presented for any types of uncertainty sets. Compared with existing multistage ARO solution methods, including the affine decision rule method (Ben-Tal, Goryashko, Guslitzer and Nemirovski 2004) and the extended affine decision rule approach (Chen and Zhang 2009) , the proposed solution algorithm enjoys a more attractive trade-off between solution quality and computational tractability.
To test and evaluate the performance of the proposed algorithm, computational experiments on application problems of multiperiod inventory management and strategic process network planning are presented.
The major contributions of this paper are summarized as follows.
• A novel multi-to-two transformation scheme for the solution of multistage ARO problems by applying decision rules only to adjustable state decisions;
• A transformation-proximal bundle algorithm for solving multistage ARO problems that provides an attractive trade-off between solution quality and tractability;
• An efficient procedure to construct lower bounds of MARMILPs based on a scenario-tree problem with uncertainty scenarios generated by the proximal bundle algorithm;
The remainder of this paper is organized as follows. Section 2 presents a novel multi-to-two transformation scheme for multistage ARO problems and its theoretical analysis. A transformation-proximal bundle algorithm is then proposed in Section 3. We further develop a lower bounding technique for the original multistage problems in Section 4. In Section 5, computational experiments are presented, followed by a concluding remark.
The Multi-to-Two Transformation Scheme
In this section, we propose a novel multi-to-two transformation scheme for multistage ARO problems.
By employing the affine decision rule only to adjustable state decision variables, the proposed scheme can transform the original multistage ARO problem into its equivalent two-stage ARO counterpart. First, a general model formulation of MARMILP is presented. We then develop the transformation scheme, in which affine decision rules are only applied to state decision variables. Finally, a theoretical analysis is performed to prove that the MARMILP is converted to an equivalent two-stage ARO problem via this multi-to-two transformation scheme.
In multistage ARO problems, decisions are made sequentially, and uncertainties are revealed gradually over time stages. Consequently, the recourse decisions can be made based on the available information of realized uncertainty up to a specific time point. A MARMILP in its general form is shown as follows. 
where T is the total number of time stages, u 1 , …, u T are uncertainties revealed over T stages, x is a vector of "here-and-now" decisions chosen prior to any uncertainty realizations, s 1 , …, s T are adjustable state decision variables, and y 1 , …, y T are adjustable local decision variables. Note that the "here-and-now" decisions x include continuous and integer variables, while the adjustable or recourse decisions involve continuous decision variables. The prime symbol ′ stands for the transpose of a generic vector. Let vector (Bodur and Luedtke 2017) . Also note that a large class of multistage ARO problems can be reformulated in this form through the introduction of additional variables and constraints (Zou, Ahmed and Sun 2018).
Decisions s t (·) and y t (·) are general functions or mappings, enabling the recourse actions to be fully adaptive to uncertainty realizations. The multistage ARO problem given in (1) is computationally intractable due to the infinite dimensions of the mappings. To this end, affine decision rule is resorted to as a tractable approximation technique that restricts both s t (·) and y t (·) to be affine functions of uncertainty realizations. However, such computational tractability induced by decision rules is usually obtained at a huge expense of solution quality. The key idea of the proposed multi-to-two transformation scheme is to restrict only state decision s t (·) to follow an affine decision rule as shown in (2), while endowing local decision y t (·) with full adjustability to the observed uncertainty realizations.
( )
where P t and q t are the coefficients of the affine function and must be determined before uncertainty realizations. Note that P t is a matrix, q t is a vector, and they are of appropriate dimensions. The above decision rule is non-anticipative, because it only depends on the past uncertainty realization u t instead of the future ones revealed after stage t. After plugging decision rule (2) into multistage ARO problem (1), the MARMILP with fixed recourse under the multi-to-two transformation scheme can be formulated as follows: 
where local decision y t (·) is a general function of uncertainty realizations.
For the ease of exposition, we present the nested formulation of multistage ARO problem (3) below. 
where { } , , t t = x x P q is an aggregated "here-and-now" decisions, set Ω 0 represents its feasible region, and 
The objective functions in the nested multistage ARO formulation (4) at different time stages are explicitly defined as follows.
Since we do not assume uncertainty to be stage-wise independent, uncertainty set U in the MARMILP can be treated as a "joint" uncertainty set. In this sense, the uncertainty set for stage t is given by
where U t is defined as the projection of uncertainty set U onto u t given the values of u 1 to u t-1 .
By employing affine decision rules only to state decisions, the multi-to-two transformation scheme converts (1) into problem (4). The following theorem provides a theoretical proof that multistage ARO problem (4) is equivalent to a two-stage ARO problem. Therefore, multistage ARO problem is reduced to a two-stage ARO problem through the proposed transformation scheme. 
where y=[y 1 ′, …, y T ′]′ be the concatenated local decisions. 
max min
The first equality in (9) is based on the fact that the optimization problem at t=T does not involve local decisions at stage T-1. The second equality in (9) is valid because the feasible region of y T-1 and f T-1 (y T-1 ) do not depend on u T . The above derivation can be performed backward until t=1, and as a result the nested formulation collapses. Therefore, we can further rewrite the nested formulation (4) as follows. 
The first equality in (10) is due to the definition of projection. The second equality is valid because the inner minimization problem can be decoupled by stage, given x and u. According to (6) and (10), multistage ARO problem (4) is equivalent to a two-stage ARO problem (8) 
Transformation-Proximal Bundle Algorithm
In this section, a proximal bundle method is first adopted for solving the resulting two-stage ARO problem (8). We then propose an algorithmic framework for solutions of multistage ARO problems by combining the proposed multi-to-two transformation scheme with the proximal bundle method and present the convergence analysis of the proposed solution algorithm.
A Multistage Robust Optimization Solution Algorithm
The proximal bundle algorithm has proved to be an efficient solution method in various optimization areas, such as non-smooth optimization (Kiwiel 2010) , robust optimization (van Ackooij et al. 2017) , and stochastic programming (Ruszczynski and Swietanowski 1997) . In the following, we present the proximal bundle method for solving two-stage ARO problem (8).
The worst-case recourse function of the two-stage ARO problem, denoted as ( )
where the "max-min" optimization problem is often referred to as an adversarial optimization problem.
Based on the definition of the worst-case recourse function, two-stage ARO problem (8) can be considered as a minimization problem whose objective function is given by
where ( ) F x is the objective function of two-stage ARO problem (8).
Due to the multi-level optimization structure, the objective function ( ) F x does not have an analytical expression and is computationally expensive to evaluate. As a class of regularized cutting plane methods, the proximal bundle method is proved to be suitable for addressing this type of optimization setting in (Kiwiel 2006) . In the proximal bundle method, bundle information includes the past query points ˆl x (l=1, .., k), their corresponding function values ( ) l F x , and sub-gradients of function F at these query points. We need to solve the max-min optimization problem in (11) to obtain the function value and a sub-gradient at one query point. To this end, the two-level optimization problem (11) is transformed into a single-level one either by replacing the inner minimization problem in (11) with its dual maximization problem or by using KKT conditions. The sub-problem, denoted as (SUP), is reformulated using strong duality as follows. 
where φ t and π t are the dual variables corresponding to the constraints in (5) at stage t.
With sub-gradients and function values, we build the optimality cutting plane model for ( ) ( )
where ( , the worst-case uncertainty realization can lead to the nonexistence of feasible recourse decisions. As a result, the feasibility cut is required.
To determine the next query point, we consider the Moreau-Yosida regularization of ( )
where z k is the stability center for the k-th iteration and t k is the proximal parameter (Hiriart-Urruty and
Lemaréchal 2013, Kiwiel 2006) . Note that the stability center represents the best current iterate. The proximal bundle method uses the regularization term to make sure that the next iterate is not far away from the stability center. In the proximal bundle algorithm, we iteratively refine the cutting plane models by adding new query points on the fly. The optimal solution of the following master problem (MP) provides the next query point.
where η is an auxiliary variable. L o and L f denote the index sets of optimality and feasibility cuts, respectively. Akin to the Benders decomposition, constraint
g x x is a feasibility cut. Besides the cuts derived in the dual space, optimality cuts in the primal space can be added as well (Zeng and Zhao 2013) . It is worth noting that the above master problem is a mixed-integer quadratically constrained program (MIQCP), which can be solved efficiently by using the off-the-shelf optimization solvers such as CPLEX and GUROBI.
x is an optimal solution to (MP). To circumvent unnecessary moves, the proximal bundle method updates the stability center only when the objective is sufficiently decreased, i.e. ( ) ( )
The proximal bundle method is adopted for the two-stage ARO problem and designed in a decomposition framework to transform the original tri-level optimization problem into a single-level problem. By calling the oracle, the cutting-plane models are refined gradually in each iteration, and the stability center is guaranteed to converge to the optimal solution. The convergence analysis of the proposed transformation-proximal bundle algorithm is presented in Section 3.2.
The pseudocode of the proposed transformation-proximal bundle algorithm for solving multistage ARO problems is shown in Figure 1 . The proposed algorithmic framework is comprised of two primary blocks connected in series. The first block is the multi-to-two transformation step to convert the multistage ARO problem into a two-stage ARO problem. The second block is the proximal bundle method, which is employed to address the resulting two-stage ARO problem. The proposed algorithm iteratively solves a master problem, a feasibility problem, and a subproblem, until the expected decrease reaches its predefined tolerance δtol. The transformation-proximal bundle algorithm provides an attractive trade-off between solution quality and computational tractability by organically integrating the multi-to-two transformation scheme with the regularized cutting-plane machinery.
Convergence Analysis
In this subsection, we present the convergence analysis of the proposed algorithm.
Proof. Based on (12), we can see that ( ) F x is a sum of the linear function
So, we only need to show the convexity of ( ) Q x . We rewrite function ( )
y be the optimal solution for the minimization problem involved in ( ) 1 , R x u , and * 2t y be the optimal solution for the minimization problem
The inequality in (17) 
Following the pointwise maximum property, ( ) F x defined is a convex function. □
To facilitate exposition, we define the linearization errors at the stability center z k below.
Based on convexity of ( )
With the definition of e l , we can rewrite ( )
To prove the convergence of the proposed algorithm, we first present five lemmas and one proposition as follows (Belloni 2005, Hiriart-Urruty and Lemaréchal 2013) .
. Then, the dual problem is as follows.
Proof. By using epigraph reformulation, we have
The Lagrangean function is ( )
1ˆ, , , 2
Based on KKT conditions of this problem, we have 
which completes the proof. □ Lemma 2. Suppose α is an optimal solution to the optimization problem in (20). Then, we have 
. Therefore, based on (23), we arrive at ( )
(ii) Based on strong duality, we have,
Based on (24), we have
(iii) According to (15) and (25), we can have
(iv) Since ( ) F x is convex based on Proposition 1 and
The first equality is based on Lemma 2 (ii) and the second quality is based on (23). □ Lemma 3. Suppose F * be the optimal value of ( )min
where L s denotes the set of iteration having serious steps.
Proof. Based on the serious step, we have ( ) ( ) ( ) ( )
. By taking a summation over the set of serious steps, we arrive at
By rearranging (29) and noting that F * <−∞, we have (28), which completes the proof. □ Lemma 4. Suppose there is an infinite number of serious steps, i.e. s L = +∞ , and
(ii) Let ( ) 
Summing (31) over set L s leads to the following inequality:
Based on (32) 
Proof. Starting from the right-hand side of (33), we have 
The first equality is based on (15), while the third equality is based on (23). 
The inequality is based on that { } 0 k k k t ≥ is nonincreasing. By rearranging, we have
Using one more time Lemma 5, we can have
Therefore, we have
due to fact that δ k is decreasing and t k is nonincreasing. Thus, { } k x is bounded. Since the serious steps fail for any steps beyond k 0 , we have
Based on (15), we can have
The equality in (37) is based on fact that ( ) ( )k
. Therefore, we can obtain
By summing (38) over k≥k 0 , we have
For 0 tol δ = , the proposed transformation-proximal bundle algorithm converges to the globally optimal solution of (8) asymptotically; for 0 tol δ > , it is guaranteed to converge in finite steps.
Proof.
For 0 tol δ = , the transformation-proximal bundle algorithm loops forever. There are two exclusive scenarios: (1) The algorithm implements an infinite number of serious steps; (2) After a finite number of serious steps, the algorithm implements only null steps.
If there is an infinite number of serious steps, we have ˆ0 k e → . Therefore, we have
which implies that the algorithm converges to globally optimal solution of (8) asymptotically.
Under scenario 2, we have 0
Lemma 2 (iii). Thus, the algorithm still converges to globally optimal solution of (8) Algorithm. Transformation-proximal bundle algorithm 1:
Step 1 (Initialization) 2: Set 0 k ← , m , k t and tol δ ; 3:
Step 2 (Transformation step) 4:
Substitute adjustable state decisions with affine decision rule in (2); 5:
Step 3 (Master problem) 6:
Solve master problem (MP) to obtain 1 1
Step 4 (Stopping test) 9: if 
The Lower Bounding Technique
In this section, we devise a lower bounding technique, which serves to assess solution quality of multistage ARO solution algorithms. Both affine decision rule and the proposed transformation-proximal bundle algorithm are approximation solution approaches for solving computationally intractable MARMILPs, and they both yield upper bounds on the optimal value of the original multistage optimization problem. To measure the loss of optimality, we leverage the proposed solution algorithm developed in the previous section in conjunction with the scenario-tree based method (Hadjiyiannis et al. 2011 , Vayanos et al. 2012 . The proposed lower bounding technique is presented in this section.
There are in general two types of lower bounds, namely a priori bound and posteriori bound. A priori lower bounding methods evaluate the worst-case bound for any problem instances of MARMILPs.
However, this type of lower bound might be too pessimistic for a specific problem instance. As such, we focus on posteriori lower bounding techniques, which can provide a lower bound for the optimal value of a specific MARMILP instance. Posterior results fit our purpose to assess and compare loss of optimality incurred by different multistage solution algorithms at computational experiments in the next section.
The idea of scenario-tree based lower bounding approach is to replace the uncertainty set in
MARMILPs with a finite number of uncertainty scenarios. The resulting scenario-tree problem yields a lower bound, because it is a relaxation of the original MARMILP. It is worth noting that the quality of lower bounds depends heavily on the choice of the scenario set. Motivated by this observation, we resort to the uncertainty scenario set constructed within the transformation-proximal bundle algorithmic framework. Specifically, uncertainty scenarios are directly constructed from the subproblem (SUP) and the feasibility problem (FP) during the oracle calling. This yields optimality or feasibility cuts, which are then fed back to the master problem in each iteration. When the proposed solution algorithm converges, the scenario set can be obtained by collecting all uncertainty scenarios. The resulting scenario-tree counterpart is shown as follows. 
Computational Experiments
In this section, we present computational experiments to test and evaluate the proposed GB RAM. The optimality tolerance for CPLEX 12.8.0 is set to be 0. The tolerance for expected decrease δ tol is set to be 0.1.
Inventory Management Problem
Inventory management plays a critical role in improving customer services as well as in boosting profits. Due to the market fluctuations, customer demands are inevitably subject to uncertainty (Ben- Tal shown as follows. The objective is to minimize the total cost, which is given in (42). The total cost includes ordering, holding, and backlog costs incurred over all the time periods. The constraints can be classified into inventory balance constraints (43), ordering bound constraints (44)- (45), and real-valued mapping constraints (46). Uncertainty set for demand is presented in (47).
distributions: l t ~Unif(0, 15) and u t ~Unif(75, 100). Note that the notation of Unif denotes the uniform distribution. The highest value of product demand max ξ is set to be 100.
The computational results are summarized in Table 1 . For each problem instance, the relative gap is calculated as
Note that LB is the lower bound obtained using the proposed scenario-treebased lower bounding technique, so it is the same for different solution algorithms in a specific instance.
Accordingly, a large value of the relative gap implies a high value of UB, which means a large loss of optimality incurred by the corresponding algorithm. In the computational experiment, the affine decision rule method suffers from severe suboptimality. Its largest relative gap can reach as high as 53.43%, and the average relative gap is 25.72%. By contrast, the proposed transformation-proximal bundle algorithm outperforms against both the affine decision rule and extended affine decision rule approaches consistently across all the problem instances. More specifically, the proposed solution algorithm has a relative gap of 1.33% on average, while its highest relative gap is merely 4.27%. Additionally, it can yield near-optimal solutions for Instances 13, 16, 17 and 21 with relative gaps below 0.02%. In terms of computational time, both the affine decision rule and extended affine decision rule methods are more efficient compared to the proposed solution algorithm, since they involve solving only one MILP problem. However, the proposed solution algorithm solves the multistage ARO problem instances within only 20.8 seconds on average. In this sense, it provides an attractive trade-off between solution quality and computational tractability. To better understand the inventory management decisions, we present the results of a single problem instance (Instance 13) determined by the affine decision rule and proposed solution algorithm in Figure 2 .
In this particular instance, we show the inventory profiles over the entire time horizon. From the figure, we can observe that the affine decision rule method tends to keep much higher inventory levels of the product than the proposed transformation-proximal bundle method does. Specifically, the inventory levels at period 3 and period 4 determined by the affine decision rule method are more than double those of the proposed approach, respectively. As a result, the excessive inventory incurs additional costs, rendering the induced inventory management strategy over-conservative. We present the cost breakdowns determined by the affine decision rule method and the proposed algorithm in Figure 3 . From the pie charts, we can observe that a major part of the total cost comes from ordering standard delivery of products for both methods. Although express orders can more promptly serve the customer demands, it is too expensive to be adopted by both methods. Notably, the percentage of holding cost determined by the affine decision rule method is 14% higher than that of the proposed solution approach due to their different inventory levels. randomly generated problem instances are used to evaluate and compare different solution algorithms as before. The computational results for each problem instance with T=10 and T=15 are presented in Table 2 and Table 3 , respectively. From these tables, we can see that the solution qualities of both the affine decision rule and extended affine decision rule methods deteriorate remarkably as the number of time stages increases. Specifically, their average relative gaps soar significantly from 25.72% to 34.88% when the value of T changes from 5 to 15, while the largest relative gap changes from 53.43% to 111.20%. In stark contrast, the average gap of the proposed algorithm is increased by only 0.35%, which demonstrates its consistent performance across different numbers of time periods. Notably, the largest relative gap of the proposed solution algorithm becomes 6.29% from 4.27% when the value of T increases from 5 to 15. It is worth mentioning that the proposed algorithm compares favorably against the other two methods in all problem instances. Moreover, the average computational time of the proposed algorithm increases from 20.8s to 493.2s, which is still a reasonable amount of time for inventory management problems. 
Process Network Planning
In this subsection, a multi-period strategic planning problem of process networks is presented to demonstrate the applicability of the proposed solution algorithm. Chemical manufacturers often build integrated chemical complexes that consist of interconnected processes and various chemicals (You and Grossmann 2011). The chemicals in the process network include feedstocks, intermediates and final products. In addition, the process network planning determines the purchase levels of feedstocks, sales of final products, capacity expansion, and production profiles of processes at each time period, in order to maximize the net present value (NPV) over the strategic planning horizon.
The multistage ARO model for process network planning under demand uncertainty is formulated as follows. The objective is to maximize the NPV, which is given in (52). The constraints can be classified into capacity expansion constraints (53)-(54), mass balance constraints (55), production level constraints (56), supply and demand constraints (57)-(58), non-negativity constraints (59)- (63), and integrity constraints (64). The data-driven uncertainty set of demand is defined in (65) following the literature (Ning and You 2017b 
The above multistage adaptive robust process network planning problem is computationally intractable because all the "wait-and-see" decisions are expressed as general functions of demand uncertainty. To this end, we employ the multi-to-two transformation scheme and restrict only state decision Q it to follow affine decision rule. As a result, the above multistage robust process network planning problem is transformed into a two-stage ARO problem. In contrast, the affine and extended affine decision rule methods restrict all the adjustable decisions Q it , QE it , W it , P jt , and S jt to be affine and piecewise affine functions of demand uncertainty realizations, respectively.
The considered chemical process network, which is shown in Figure 4 , consists of five chemicals (A-E) and three processes (P1, P2, and P3). In Figure 4 , chemicals A-C represent raw materials, which can be either purchased from suppliers or produced by certain processes. For example, Chemical C can be either manufactured by process P3 or purchased from a supplier. Chemicals D and E are final products, which are sold to the markets. In this computational experiment, we consider five periods over the 10-year planning horizon, and the duration of each period is two years. It is assumed that all the processes do not have initial capacities, and they can be installed at the beginning of the planning horizon. The mass balance relationships involved in each process are given in Table 4 . Table 5 . From the table, we can observe that the NPV determined by the affine decision rule method is the lowest among the three solution methods ($121.2MM). By using segregated decision rule, the extended affine decision rule method generates the exactly same NPV as the affine decision rule. This is mainly because the number of linear pieces and the breakpoints in the extended affine decision rule method are not guaranteed to be the optimal ones. Meanwhile, the proposed transformationproximal bundle algorithm increases the NPV by 6.27% (from $121.2MM to $128.8MM). The scenariotree problem using the proposed bounding technique provides an upper bound of $133.2MM on the NPV for the original multistage robust process network planning problem. In terms of solution quality, the proposed solution algorithm demonstrates a superior performance than the other two approaches and generates a high-quality solution with a relative gap of 3.36%. Since the affine decision rule method involves solving only one MILP problem, its computational time is the shortest (0.8 seconds). With additional variables and constraints introduced for the piecewise linear decision rule, the extended affine decision rule method is less efficient (1.6 seconds) compared with the affine decision rule approach. In contrast to the decision rule methods, the proposed algorithm needs to iteratively solve a master problem, a feasibility problem, and a subproblem, leading to more computational burdens. Notably, the proposed computational algorithm can solve this multistage ARO problem within merely 24.2 seconds, which is a reasonable amount of time given its high solution quality. It can be concluded that the proposed solution algorithm can provide a more attractive trade-off between solution quality and computational tractability than other alternative solution methods. 
Conclusions
In this paper, a novel transformation-proximal bundle algorithmic framework was proposed for solving a broad class of MARMILP problems efficiently. We first proposed a multi-to-two transformation scheme, in which only state decision variables were restricted to be affine functions. By employing the proposed scheme, the original multi-stage ARO problem was proved to be transformed into an equivalent two-stage ARO problem. The proximal bundle algorithm was further developed as an efficient global optimization algorithm of the resulting two-stage ARO problem. Since the local decisions were exempt from the affine decision rule restriction, the proposed solution algorithm sacrificed less optimality for the computational tractability compared with conventional decision rule methods. The computational results
showed that the proposed transformation-proximal bundle algorithm significantly outperformed the conventional solution methods in terms of solution quality.
Nomenclature
The sets, parameters, and variables used in the computational experiments are summarized below. 
Inventory management problem

