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Abstract
A McKinsey Digital report estimates that personal location data could help save con-
sumers about $600 billion by 2020, by providing alternate routes to vehicles that avoid
traffic congestion by using next-generation routing algorithms. The variety of spatial
big data means that a single “One-size-fits-all” algorithm will not be able to answer all
our queries. We would rather need a number of specialized algorithms that can work
together to answer these questions.
The Trajectory Based Routing problem aims to find the frequented path with the
lowest cost between a given origin and destination. Cost estimation models that make
use of trajectory data to estimate costs in a path-centric manner were recently intro-
duced. However in the path selection phase these algorithms extended paths one edge
at a time, in a “path + edge” fashion. In contrast in the path selection process, this work
extends the paths in a “path + path” manner, speeding up the path selection process.
To do this we make use of a new representation, “Maximal Frequented Path Graph
(MFPG)”, that combines the spatial graph and trajectory data into one representation.
We propose a path selection algorithm , “MFPG Shortest Path Algorithm” that makes
use of this representation to find the lowest cost path. We also introduce an admissible
heuristic that can be used in the MFPG if an admissible heuristic exists in the spatial
graph. The “Informed MFPG Shortest Path Algorithm” makes use of this admissible
heuristic to further speed up the algorithm, by guiding the search space towards the
destination. We prove both experimentally and theoretically that the proposed method
is complete and correct, and computationally faster than the related work.
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Chapter 1
Introduction
The amount of spatial data that is generated has exploded over the last decade due to
the large availability of location-aware devices, on-board telematics devices installed in
many commercial vehicles and the increase in the number of location based services
such as Google Maps, Uber, etc. A McKinsey Digital report estimates that personal
location data could help save consumers about $600 billion by 2020 [6], by providing
routes to vehicles that avoid traffic congestion by using next-generation routing algo-
rithms. This has already been done by companies such as UPS that save around 300
million gallons of fuel every year, reducing CO2 emissions by around 31000 metric
tons, by preferring routes that avoid left turns [25]. Given that transportation accounts
for 28% of the total energy consumption in the United States [16], providing routes that
can minimize energy consumption can lead to drastic savings in fuel. Newer routing
algorithms will provide users with custom routes based on their preferences.
1.1 Need for a newer routing algorithm
1.1.1 Increase in number of location aware devices
Global Positioning System (GPS) became available for civilian use in the 1980’s, and
ever since there has been a steady increase in the number of location-aware devices
around the world. Automotive Navigation Systems were designed making use of GPS
devices to provide users with real time navigation.
However the popularity of smartphones with in-built GPS capabilities made location
aware devices ubiquitous. The number of smartphones sold each year has been growing
ever since 2007, as shown in Figure 1.1, and with this the number of devices capable of
providing us with rich trajectory data has been increasing. Mobile applications such as
1
Figure 1.1: Number of smartphones sold worldwide from 2007 to 2018 [8]
Google Maps, Waze, etc. are often used by people on their smartphones to help them
navigate. In the process these applications are given access to the trajectory of these
users that is stored. This data has a lot of potential to provide these applications with
the preferred routes of users as well as the amount of time taken by users on the routes.
This data could be used to provide better routes to users saving consumers hundreds of
billions of dollars [6].
The increase in on board telematics devices in vehicles provides us with a range of
different measures such as fuel consumption, greenhouse gas emissions, etc. that could
be used to compute different cost measures that cannot be done by just using the data
available in the spatial graph.
1.1.2 More information provided by trajectory data
Most traditional routing algorithms only make use of the data available in that spatial
graph. However trajectory data can provide us with a lot more information about the
preferred routes of travelers, greenhouse gas emissions, and energy consumption that
cannot be directly be modelled on to spatial graphs. Since such cost measures differ
based on the vehicle itself, they cannot be modelled into the spatial graph and need to
be modelled using the trajectory data.
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Figure 1.2: An example of a road network demonstrating the need for capturing depen-
dence of turns in cost estimation
With the increasing concern for sustainability, several companies wish to find routes
that minimize greenhouse gas emissions or fuel consumption of their vehicles [22, 30].
Transportation accounts for around 28% of the total energy used in the US [16], hence
finding better, more energy efficient routes can lead to significant impact on energy
consumption.
The growing accessibility of trajectory data warrants newer path selection algo-
rithms that use not only the spatial graph, but also trajectory data, since trajectory data
reflects the routing preference of the past travelers in real world, which often contains
additional information that is not included in the spatial graph, such as road closure due
to temporary factors. Automating map creation and editing using trajectory data has
been studied [4, 19], digital maps still lag reality because the frequency of map updates
often does not match the changes within cities. This is especially seen in rapidly de-
veloping cities such as Doha, Qatar or cities where roads are often occupied for other
purposes such as night markets.
1.1.3 Capturing the dependence of turns
In domains such as calculating the fuel consumption or greenhouse gas emissions of
vehicles, the dependence of turns plays a significant role. We often see that vehicle
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idling at traffic signals for left turns lead to higher fuel consumption due to these turns
[25]. Traditional routing algorithms that do not capture this dependence, could estimate
the cost on a path to be incorrect. In these cases the cost on a path cannot simply be
the sum of the edges on the path, as there is some association between the edges on the
path that affect the overall cost.
Even in the case of determining the amount of time taken by a vehicle on a given
path, the effect of modelling turns can provide more accurate results. For example, at a
road intersection, vehicles turning left usually have to wait longer than vehicles turning
right or going straight. In such cases computing the time taken by a vehicle on a road
segment cannot be calculated just by the historical average on the road segment as such
calculations would be skewed based on where the vehicle was going. We need a way to
separate these costs based on the entire path chosen.
For example, in Figure 1.2, the circles indicate road intersections and the lines be-
tween them indicate road segments. The dashed arrows show the trajectory data avail-
able in the network, and the labels on the edges indicate the amount of time taken by
the vehicle. Both trajectories T 1 and T 2 move along edge AB. T 1 moves straight along
at node B to go towards C, whereas T 2 makes a left at B going toward D. The time
spent on each edge by the trajectories is also shown in the figure. We can see that since
T 2 makes a left turn at intersection B, it spends longer on edge AB. Now if we were
to compute the amount of time taken by a vehicle along the path A−B−C, if we did
not capture the dependence of the left turn, the cost would be (15+10)/2+5 = 17.5s.
But an capturing the dependence of the left turn would give us the cost to be 15s, which
is more accurate. The higher time on edge AB for trajectory T 2 is due to the increased
waiting time for the left turn at B. This information cannot be captured when only
looking at individual edges and ignoring the dependence between them.
To capture the dependence of turns in a spatial graph, one needs to change their
frame of reference. Most algorithms that deal with spatial networks, view the network
from an Eulerian frame of reference. This is when the network is viewed from the
perspective of a fixed observer as opposed to a Lagrangian frame of reference, which is
from the perspective of a traveller in the network.
1.1.4 Ensemble of Routing Algorithms
The volume and variety of spatio-temporal data generated, has posed new challenges.
Just 10 million location-aware devices produce around 1 terabyte of trajectory data in 1
hour. This data can be leveraged to answer several interesting questions. The challenge
4
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Figure 1.3: An ensemble of routing algorithms to leverage the increase in trajectory
data
here is that the variety of data means that there cannot be a “one size fits all” algorithm
that can be used to answer all these questions. Instead we would need an ensemble of
algorithms to do this. An ensemble of algorithms consists of a variety of algorithms
that individually answer a limited type of queries, but together they would be able to
answer multiple types of queries by leveraging the trajectory data.
For example Figure 1.3 shows an ensemble of routing algorithms that individually
answer specific queries. But the entire system as a whole could leverage these differ-
ent algorithms to answer a large number of routing queries. In this thesis we will be
focusing on one such problem, Trajectory based Routing using Frequented Paths.
1.2 Scope
In this thesis we focus on finding the lowest cost path for a given origin-destination
pair, making use of trajectory data. We deal only with trajectory data in which edges
have non-negative costs e.g., travel time, greenhouse gas emissions, etc. In the case of
electric vehicles, if we are considering the cost metric to be the energy consumption,
then we cannot consider those cases wherein energy cost is negative due to regenerative
braking. Also, since our routing algorithm is completely based upon the historical tra-
jectories, we assume that most of the trajectories in the dataset are correct and represent
those paths that would be preferred by majority of the travellers in the network.
1.3 Summary of Contributions
In this thesis we introduce a new representation, the Maximal Frequented Path Graph
(MFPG) that combines the spatial graph and the trajectory data on it into a single repre-
sentation. We then propose the MFPG Shortest Path Algorithm which is a path selection
algorithm that makes use of this representation. To allow an algorithm like A* to work
on this new representation, we define an admissible heuristic in this representation,
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given an admissible heuristic in the spatial graph. The Informed MFPG Shortest Path
Algorithm makes use of this heuristic to further improve the computational efficiency
of the method. The admissible heuristic helps speed up the algorithm, by guiding the
search space towards the destination.
We prove that this approach is both correct and complete, and also prove both ex-
perimentally and theoretically that this approach is computationally faster than methods
used in the related work.
1.4 Thesis Organization
The rest of the thesis is organized as follows. Chapter 2 covers the basic concepts of
spatial road networks and trajectories, and also formally defines the problem statement.
Chapter 3 reviews the related literature in the field and states the limitations of the
methods. In Chapter 4 we define the Maximal Frequented Path Graph (MFPG) and
explain how the MFPG can be constructed using the spatial graph and trajectory data.
Chapter 5 goes over how we can make use of the MFPG to solve the perform Trajectory
based Routing using Frequented Paths. We go over two algorithms, the MFPG Shortest
Path Algorithm and the Informed MFPG Shortest Path Algorithm. Experimental results
are provided in Chapter 6. Chapter 7 concludes the thesis and goes over the future
work.
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Chapter 2
Basic Concepts and Problem Statement
2.1 Basic Concepts
Definition. A spatial graph GS = (NS,ES) is a graph consisting of a set of spatial nodes
NS and a set of spatial edges ES. Each spatial node n ∈ NS in this graph is a point in
geographic space. The spatial edge e = (ni,n j) ∈ ES is an edge that connects spatial
nodes ni and n j, and has a shape defined by a line string.
A spatial graph differs from an ordinary graph due to the fact that the nodes and edges
now represent actual features in geographic space. Because of this, the graph allows for
certain operations that are not available in ordinary graphs, such as dynamic segmenta-
tion, and allows for left and right turns within the graph.
Definition. A road network is a system of interconnected roads composed of road seg-
ments and road intersections. The road intersections represent spatial nodes in the
spatial graph, while the road segments represent spatial edges.
A road segment is a uniform section of a road with similar characteristics, that connects
two road intersections. A road intersection is a junction in the road network where two
or more road segments meet.
Figure 2.1 shows an example of a spatial graph with 12 spatial nodes(road intersec-
tions) and 12 spatial edges(road segments). The circles represent spatial nodes(numbered
n1 to n12) and the lines indicate spatial edges(numbered e1 to e12) between two spatial
nodes.
Definition. A path in a spatial graph is a sequence of spatial edges linking an ordered
sequence of spatial nodes.
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Figure 2.1: An example of a spatial graph with trajectories
Definition. A subpath is a subset of a path made up of consecutive spatial nodes on the
path.
Definition. The union (
⋃
) of two paths Pα and Pβ at a spatial node is composed of all
spatial edges of Pα before the spatial node and all spatial edges of Pβ after the spatial
node.
In Figure 2.1, a path could be represented by the ordered sequence [e1,e6,e9,e10]. The
sequence [e1,e6,e9]would be a subpath of this path. The union of two paths, [e1,e6,e9]
and [e6,e9,e10] would be a new path [e1,e6,e9,e10].
Definition. A trajectory is the log of a path travelled by a vehicle in the spatial graph,
that consists of the spatial edge and the travel cost along that spatial edge.
The dotted lines in Figure 2.1 represent trajectories in this spatial graph. There are 3
trajectories in the spatial graph (t1, t2, and t3). Trajectory t1 travels along the path
[e6,39,e10].
Definition. A Frequented Path (FP) is a path along which there are at least a certain
number of trajectories(β ) in the same direction.
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The FP in the graph, indicate those paths in the graph, that are frequented by travellers.
In Figure 2.1, if we assume the number of trajectories along a FP to be 1 (β = 1), then
[e6], [e9,e10], and [e6,e9,10] would be some of the FPs in the spatial graph. When β
is 2, [e7] and [e10] are the only FPs in the graph. There are no FPs in the graph when
β is 3.
Definition. A Union of Frequented Sub-Paths (UFP) is the union of two or more sub-
paths of FPs that have overlapping spatial edges such that it is not the subpath of any
other FP.
UFPs represent those paths in the spatial graph, which are not always frequented by
travellers in their entirety, but since they are the union of FPs, they are still significant
paths in the graph. In Figure 2.1 if we still assume the number of trajectories along a FP
to be 1, then we can see that t2 is along path [e5,e7] and t3 is along path [e4,e7,e10].
Hence we can see that path [e5,e7,e10] is the union of the sub-paths of the two FPs at
n9 and is hence a UFP. There is however no trajectory along path [e8,e9,e10], so it is
neither a FP nor a UFP.
For this problem we only focus on finding those paths that are either Frequented
Paths(FP) or Union of Frequented Sub-Paths(UFP).
The estimation of the cost of a path in a spatial graph can be done in different ways.
Edge-centric approaches treat spatial edges to be the fundamental units in the spatial
graph. They estimate the cost of a path as the sum of the individual spatial edges along
that path. In doing so they fail to capture the dependence of edges while estimating
the cost on a given path. As seen earlier, the dependence of edges helps us capture the
dependence of turns on the overall cost of a path. This plays a significant role when
the cost function is a measure of either fuel consumption, greenhouse gas emissions or
even time, as these metrics are significantly affected by turns in the spatial graph.
Path-centric approaches on the other hand consider a path to be the basic spatial
unit of a spatial graph. These methods estimate the cost on a path by decomposing the
original path into sub-paths and then combining the paths on them [32, 24]. In doing
so, they preserve the dependence of the individual edges and can hence capture the
dependence of turns in the cost estimation. Hence these methods are more apt when
estimating the cost of greenhouse gas emissions, fuel consumption or any other metrics
that are affected by turns. However in order to estimate the cost while preserving the
9
dependence of edges, these methods often require a lot more data in the network in
order to be used.
2.2 Problem Definition
The Trajectory based Routing using Frequented Path problem can be formally defined
as follows:
Input:
1. A spatial graph
2. A set of historic trajectories in the spatial graph
3. A cost estimation model for Frequented Paths and Union of Frequented Sub-Paths
4. The minimum number of trajectories along a FP(β )
5. Start and end spatial nodes(o and d)
6. An admissible heuristic in the spatial graph (if using the Informed MFPG Shortest
Path Algorithm)
Output: Path between o and d with minimum cost (e.g., Energy consumption. time,
etc.)
Objective: Improve the computational efficiency of the path selection algorithm
Constraints:
1. The output path will either be a Frequented Path (FP) or a Union of Frequented
Sub-Path (UFP)
2. The cost on any path is non negative (no regenerative braking in electric vehicles)
3. There are trajectories on all spatial edges in the spatial graph
10
Chapter 3
Literature Review
The Trajectory Based Routing problem is a variant of the Shortest Path Selection prob-
lem. The related literature can be divided based upon the spatial unit in the network
as shown in Figure 3.1. Some literature considers an edge to be the basic spatial unit
of a network, and use this for path cost estimation or path selection (shown as the left
branches in the tree). These are edge-centric methods. Other methods use paths as the
basic spatial units in the network, and are known as path-centric methods (shown as the
right branches in the tree).
3.1 Shortest Path Selection
The Trajectory Based Routing problem is a variant of the Shortest Path Selection prob-
lem. This problem has been widely studied and several algorithms have been developed
to solve it. A lot of these solutions are based on either Dijkstra’s algorithm or Bellman-
Ford algorithm [13, 5, 18], that work on static-weighted graphs that where the cost on
Extending Path in Path Selection
Cost Estimation Model
PACE[32], Physics-Guided
Path Selection[24]
Edge-Centric Path Selection
(e.g., Dijkstra's, Bellman-Ford, A*)
[1-4, 7, 11-18, 28-29]
Proposed Approach
PathEdge
Edge-Centric Path-Centric
Figure 3.1: Tree of related work
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every edge is a constant.
A lot of work has been done to make the computations of these algorithms faster as
seen in [1, 3, 11, 29]. Several papers try to add new constraints to the problem [28],
such as bi-objective optimization [14], or adding battery constraints to the problem, to
work with electric vehicles [2, 15, 21, 33, 9]. Some work has been done in adapting
these algorithms to work with multigraphs as well [7]. While most of these methods
assume the costs on the edges to be known beforehand, some works do make use of
trajectory data as well, to model the travel times on road segments [10, 26]. However
these methods only use the trajectory data to get a distribution of the travel time on the
road segment [12, 17, 23].
These algorithms however are all edge-centric algorithms. In these algorithms the
fundamental unit of a network is an edge and the cost on a given path is calculated by
adding the individual weights on the edges that make up the path. In contrast, path-
centric based models consider a path to be the basic spatial unit in a graph. These
algorithms are far better at capturing the dependence of edges in estimating the cost of
an entire path.
3.2 Path-centric cost estimation
As mentioned above, a lot of literature has spoken about solving shortest path selection
problems using an edge-centric approach, in which an edge is considered to be the fun-
damental unit of a graph, and calculate the cost on a path to be the sum of the cost on its
individual edges. These approaches fail to reflect the dependence of edges calculating
the cost on a path. In several applications, the cost metric would be more accurate if
the cost estimation model reflected this dependence. Even in the case of determining
the amount of time taken by a vehicle on a given path, the effect of modelling turns can
provide more accurate results.
Recently some work has been done to model the dependence between edges to
provide more accurate cost measures. In [31], they propose an end to end Deep learning
model for travel time estimation that can estimate the travel time of an entire path, and
hence models all the dependence between the edges. PACE [32] discusses a path-
centric approach for cost estimation in a network. In this paper, they decompose paths
into coarse overlapping sub-paths that still model the relationships between the edges
on the sub-paths, by not splitting the trajectory into small fragments. Building upon this
idea of path-centric cost estimation, [24] talks about a physics guided energy efficient
path selection algorithm that works to find the most energy efficient route for electric
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vehicles. Here too they make use of frequented paths (called trajectory-aware paths) as
the basis of their cost estimation model.
However in both [24] and [32], the path selection process still extends a path one
edge at a time. When finding the route from an origin to a destination both of these
methods extend the current path by only one edge in every iteration. Although this
would still give us the correct results, we could speed up this operation and extend
paths by multiple edges in each iteration.
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Chapter 4
Maximal Frequented Path Graph
(MFPG)
4.1 Frequented Path (FP)
Since a spatial graph could have a large number of trajectories, we need a way to effi-
ciently handle all this data. We make use of the Frequented Paths (FPs) to remove any
outliers in the trajectory data, and only focus on those paths that have been frequently
traversed by travellers. A FP would have at least a certain number of trajectories along
it (β ). Setting β to an appropriate value can help us only focus on these paths that are
frequented by travellers, and eliminate some of the noise in the trajectory data. The
choice of β plays a very important role in determining the number of FPs in the spatial
graph. A higher value of β will reduce the number of FPs in the spatial graph, and
hence reduce the computational time of the path selection algorithm. But since the al-
gorithm only finds paths between the origin and destination that are either Frequented
Paths(FPs) or Union of Frequented Sub-Paths (UFPs), a high value of β would make
some origin-destination pairs unreachable. A lower value of β would increase the num-
ber of FPs in the spatial graph, and increase computational time. Hence selecting a
good value of β is essential in the efficient running of the algorithm.
Figure 4.1 shows 2 trajectories in a spatial graph. Trajectory t1 moves along the
edges [e1,e2] while the other trajectory t2 moves along [e1,e2,e3]. Figure 4.2 shows
the FPs in the spatial graph for β = 1 and 2. When β = 1, there are a lot of FPs in
the spatial graph, as seen in Figure 4.2a. Increasing the value of β from 1 to 2, reduces
the number of FPs in the graph. Since 2 trajectories do not travel along edge e3, the
paths [e1,e2,e3], [e2,e3], and [e3], which were FPs when β was 1 are no longer FPs
when β is 2. Although we see that the number of FPs has reduced, there is now no FP
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Figure 4.1: Two trajectories in a spatial graph
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Figure 4.2: FPs in spatial graph for β = 1 and 2
from the spatial node n1 to n4. So the algorithm would not find any paths between this
origin-destination pair.
4.2 Maximal Frequented Path (MFP)
Since a FP would have at least β trajectories along it, any sub-path of it would also have
at least β trajectories along it and would also be a FP, as seen in Figure 4.2. Hence
the number of FPs in the spatial graph would be high. As a means to eliminate the
redundancy in the spatial graph, we come up with the concept of a Maximal Frequented
Path (MFP).
Definition. A Maximal Frequented Path (MFP) is a Frequented Path that is not the
sub-path of any other Frequented Path.
Any spatial node that was reachable in the spatial graph using FPs would still be
reachable by only using MFPs. Also, since a MFP is a FP, the union of two MFPs at
a node might still form a UFP. Hence we can model the entire spatial graph correctly
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Figure 4.3: Maximal Frequented Paths (MFPs) from Figure 4.1 when β = 1
by just making use of MFPs. We would not be losing out on any information and the
number of paths to consider is significantly reduced.
Figure 4.3 shows examples of the MFP from Figure 4.2a. The solid arrows show
those FPs that are also MFP, as they are not the sub-paths of any other FPs. The
dashed arrows show the FPs that are not MFPs as they are sub-paths of other FPs. For
example the paths [e1], [e2], [e3], [e1,e2], [e2,e3] are not a MFP because they are all
sub-paths of [e1,e2,e3]. [e1,e2,e3] is the only MFP in the spatial graph as it a FP that
is not the sub-path of any other FP.
4.3 Maximal Frequented Path Graph (MFPG)
We need to model the relationship between several MFP in the spatial graph and how
they join to form UFPs. To do this we make use of a representation called a Maximal
Frequented Path Graph.
Definition. A Maximal Frequented Path Graph (MFPG) is a directed graph whose
MFP-Nodes are Maximal Frequented Paths (MFPs). An MFP-Edge exists between two
MFP MFP-Nodes (Pa and Pb) if Pa
⋃
Pb form a UFP at a spatial node in the spatial
graph.
The MFP-Nodes in the Maximal Frequented Path Graph represent the MFP that are
paths in the spatial graph, and have associated travel costs that are estimated using the
trajectory data. Since the MFPG represents both the path and the travel cost on the path
estimated using the trajectory data available for that path, the MFPG is a combination
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(d) T 1 and T 2 form UFP at n3
Figure 4.4: Example showing when MFPs form UFPs at nodes
of both the spatial graph and the trajectory data on it. It combines the trajectory data
and spatial graph into one representation.
To differentiate the nodes and edges in the spatial graph and the MFPG, we refer to
the nodes and edges in the spatial graph as base nodes and base edges, and the nodes
and edges in the MFPG as MFP-Nodes and MFP-Edges.
4.3.1 Constructing the Maximal Frequented Path Graph
Given a spatial graph and trajectory data on the spatial graph, we can convert it into
a MFPG, using the transformation based on the definition of the MFPG. First, every
MFP in the spatial graph will become a MFP-Node. Now the MFP-Edges is added
between two MFP-Nodes if the two MFPs form a UFP at a base node. Figure 4.4
shows a few examples of when MFPs form a UFP in the spatial graph. Figure 4.5
shows the corresponding MFPGs for these examples. In Figure 4.4a, T 1 and T 2 do not
form a UFP even though they overlap along the base edge e3. This is because along
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Figure 4.5: MFPGs for the Examples in Figure 4.4
this base edge, a traveller can either be on T 1 or T 2, but there is no way to switch from
either T 1 to T 2 or T 2 to T 1. Hence Figure 4.5a shows no MFP-Edge between the two
MFP-Nodes. Similarly in Figure 4.4b, T 1 and T 2 do not form a UFP. At n3 if one
travels toward n4 along e3, it would be as though they were always on T 1. A similar
case occurs if they go along e6 to n7. Hence Figure 4.5b shows no MFP-Edge between
the two MFP-Nodes. In Figure 4.4c, if one is travelling along T 1 from n1, then at n3,
if they follow the path along T 2, and go towards n7, then the path [e1,e2,e6], becomes
a UFP. Since one can switch from T 1 to T 2 at n3, in Figure 4.5c, an MFP-Edge
exists between the two MFP-Nodes, directed from P1 toward P2. In the final case in
Figure 4.4d, if one is travelling along T 1 from n1, then that traveller would always be
on T 1. If however a traveller is travelling along T 2, from n6, then at n3, if the traveller
continues travelling along e3, they are now on T 1. So we see that T 1 and T 2 form a FP
at n3. Since we can travel from T 2 to T 1, in Figure 4.5d an MFP-Edge exists between
P1 and P2 directed from P2 to P1.
Figure 4.6 shows an example of a few more trajectories in a spatial graph. As before
the circles represent spatial nodes and the solid lines indicate spatial edges between two
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Figure 4.6: Example of trajectories on a spatial graph
ID Trajectory Records
t1
Road Segment e1 e2
Cost 2 9
t2
Road Segment e1 e6
Cost 1 1
t3
Road Segment e6 e15 e20 e21
Cost 3 2 4 3
t4
Road Segment e2 e3 e4
Cost 7 9 2
t5
Road Segment e2 e7 e16 e21
Cost 9 2 2 7
t6
Road Segment e21 e17 e8 e4
Cost 3 2 2 2
Table 4.1: Example of trajectory data
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Figure 4.7: MFPG for the example in Figure 4.6
spatial nodes. The dotted arrows represent trajectories in this graph. Table 4.1 provides
more details about the trajectory data. Each row in the table indicates the record for
one trajectory. It contains information about the spatial edge taken and the cost on that
spatial edge.
We assume the minimum number of trajectories on a FP(β ) to be 1, so that all of
the trajectories are also FPs. We also assume that the minimum number of edges that
should overlap for two FPs to form a UFP is 1. We observe that none of the trajectories
are sub-paths of each other, so for this spatial graph all of the trajectories are also MFPs.
We now convert this spatial graph into a Maximal Frequented Path Graph(MFPG) as
shown in Figure 4.7. Each MFP in the base spatial graph will be a MFP-Node in the
MFPG. So we have 6 MFP-Nodes in the MFPG, P1 to P6, that corresponds to the 6
MFP, t1 to t6 in the base graph. To model the MFP-Edges, we need to find the MFP
whose union form a UFP at a base node. For example we observe that t1 and t4 form
a UFP at n3. So an MFP-Edge exists between P1 and P4. Similarly MFP-Edges exist
between P1 and P5 because they form a UFP at n3, P2 and P3 at n7, P3 and P6 at n14
and P5 and P6 at n14.
We observe that P1 and P2 are not connected by an MFP-Edge in the MFPG even
though they seem to have an overlap of 1 base edge(e1). This is because, although they
do have an overlap at e1, there is no way to transition from P1 to P2. If from e1 one
travels to e2, then at e1 they are on P1, and if from e1 one travels along e6, then at e1
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they are on P2. But one cannot transition between the 2. A similar observation can be
made at MFP-Nodes P4 and P6, where the MFPs end at the same base node. Since
one cannot transition between P4 to P6, these MFP-Nodes do not have an MFP-Edge
between them in the MFPG.
4.3.2 Internal Representation of the MFPG
The MFP-Nodes in the MFPG, are actually MFPs from the base graph. So internally
each MFP-Node contains paths from the base graph. Figure 4.8 shows the internal rep-
resentation of a single MFP-Node. In Figure 4.8a there are 4 MFP-Nodes in the MFPG,
P1 to P4. All of these MFP-Nodes represent MFPs in the base graph. The MFP-Edges
show the MFPs that form UFPs in the base graph. For example the MFP-Edge be-
tween P1 and P2 indicates that P1 and P2 form a UFP at some base node. Figure 4.8b
shows the internal representation of MFP-Node P2 from Figure 4.8a. Internally, it is
made up of a path from the spatial base graph, consisting of the spatial nodes n1 to n7.
At some of these spatial nodes, the MFP forms a UFP with another MFP. P2 forms
a UFP with P3 at the base node n2, and it forms a UFP with P4 at the base node n6.
Since these are the only two base nodes in the path at which the MFP forms a UFP
with any other MFP, these base nodes are called Transfer Spatial nodes, and are shaded
in Figure 4.8b.
Definition. A Transfer Spatial Node is a spatial node from the base graph at which a
MFP forms a UFP with another MFP.
Since these are the base nodes at which two MFPs from a UFP, the transfer spatial
nodes represent the outgoing MFP-Edges of MFP-Nodes. The MFP-Nodes that do not
form UFPs with any other MFP-Nodes do not have any transfer nodes.
Figure 4.9 shows the internal representation of the MFPG constructed in Figure 4.7.
Here too we see that every MFP-Node contains the entire MFP from the base graph.
Some of the nodes in the MFP-Nodes are shaded to indicate these are the transfer spatial
nodes. For example in the MFP-Node P1, n3 is a transfer node as P1 forms a UFP with
both P4 and P5 at the base node n3. Since P4 and P6 do not form UFPs with any other
MFP-Nodes, they do not contain any transfer nodes.
4.3.3 Path in a Maximal Frequented Path Graph
A path in a MFPG is an ordered sequence of MFP-Nodes that are connected by MFP-
Edges in the MFPG. Since each MFP-Node in the MFPG represents a MFP, the union
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Figure 4.8: Internal representation and transfer spatial nodes in a MFPG
n2n1 n3
P1
n3n2 n4 n5
P4
n3n2 n8 n13 n14
P5
n2n1 n7
P2
n7n2 n12 n13 n14
P3
n14n13 n9 n4 n5
P6
MFP-Node
MFP-Edge
Spatial Node
Path in base graph
Transfer Spatial Node
Figure 4.9: Internal representation and transfer spatial nodes of the MFPG in Figure 4.7
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of MFPs will give us a path in the spatial graph as well. A path in the spatial graph
is represented by a path in the MFPG, if the path in the spatial graph is a subset of the
path formed by the union of the MFPs in the MFPG, and the origin and the destination
in the spatial graph lies in the first and last MFP of the path in the MFPG respectively.
Since a MFP contains several spatial nodes in it, several paths in the spatial graph
could be represented by a path in the MFPG. The cost of a path in the MFPG is the cost
of the UFP made up of all but the last MFP in the path and excluding the spatial edges
before the origin. Because of this, the cost of the path in the MFPG is always less than
or equal to the cost of the path in that spatial graph. For example, the cost of the path
[P1,P5,P6] in Figure 4.7 , having the origin at n1 is represented by the cost of the UFP
[e1,e2,e7,e16,e21].
The cost of the entire path from the origin to the destination is calculated by adding
the cost of the last MFP till the destination base node to the cost of the path in the
MFPG.
To estimate the cost on a given path we use a simplified version of the cost estima-
tion models used in [32, 24]. The model estimates travel cost on a FP by the average
cost of the trajectories along it, and estimates that on the overlapping spatial edges of
two FPs by the mean of their cost on the spatial edge. For example, the cost on each
spatial edge of the path [e1,e2] would be [2, 9], while the cost on the path [e1,e2,e3,e4]
would be [2, 8, 9, 2]. So the cost alone [P1,P4] in the MFPG, would be [2, 8].
4.3.4 Dynamic Multigraph
Since FPs and hence MFPs can merge and split at multiple different base nodes, in
the MFPG the MFP-Nodes could have multiple MFP-Edges between them. Hence the
MFPG is a multigraph. There could also be cycles in the MFPG.
However a MFP-Edge in the MFPG is determined by the previous MFP-Nodes and
MFP-Edges in the path. For example in Figure 4.10, we have 2 MFPs in the spatial
graph, P1 and P2. In the MFPG for the spatial graph, an MFP-Edge exists between P1
and P2 at n3. MFP-Edges exist between P2 and P1 at n3 and n5. If the MFPG was
a common multigraph then we could move between MFP-Edges P1 and P2 multiple
times because of the existence of the cycle. However, the MFPG is representing the
paths on a spatial graph. If we move from P2 to P1 at either n3 or n5, then we are not
be able to go back to P2, as we have already crossed all the possible base nodes that
allow this transfer in the path. Hence there is no way to get back to P2. This avoids the
existence of cycles in the MFPG. Hence a path on the MFPG must keep track of both
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the MFP-Nodes (the MFP) on the path, as well as the MFP-Edges (the transfer spatial
nodes at which the 2 MFPs form a UFP).
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Figure 4.10: Example of Dynamic nature of MFPG
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Chapter 5
Frequented Path Lowest Cost Path
Selection
5.1 Path selection algorithm framework
Most path selection algorithms follow a general framework as shown in Algorithm 1 to
find a path between an origin and destination. Given a spatial graph GS, and an origin
and destination (o and d), the algorithm makes use of the provided cost estimation
model to find the path from o to d that satisfies a certain criteria. The criterion could be
minimizing the overall cost of the path, or in some cases a more complex cost estimation
model could be used for bicriterion optimization[14], etc.
Line 1 of the algorithm initializes a list of candidate paths that are usually those
spatial edges that the origin is on. For each iteration of the loop (2-8) these paths are
extended, until some condition is met. In most cases, such as those used in Dijkstra’s
[13] or Bellman-Ford [5] or any other algorithm based on these[18], the stop condition
is that of finding a path from o to d with the minimum cost. These algorithms, extend
the paths one spatial edge at a time in each iteration on Line 4. These methods follow
the “path + edge” pattern where one spatial edge is added to the currently selected path
to get the new path. After the new path is computed, Line 5 estimates the cost of this
new path and it is added to the list of candidate paths.
In edge-centric models, the cost estimation is done in a edge-centric fashion, wherein
the cost of the path is computed as the sum of the cost of the individual spatial edges that
make up the path. However in a path-centric approach, the costs are estimated using
more sophisticated ways, that decompose the paths into sub-paths rather than spatial
edges to compute a more accurate cost, as they can capture the dependence of spatial
edges in the overall cost estimation of a given path. Such cost estimation methods have
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been used in [32, 24]. These methods however still extend the paths in a “path + edge”
approach, as edge-centric models.
Algorithm 1 General Algorithm Framework
Require:
G : A spatial Network
o and d : Two nodes
model : A cost estimation model
Ensure:
The path between o and d satisfying the criteria
1: candidate partial-paths CP← initialization
2: while stop criteria are not met do
3: p← the most promising partial-path in CP
4: for all extensions p′ of p do
5: compute the cost of p′
6: add p′ to CP
7: end for
8: end while
A detailed execution trace of finding the path from n1 to n5 in Figure 4.6, using the
method in [24] is shown in Table 5.1. CP shows the list of candidate paths available at
each step, where as Cost shows the costs of these paths. The last column p, indicates
the Candidate path with the lowest cost that is selected for expansion in the next step.
On Line 1 edge e1 is the only available candidate path that the origin is on. For Line 2,
the stop condition is that there is no candidate path that has a cost lower than the lowest
cost path from the origin to the destination. In every iteration the candidate path with
the lowest cost selected and is extended by adding one edge to it. Only those edges
that form paths that are FPs or UFPs are selected in each iteration. For example while
expanding edge e1, we observe that [e1,e2] and [e1,e6] are both FPs, so these edges
are selected. Since there are no trajectories along [e1,e5], it is not a FP or a UFP so it
is not selected. These new paths are added back to the set of candidate paths, while the
old path is removed. When a path reaches the destination, its cost is computed and if it
is lower than the current lowest cost path, the lowest cost path is updated. This process
continues until all paths in the CP have a cost greater than the lowest cost path. Line 11
of Table 5.1 shows a path [e1,e6,e15,e20,e21,e17,e8,e4] that reaches the destination
with a cost of 18. This path is then removed from the list of candidate paths and stored
as the lowest cost path. On the last line we see that the cost of the other two candidate
paths is greater than that of the lowest cost path. So the Algorithm terminates returning
the path with cost 18.
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Step CP Cost p
1 [e1] 1.5 [e1]
2 [e1, e6], [e1, e2] 2,11 [e1, e6]
3 [e1, e6, e15], [e1, e2] 5,11 [e1, e6, e15]
4 [e1, e6, e15, e20], [e1, e2] 9,11 [e1, e6, e15, e20]
5 [e1, e6, e15, e20, e21], [e1,
e2]
12,11 [e1, e2]
6 [e1, e6, e15, e20, e21], [e1,
e2, e3], [e1, e2, e7]
12,19,13 [e1, e6, e15, e20, e21]
7 [e1, e6, e15, e20, e21, e17],
[e1, e2, e3], [e1, e2, e7]
14,19,13 [e1, e2, e7]
8 [e1, e6, e15, e20, e21, e17],
[e1, e2, e3], [e1, e2, e7, e16]
14,19,15 [e1, e6, e15, e20, e21, e17]
9 [e1, e6, e15, e20, e21, e17,
e8], [e1, e2, e3], [e1, e2, e7,
e16]
16,19,15 [e1, e2, e7, e16]
10 [e1, e6, e15, e20, e21, e17,
e8], [e1, e2, e3], [e1, e2, e7,
e16, e21]
16,19,22 [e1, e6, e15, e20, e21, e17,
e8]
11 [e1, e6, e15, e20, e21, e17,
e8, e4], [e1, e2, e3], [e1, e2,
e7, e16, e21]
18,19,22 [e1, e6, e15, e20, e21, e17,
e8, e4]
12 [e1, e2, e3], [e1, e2, e7, e16,
e21]
19,22
Table 5.1: Execution trace of Physics Guided Path Selection Algorithm
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Figure 5.1: MFPG augmented with origin and destination for path selection
5.2 MFPG Shortest Path Algorithm
In the MFPG Shortest Path Algorithm, we wish to extend the paths in a “path + path”
fashion. To enable this the candidate paths would now be MFPs from the MFPG in-
stead of base edges as in the previous method. The algorithm will follow the general
framework as shown in Algorithm 1, but will differ in how the paths are extended. On
Line 1, the candidate paths are initialized with all the MFPs that the origin lies on. The
stop criteria in Line 2, is that there is no Candidate path that has not been explored
that has a cost lower than the cost of the lowest cost path found between the origin and
destination. In Line 4 the MFPs are added to the currently selected path, if the union of
the two form a UFP. This is equivalent to traversing an MFP-Edge in the MFPG.
When the path is extended to the destination it is removed from the candidate path
set and its cost is estimated. If the cost is less than the current lowest cost path from
the origin to the destination, the path and the costs are updated to reflect the new lowest
cost paths.
If we want to find the lowest cost path from n1 to n5 as above, now we would first
convert the input spatial graph and trajectory data into its equivalent MFPG. We would
also need to augment the graph with some spatial data about the origin and destination
to indicate the MFPs on which the origin and destination lie. This is shown by the
dashed lines in Figure 5.1. The input spatial graph with 15 nodes and 22 edges is
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Step CP Cost p Result Path (Cost)
1 [P1], [P2] 0,0 [P1]
2 [P1, P4], [P1, P5], [P2] 10,11,0 [P2] [P1, P4] (21)
3 [P1, P5], [P2, P3] 11,3 [P2, P3] [P1, P4] (21)
4 [P1, P5], [P2, P3, P6] 11,12 [P1, P5] [P2, P3, P6] (18)
5 [P1, P5, P6] 20 [P2, P3, P6] (18)
Table 5.2: Execution trace of the MFPG Shortest Path Algorithm
converted into a new graph that has 6 nodes and 5 edges. The problem is now converted
to finding the shortest path in the MFPG between the set of MFPs P1,P2 and P4,P6.
The execution trace of the MFPG Shortest Path Algorithm is shown in Table 5.2. In
Line 1 of the algorithm, the candidate paths is initialized to P1 and P2, the two MFP
on which the origin lies. Since both these have the same cost we can expand either
one. P1 is expanded by adding a MFP to it giving us [P1,P4] and [P1,P5]. [P1,P4]
already reaches the origin, so the cost along it is estimated to be 21 and it is removed
from the set of candidate paths. At every step the process continues extending the most
promising paths one MFP at a time. In step 4 we see another path [P2,P3,P6] reaches
the destination, so its cost is estimated and found to be 18. Since this cost is lower than
the current minimum of 21, the result cost and path is updated to reflect this. Finally at
step 5, the stop condition is met wherein there are no paths in the set of candidate paths
with a cost less than 18. So the Algorithm terminates and returns the path with a cost
of 18.
When compared to the execution trace from Table 5.1, we can see that the number
of iterations taken by the MFPG Shortest Path Algorithm is significantly lesser than that
of the baseline method. The MFPG Shortest Path Algorithm takes 5 iterations to find
the path compared to the 12 iterations taken by the baseline method.
5.2.1 Analysis of proposed approach
Completeness
The completeness of the algorithm discussed above is that provided there exists a path
between the origin and destination that is either a FP or a UFP, the algorithm will find
a path between the origin and destination.
If we were to explore all FPs and UFPs then the algorithm would be complete.
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However the proposed algorithm we explore all sub-paths of MFPs and their unions,
instead of exploring FPs and UFPs. But since the definition of a MFP is a FP that is
not the sub-path of any other FP, we come up with the following lemma.
Lemma 5.1. Any FP is a sub-path of at least one MFP.
Proof. The lemma can be proved by contradiction. Assume there is a FP that is not the
sub-path of any other MFP. If this is the case then it is a MFP itself. Since it would be
a sub-path of itself, this is a contradiction. If it is the sub-path of at least one FP that is
not a MFP then, due to the transitive nature of the sub-path relation, there would be an
infinite number of FPs that are not MFPs. But this is contradicted due to the limited
size of the road network and trajectories on it.
Lemma 5.2. Any UFP formed by a union of a set of FPs is a sub-path of a UFP formed
by a union of a set of MFPs.
Proof. From the lemma above, for any UFP formed by the union of a set of FPs, we
can find a set of MFPs each of which has a sub-path in the former set of FPs. The
origin and destination of a UFP id the origin of the first FP and the destination of the
last FP that lie in the first and last MFP.
Hence, by exploring UFPs formed by MFPs in the algorithm, we explore all FPs
and UFPs in the spatial graph.
Correctness
The correctness of the proposed algorithm means that, provided there exists a path
between the origin and destination that is either a FP or a UFP, the path returned
by the algorithm from the origin to the destination would be a FP or UFP with the
minimum estimated cost.
The correctness of the algorithm can be proved by contradiction. Assume there is a
path P∗ with a cost lower than the cost of the path returned by the algorithm, P. If P∗,
was found by the algorithm when the algorithm terminates, then the cost of P would
have been lower, since the algorithm returns the path with the lowest cost. If however
P∗, is not found. Then since the algorithm explores all FPs and UFPs, and P∗ must be
a FP or a UFP, then there must exist a sub-path P¯∗ of P∗ that is a candidate path when
the algorithm terminates. Since the costs on all paths is assumed to be positive, the cost
of P¯∗ must be less than P∗ and P. But this is contradicted by the stop criteria of the
algorithm that there is no candidate path with a cost less than the cost of the path found.
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Complexity
The complexity of the path selection algorithm depends linearly on the number of nodes
(|V |), the number of edges (|E|), and the number of input trajectories (T ) in the graph.
The worst case time complexity of the general path selection is given by O(|E||V |T ).
The number of spatial nodes and spatial edges are |VSG| and |ESG|, and the number
of MFP-Nodes and MFP-Edges are |VMFP| and |EMFP|. By choosing an appropriate
value of β , the size of the MFPG could be smaller than that of the spatial graph. In
such situations we have |EMFP| < |ESG| and |VMFP| < |VSG|. In such cases we would
see that O(|EMFP||VMFP|T )< O(|ESG||VSG|T ). Hence by reducing the size of the graph
over which the path selection algorithm is run, the MFP algorithm speeds up the path
selection process.
5.3 Informed MFPG Shortest Path Algorithm
The MFPG Shortest Path Algorithm described above, follows an uninformed search
strategy to find the path from the origin to the destination. The uninformed search
strategy does not make any use of the information we have about the destination to
help in the search process. We can however speed up the search by making use of the
information we have about the destination. We design an admissible heuristic that can
guide the search space towards the destination and still guarantee to find the correct
path.
5.3.1 Designing the admissible heuristic
To guarantee correctness of the algorithm, we need an admissible heuristic that can be
used in the MFPG. The main challenge in doing so is that a MFP-Node is composed of
several base nodes, as it is a MFP. So any heuristic in that is admissible in the MFPG
must also be admissible in the spatial graph. Hence we take an admissible heuristic
in the spatial graph as an input and use that to compute an admissible heuristic in the
MFPG.
As previously mentioned, the MFP in the MFPG, is made up of several base nodes.
If an admissible heuristic can be easily calculated at the base nodes, then we can set
for the MFP-Node, we could design its heuristic to be the minimum of all the base
nodes that it contains. If the heuristic is admissible in the spatial graph, then using the
minimum of these values would give us a heuristic that is admissible in the MFPG.
However, as we noted earlier, a MFP does not form a UFP with other MFPs at all
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the base nodes in the spatial graph. We only need to consider the transfer spatial nodes
at which two MFPs form a UFP, since it is only at these outgoing MFP-Edges that
one MFP-Node is connected to another. We can then modify our definition of the
admissible heuristic in the MFPG to only consider the transfer spatial nodes. In most
cases, since the number of transfer spatial nodes is much smaller compared to the total
number of base nodes in the path, computing the admissible heuristic in the MFPG is
not expensive.
Let a MFP-Node P be made up of several base nodes in a set N. Let h(n) be the
admissible heuristic function of any base node (n). Hence the admissible heuristic for a
MFP-Node P,
H(P) = min { h(n) | n ∈ N and is a transfer spatial node in P }
H(G) = 0 | G is a MFP-Node that is a Goal State
If a MFP-Node P does not contain any transfer spatial nodes and is not a goal state
itself, then the heuristic value for that node would be ∞. This is because there would be
no path from P to the goal state.
For example, in Figure 4.8a, we have 4 MFP in the MFPG, P1 to P4. Figure 4.8b
shows the internal representation of the MFP-Node P2 which is made up of the base
nodes n1 to n7. n2 and n7 are the transfer spatial nodes in P2 that connect to P3 and
P4. If h(n2) and h(n7) are the admissible heuristics of the transfer spatial nodes n and
n7, then
H(P2) = min{ h(n2), h(n7) }
5.3.2 Informed MFPG Shortest Path Algorithm
Once we have an admissible heuristic for the MFPG, we can use an informed search
method such as a modification of the A* algorithm to efficiently find the minimum cost
path between the origin and destination.
In the A* algorithm, the cost function depends on both, the cost to reach a node,
as well as the admissible heuristic, that determines the expected cost from the node
to the destination. For our algorithm the cost function is F(P) = G(P)+H(P). Here
G(P) would be the cost to reach the given MFP-Node P from the origin. In our case
this would be the value we get from the cost estimation model. H(P) represents the
heuristic at MFP-Node P, that tries to estimate the cost from P to the destination, using
the function from the previous section. Using F(P) now would guide the search towards
the destination.
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Figure 5.2: Additional trajectories added to spatial graph to demonstrate use of the
admissible heuristic
This algorithm also follows the general algorithm framework provided in Algo-
rithm 1. Here instead of using the path cost as used before, we would use the cost
function F(P) as described above. Also, a path is said to be found when the destination
node is expanded, rather than when the destination node is first reached. Provided that
the heuristic is admissible, the algorithm will find the correct solution.
To show how the admissible heuristic helps guide the search space towards the
destination we modify the spatial graph from Figure 4.6 to include 3 more trajectories.
Figure 5.2 shows the trajectories t7, t8, and t9, added in the network. Table 5.3 provides
more details about the spatial edges traversed by the trajectories and the cost on each
edge. Again if we consider β to be 1, all of these trajectories would be FPs and since
neither of them is the sub-path of any other FP, all of them are MFPs.
Figure 5.3 shows the MFPG created for the spatial graph and trajectories in Fig-
ure 5.2. We can see that since at n7, t2 and t7 form a UFP, there exists an MFPG-Edge
between them. Similarly MFPG-Edges exist between t7 and t8, t3 and t9, and t5 and
t9.
If we want to find a path between n1 and n5 as before, we would need to identify
the MFP-Nodes that the origin and destination lie on. Here too the origin lies on P1
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ID Trajectory Records
t1
Road Segment e1 e2
Cost 2 9
t2
Road Segment e1 e6
Cost 1 1
t3
Road Segment e6 e15 e20 e21
Cost 3 2 4 3
t4
Road Segment e2 e3 e4
Cost 7 9 2
t5
Road Segment e2 e7 e16 e21
Cost 9 2 2 7
t6
Road Segment e21 e17 e8 e4
Cost 3 2 2 2
t7
Road Segment e6 e15 e9
Cost 1 1 1
t8
Road Segment e19 e14
Cost 1 1
t9
Road Segment e21 e22
Cost 1 1
Table 5.3: Additional trajectories added to spatial graph
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Figure 5.3: MFPG for the example in Figure 5.2
and P2, and the destination lies on P4 and P6. In this spatial graph, we can see that the
cost on every edge is at least 1. So in this case for simplicity we can make use of the
Manhattan Distance to be an admissible heuristic in the spatial graph. The Manhattan
Distance between 2 points P(xi,yi) and Q(x j,y j) is L1(P,Q) = |xi− x j|+ |yi− y j|. In
this case since the destination is n5, h(n) = L1(n,n5) In Figure 5.2, the numbers inside
the spatial nodes indicate the heuristic at each of the spatial nodes. We can see that at
the destination, n5 the heuristic is 0, and since the cost of traversing any base edge is at
least 1, h(n) is an underestimation at every base node. We calculate the heuristic at all
the MFP-Nodes as shown in Table 5.4. The underlined MFP-Nodes P4, and P6 indicate
they are the destination MFP-Nodes.
We now compare how the MFPG Shortest Path Algorithm and the Informed MFPG
Shortest Path Algorithm will run in this scenario to demonstrate how the admissible
heuristic helps the algorithm expand fewer nodes.
MFPG Shortest Path Algorithm Execution Trace
Table 5.5 shows the execution trace of the MFPG Shortest Path Algorithm with the new
trajectory data. In step 1, the candidate paths is initialized to P1 and P2, the two MFP
on which the origin lies. Since both these have the same cost we can expand either
one. P1 is expanded by adding a MFP to it giving us [P1,P4] and [P1,P5]. [P1,P4]
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MFP-
Node
Transfer Spatial
Nodes
H(P)
P1 n3 2
P2 n7 7
P3 n14 3
P4 - 0
P5 n14 3
P6 - 0
P7 n11 6
P8 - ∞
P9 - ∞
Table 5.4: Admissible Heuristic values calculated at MFP-Nodes
already reaches the origin, so the cost along it is estimated to be 21 and it is removed
from the set of candidate paths. At every step the process continues extending the most
promising paths one MFP at a time. In step 2, P2 is expanded and [P2,P3] and [P2,P7]
are added to the candidate paths. Since [P2,P7] has the lowest cost, it is expanded.
Again in step 5, [P2,P7,P8] has the lowest cost, so it is expanded, however since it
does not form a UFP with any other MFP it does not add any new nodes to the set of
candidate paths. A similar situation occurs in step 6, when [P2,P3,P9] is expanded. A
lot of MFP-Nodes are expanded in this method, some of which are moving away from
the destination.
Informed MFPG Shortest Path Algorithm Execution Trace
We now look at the execution trace of the Informed MFPG Shortest Path Algorithm as
shown in Table 5.6. Here, as described above the cost function is F(P) =G(P)+H(P),
where G(P) is the value returned from the cost estimation model, and H(P) is the value
of the admissible heuristic.
In step 1, the candidate paths is initialized to P1 and P2, the two MFP on which the
origin lies. Since both these have the same cost we can expand either one. P1 is ex-
panded by adding a MFP to it giving us [P1,P4] and [P1,P5]. [P1,P4] already reaches
the origin, so the cost along it is estimated to be 21 and it is removed from the set of can-
didate paths. At every step the process continues extending the most promising paths
36
Step CP Cost p Result Path (Cost)
1 [P1],[P2] 0,0 [P1]
2 [P1, P4], [P1, P5],[P2] 10,11,0 [P2] [P1, P4] (21)
3 [P1, P5], [P2, P3], [P2,
P7]
11,3,2 [P2, P7] [P1, P4] (21)
4 [P1, P5], [P2, P3], [P2,
P7, P8]
11,3,4 [P2, P3] [P1, P4] (21)
5 [P1, P5], [P2, P3, P6],
[P2, P3, P9], [P2, P7,
P8]
11,12,11,4 [P2, P7, P8] [P2, P3, P6] (18)
6 [P1, P5], [P2, P3, P9] 11,11 [P2, P3, P9] [P2, P3, P6] (18)
7 [P1, P5] 11 [P1, P5] [P2, P3, P6] (18)
8 [P1, P5, P6], [P1, P5,
P9]
20,19 [P2, P3, P6] (18)
Table 5.5: Execution trace of the MFPG Shortest Path Algorithm with new trajectory
data
one MFP at a time. In step 2, P2 is expanded and [P2,P3] and [P2,P7] are added to the
candidate paths. Now in the MFPG Algorithm [P2,P7] would have been expanded here
since it has the lowest cost. However using the admissible heuristic we see that [P2,P7]
does not take us closer to the destination. The high value oh H(P) prevents this node
from being expanded here. [P2,P3] is expanded instead. Similarly the MFPG algorithm
expanded nodes [P2,P7,P8] and [P2,P3,P9] that will not be expanded by this method,
because they do not lead to the origin. Hence we can see that the use of the admissible
heuristic minimizes the number of iterations it takes for the algorithm, to find the path
between n1 and n5 from 8 iterations to 6 iterations. In larger networks where the origin
and destination are further apart this results in a far fewer nodes being expanded by the
Informed MFPG Algorithm.
5.3.3 Analysis of proposed approach
Completeness and Correctness
We now prove the correctness and completeness of our heuristic method approach. We
know that A* is complete and correct if the heuristic used is admissible. So we need
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Step CP G(P) H(P) F(P) p Result Path(Cost)
1 [P1], [P2] 0,0 2,4 2,4 [P1]
2 [P1,P4], [P1,P5],
[P2]
10, 11,
0
0, 3, 4 10, 14,
4
[P2] [P1,P4](21)
3 [P1,P5], [P2,P3],
[P2,P7]
11, 3,
2
3, 3, 6 14, 6,
8
[P2,P3] [P1,P4](21)
4 [P1,P5],
[P2,P3,P6],
[P2,P3,P9],
[P2,P7]
11, 12,
11, 2
3, 0,
∞, 6
14, 12,
∞, 8
[P2,P7] [P2,P3,P6](18)
5 [P1,P5],
[P2,P3,P9],
[P2,P7,P8]
11, 11,
4
3,∞,∞ 14, ∞,
∞
[P1,P5] [P2,P3,P6](18)
6 [P1,P5,P6],
[P1,P5,P9],
[P2,P3,P9],
[P2,P7,P8]
20, 19,
11, 14
0, ∞,
∞, ∞
20, ∞,
∞, ∞
[P2,P3,P6](18)
Table 5.6: Execution trace of the Informed MFPG Shortest Path Algorithm
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to prove that the heuristic function used here, H(P) is admissible. We assume here that
the heuristic used in the spatial graph, h(n) is admissible.
Lemma 5.3. For any spatial node n in the spatial graph, if h(n) is an admissible heuris-
tic, then H(P) is an admissible heuristic in the MFP-Node P that contains n.
Proof. We have,
H(P) = min { h(n) | n ∈ N and is a transfer spatial node in P }
H(G) = 0 | G is a MFP-Node that is a Goal State
At the goal MFP-Node, G the H(G) is 0. For every other MFP-Node P, we have H(P)
= min { h(n) | n ∈ N and is a transfer spatial node in P }. Let the cost from P to G be c,
and let n∗ be the transfer spatial node in P with the minimum h(n). So H(P) = h(n∗).
If c ≥ H(P), then the heuristic is admissible. If c < H(P) then we have 2 cases. If the
minimum cost path from P to G passes through n∗, then h(n∗) would have to be greater
than c, which would be a contradiction, as h(n∗) is admissible. If however the minimum
cost path from P to G does not pass through n∗. Let this path pass through another node
n′. Then since h(n′) is admissible, h(n′) < c. So h(n′) < h(n∗). Since the path passes
through n′, it is a transfer spatial node with the minimum heuristic. But this is again a
contradiction as n∗ was the transfer spatial node in P with the minimum heuristic.
Complexity
The complexity of the Informed MFPG Shortest Path Algorithm is the same as that of
the MFPG Shortest Path Algorithm discussed earlier, and is O(|EMFP||VMFP|T ).
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Chapter 6
Experiments and Evaluation
In this Chapter we discuss the experimental evaluation conducted to validate the pre-
viously discussed algorithms. The experiments were conducted on both synthetically
generated data, as well as real trajectory data from 3 UPS delivery trucks in Fort Worth,
TX.
6.1 Experiment Setting
6.1.1 Experiment Goals
We want to compare how the algorithms discussed in the previous Chapter compare to
the baseline approach used in [24]. We also want to study how the algorithms behave on
changing the input parameters such as the minimum number of trajectories on a FP(β ),
the number of input trajectories (T ) , and the number of road segments on the lowest
cost path. We wish to answer the following questions as a result of our experiments:
Comparative analysis:
• How do the different methods compare to the baseline approach?
Sensitivity analysis:
• How are the proposed methods affected by the number of input trajectories (T ) ?
• How are the proposed methods affected by the minimum number of trajectories
along a FP(β ) ?
• How are the proposed methods affected by the length of the result path ?
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Figure 6.1: Experiment Design
6.1.2 Candidate methods and cost metric
We want to compare the results of the proposed methods with the method used in [24].
We will consider that to be the baseline method. To keep other factors from affecting
the comparison between the methods, we use the same cost estimation model that was
used there. The algorithms compared are: Physics Guided Path Selection [24], MFPG
Shortest Path Algorithm, and Informed MFPG Shortest Path Algorithm. The algorithms
were compared on their execution time to determine efficiency.
6.1.3 Experiment environment
The experiments were run on a machine with Intel(R) Core(TM) 15-7500 CPU @
3.40GHz and 64GB memory. The operating system used was Windows 10. The al-
gorithms were implemented using C# (.NET Framework 4.7).
The overall experiment design is shown in Figure 6.1. On the top we see the algo-
rithms that we used for comparison. The left part of the diagram shows the data being
used, and the bottom shows the variables that are analysis.
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6.1.4 Data Set
UPS Truck Data Set
Experiments were conducted on a real trajectory dataset with 920 vehicle trajectories
from 3 UPS trucks in Fort Worth Texas between 1/1/2017 and 6/30/2019. Each trajec-
tory is the trajectory of a single truck for an entire day. We get time, location and 250
other attributes including status of vehicles power-train system (e.g., energy consump-
tion and stop count) in each trajectory record. The stop count is used to split the entire
days trajectories into sub trajectories between one origin and destination (2 delivery
stops). This gives us information about the routing preferences on that route and the
engine’s performance on it. A map matching algorithm from [27] is used to align the
trajectory data with a digital map from Open Street Maps. The map from Open Street
Maps has 9084 road segments and 6193 intersections.
After splitting up the trajectories based on the stop count we have 10129 sub-
trajectories with an average length of 54 road segments. Of the 9084 road segments
in the network, 3837 road segments are traversed by at least 1 trajectory. Figure 6.2
shows the map of Fort Worth, TX with the trajectory data. The orange lines show the
trajectory data on the map. The darker shades of orange show those paths that have a
higher number of trajectories along them.
Making use of the sub trajectories, we use their origins and destinations to get 10129
Origin-Destination (OD) pairs. In Figure 6.2 the origins are shown as circles and the
destinations are indicated with triangles. These represent real trips because they are the
actual paths travelled by users on delivery trips.
Since we need to test the effect of number of trajectories on performance, we create
2 additional subsets consisting of 75% and 50% of the total trajectories in the original
dataset. The first one has 7597 trajectories while the other has 5065 trajectories. The
subsets are created using random sampling without replacement.
Synthetic Data Set
In this case the spatial graph consists of 5929 spatial nodes, and 9560 spatial edges
between these nodes. Each spatial node is a point in geographical space and has an
associated latitude and longitude. The nodes are placed in a grid pattern with edges
between two nodes based on a probability.
We add 15000 trajectories to the base spatial graph, that are randomly created. The
cost associated on each edge here is the travel time on each edge. The speed of the
vehicle is assumed to be between 30 and 50 miles per hour. Left turns are given a
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Figure 6.2: Trajectories and Origin-Destination pairs from UPS trucks used for experi-
ment
higher time penalty compared to right turns, to reflect the actual road conditions. Out
of the 9560 spatial edges in the graph, 3968 are traversed by at least 1 trajectory.
The origin-destination pairs are generated by using all the 15000 trajectories. In
addition to these 10000 additional origin destination pairs are randomly created from
within the spatial network.
In order to test the effect of the number of trajectories on performance, the two
additional subsets created consist of 7500 trajectories, and 11250 trajectories, created
using random sampling without replacement.
6.1.5 Admissible Heuristic
UPS Truck Data Set
In the experiments, we consider energy consumption as the cost measure. The amount
of energy consumed by an electric vehicle on a network is a function of the friction
coefficient, air resistance, mass, area and velocity of the vehicle, as well as the length
of the path traversed, as shown in [24, 2, 33, 21]. In [24], they model the energy
consumption of a vehicle moving along a path using a lower order physics model as:
Work =
t
η
(mav+ crrmgv+
1
2
cairAρv3)
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Symbol Physical Interpretation
t time
η vehicle’s power-train system efficiency
m vehicle’s mass
a acceleration
v velocity
crr rolling resistance constant
g acceleration due to gravity
cair air resistance constant
A vehicle’s front surface area
ρ air density
l(n,G) Euclidean distance between n and G
Table 6.1: Physical interpretations of symbols used in vehicle energy consumption
model
The physical interpretation of the symbols used is shown in Table 6.1. Here the term
mav corresponds to the energy consumption due to acceleration, crrmgv corresponds to
the energy consumption due to rolling friction, and 12cairAρv
3 corresponds to the energy
consumption due to air resistance. Since we are only looking for an underestimation
of the actual energy consumption, and we do not consider energy regeneration, we can
assume the acceleration (a) to be 0. We can also assume the efficiency of the power-
train system (η) to be 1. Now the admissible heuristic we use in the spatial graph is
h(n) = crrmgl(n,G)+ 12cairAρv
2l(n,G). To ensure that this heuristic is admissible, we
make use of the lowest values of crr, cair, and ρ from literature. This would ensure
that the heuristic would always underestimate the cost from n to the goal(G). Also
since l(n,G) is the Euclidean distance between n and the goal, any path between n and
G would be at least this value. Hence the heuristic is admissible. In the experiments
below the values used were m = 3000kg, g = 9.8m/s2, A = 2m2, s = 20miles/hour,
ρ = 1.14kg/m3, cair = 0.4 [2], crr = 0.4 [20].
Synthetic Data Set
In the synthetic data set we consider the time cost to be the cost measure. In this case
calculating an admissible heuristic is easier. Since we know the maximum speed of a
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vehicle in the graph to be 50 miles per hour, we can make use of this to come up with
an admissible heuristic. We know that time = distance/speed. Since we only want an
underestimation of the time taken by a vehicle in the graph, we can use the Euclidean
distance between a given spatial node and the destination in the computations. Out
admissible heuristic in the spatial graph now becomes h(n) = l(n,G)/50. Since there
cannot be any path between the spatial node and the destination with a distance less
than the Euclidean distance and the vehicle cannot travel at a speed faster than 50 miles
per hour in the graph, this is an admissible heuristic in the spatial graph.
6.2 Experiment Results
Comparative Analysis:
How do the different methods compare to the baseline approach?
As we have seen, the number of FPs and UFPs depends upon the minimum number
of trajectories along a FP(β ), and also the total number of input trajectories. The
number of road segments in the lowest-cost path in the result also affects the number
of iterations each algorithm takes to find the path. Hence to compare these algorithms,
we use various values of β (20, 35, 50 for the UPS truck data, and 25, 50, 75 for the
synthetic data) and compare their performance on different result path lengths.
Figure 6.3 and Figure 6.4 shows the execution time in milliseconds of the various
algorithms. In the figure, the vertical axis depicts the execution time in milliseconds,
while the horizontal axis shows the result path length. The dotted line (blue triangles)
show the execution time for the Physics-Guided Path selection from [24], the baseline
approach, the dashed line (red squares) show the execution time of the MFPG Shortest
Path Algorithm, and the solid line (yellow circles) show the execution time for the
Informed MFPG Shortest Path Algorithm. Figure 6.3 compares the run times of the
algorithms on the UPS truck data set, for β = 20, 35, and 50 while Figure 6.4 compares
the run times of the algorithms on the synthetic data set, for β = 25, 50, and 75.
We can see that in all cases the MFPG Shortest Path Algorithm and the Informed
MFPG Shortest Path Algorithm are faster than the baseline method. The difference in
their performance is more evident as the path length increases. This is because as the
path length increases, the baseline method would require more iterations to traverse a
given path as compared to the MFPG Shortest Path Algorithm and the Informed MFPG
Shortest Path Algorithms, which would extend paths by appending paths rather than
edges. Also, we see that using the admissible heuristic, reduces the time taken by the
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Figure 6.3: Comparison of execution time of algorithms for different values β , using
10129 trajectories, using UPS truck data
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Figure 6.4: Comparison of execution time of algorithms for different values β , using
15000 trajectories, using synthetic data
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Number of Trajectories 5065 7597 10129
Number of Road Segments 864 961 1112
(a) Number of road segments with more than 20 trajectories along it, using UPS truck data
Number of Trajectories 7500 11250 15000
Number of Road Segments 3029 3388 3538
(b) Number of trajectories with more than 25 trajectories along it, using synthetic data
Table 6.2: Effect of number of input trajectories on distribution of trajectories in road
network
Number of Trajectories 5065 7597 10129
% of reachable OD pairs 13.4% 26.3% 40.1%
(a) Percentage of origin-destination pairs reachable by varying values of T , using UPS truck
data (β = 35)
Number of Trajectories 7500 11250 15000
% of reachable OD pairs 10.3% 38.3% 46.1%
(b) Percentage of origin-destination pairs reachable by varying values of T , using synthetic data
(β = 50)
Table 6.3: Percentage of origin-destination pairs that are reachable by varying values of
T
Informed MFPG Shortest Path Algorithm, as the search space is guided towards the
destination.
Sensitivity Analysis:
How are the proposed methods affected by the number of input trajectories (T )?
Increasing the number of input trajectories (T ) , increases the computational time
of the algorithms. With a larger number of trajectories, there would be more paths in
the spatial graph that have a large number of trajectories along it increasing the number
of FPs and UFPs. This increases the search space of the path selection algorithms. To
analyze the effect of T on the different algorithms, we make use of 100%, 75%, and
50% of the trajectories in the dataset. The trajectories are selected by random sampling
without replacement. Table 6.2 shows how the number of input trajectories (T ) affects
the number of road segments having a given number of trajectories moving along it.
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Figure 6.5: Effect of T on execution time, β = 35, using UPS truck data
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Figure 6.6: Effect of T on execution time, β = 50, using synthetic data
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Table 6.2a shows the number of road segments with more than 20 trajectories, for T =
5565, 7597, and 10129 using the UPS data. Similarly, Table 6.2b shows the number of
road segments with more than 25 trajectories, for T = 7500, 11250, and 15000 using
the synthetic data. In both cases we can see as T increases, there would be more road
segments having large number of trajectories along them.
Figure 6.5 and Figure 6.6 shows the effect of T on the computational time for all the
algorithms. In the figure, the vertical axis depicts the execution time in milliseconds,
while the horizontal axis shows the result path length. The first bar (blue), shows the
execution time when using 50% of the input trajectories. In case of the UPS dataset, this
is 5065 trajectories, while in case of the synthetic dataset, this is 7500 trajectories. The
second bar (red), shows the execution time when using 75% of the input trajectories. In
case of the UPS dataset, this is 7597 trajectories, while in case of the synthetic dataset,
this is 11250 trajectories. The last bar (yellow), shows the execution time when using
100% of the input trajectories. In case of the UPS dataset, this is 10129 trajectories,
while in case of the synthetic dataset, this is 1500 trajectories.
From the bar graphs, it is clear that for all algorithms increasing the number of
input trajectories (T ), increases the execution time, as with a higher number of trajec-
tories, the number of FPs and UFPs in the graph would increase, increasing the search
space of the path selection algorithm. However, since the number of FPs in the graph
decreases with decreasing T , a lot of origin-destination pairs become unreachable. Ta-
ble 6.3 shows the number of origin-destination pairs that are reachable for different
values of T , using both the UPS and synthetic data sets. In all cases we can see that
when the value of T is low, the percentage of reachable origin-destination pairs is also
lower.
How are the proposed methods affected by the minimum number of trajectories along
a FP(β ) ?
The minimum number of trajectories along a FP(β ), determines how many paths
in the spatial graph are FPs. Increasing the value of β will decrease the number of
FPs. Table 6.4 shows the number of road segments in the spatial graph with more
than β trajectories along it. Table 6.4a shows the number of road segments from the
UPS truck data that have more than 20, 35, and 50 trajectories along them. Table 6.4b
shows the number of road segments from the synthetic dataset that have more than 25,
50, and 75 trajectories along them. It is clear from the table table that as the value of
β increases, the number of road segments that have at least β trajectories along them
decrease. Hence increasing β reduces the number of FPs. Since increasing β decreases
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β 20 35 50
Number of Road Segments 1112 858 731
(a) UPS truck data using 10129 trajectories
β 25 50 75
Number of Road Segments 3538 2988 2166
(b) Synthetic data set using 15000 trajectories
Table 6.4: Number of Road segments with more than β trajectories along it
β 20 35 50
% of reachable OD pairs 58.1% 40.1% 24.6%
(a) Percentage of origin-destination pairs reachable by varying values of β , using UPS truck
data (T = 10129)
β 25 50 75
% of reachable OD pairs 60.8% 46.1% 19.3%
(b) Percentage of origin-destination pairs reachable by varying values of β , using synthetic data
(T = 15000)
Table 6.5: Percentage of origin-destination pairs that are reachable by varying values of
β
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Figure 6.7: Effect of β on execution time, T = 10129, using UPS truck data
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Figure 6.8: Effect of β on execution time, T = 15000, using synthetic data
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the number of FPs, it reduces the search space and reduces computational time.
Figure 6.7 and Figure 6.8 shows the effect of β on the algorithms. In the figure,
the vertical axis depicts the execution time in milliseconds, while the horizontal axis
shows the result path length.In Figure 6.7, the first bar (blue) shows the execution time
of the algorithms when β = 20, the second bar (red) shows the execution time of the
algorithms when β = 35, and the last bar (yellow) shows the execution time of the
algorithms when β = 50. Similarly, in Figure 6.8, the first bar (blue) shows the execution
time of the algorithms when β = 25, the second bar (red) shows the execution time of
the algorithms when β = 50, and the last bar (yellow) shows the execution time of the
algorithms when β = 75.
From the figures, it is clear that increasing the value of β decreases the execution
time of the algorithms, by reducing the number of FPs in the graph that need to be ex-
plored. In case of the MFPG Shortest Path Algorithm and the Informed MFPG Shortest
Path Algorithms, the value of β is even more significant, as the size of the MFPG is
directly related to the number of FPs. Hence choosing an appropriate value of β is
essential to make these algorithms run efficiently. In selecting the value of β , there is
a trade off between the execution time and the number of reachable origin-destination
pairs. Since the number of FPs in the graph decreases with increasing β , a lot of origin-
destination pairs become unreachable. Table 6.5 shows the number of origin-destination
pairs that are reachable for different values of β , using both the UPS and synthetic data
sets. We can see that when the value of β is low, the percentage of reachable origin-
destination pairs is also higher and decreases as the value of β increases.
How are the proposed methods affected by the length of the result path ?
The length of the result path determines the number of iteration the path selection
algorithm needs to go through to find a path. In most cases, with an increasing in the
length of the result path, the execution time should increase.
In Figure 6.3 and Figure 6.4 we can see how the algorithms perform based on vary-
ing result path lengths. In the figures, the horizontal axis shows the length of the result
paths, and the vertical axis shows the execution time in milliseconds.
Since we are using trajectory data, the trajectories might not be evenly distributed
throughout the spatial graph. This leads to some longer paths having smaller execution
times, as seen in the Figure 6.3b, between road segment length 81-100. This is due
to some longer paths going along areas that have fewer FPs. This leads to a smaller
number of nodes being expanded along these paths.
Figure 6.9 shows two such paths from the UPS truck data. The lines in blue indicate
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(a) Path with length 88 road segments (b) Path with length 16 road segments
Figure 6.9: Paths in UPS truck data with abnormal computational time
the road segments that have at least 35 trajectories along them. These would be the
paths that are FPs. The red lines indicate the path found for given origin-destination
pairs.
As seen in the Figure, a lot of the FPs are concentrated in a few regions in the road
network. Figure 6.9a shows a path between a origin destination pair of path length 88.
This path does not pass through a region of high FPs, hence it expands a relatively fewer
number of nodes. The execution time for this path was only 45ms, and it expanded a
total of 123 nodes. Figure 6.9b however shows a path between a origin destination
pair that passes through a region of dense FPs. Although this has a path length of just
16, because it passes through so many FPs, it expands a large number of nodes. The
execution time for this path is 246ms, and it expanded a total of 527 nodes.
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Chapter 7
Conclusion and Future Work
With the increase in the volume and variety of trajectory data, we need newer routing
algorithms that can leverage this rich data to answer interesting questions. The differ-
ences in the variety of of data means that rather than having one algorithm to answer all
queries, we would need to have multiple specialized algorithms that can work together
to answer all these queries. In this thesis we explored Trajectory based Routing using
Frequented Paths. We proposed a new representation, “Maximal Frequented Path Graph
(MFPG)” that combines the spatial graph and trajectory data into a single representa-
tion. We used introduced the MFPG Shortest Path Algorithm that can make use of the
MFPG to find the lowest cost path between a origin-destination pair. To further speed
up the algorithm, we make use of an admissible heuristic in the MFPG, that allows us
to use A* like algorithms in the new representation. The Informed MFPG Shortest Path
Algorithm makes use of this heuristic to further improve the computational efficiency
of the method. We proved that this approach is both correct and complete. Extensive
experiments were conducted using both real-world trajectory data as well as synthet-
ically generated data to test the performance of the algorithms. We also show both
experimentally and theoretically that this approach is computationally faster than the
baseline approach used in [24].
7.1 Future Work
One of the main assumptions of our algorithm is that the path costs are always non-
negative. We make use of this assumption to help in the termination of the MFPG
Shortest Path algorithm, so that when all candidate paths have a cost greater than the
cost of the lowest-cost path found, we can terminate. Negative costs are not uncommon
in road networks. For example, if the cost to be minimized is energy consumption of
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electric vehicles, then due to regenerative braking, there can be cases in which paths
would have a negative energy consumption (the vehicle gains energy as it travels along
a path). We would need to modify our algorithm to be able to handle this case as well.
Trajectory data is ever increasing, and in a given spatial graph, the number of trajec-
tories would increase on a daily basis. In the current implementation of the algorithm,
the entire MFPG would have to be constructed from scratch each time new trajectory
data is received. Using an incremental approach, the MFPG could be modelled such
that only the few edges and nodes that have updated need to be changed, rather than
reconstructing the entire graph each time.
In the current implementation, the MFPG is created dynamically as the path selec-
tion algorithm runs. We could also explore the benefits of precomputing the graph to
reduce computation time.
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