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EXTREME VALUE STATISTICS FOR THE ROOTS OF A COMPLEX
KAC POLYNOMIAL
YACINE BARHOUMI-ANDRÉANI
Abstract. We investigate the fluctuations and large deviations of the root of largest
modulus in a model of random polynomial with independent complex Gaussian coeffi-
cients (Kac polynomials). The fluctuations were recently computed by R. Butez (arxiv
1704.02761) and involve a Fredholm determinant. The precise large deviations involve a
function defined by a series of mutiple integrals similar to such an expansion and exhibit
a link with moments of characteristic polynomials of truncated Haar-distributed random
unitary matrices.
1. Introduction
Consider the following random polynomial
P (z) :=
n∑
k=0
Gkz
k = Gn
n∏
k=1
(z − Zk,n) (1)
where (Gk)06k6n is a sequence of i.i.d. Gaussian random variables. These polynomials are
commonly called Kac polynomials since their seminal study by Kac ([18] ; see also [9, ch.
1.1] for historical remarks). The study of their roots has given rise to numerous interesting
questions, concerning for instance the number of roots in a given set (in the case where the
Gk’s are real, a classical question concerns the number of real roots of such a polynomial,
see [10]) or more generally the linear statistics of the roots, i.e. random variables of the
form 1
n
∑n
k=1 f(Zk,n) for a given function f (see the introduction of [7] and cited references
for a review of recent results).
In the case of complex Kac polynomials, a lot is known about the repartition of the roots,
in particular, one knows that the roots cluster uniformly around the unit circle (see e.g.
[16, 17]). Nevertheless, this does not preclude some particular roots to escape arbitrarily far
away from this area and a natural question is thus to investigate if the maximum modulus
of the roots is concentrated around 1. Such a behaviour was recently investigated by R.
Butez ([7]) who addresses the question of fluctuations of the extreme value statistics of the
roots and answers it in the following theorem :
Theorem 1.1 (Butez). Order the sequence of roots (Zk,n)16k6n according to their modulus,
so that |Z1,n| < · · · < |Zn,n| a. s. Then, (Z1,n)n converges in distribution to a random
variable Z∗ a. s. inside the unit disk and (Zn,n)n converges in law to 1/Z∗. Moroever, the
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point process {Zk,n, |Zk,n| < 1} converges in distribution in the space of Radon measures1
to the roots of the Gaussian analytic function
(∑
n>0Gnz
n
)
|z|<1 whose law is given by a
determinantal point process with Bergman kernel (the zeroes of such an analytic function
are countable with no accumulation points a. s.).
The determinantal character of the roots of such a random analytic function is a direct
consequence of a theorem of Peres and Viràg (see [23]), a corollary of which is the explicit
computation of the law of max16k6n |Zn,k| when n→∞ :
Theorem 1.2 (Peres-Viràg). Let (Uk)k>1 be a sequence of i.i.d. random variables uni-
formly distributed on the interval [0, 1]. Then, one has the following equality in distribution
1
Z∗
L
= max
k>1
U
−1/2k
k
As one can see, the root of maximum modulus does not converge to 1. One can check
moreover that
P
(
max
k>1
U
−1/2k
k 6 y
)
=
∏
k>1
(
1− y−2k)1{y>1}
namely, its law is supported on (1,+∞). This fact raises the natural question of the large
deviations of max16k6n |Zn,k| inside the unit circle. This is the main theorem of the paper.
Theorem 1.3 (Precise left large deviations). Let y ∈ (0, 1). Then
P
(
max
16k6n
|Zn,k| 6 y
)
=
yn(n+1)
nn+1
(
F(y) +Oy
(
1
n
))
with
F(y) :=
∑
k>0
(−1) k(k+1)2
k! (k + 1)!
∫
Uk
k∏
i,j=1
1
1− y2uiuj
k∏
`=1
du`
2ipiu`
The plan of this article is the following : we start by recalling some classical facts about
Kac polynomials, and we give an alternative proof to Butez’ theorem 1.1, we then treat
in an elementary way the left large deviations (in the logarithmic setting, thus) and we
finally prove theorem 1.3. The proof involves the characteristic polynomial of a model of
truncated random unitary matrices distributed according to the Haar measure (the so-
called Circular Unitary Ensemble). We conclude with questions of interest, perspectives
and future work on the topic.
Notations and properties
We gather here some notations used throughout the paper. The unit circle will be
denoted by U, the unit disk by D and the disk of radius y by D(y), i.e.
D(y) := {z ∈ C : |z| 6 y}
1We associate a point process (Xk)k to a point measure
∑
k δXk , see [7].
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When integrating on U or any curve in the complex plane, we set
d∗u :=
du
2ipi
The Stirling formula is
log(n!) = n log(n)− n+ 1
2
log(2pin) +O
(
1
n
)
⇐⇒ n! = eO(1/n)
(n
e
)n√
2pin (2)
We define the Vandermonde determinant, for a := (a1, . . . , an), by
∆(a) :=
∏
16i<j6n
(ai − aj)
In particular, for uj ∈ U, one has
∆(u) =
∏
16i<j6k
(uj − ui) =
∏
16i<j6k
uiuj(u
−1
i − u−1j ) = ∆(u)
∏
16i<j6k
(−uiuj)
= (−1)k(k+1)/2
∏
16j6k
uk−1j ∆(u) (3)
For k > 0, we define the k-th elementary symmetric polynomial by e0(a) := 1 and
ek(a) :=
∑
16i1<i2<···<ik6n
ai1ai2 · · · aik
We recall that for all t ∈ C, we have the following equality (see e.g. [21])
n∑
k=0
ek(z)t
k =
n∏
k=1
(1 + tzk) (4)
The Cauchy determinant is given by
det
(
1
ai + bj
)
16i,j6k
=
∆(a)∆(b)∏
16i,j6k(ai + bj)
(5)
Last, for a matrix A, we will write A[i, j] for its (i, j)-coefficient.
2. Fluctuations
2.1. Reminders on random Gaussian polynomials. From now on, we denote by (Zk)k
in place of (Zk,n)k the roots of the complex Kac polynomial (1).
The correlation functions or joint intensities of the roots (Zk)16k6n in (1) are defined by
ρ
(n)
k (z1, . . . , zk) := E
 ∑
i1 6=···6=ik∈J1,nK
k∏
`=1
δ0(Zi` − z`)

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Let fZ(x) denote the Lebesgue-density of the random variable Z. Using the Hammersley
formula (see e.g. [3, (3.3.1) p. 39]) that writes, for any random polynomial P
ρP,k(z1, . . . , zk) = E
(
k∏
`=1
|P ′(z`)|2 δ0(P (z`))
)
= f(P (z1),...,P (zk))(0, . . . , 0) E
(
k∏
`=1
|P ′(z`)|2
∣∣∣∣P (z1) = · · · = P (zk) = 0
)
one gets the formula (see [3, (3.4.2) p. 40] and references cited)
ρ
(n)
k (z1, . . . , zk) =
per(Ck,n(z)−Bk,n(z)Ak,n(z)−1Bk,n(z)∗)
det(piAk,n(z))
(6)
where Ak,n(z), Bk,n(z) and Ck,n(z) are the k × k matrices of general term given by
Ak,n(z)[i, j] := E
(
P (zi)P (zj)
)
=
1− xn
1− x
∣∣∣∣
x=zizj
=: hn(zizj)
Bk,n(z)[i, j] := E
(
P (zi)P ′(zj)
)
=
d
dx
1− xn
1− x
∣∣∣∣
x=zizj
× zi =: zign(zizj)
Ck,n(z)[i, j] := E
(
P ′(zi)P ′(zj)
)
=
(
d
dx
)2
1− xn
1− x
∣∣∣∣
x=zizj
× zizj =: zizjfn(zizj)
(7)
Let (Xk)k>1 be a sequence of random variables with values in R and with correlation
functions (ρX,k)k. Then, if for a set A ⊂ R one has∑
k>0
1
k!
∫
Ak
|ρX,k(x1 . . . , xk)| dx1 . . . dxk <∞
then, using an inclusion-exclusion formula (see e.g. [4]), one gets
P(∀ k > 1, Xk /∈ A) =
∑
k>0
(−1)k
k!
∫
Ak
ρX,k(x1 . . . , xk)dx1 . . . dxk (8)
We will use this formula to compute the limiting distribution of the maximum modulus
of (1).
2.2. The limiting distribution of the maximum modulus. We define the maximum
modulus of the roots by
ρn := max
16k6n
|Zk| (9)
The following gap probability for y > 1
P(ρn 6 y) = P(∀ k ∈ J1, nK, |Zk| 6 y)
is known to converge to (see [7])
P
(∀ k > 1, |Yk| > y−1) = det(I − B)L2(D(y−1))
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where B is the operator of kernel B(z, z′) := (1 − zz′)−2 (Bergman kernel) acting on
L2(D, dz/pi) and where the process (Yk)k>1 is determinantal of kernel B.
This is a consequence of the convergence of the polynomial (Pn(z))z∈D(r) to the Gaussian
Analytic Function (P∞(z))z∈D(r) := (
∑
k>0Gkz
k)z∈D(r) for all r < 1 and the measurability
of the map P 7→ maxP (x)=0 |x| (see [7]). We moreover have for all y ∈ R+
P(ρn 6 y) −−−−→
n→+∞
P
 1
mink>1
{
U
1/2k
k
} 6 y
 = ∏
k>1
(
1− y−2k)1{y>1} (10)
where (Uk)k>1 is a sequence of i.i.d. uniform random variables on [0, 1].
We now prove this result in a more analytic way.
Lemma 2.1. The correlation functions ρ(n)k of the roots of the Gaussian polynomial (1)
converge for all k, when n→∞, uniformly on D(y)k for all y < 1.
Proof. Using the formula (6), one sees that it is enough to prove the convergence of the
covariances given in (7) in the underlying domain, namely, to prove that fn, hn and gn
defined in (7) converge inside the unit disc. One has, uniformly in z ∈ D(y) with y < 1
hn(z) :=
1− zn
1− z −−−−→n→+∞
1
1− z =: h∞(z)
Moreover,
gn(z) = h
′
n(z) =
1 + (n− 1)zn − nzn−1
(1− z)2 −−−−→n→+∞
1
(1− z)2 =: g∞(z)
and
fn(z) = h
′′
n(z) =
2− (n− 1)(n− 2)zn + 2n(n− 2)zn−1 − n(n− 1)zn−2
(1− z)3
−−−−→
n→+∞
2
(1− z)3 =: f∞(z)
As a result, one has the convergence, uniformly in D(y)k
ρ
(n)
k (z1, . . . , zk) −−−−→
n→+∞
ρ
(∞)
k (z1, . . . , zk)
with
ρ
(∞)
k :=
per(Ck,∞ −Bk,∞A−1k,∞B∗k,∞)
det(piAk,∞)
(11)

Corollary 2.2. The following convergence is satisfied for all y > 0
P(ρn 6 y) −−−−→
n→+∞
∏
k>1
(
1− y−2k)1{y>1} (12)
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Proof. The convergence of the extreme values of the roots of (1) is then a consequence of
the following result from [23] : the limiting correlation functions (11) take the form
ρ
(∞)
k (z1, . . . , zk) = det(g∞(zizj))16i,j6k
This theorem uses the invariance of the limiting analytic function (
∑
k>0Gkz
k)z∈D by
the group of homographies of D and the Borchardt’s identity (see [3, 5.1.12]).
Writing {maxk |Zk| < y} = {mink |Zk|−1 > y−1} and (Zk)k L= (Z−1k )k due to the self-
reciprocity of the polynomial, i.e. (znP (z−1))|z|<1
L
= (P (z))|z|>1, one has, for all y > 1
P(ρn 6 y) =
n∑
k=0
1
k!
∫
D(y−1)k
ρ
(n)
k (z1 . . . , zk)dz1 . . . dzk
−−−−→
n→+∞
∑
k>0
1
k!
∫
D(y−1)k
ρ
(∞)
k (z1 . . . , zk)dz1 . . . dzk = det(I − B)L2(D(y−1))
As a corollary, the set of modulus of the roots converge in distribution of an i.i.d. se-
quence (U1/2kk )k>1 where (Uk)k is a sequence of i.i.d. random variables uniformly ditributed
on [0, 1] (see [3, th. 4.7.1 & cor. 5.1.7]).
In the case of the maximum modulus of the roots, one can give a more analytical proof
of this last result by finding the eigenvectors of the Bergman kernel acting on L2(D(t), dz)
with t < 1. Indeed, setting {λk(t)}k>1 for the set of eigenvalues of the compact operator
B acting on L2(D(t)). The Bergman kernel is a trace-class operator on L2(D(t)) since
trL2(D(t))(|B|) =
∫
D(t) |1− zz|−2 dwpit2 <∞. Thus, one has (see e.g. [12])
det(I − B)L2(D(t)) =
∏
k>1
(1− λk(t))
Consider the functions fk,t ≡ fk : z ∈ D(t) 7→ zk for t < 1. Then,
Bfk,t(z) =
∫
D(t)
(1− zw)−2wk dw
pit2
=
∑
`>0
`z`−1
∫
D(t)
w`−1wk
dw
pit2
=
∑
`>0
`z`−12pi1{k=`−1}
∫ t
0
r`−1rk
rdr
pit2
= (k + 1)zk2pi
∫ t
0
r2k
rdr
pit2
= (k + 1)zk2pi
t2k+2
2k + 2
1
pit2
= t2kzk = t2kfk,t(z)
hence the result. 
Remark 2.3. As the correlation functions determine the process, this proof applies to other
models of random Gaussian polynomials if one can prove the convergence of the covariances.
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In general, using the inclusion-exclusion (8) for A = (−∞, y), one gets
P
(
max
k>1
Xk 6 y
)
=
∑
k>0
(−1)k
k!
∫
[y,+∞[k
ρX,k(x1 . . . , xk)dx1 . . . dxk
2.3. A remark on the Tracy-Widom distribution. The Tracy-Widom distribution
(see [26]) writes as a Fredholm determinant in the same vein as the previous probability
and satisfies moreover
FTW2(y) = exp
(
−
∫ +∞
y
HTW2(t)dt
)
where HTW2(t) writes as
HTW2(t) :=
∫ +∞
t
q(s)2ds =
∫
R
q(s)21{s−t>0}ds = q2 ∗ 1R+(t)
with q the Hastings-McLeod solution of the Painlevé II equation q′′(s) = sq(s) + q(s)2
satisfying q(x) ∼ Ai(x) when x → +∞, Ai being the Airy function (see [15]) and ∗
designates the additive convolution f ∗ g(x) := ∫R f(t)g(x− t)dt.
We are interested in the equivalent form for the probability density (12). For this, we
write for y > 1
− logP(ρ∞ 6 y) = −
∑
k>1
log
(
1− y−2k) = ∑
k>1
∫ +∞
y
2ks−2k−1
1− s−2k ds
= 2
∫ +∞
y
∑
k>1
∑
`>0
ks−2k−1−2k`ds
= 2
∫ +∞
y
∑
k>1
∑
m>1
ks−2km
ds
s
= 2
∫ +∞
y
∑
d>1
(∑
k,m>1
k1{km=d}
)
s−2d
ds
s
Define the sum of divisors of d ∈ N∗ by
σ(d) :=
∑
k,m>1
k1{km=d} =
∑
k|d
k
Then, setting S(s) := 2
∑
d>1 σ(d)s
−2d, one gets
− logP(ρ∞ 6 y) = 2
∫ +∞
y
∑
d>1
σ(d)s−2d
ds
s
=
∫ +∞
y
S(s)
ds
s
Note that one can write
P(ρ∞ 6 y) = exp
(∫ +∞
1
S(yt)
dt
t
)
= exp
(∫ 1
0
S(yt−1)
dt
t
)
= exp
(
S ? 1[0,1](y)
)
where ? designates the multiplicative convolution defined by f ? g(x) :=
∫
R+ f(t)g(xt
−1)dt
t
.
We see that S is the analogue of −q2 ∗ 1R+ . This motivates the following question :
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Question 2.4. Can one find the same decomposition with the Tracy-Widom distribution,
namely, can one find the eigenvalues of the Airy operator which is the analogue of the
Bergman operator in the previous setting ?
3. Large deviations and precise large deviations
3.1. The density of the zeroes. The distribution of the roots vector (Zk)16k6n of the
polynomial (1) is given by (see e.g. [3, 5, 11, 13, 20])
P(Z1 ∈ dz1, . . . , Zn ∈ dzn) = n!
pin
|∆(z)|2[∑n
k=0 |ek(z)|2
]n+1dz (13)
where we have set z := (z1, . . . , zn) and dz :=
∏n
k=1 dRe(zk) dIm(zk).
The formula (13) is obtained using the transformation (X0, X1, . . . , Xn) 7→ (Xn, Z1, . . . , Zn)
given by the well-known formula valid for all k ∈ J1, nK
Xn−k = (−1)kXn ek(Z1, . . . , Zn)
The Jacobian of this transformation is given by the Vandermonde determinant (see e.g.
[3]). One then integrates on Xn to get (13), namely
P(Z1 ∈ dz1, . . . , Zn ∈ dzn) = |∆(z)|2
∫
C
f(X0,...,Xn)
(
(−1)nyen(z), . . . , ye0(z)
) |y|2n dy dz
= |∆(z)|2
∫
C
exp
(
−
n∑
k=0
∣∣(−1)ky ek(z)∣∣2) |y|2n dy
pi
dz
pin
= |∆(z)|2
∫
C
exp
(
− |y|2
n∑
k=0
|ek(z)|2
)
|y|2n dy
pi
dz
pin
=
|∆(z)|2
(
∑n
k=0 |ek(z)|2)n+1
∫
C
exp
(− |t|2) |t|2n dt
pi
dz
pin
=
|∆(z)|2
(
∑n
k=0 |ek(z)|2)n+1
n!
pin
dz
Denote by fn the Lebesgue-density of (Z1, . . . , Zn) :
fn(z) =
n!
pin
|∆(z)|2[∑n
k=0 |ek(z)|2
]n+1 (14)
Using the Plancherel-Parseval formula for a polynomial, i.e.
∑
k |ak|2 =
∫ 1
0
∣∣∑
k ake
2ipikθ
∣∣2 dθ,
and (4) we get
E(z) :=
n∑
k=0
|ek(z)|2 =
∫ 1
0
∣∣∣∣∣1 +
n∑
k=1
(−1)kek(z)e2ipikθ
∣∣∣∣∣
2
dθ =
∫ 1
0
n∏
k=1
∣∣e2ipiθ − zk∣∣2 dθ
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This transforms (14) into
fn(z) =
n!
pin
|∆(z)|2[∫ 1
0
∏n
k=1 |e2ipiθ − zk|2 dθ
]n+1 (15)
Remark 3.1. This form was used in [27] to prove a large deviations result for the empirical
measure of the roots.
We are now interested in the tail of this last probability. Using (13) and (15), we have
P(ρn 6 y) = P(∀ k ∈ J1, nK, |Zk| 6 y) = ∫
D(y)n
fn(z)dz =
∫
Dn
fn(yz)y
2ndz
Using the scaling property of the Vandermonde determinant
∆(λz1, . . . , λzn) = λ
n(n−1)
2 ∆(z1, . . . , zn)
one gets
P(ρn 6 y) =
∫
Dn
fn(yz)y
2ndz
= y2n
n!
pin
∫
Dn
|∆(yz)|2[∫ 1
0
∏n
k=1 |e2ipiθ − yzk|2 dθ
]n+1dz
= yn(n+1)n!
∫
Dn
|∆(z)|2
y2n(n+1)
[∫ 1
0
∏n
k=1 |e2ipiθy−1 − zk|2 dθ
]n+1 dzpin
= n!
∫
Dn
|∆(z)|2[
yn
∫ 1
0
∏n
k=1 |e2ipiθy−1 − zk|2 dθ
]n+1 dzpin
A classical computation shows that∫
Dn
|∆(z)|2 dz = pin
One can thus define the probability measure
Pn(dz) := 1{z∈Dn} |∆(z)|2 dz
pin
(16)
There is a matrix model underlying such a probability measure given by a n-block
truncation of a CUE(n+1) random matrix, i.e. a random Haar-distributed unitary matrix
of size (n+ 1)× (n+ 1) (see [24, eq. (16)]).
Using the formula valid for all x > 0 and n ∈ N∗
n!
xn
=
∫ +∞
0
e−txtndt
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we can write this last probability as
P(ρn 6 y) =
∫
R+
En
(
e−ty
n
∫ 1
0 |Zn(e2ipiθy−1)|2dθ
)
tndt
where Zn(x) is the characteristic polynomial of the random matrix Mn from the truncated
CUE given by
Zn(x) := det(xI −Mn)
3.2. Large deviations. In the limiting fluctuations of the largest modulus, the support
of the limiting law given in (12) is defined on [1,+∞). We are interested in the the large
deviations of ρn inside the disk.
Theorem 3.2 (Left large deviations). Let y ∈ (0, 1). Then, (ρn)n satisfies a (left) large
deviation principle at speed n2 with rate function y 7→ log(y−1), namely, for all y ∈ (0, 1)
1
n2
logP(ρn6 y) −−−−→
n→+∞
− log(y−1)
More precisely, one has, with a O independent of y
1
n2
logP(ρn6 y) = − log(y−1) +O
(
log n
n
)
Proof. We have
P(ρn 6 y) = yn(n+1)En
 n![
y2n
∫ 1
0
|Zn(e2ipiθy−1)|2 dθ
]n+1

Define
ξn(y) :=
∫ 1
0
∣∣Zn(e−2ipiθy−1)∣∣2 dθ
ηn(y) := y
2nξn(y) =
∫ 1
0
∣∣det(In − ye2ipiθMn)∣∣2 dθ
We have
ηn(y) =
∫ 1
0
∣∣det(In − ye2ipiθMn)∣∣2 dθ = n∑
k=0
y2k |ek(Λ)|2 > 1
where Λ are the eigenvalues ofMn. This last inequality comes from the fact that e0(Λ) = 1.
In particular, we have
En
 n![
y2n
∫ 1
0
|Zn(e2ipiθy−1)|2 dθ
]n+1
 6 n!
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namely
P(ρn 6 y) = yn(n+1)O(n!)
Taking the logarithm and dividing by n2, we get
1
n2
logP(ρn 6 y) =
n(n+ 1)
n2
log(y) +
log(n!)
n2
+O
(
1
n2
)
= − log(y−1) + log(n/e)
n
+
log(y)
n
+O
(
log(n)
n2
)
= − log(y−1) +O
(
log(n)
n
)
where we have used the Stirling formula (2). 
3.3. Precise large deviations. We now prove theorem 1.3.
Proof. Let A > 0 be a constant to be choosen later. Write
P(ρn 6 y) =
(∫ A
0
+
∫ +∞
A
En
(
e−ty
n
∫ 1
0 |Zn(e2ipiθy−1)|2dθ
)
tndt
)
Define
Fn(y, A) :=
∫ A
0
En
(
e−ty
n
∫ 1
0 |Zn(e2ipiθy−1)|2dθ
)
tndt
Expanding the Laplace transform of the random variable
ξn(y) :=
∫ 1
0
∣∣Zn(e−2ipiθy−1)∣∣2 dθ
and applying the Fubini theorem, one gets
Fn(y, A) =
∑
k>0
(−1)k
k!
∫ A
0
tn+kdt ykn En
((∫ 1
0
∣∣Zn(e2ipiθy−1)∣∣2 dθ)k)
=
∑
k>0
(−1)k
k!
An+k+1
n+ k + 1
ykn En
((∫ 1
0
∣∣Zn(e2ipiθy−1)∣∣2 dθ)k)
This last moment expansion is valid if the law of ξn(y) is defined by its moments. We
now prove this fact. Using the Fubini theorem, we have
E
(
ξn(y)
k
)
= En
((∫ 1
0
∣∣Zn(e2ipiθy−1)∣∣2 dθ)k)
=
∫
[0,1]k
En
(
k∏
`=1
∣∣Zn(e2ipiθ`y−1)∣∣2) dθ
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An explicit formula is available to compute the integer moments of the characteristic
polynomial (see e.g. [1, eq. (2.11)] ; for the reader’s convenience, this result is reminded
in section 5), namely
En
(
k∏
`=1
|Zn(u`)|2
)
=
det(gn+k(uivj))16i,j6k
|∆(u)|2 ×
n!
(n+ k)!
(17)
where gn is the function defined by
gn(x) =
n∑
k=0
kxk−1 =
d
dx
1− xn
1− x =
1 + nxn−1(x− 1− x/n)
(1− x)2 (18)
We thus have
E
(
ξn(y)
k
)
=
n+ k + 1
(k + 1)!
∫
[0,1]k
det
(
gn+k(e
2ipi(θm−θj)y−2)
)
16m,j6k
|∆(e2ipiθ1y−1, . . . , e2ipiθky−1)|2 dθ
=
n+ k + 1
(k + 1)!
yk(k−1)
∫
[0,1]k
det
(
gn+k(e
2ipi(θm−θj)y−2)
)
16m,j6k
|∆(e2ipiθ1 , . . . , e2ipiθk)|2 dθ
hence
Fn(y, A) = A
n+1
∑
k>0
(−1)k
k! (k + 1)!
(Ayn+k−1)k
∫
[0,1]k
det
(
gn+k(e
2ipi(θm−θj)y−2)
)
16m,j6k
|∆(e2ipiθ1 , . . . , e2ipiθk)|2 dθ
Main contribution : Using (18), i.e. gn(x) = 1+nx
n−nxn−1−xn
(1−x)2 =
1−xn
(1−x)2 − nx
n−1
1−x , we have,
when N = n+ k →∞, and z ∈ U
gN
(
y−2z
)
=
1− tN
(1− t)2
∣∣∣
t=y−2z
− Nt
N−1
1− t
∣∣∣
t=y−2z
= −Nz
N−1y−2(N−1)
1− y−2z +O
(
y−2N
(1− y−2z)2
)
= −Nz
N−1y−2(N−1)
1− y−2z
(
1 +O
(
1
N(1− y−2z)
))
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Note that the implied constant in the O is independent of z and y. We then get
det
(
gN(y
−2uiuj)
)
16i,j6k =
∑
σ∈Sk
ε(σ)
k∏
i=1
gN(y
−2uiuσ(j))
=
∑
σ∈Sk
ε(σ)Nky−2(N−1)k
(
k∏
i=1
−1
1− y−2uiuσ(j)
)
×
(
1 +O
(
1
N
k∑
i=1
1
1− y−2uiuσ(i)
))
= (−N)ky−2(N−1)k det
(
1
1− y−2uiuj
)
16i,j6k
×(
1 +O
(
1
N
k∑
i,j=1
1
1− y−2uiuj
))
Using the Cauchy determinant (5) and the relation (3), we get for uj ∈ U
det
(
1
1− y−2uiuj
)
16i,j6k
= det
(
1
(y−2uj)(y2uj − ui)
)
16i,j6k
= y2k
k∏
j=1
uj
∆(y2u)∆(−u)∏
16i,j6k(y
2ui − uj)
= (−1)k(k+1)/2y2k+k(k+1)
k∏
j=1
ukj
∆(u)∆(u)∏
16i,j6k(y
2uiu
−1
j − 1)uj
= (−1)k(k+1)/2yk(k+3)
∏k
j=1 u
k
j∏
16i,j6k(−uj)
∆(u)∆(u)∏
16i,j6k(1− y2uiu−1j )
= (−1)k(3k+1)/2 yk(k+3) ∆(u)∆(u)∏
16i,j6k(1− y2uiuj)
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It is moreover clear that the function u 7→∏16i,j6k(1− y2uiuj)−1 is integrable on Uk as
y < 1. We thus get
Fn(y, A) = A
n+1
∑
k>0
(−1)k
k! (k + 1)!
(Ayn+k−1)k×
(−1) k(3k+1)2 (−(n+ k)y−2(n−1)−2k+k+3)k
[∫
Uk
∏
16i,j6k
1
1− y2uiuj
k∏
`=1
d∗u`
u`
+O
(
y2
n
∫
Uk
∏
16i,j6k
1
1− y2uiuj
∑
i,j
1
1− y2uiu−1j
)
k∏
`=1
d∗u`
u`
]
= An+1
[∑
k>0
(−1) k(7k+1)2
k! (k + 1)!
(Ay−n(n+ k))k
∫
Uk
∏
16i,j6k
1
1− y2uiuj
k∏
`=1
d∗u`
u`
+O
(
f(y)
n
)]
One can check that a possible choice for f(y) is given by ey/(1−y2). For the choice
A :=
yn
n
and using (−1) k(7k+1)2 = (−1) k(k+1)2 , we obtain
Fn
(
y,
yn
n
)
=
(
yn
n
)n+1[∑
k>0
(−1) k(k+1)2
k! (k + 1)!
(
n+ k
n
)k ∫
Uk
k∏
i,j=1
1
1− y2uiuj
k∏
`=1
d∗u`
u`
+O
(
f(y)
n2
)]
=
yn(n+1)
nn+1
[∑
k>0
(−1) k(k+1)2
k! (k + 1)!
∫
Uk
k∏
i,j=1
1
1− y2uiuj
k∏
`=1
d∗u`
u`
+O
(
F (y)
n
)]
where F (y) is a function that can be made explicit.
Remainder : Define
εn(y) :=
nn+1
yn(n+1)
∫ +∞
yn/n
En
(
e−ty
n
∫ 1
0 |Zn(e2ipiθy−1)|2dθ
)
tndt
so that
P(ρn 6 y) =
yn(n+1)
nn+1
[
F(y) +O
(
F (y)
n
)
+ εn(y)
]
Let γn+1 be a random variable defined by P
(
γn+1 > x
)
:=
∫ +∞
x
e−ttn dt
n!
(i.e. Gamma-
distributed). Let us suppose that γn+1 is independent of (Xk)16k6n, the determinantal
point process of kernel (z1, z2) 7→ gn(z1z2) on the unit disk (namely the eigenvalues of the
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truncated CUE(n+ 1) random matrix whose (16) is the law). Then, we have
εn(y) =
∫ +∞
1
En
(
e−
s
n
y2n
∫ 1
0 |Zn(e2ipiθy−1)|2dθ
)
snds
= E
 n!(
y2n
n
∫ 1
0
|Zn(e2ipiθy−1)|2 dθ
)n+11{γn+1> y2nn ∫ 10 |Zn(e2ipiθy−1)|2dθ}

6 E
 n!nn+1(
y2n
∫ 1
0
|Zn(e2ipiθy−1)|2 dθ
)n+1

We have moreover
y2n
∫ 1
0
∣∣Zn(e2ipiθy−1)∣∣2 dθ = ∫ 1
0
n∏
k=1
∣∣1− e2ipiθyXk∣∣2 dθ = n∑
k=0
y2k |ek(X1, . . . , Xn)|2
and, using (12) for t = y−1, with G(t) :=
∏
k>1(1− t2k), one gets for all t ∈ (0, 1)
E
(
1(∑n
k=0 t
4n−2k |ek(X1, . . . , Xn)|2
)n+1
)
∼
n→+∞
tn(n+1)
G(t)
n!
In particular, using the fact that for all t ∈ (0, 1) and for all k ∈ J0, nK, t2k−2n > t4n−2k,
one gets
εn(y) 6 E
 n!nn+1(
y2n
∫ 1
0
|Zn(e2ipiθy−1)|2 dθ
)n+1
 = E( n!nn+1(∑n
k=0 y
2k−2n |ek(X1, . . . , Xn)|2
)n+1
)
6 E
(
n!nn+1(∑n
k=0 y
4n−2k |ek(X1, . . . , Xn)|2
)n+1
)
∼
n→+∞
yn(n+1)nn+1G(y) −−−−→
n→+∞
0
hence the result. 
Remark 3.3. It is clear that F(y) ∈ R since it writes as
F(y) :=
∑
k>0
(−1) k(k+1)2 (1− y2)−k
k! (k + 1)!
∫
[0,1]k
∏
16m<j6k
1∣∣1− y2e2ipi(θm−θj)∣∣2
k∏
`=1
dθ`
Remark 3.4. The function F is similar to a Fredholm expansion since it involves a series
with integrals, but one can ask about a more “classical” expression, for instance, a series
expansion of the form F(y) = ∑k>0 akyk. Such an expression is possible if one writes the
expansion of the Cauchy product in terms of Schur functions or power functions (see [21,
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ch. 1.3]), i.e.
k∏
i,j=1
1
1− y2uiuj =
∑
n>0
y2nhn[uu]
with (the notations are the ones in [14, ch. 2])
hn[uu] :=
∑
λ`n
|sλ(u)|2 =
∑
λ`n
|pλ(u)|2
zλ
Integrating these expressions and applying the Fubini theorem for double sums (wich is
convergent due to the presence of the term 1
k!(k+1)!
and the fact that the number of terms
in hn[uu] is equal to p(n), the number of partitions of an integer n, and the fact that
p(n) = O(eC
√
n) for C = pi
√
2/3 in virtue of a celebrated result of Hardy and Ramanujan),
one gets the result. Nevertheless, the integrals
∫
Uk |sλ(u)|2 d
∗u
u
or
∫
Uk |pλ(u)|2 d
∗u
u
do not
have a simple expression other than a combinatorial sum involving semi-standard tableaux
or equivalent quantities. We leave to the interested reader the exercise to express such
quantities.
4. Conclusion and perspectives
In view of the previous results, a natural continuation of the problem is the following
one : compute the (precise) transition deviations around y = 1, in particular, one can
conjecture that there exists a function ψ such that for all x > 0
1
n
logP
(
ρn 6 e−x/n
) −−−−→
n→+∞
−ψ(x)
and more generally that there exists a function G such that
P
(
ρn 6 e−x/n
) ∼
n→+∞
e−nψ(x)+o(n)G(x)
Note that one can replace the term e−x/n by 1− x
n
. The problem of the precise transition
deviations is then reminiscent of another problem of random polynomials, the computation
of the persistence exponent ; in the case of the real Kac polynomial, when maxk |Zk| is
replaced by the maximum absolute value of the real roots, see e.g. [2, 6, 9, 22] and
references cited. The proof of theorem 1.3 can be adapted to this setting, but the rescaling
of the integrals involve the moments of the characteristic polynomial of a random truncated
CUE(n) matrix in themicroscopic scaling (see [8, 19] for the case of the CUE) and requires
additional care to extract its asymptotic behaviour. We plan to address this question in a
subsequent publication.
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5. Annex : Expectation of products of characteristic polynomials
We prove here (17). We want to compute
En
(
k∏
`=1
|Zn(u`)|2
)
=
∫
Dn
k∏
`=1
n∏
j=1
|zj − u`|2 |∆(z)|2 dz
pin
One has
k∏
`=1
n∏
j=1
(zj − u`) = ∆(z1, . . . , zn, u1, . . . , uk)
∆(z1, . . . , zn)∆(u1, . . . , uk)
=:
∆(z,u)
∆(z)∆(u)
hence
En
(
k∏
`=1
|Zn(u`)|2
)
=
1
|∆(u)|2
∫
Dn
|∆(z,u)|2 dz
pin
We now compute ∫
Dn
|∆(z, u1, . . . , uk)|2 dz
pin
(19)
This is, up to a multiplicative constant, the n-joint intensity of a random variable of
size n+ k with a joint law given by Pn defined in (16) (see e.g. [25] or [3, ch. 3]).
A classical method expresses |∆(z, u1, . . . , uk)|2 as C det(K(xi, xj))i,j6n+k for a certain
“kernel” K autoreproduced for the underlying scalar product, here L2(µ), where
µ(dz) = 1{z∈D}
dz
pi
Start by writing the square modulus of the Vandermonde determinant in the variable
x := (x1, . . . , xm) as
|∆(x)|2 = ∆(x)∆(x) = det(xj−1i )16i,j6m det(xj−1i )16i,j6m
= det(Qj−1(xi))16i,j6m det
(
Qj−1(xi)
)
16i,j6m
=
m−1∏
j=0
||Qj||2L2(µ) det
(
m∑
`=1
Q`−1(xi)Q`−1(xj)
||Q`||2L2(µ)
)
16i,j6m
=:
m−1∏
j=0
||Qj||2L2(µ) det(Rm(xi, xj))16i,j6m
where the Qi are monic (i.e. with the higher degree coefficient equal to 1) and satisfy
deg(Qj) = j. The fact that det(xj−1i )16i,j6m = det(Qj−1(xi))16i,j6m comes from the fact
that one can perform linear combinations of lines or columns without changing its value.
The function Rm : (x, y) 7→
∑m−1
`=0 Q`(x)Q`(y)/ ||Q`||2L2(µ) is said to be a kernel. As such
a kernel satisfies the following properties
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(1) Autoreproduction :
∫
CRm(x, y)Rm(y, z)dµ(y) = Rm(x, z),
(2) Trace :
∫
CRm(x, x)dµ(x) = m
the following formula holds for all k 6 m (see [25, Lemma 1] or [3, ex. 4.1.1])∫
C
det(Rm(xi, xj))16i,j6k dµ(xk) = (m− k + 1) det(Rm(xi, xj))16i,j6k−1
Iterating, and defining N↑k := N(N + 1) · · · (N + k − 1), we get for all ` 6 k∫
C`
det(Rm(xi, xj))16i,j6k dµ(xk) · · · dµ(xk−`+1) = (m− k + 1)↑` det(Rm(xi, xj))16i,j6k−`
(20)
In order to compute (19) with this last formula, we need to find the kernel Rn associated
to µ. One thus needs to norm the columns of the Vandermonde matrix (Qi(xj))i,j6n since
these polynomials are monic. For this, we compute∫
C
z`zk dµ(z) = 2
∫ 1
0
∫ 1
0
rk+`e2ipi(`−k)θ rdrdθ =
2
k + `+ 2
1{k=`} =
1
k + 1
1{k=`}
In particular, for k = `, ∫
C
∣∣zk∣∣2 dµ(z) = 1
k + 1
The normed polynomials are thus given for k ∈ J0, n− 1K by
Qk(z)
||Qk||L2(µ)
=
√
k + 1 zk (21)
and the kernel is
Rn(u, v) :=
n−1∑
k=0
Qk(u)Qk(v)
||Qk||2L2(µ)
=
n−1∑
k=0
(k + 1)(uv¯)k =: gn(uv¯)
where gn is defined in (18).
Finally, one can write
∆(x) = det
(
xj−1i
)
16i,j6m =
(
m∏
j=1
1√
j
)
det
(
xj−1i
√
j
)
16i,j6m
=
1√
m!
det
(
Qj−1(xi)
||Qj−1||L2(µ)
)
16i,j6m
which implies that
|∆(x)|2 = ∆(x)∆(x) = 1
m!
det(Rm(xi, xj))16i,j6m (22)
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Setting x := (z, u1, . . . , uk), we can write (19) as∫
Dn
|∆(z, u1, . . . , uk)|2 dz
pin
=
∫
Cn
|∆(z,u)|2 dµ⊗n(z)
=
1
(n+ k)!
∫
Cn
det(Rn+k(xi, xj))16i,j6n+k dµ
⊗n(z)
=
n!
(n+ k)!
det(Rn+k(ui, uj))16i,j6k by (20)
=
1
(n+ k)(n+ k − 1) . . . (n+ 1) det(gn+k(uiuj))16i,j6k
which is (17).
Acknowledgements
The author thanks Gernot Akemann, Olivier Hénard, Mario Kieburg, Igor Krasovski,
Ashkan Nikeghbali, Dan Romik, Nick Simm, Oleg Zaboronski and Ofer Zeitouni for inter-
esting discussions, questions and remarks concerning previous versions of this work.
A particular thanks is given to Michael Cranston and Elliot Paquette for technical dis-
cussions and computational help, and to Raphaël Butez for providing the author with an
earlier version of [7] and interesting discussions that followed. The author acknowledges
moreover the organisers of the conference “Random matrix theory and strongly correlated
systems” held at the university of Warwick the 21-24 March 2016 that allowed him to meet
with several of the aforementionned persons.
During the redaction of this work, the author was supported by the Schweizerischer
Nationalfonds PDFMP2 134897/1 and by the EPSRC grant EP/L012154/1.
References
1. G. Akemann, G Vernizzi, Characteristic polynomials of complex random matrix models, Nuclear
Physics B, 660(3):532-556 (2003). 12
2. A. P. Aldous, Y. V. Fyodorov, Real roots of random polynomials: universality close to accumulation
points, J. Phys. A: Mathematical and General 37(4):123 (2004). 16
3. J. Ben Hough, M. Krishnapur, Y. Peres, B. Viràg, Zeros of Gaussian Analytic Functions and
Determinantal Point Processes, American Mathematical Society, Providence, available at http:
//research.microsoft.com/en-us/um/people/peres/gaf_book.pdf (2009). 4, 6, 8, 17, 18
4. A. Borodin, Determinantal point processes, Oxford Handbook of RandomMatrix Theory, G. Akemann,
J. Baik and Ph. Di Francesco eds. http://arxiv.org/abs/0911.1153v1 (2009). 4
5. E. Bogomolny, O. Bohigas, P. Leboeuf, Distribution of roots of random polynomials, Phys. Rev. Lett.
68:2726-2729 (1992). 8
6. A. J. Bray, S. N. Majumdar, G. Schehr, Persistence and first-passage properties in nonequilibrium
systems, Advances in Physics, 62(3):225-361 (2013). 16
7. R. Butez, The largest root of random Kac polynomials is heavy tailed , https://arxiv.org/abs/
1704.02761 (2017). 1, 2, 4, 5, 19
8. R. Chhaibi, J. Najnudel, A. Nikeghbali, The circular unitary ensemble and the Riemann Zeta function:
the microscopic landscape and a new approach to ratios, Inventiones mathematicae, 207(1):23-113
http://arxiv.org/abs/1410.1440 (2017). 16
20 Y. BARHOUMI-ANDRÉANI
9. A. Dembo, B. Poonen, Q.-M. Shao, O. Zeitouni, Random polynomials having few or no real zeros, J.
Amer. Math. Soc. 15(4):857-892 (2002). 1, 16
10. A. Edelman, E. Kostlan, How many zeros of a random polynomial are real?, Bull. Amer. Math. Soc.
32(1):1-37 (1995). 1
11. P. J. Forrester, G. Honner, Exact statistical properties of the zeros of complex random polynomials, J.
of Phys. A, Math. Nucl. and Gen. 32(16):2961-2983 (1999). 8
12. I. Gohberg, S. Goldberg, N. Krupnik, Traces and determinants of linear operators, Birkhäuser, Basel
(2000). 6
13. J. M. Hammersley, The zeros of a random polynomial, Proc. Berkeley Symp. Math. Statist. Probab.,
vol. 2 (J. Neyman, ed.), Univ. of California Press, Berkeley, CA, pp. 89-111 (1956). 8
14. M. Haiman, Macdonald polynomials and geometry, New Perspectives in Algebraic Combinatorics,
MSRI Publications, https://math.berkeley.edu/~mhaiman/ftp/nfact/msri.pdf (1999). 16
15. P. Hastings, J. B. McLeod, A boundary value problem associated with the second Painlevé transcendent
and the Korteweg-de Vries equation, Arch. Ration. Mech. Anal. 73:31-51 (1980). 7
16. C. P. Hughes, A. Nikeghbali, Zeros of random polynomials cluster uniformly near the unit circle,
Compositio Mathematica 144(3):734-746 (2008). 1
17. I. Ibragimov, D. Zaporozhets, On distribution of zeros of random polynomials in complex plane, in:
Prokhorov and contemporary probability theory, Springer, pp. 303-323 (2013). 1
18. M. Kac, On the average number of real roots of a random algebraic equation, Bull. Amer. Math. Soc.
49:314-320 (1943), erratum: Bull. Amer. Math. Soc. 49:938 (1943). 1
19. R. Killip, E. Ryckman, Autocorrelations of the characteristic polynomial of a random matrix under
microscopic scaling, http://arxiv.org/abs/1004.1623 (2010). 16
20. E. Kostlan, On the Distribution of Roots of Random Polynomials, in : M. W. Hirsch, J. E. Mardsen,
M. Shub (Eds.), From Topology to Computation, Proceedings of Smalefest, Chapter 38, pp. 419-431
(1993). 8
21. I. G. Macdonald, Symmetric functions and Hall polynomials, Oxford Mathematical Monographs, Sec-
ond edition, The Clarendon Press Oxford University Press (1995). 3, 16
22. S. Majumdar, G. Schehr, Real roots of random polynomials and zero crossing properties of diffusion
equation, J. Stat. Phys. 132(2):235 (2008). 16
23. Y. Peres, B. Viràg, Zeros of the i.i.d. Gaussian power series: a conformally invariant determinantal
process, Acta Math. 194(1):1-35 (2005). 2, 6
24. H.-J. Sommers, K. Zyczkowski, Truncations of random unitary matrices, J. Phys. A : Math. Gen.,
33:2045-2057 (2000). 9
25. T. Tao, Gaussian ensembles, Course 254A, Notes 6, available at http://terrytao.wordpress.com/
2010/02/23/254a-notes-6-Gaussian-ensembles/ (2010). 17, 18
26. C. Tracy, H. Widom, Level-spacing distributions and the Airy kernel, Comm. Math. Phys. 159(1):151-
174, (1994). 7
27. O. Zeitouni, S. Zelditch, Large deviations of empirical measures of zeros of random polynomials, Int.
Math. Res. Not. IMRN (20):3935-3992 (2010). 9
Department of Statistics, University of Warwick, Coventry CV4 7AL, U.K.
E-mail address: y.barhoumi-andreani@warwick.ac.uk
