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Abstract
Assuming that the random matrix X has a singular or nonsingular matrix variate elliptically contoured
distribution, the density function of the Moore–Penrose inverse Z = (X′X)+ is given with respect to the
Hausdorff measure. The result is applied to Bayesian inference for a general multivariate linear regression
model with matrix variate elliptically distributed errors. Some results concerning the posterior joint and
marginal distributions of the parameters are obtained.
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1. Introduction
Several important problems on statistical distribution theory for random matrices have been
successfully solved during the past few decades. For instance, the noncentral Wishart distri-
butions have been found by using zonal polynomials or hypergeometric functions with matrix
arguments (see e.g. [13,20,21]). However, a problem that has not been solved completely is
∗ Corresponding author. Tel.: +852 27666953; fax: +852 23629045.
E-mail addresses: mathipwc@polyu.edu.hk (W.C. Ip), mathwong@polyu.edu.hk (H. Wong), liujs58@yahoo.com.cn
(J.S. Liu).
0024-3795/$ - see front matter ( 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2006.07.027
W.C. Ip et al. / Linear Algebra and its Applications 420 (2007) 424–432 425
the one related to the distribution of random singular matrices, which are not uncommon to be
found in practice and theoretical problems. Uhlig [27] clearly demonstrated the need for such
distributions in his Bayesian analysis of some interesting problems. Ratnarajah and Vaillan-
court [23] considered complex singular Wishart matrices and investigated their applications to
information theory. Diaz-Garcia and Gutierrez-Jaimez [9] determined the density of a singular
elliptically contoured matrix and studied the Wishart and pseudo-Wishart distributions and some
related distributions in the context of shape theory. Let X be an n × m sample matrix of n
individuals with m variables, if there exist dependencies among rows or columns, then X does
not have a density with respect to the Lebesgue measure. However, it is found that X has a
density on a subspace M ⊂ Rnm with respect to a measure known as the Hausdorff measure,
which coincides with the Lebesgue measure when it is defined on M. More details on this
kind of problems can be found in Srivastava [26], Uhig [27] and Diaz-Garcia et al. [3,4,6,7].
They proposed some expressions for the singular matrix variate distributions including the sin-
gular matrix variate normal distribution and the singular matrix variate elliptically contoured
distribution.
When X has a distribution with respect to the Lebesgue measure, we could find different ways
of deriving the Wishart distribution. Some are based on the QR decomposition (see [20,24,25]),
others on the singular value decomposition or the SV decomposition, etc. (see [15,14]). These
approaches through different factorizations, are trying to find an alternative coordinate system for
the columns (or rows) of the matrix X. These matrices of coordinate, besides of being the key part
for establishing the Wishart, pseudo-Wishart, F , Beta and T distributions, as well as distributions
of |X′X| and tr(X′X) among others, play an important role in other areas of knowledge, in
particular on the shape theory and pattern recognition. In the context of shape theory, when
considering the SV (X = V1DW1) decomposition, the matrices (D,W1) may be thought of as
an alternative coordinate system, in such a way that the corresponding distributions play the role
of size-and-shape distributions (see [11,18,2]). Similarly, matrix D is considered as yet another
coordinate system, and its corresponding distribution is called size-and-shape distribution (see
[5,12]). Some of these results have been extended to the case in which X has a singular normal
or singular elliptically contoured distribution (see [4,5,7]). In the context of pattern recognition
the role of some of these decompositions is also known, in particular the SV decomposition is
known as the Karhunen–Loeve expansion or decomposition (see [17]). Assuming that X has a
singular matrix variate elliptically contoured distribution with respect to the Hausdorff measure,
Diaz-Garcia and Gonzalez-Farias [7] established various expressions for densities of Wishart
matrix S = X′X according to, respectively, QR, modified QR, SV and polar decompositions of
X.
It is well known that the distribution of the inverse of a random matrix plays an important
role in statistical inference, such as the multivariate Bayesian inference (see e.g. [22,1]). Given
a Wishart matrix S = X′X, if its density function is given by dFS(S) = fS(S)(dS) where (dS)
denotes the Hausdorff measure, then the density of its Moore–Penrose inverse Z = S+ can be
obtained as dFZ(Z) = fS(Z+)|J (S → Z)|(dZ). The problem reduces to one of finding the
Jacobian |J (S → Z)| and the Hausdorff measure (dZ). This has been solved completely when X
is a full rank random matrix. Recently, Diaz-Garcia and Gutierrez-Jaimez [8] gave a solution for
the case in which X has a singular matrix variate normal distribution. The present paper extends
this result to a more general case in which X has singular or nonsingular elliptically contoured
distribution.
The remaining parts of the paper are organized as follows. In Section 2, we first correct a result
given by Diaz-Garcia and Gonzalez-Farias [7] and then derive the density of U = S+ according
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to its spectral decomposition. In Section 3, we give some results concerning the posterior joint
and marginal distributions of the parameters in a general multivariate linear regression model
with matrix variate elliptically distributed error, under noninformative prior.
2. Generalized inverse Wishart distribution
LetLm,n denote the set of n × m real matrices,Lm,n(q) the subset of matrices inLm,n with
rank q, andL+m,n(q) the subset of matrices inLm,n(q) with q distinct singular values. The matrix
H1 ∈Lm,n(m) such that H ′1H1 = Im is denoted by H1 ∈Vm,n which is known as the Stiefel
manifold (see, e.g. [10,19,20]). The symbol Sm stands for the set of m × m positive definite
symmetric matrices,S+m the set of m × m positive semidefinite symmetric matrices, andS+m(q)
the subset of matrices inS+m with q distinct positive eigenvalues. Often, A ∈Sm and A ∈S+m
are simply denoted by A > 0 and A  0, respectively. Finally, the symbol D(m) denotes the set
of m × m diagonal matrices.
Suppose that Y ∈Lm,n, which is elliptically contoured distributed as Y ∼ En×m(μ,,, g)
with m×m of rank r  m and n×n of rank k  n. The distribution of Y is called a generalized
matrix variate elliptically contoured distribution, denoted by
Y ∼ Ek,rn×m(μ,,, g), (2.1)
whose density function is
dFY (Y ) = 1(∏r
i=1 λ
k/2
i
) (∏k
j=1 δ
r/2
j
)g{tr[+(Y − μ)′+(Y − μ)]}(dY ), (2.2)
for some function g, where A+ stands for the Moore–Penrose inverse of A, λi and δj are the
nonzero eigenvalues of  and , respectively, while (dY ) is the Hausdorff measure (see [7,4]).
Suppose Q ∈Lk,n(k), such that  = Q′Q, and the matrix X is defined by X = (Q+)′Y .
Then X ∼ Ek,rk×m(μX,, Ik, g) with μX = (Q+)′μ, and
S = Y ′+Y = [(Q+)′Y ]′(Q+)′Y = X′X.
The following theorem corrected a result given by Theorem 9 of Diaz-Garcia and Gonzalez-
Farias [7].
Theorem 2.1. Suppose that X ∼ Ek,rk×m(μX,, Ik, g) with μX = (Q+)′μ and  = Q′Q with
Q ∈Lk,n(k). Let X ∈L+m,k(q) be decomposed as X = V1DW ′1, where V1 ∈Vq,k,W1 ∈Vq,m
and D = diag(d1, . . . , dq) ∈ D(q) with d1 > · · · > dq > 0. Then the joint density of D and W1
is
dFD,W1(D,W1)
= 2
qπq(k+m)/2|D|k+m−2q ∏qi<j (d2i − d2j )
q
(
1
2m
)
q
(
1
2k
) (∏r
i=1 λ
k/2
i
)
×
∞∑
t=0
∑
κ
g(2t)[tr(+W1D2W ′1 + )]
t !
Cκ(+W1D2W ′1)(
1
2k
)
κ
(dW1)(dD), (2.3)
where Cκ(A) is the zonal polynomial of A corresponding to the partition κ = (t1, . . . , tl) of t
with
∑l
i=1 ti = t, while
(
1
2k
)
κ
is the generalized hypergeometric coefficient (see e.g. [16]), while
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q(a) is the multivariate gamma function, = +μ′+μ, g(j)(v) is the jth derivative of g(v)
with respect to v, (dW1) = (W
′
1dW1)
vol(Vq,m) with vol(Vq,m) = 2
qπqm
q (
1
2 m)
, while (W ′1dW1) is an invariant
measure on a Stiefel manifoldVm,n (n  m) (see, e.g. [20]).
Proof. The proof follows from Theorem 9 (i) of Diaz-Garcia and Gonzalez-Farias [7] which gave
the joint density of D and W1:
dFD,W1(D,W1)
=
2−qπq(k−m)/2q
(
1
2m
)
|D|k+m−2q ∏qi<j (d2i − d2j )
q
(
1
2k
) (∏r
i=1 λ
k/2
i
)
×
∞∑
t=0
∑
κ
g(2t)[tr(−W1D2W ′1 + )]
t !
Cκ(−W1D2W ′1)(
1
2k
)
κ
(dW1)(dD). (2.4)
However, we notice that once the measure (W ′1dW1) is normalized as
(dW1) = (W
′
1dW1)
vol(Vq,m)
,
when the density is normalized, a multiplication by [vol(Vq,m)]−1 was performed again, instead
of a multiplication by vol(Vq,m). Thus the correct result should be (2.3) rather than (2.4). 
Let Y ∼ Ek,rn×m(μ,,, g) and Y ′+Y ∈S+m(q). Then the distribution of S = Y ′+Y is
called a generalized Wishart distribution denoted by S ∼ GWk,rm (q,,, g), if k  r (n  m), or
generalized pseudo-Wishart distribution denoted by S ∼ GPWk,rm (q,,, g), if k < r (n < m),
where  = +μ′+μ.
Let S ∼ GWk,rm (q,,, g) or S ∼ GPWk,rm (q,,, g), decomposed as S = H1CH ′1, where
H1 ∈Vq,m,C = diag(c1, . . . , cq) ∈ D(q)with c1 > · · · > cq > 0, the density function ofS with
respect to the Hausdorff measure is given by
dFS(S) = π
qk/2|C|(k−m−1)/2
q
(
1
2k
) (∏r
i=1 λ
k/2
i
) ∞∑
t=0
∑
κ
g(2t)(tr(+S + ))
t !
Cκ(+S)(
1
2k
)
κ
(dS), (2.5)
where λi and g(j)(v) are defined as in (2.3) and
(dS) = 2−q |C|m−q
q∏
i<j
(ci − cj )(dC)(H ′1dH1) with (dC) =
q∧
j=1
dcj . (2.6)
See Eq. (15) of Diaz-Garcia and Gonzalez-Farias [7] or Eq. (10) of Diaz-Garcia and Gutierrez-
Jaimez [9].
A particular case occurs when g(v) = 1
(2π)rk/2 exp
(− 12v). In this case, the distribution of
Y becomes a generalized matrix variate normal distribution denoted by Y ∼Nk,rn×m(μ,,),
while S = Y ′+Y has a Wishart distribution denoted by S ∼ Wk,rm (q,,), if k  r , or pseudo-
Wishart distribution denoted by S ∼ PWk,rm (q,,), if k < r (see [4,8]).
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The following theorem gives a density function of the generalized inverse Wishart distribution
based on singular or nonsingular matrix variate elliptically contoured distribution.
Theorem 2.2. Let S ∼ GWk,rm (q,,, g) or S ∼ GPWk,rm (q,,, g), and let U = S+. Then
the density of U is given by
dFU(U) = π
qk/2|L|−(k+3m−2q+1)/2
q
(
1
2k
) (∏r
i=1 λ
k/2
i
)
×
∞∑
t=0
∑
κ
g(2t)(tr(+U+ + ))
t !
Cκ(+U+)(
1
2k
)
κ
(dU), (2.7)
whereU = H1LH ′1 withL = diag(l1, . . . , lq), l1 > · · · > lq > 0,H1 ∈Vq,m,U+ = H1L−1H ′1,
and the measure (dU) is defined by
(dU) = 2−q |L|m−q
∏
i<j
(li − lj )
(
q∧
i=1
dli
)
(H ′1dH1). (2.8)
Proof. The density function (2.5) for S can be rewritten as
dFS(S) = π
qk/2|L|−(k−m−1)/2
q
(
1
2k
) (∏r
i=1 λ
k/2
i
)
×
∞∑
t=0
∑
κ
g(2t)(tr(+U+ + ))
t !
Cκ(+U+)(
1
2k
)
κ
(dS). (2.9)
It follows from Theorem 1 of Diaz-Garcia and Gutierrez-Jaimez [8] that
(dS) =
q∏
i=1
l
−(2m−q+1)
i (dU), (2.10)
which combining Eq. (2.9) yields (2.7). Eq. (2.8) follows from the spectral decomposition U =
H1LH
′
1 and by the use of Lemma 2(1) of Diaz-Garcia and Gonzalez-Farias [6] or Theorem 3.1
of Diaz-Garcia et al. [4]. 
Remark 2.1. If S ∼ GWk,rm (q,,, g) then the distribution of U = S+ is referred to as
the generalized inverse Wishart distribution denoted by U ∼ GIWk,rm (q,+,, g).
If S ∼ GPWk,rm (q,,, g) then the distribution of U = S+ is referred to as the generalized
inverse pseudo-Wishart distribution denoted by U ∼ GIPWk,rm (q,+,, g). It is seen that if
 = 0 then (2.7) reduces to
dFU(U) = π
qk/2|L|−(k+3m−2q+1)/2
q
(
1
2k
) (∏r
i=1 λ
k/2
i
) g{tr(+U+)}(dU). (2.11)
In this case the distributions U ∼ GIWk,rm (q,+,, g) and U ∼ GIPWk,rm (q,+,, g) are
denoted by U ∼ GIWk,rm (q,+, g) and U ∼ GIPWk,rm (q,+, g), respectively.
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When S ∼ Wk,rm (q,,) or S ∼ PWk,rm (q,,), Diaz-Garcia and Gutierrez-Jaimez [8] gave
the density of the distribution of U = S+, known as the singular inverse Wishart distribution
denoted by U ∼ W+m (q, k + m + 1,+,), if k  r , or singular inverse pseudo-Wishart distri-
bution denoted by U ∼ PW+m (q, k + m + 1,+,), if k < r .
A particular case of elliptically contoured distributions is the so-called matrix variate symmetric
Pearson type VII distribution. In this case
g(v) = (b)
(πa)kr/2(b − kr/2) (1 + v/a)
−b, (2.12)
in which a, b ∈ R, with a > 0, b > kr/2 and v < a.
Corollary 2.1. Assume that Y has matrix variate symmetric Pearson type VII distribution defined
by (2.12), and let S = Y ′+Y ∈S+(q), then the density of U = S+ is given by
dFU(U) = π
k(q−r)/2(b)|L|−(k+3m−2q+1)/2
akr/2q
(
1
2k
)
(b − kr/2)
(∏r
i=1 λ
k/2
i
)
×
∑
t=0
∑
κ
(b)2t
(
1 + tr(+U++)
a
)−(b+2t)
t !
Cκ
(
1
a2
+U+
)
(
1
2k
)
κ
(dU), (2.13)
where (b)2t = b(b + 1) · · · (b + 2t − 1) and tr(+U+ + ) < a.
Proof. Here g(v) is given by (2.12), thus
g(2t)(v) = (b)(b)2t
(πa)kr/2(b − kr/2)a2t (1 + v/a)
−(b+2t),
and the corresponding power series converges if v < a. Noting that
1
a2t
Cκ(
+S) = Cκ
(
1
a2
+S
)
,
thus the density function (2.7) now becomes (2.13). 
3. Some applications
In this section, we apply some results described in previous section in the context of Bayesian
inference for a multivariate linear regression model defined by
Y = XB + ε, (3.1)
where Y ∈Lm,n is the matrix of observations, X ∈Lp,n(s) is a known regression matrix, B ∈
Lm,p is the unknown parametric matrix, and ε is a matrix of random errors having generalized
matrix variate elliptical distribution as ε ∼ En,rn×m(0,, In, g), for some function g, with   0,
and rank() = r . Suppose that n > 2m − r .
Let S(B) = (Y − XB)′(Y − XB), which can be expressed as
S(B) = A + (B − B̂)′X′X(B − B̂),
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where
A = (Y − XB̂)′(Y − XB̂) and B̂ = (X′X)−X′Y = X+Y, (3.2)
in which D− stands for a generalized inverse of D such that DD−D = D. The density of Y is
given by
p(Y |B,) ∝
r∏
i=1
λ
−n/2
i g{tr[+S(B)]}(dY ), (3.3)
where λi, i = 1, . . . , r , are nonzero eigenvalues of , (dY ) is the Hausdorff measure.
With   0 and rank() = r , the joint prior distribution of the parameters (B,) is chosen as
a noninformative prior given by
dP (B,) ∝
r∏
i=1
λ
−(2m−r+1)/2
i (dB)(d), (3.4)
(see, e.g. [1,8]). Thus, the joint posterior distribution of the parameter (B,) is
dP (B,|Y ) ∝
r∏
i=1
λ
−(n+2m−r+1)/2
i g{tr[+S(B)]}(dB)(d). (3.5)
Assuming that S(B) > 0, it is seen from Theorem 2.2 that Eq. (3.5) takes the generalized
inverse Wishart or generalized inverse pseudo-Wishart distribution form for  given B and
Y , i.e. |(B, Y ) ∼ GIWk,mm (r, S(B), g), where k = n + r − m. Thus, integrating the function
dP (B,|Y ) with respect to  yields the posterior marginal distribution of B as
p(B|Y ) ∝ |S(B)|−k/2 = |S(B)|−(n+r−m)/2
= |A + (B − B̂)′X′X(B − B̂)|−(n+r−m)/2, (3.6)
which is a matrix variate singular or nonsingular T -distribution denoted by
B|Y ∼MT s,tp×m(B̂, A, (X′X)+, v), (3.7)
where v = n + r − m − s − t + 1, t = rank(A). The posterior density of B|Y is given by
dP (B|Y ) =
t
[
1
2 (v + s + t − 1)
]∏t
i=1 γ
(v+t−1)/2
i
π tk/2t
[
1
2 (v + t − 1)
]∏s
j=1 δ
−t/2
j
×|A + (B − B̂)′X′X(B − B̂)|−(v+s+t−1)/2(dB), (3.8)
where γi, i = 1, . . . , t , and δj , j = 1, . . . , s, are nonzero eigenvalues of A and X′X, respectively
(see [8, Theorem 4]).
In summary, we have the following conclusion given in.
Theorem 3.1. Under model (3.1) with error matrix ε having elliptical distribution given by
ε ∼ En,rn×m(0,, In, g) with   0 and rank() = r, assume that the joint prior distribution for
the parameters (B,) is given by (3.4), then the following statements hold:
(a) The posterior joint distribution of the parameters (B,) is
dP (B,|Y ) ∝
m∏
i=1
λ
−(n+2m−r+1)/2
i g{tr[+S(B)]}(dB)(d).
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(b) The posterior marginal distribution of B is B|Y ∼MT s,rp×m(B̂, A, (X′X)+, v), where s =
rank(X), t = rank(A),A and B̂ are defined by (3.2).
(c) The conditional posterior distribution of  given B is |(B, Y ) ∼ GIWk,mm (r, S(B), g),
where k = n + r − m.
It is noticed that the posterior marginal distribution of B|Y remains invariant under the whole
family of elliptically contoured distributions of Y given byEn,rn×m(XB,, In, g). This is an impor-
tant property for statistical inferences.
Corollary 3.1. Under model (3.1) with error matrix ε having matrix variate normal distribu-
tion given by ε ∼Nn,rn×m(0,, In) with   0 and rank() = r, assume that the joint prior
distribution for the parameters (B,) is given by (3.4), then the following statements hold:
(a) The posterior joint distribution of the parameters (B,) is
dP (B,|Y )∝
r∏
i=1
λ
−(n+2m−r−s+1)/2
i etr
(
−1
2
+A
)
(d)
×
r∏
i=1
λ
−s/2
i etr
(
−1
2
+(B − B̂)′X′X(B − B̂)
)
(dB). (3.9)
(b) The posterior marginal distribution of B is B|Y ∼MT s,tp×m(B̂, A, (X′X)+, v).
(c) The conditional posterior distribution of  given B is |(B, Y ) ∼ W+m (r, k + m + 1,
S(B)).
(d) The conditional posterior distribution of B given  is B|(, Y ) ∼Ns,rp×m(B̂,, (X′X)+).
(e) The posterior marginal distribution of  is |Y ∼ W+m (r, n∗, A), where n∗ = n + r −
s + 1.
Proof. Statements (a)–(c) are direct consequences of Theorem 3.1. It is recognized that the
second line of (3.9) is a density of a generalized matrix variate normal distribution for B given ,
i.e. B|(, Y ) ∼Ns,rp×m(B̂,, (X′X)+) (see e.g. [8, Eq. (3)]). Thus, by using (2.11), it
is seen from the first line of (3.9) that the posterior marginal distribution of  is |Y ∼ W+m
(r, n∗, A). 
Remark 3.1. The results in Corollary 3.1 have been proposed implicitly in Remark 3 of Diaz-
Garcia and Gutierrez-Jaimez [8].
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