A systolic algorithm is devised for solving a class of Riccati and Lyapunov equations, which makes use of a factored version of the matrix sign recursions due to Charlier & Van Dooren 1]. The original algorithm is worked into an alternative Jacobitype algorithm, which is readily implemented on a systolic array. Compared to the array of Charlier & Van Dooren, the present algorithm/array is conceptually simpler and furthermore roughly three times more e cient.
Introduction
Riccati and Lyapunov equations arise in a number of problems in control and ltering, and their numerical solution has been a topic of considerable interest.
The recursive matrix sign function algorithm is known to provide a suitable iterative method for solving these equations. The primary appeal of this approach is its simplicity. In 1], Charlier & Van Dooren gave a factored version of this algorithm, which is particularly amenable to parallel implementation. The basic operations involved are triangular matrix inversions and triangular updates. Furthermore, it was shown how these can be pipelined on a triangular processor array.
In this report, we improve upon these results. The algorithm is reformulated as a Jacobi-type algorithm, by combining Jacobi-type algorithms for inverting and updating triangular matrices. Jacobi-type algorithms have the advantage of being easily implemented on parallel architectures, such as systolic arrays. As a result, the`standard' systolic array for Jacobi-type algorithms (e.g. for computing singular value decompositions 2] or Schur decompositions 6]) may be employed here for computing the sign recursions. Remarkably enough, for the present application, this`standard' array turns out to be roughly three times more e cient than the (problem speci c) array of 1]. Even though from a numerical point of view the factored sign recursions are known to have serious shortcomings 1], it is believed that the algorithmic manipulations below provide a remarkable example of the way algorithms may be tuned towards (standard) parallel architectures. The interested reader is refered to 3], where similar Jacobi-type algorithms are derived for several other applications, such as Kalman ltering, SVD updating, recursive least squares estimation, etc. and where U k and L k are upper, resp. lower triangular matrices. Obtaining L k+1 and U k+1 from L k and U k then nally amounts to determining diagf ; g-unitary matrices Q L and Q U such that
Preliminaries
We refer to 1] for the details. The only operations involved are thus seen to be triangular inversions and triangular updates. In 1], it is nally shown how these inversions and updates can be pipelined on a triangular processor array. Note that in the formula for L T k+1 , only upper triangular matrices are involved, while in the formula for U T k+1 , only lower triangular matrices are involved. Below we derive updating formulas that exclusively work with upper triangular matrices. This turns out to be a main advantage in view of e cient parallel implementation. Furthermore, Jacobi-type algorithms are used for each of the two steps {inversion and triangularization{ which are then readily combined into a systolic implementation that is far more e cient.
A Jacobi-type algorithm for matrix inversion First, let us focus on the required matrix inversions L ?1 k and U ?1 k . Our aim is to derive a Jacobi-type algorithm for these. Such an algorithm is based on locally computed plane transformations, and is particularly suited for parallel implementation, e.g. on a systolic array 2, 6].
More generally, let R be a given n n upper triangular matrix. Suppose that this matrix can be reduced to the identity by applying a sequence of row transformations T l , for l = 1; : : : ; n(n?1) 2 , together with column permutations l (alternatively one could also apply column transformations together with row permutations) :
Tn(n?1) with T = ?1 = . Hence, the obtained matrix equals R ?T , from which R ?1 is readily recovered. It will turn out that for the matrix sign recursions, R ?T is even more useful than R ?1 itself. Finally, note that both R ?T and R ?1 are upper triangular.
The algorithmic description below (pseudo-code) shows how the transformation matrices T l and l are de ned. The algorithm operates on R and X, initially equal to R and I respectively. After the algorithm has terminated, R = I and X = R ?T . 
1:
This is called the`forward sweep' of the Jacobi-type algorithm. Accumulating the permutations l then gives the previously de ned -matrix. A small example is given in Table 1 to make things clear.
Note that the iterations involve only unit triangular 2 2 matrix inversions f Rg ?1 i;i+1 , except for the rst n iterations. Inverting non-unit triangular matrices may be avoided by factoring out the diagonal at the beginning, i.e. R = D (D ?1 R) with D ?1 R unit upper triangular, and then computing R ?1 in a similar factorized form. This leads to a more e cient implementation. For the sake of conciseness, however, this is not elaborated here.
Finally note that R and X remain upper triangular throughout, and furthermore have non-trivial entries (6 = 0; 1) in complementary patterns. This can be exploited such that the resulting memory requirement for the pair R, X is only n 2 2 + 0fng.
Matrix sign recursions & triangular updates
Let us now return to the matrix sign recursions. Instead of using U k we will store U T k , which is upper triangular as well. The updating formula for U k is then worked into an updating formula for U T k as follows
where Q U is readily shown to be diagf ; g-unitary too. This results in
A crucial observation here is that in these updating formulas, all the matrices are upper triangular, unlike in the original formulas. An additional advantage k {both upper triangular as well{ which can directly be used for the subsequent triangular updates. The coupling in the updating formulas is thus seen to be perfectly symmetric.
The matrix inversions are computed in the forward sweep of a Jacobi-type algorithm, cfr. supra. It is now shown how the triangular updates can be computed in the subsequent so-called`backward sweep'. In general, let R and X be given n n upper triangular matrices. The aim is to reduce the concatenated matrix to triangular form :
As the speci c type of transformation Q does not in uence the structure of the algorithm, and for the sake of brevity, we assume for the time being that Q is required to be orthogonal (real matrices), instead of diagf ; g-unitary. An algorithmic description is given below, where Q = Qn(n+1) It is seen that Q l zeroes the (i+n; i)-element in X and then pushes the (i+n)-th row one step downwards (as long as i < n). The lower n n part in X is then zeroed in a row wise fashion, starting with the bottom row. A small example is given in Table 2 to make things clear.
Note that the above algorithm works with two n n upper triangular matrices. Of course, in a parallel implementation these two matrices are overlaid, so that all operations require only local communication, see below. Finally, by making use of the inversion algorithm (applied to L 
Systolic Implementation
It remains to show how the Jacobi-type inversions can be pipelined with the subsequent triangular updates on a systolic array. Obviously, we need a triangular array to accommodate the triangular matrices (overlaid). The matrix sign recursions require two inversions at the same time, so that we will have R (1) ; X (1) and R (2) A complete iteration is thus seen to correspond to n sequences of transformations i = 1; : : : ; n. These are straightforwardly pipelined on the processor array, as explained in 6]. Furthermore, each iteration as a whole can perfectly be pipelined with its predecessor and successor. In this way, there is no idle time for the processors, unlike in the array of 1]. Only during start-up there is some idle time (as the rst forward sweep is not pipelined with a previous backward sweep), as well as after the complete algorithm has terminated (last backward sweep not pipelined with a subsequent forward sweep). Note that the Jacobi-array can also be used for computing the initial factorizations . After the algorithm has terminated, the overall solution X still needs to be computed. In 1], a method for computing X (or X ?1 ) is explained, which can also be implemented here.
As for the c k -coe cients, these can straightforwardly be computed from the product of the diagonal entries in e.g. L One`time step' thus lasts twice as long on the Jacobi-array. In conclusion, one complete iteration in the Jacobi-type implementation takes 2 4n 3n = 8 3 of the computation time in the original implementation of 1]. As the number of processors is 8 times less, the overall e ciency is nally seen to be increased with a factor of roughly three. 
