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Analisis sentimen merupakan salah satu bidang dari pengolahan data berbentuk teks untuk 
mengidentifikasi isi yang terkandung dalam teks pada dataset dengan membagi dataset ke dalam dua 
kelas yaitu sentimen positif dan sentimen negatif. Pada penelitian ini, dilakukan analisis sentimen 
terhadap data yang diperoleh dari jejaring sosial Twitter mengenai penanganan Covid-19 oleh 
pemerintah di Indonesia yang menuai banyak pro dan kontra oleh masyarakat di Indonesia. Metode 
klasifikasi yang digunakan dalam penelitian ini adalah Support Vector Machine (SVM) dan K-
Nearest Neighbor (KNN) dengan ekstraksi fitur Word Embedding untuk membandingkan performa 
dari kedua performa metode tersebut. Pengklasifikasian yang dilakukan dengan menggunakan 
algoritma Support Vector Machine (SVM) dengan menggunakan ekstraksi fitur Word Embedding 
yaitu Word2Vec menghasilkan akurasi sebesar 85%, presisi 86%, recall 85%, dan nilai AUC sebesar 
0.92. Sementara pada algoritma K-Nearst Neighbor (KNN) dengan ekstraksi fitur yang sama, 
dihasilkan akurasi sebesar 76%, presisi 77%, recall 76% dan nilai AUC sebesar 0.87. Hasil 
perbandingan dari kedua metode menunjukkan bahwa algoritma Support Vector Machine (SVM) 
mendapatkan performa yang lebih baik dibandingkan algoritma K-Nearest Neighbor (KNN). 
 




[Sentiment Analysis of Tweets on the Handling of Covid-19 using Word Embedding on Support 
Vector Machine and K-Nearest Neighbor Algorithm] Sentiment analysis is a  field of text processing 
that identifies a set of data into two classes, positive and negative. In this study, sentiment analysis 
will be done with the use of data obtained from social media Twitter about the handling of Covid-19 
by the government in Indonesia which has reaped many pros and cons by the people in Indonesia. The 
classification method used in this study are Support Vector Machine (SVM) and K-Nearest Neighbor 
(KNN) using Word Embedding feature extraction to compare the performance of the two methods. 
Classification using the Support Vector Machine (SVM) algorithm using Word Embedding feature 
extraction, namely Word2Vec gets an accuracy of 85%, precision 86%, recall 85%, and an AUC 
value of 0.92. Meanwhile, the K-Nearest Neighbor (KNN) algorithm with the same feature extraction 
results in an accuracy of 76%, precision 77%, recall 76%, and an AUC value of 0.87. The result of 
the two methods show that the Support Vector Machine (SVM) algorithm gets better performance than 
the K-Nearest Neighbor (KNN) algorithm. 
 
Keywords: Sentiment Analysis, SVM, KNN, Word2Vec, Covid-19 
 
1. PENDAHULUAN 
Sejak awal tahun 2020, dunia dikejutkan 
dengan pandemi Covid-19 (Coronavirus Disease 
2019) yang disebabkan oleh virus SARS-Cov-2 yang 
menginfeksi seluruh negara di dunia. WHO (World 
Health Organization) telah menyatakan dunia masuk 
ke dalam darurat global terkait virus ini. Virus ini 
pertama kali masuk ke Indonesia pada awal Maret 
2020 lalu dan hingga saat ini diprediksi akan terus 
berlanjut hingga batas waktu yang belum diketahui 
[1]. Di Indonesia sendiri, hingga saat ini pasien yang 
terinfeksi Covid-19 telah menyebar ke Provinsi dan 
432 Kabupaten/Kota, bahkan tercatat 598.933 kasus 
yang terkonfirmasi positif dan 18.336 kasus 
meninggal pertanggal 10 Desember 2020 [2]. Menurut 
penelitian terbaru dari tim AS, penyebaran Covid-19 
membuat perilaku masyarakat berubah semenjak 
dilakukannya pembatasan jarak sosial, karantina, dan 
anjuran tinggal dirumah, dimana hal ini memiliki efek 
yang sangat signifikan pada penggunaan media sosial 
oleh masyarakat yang naik hingga 60% [3]. 
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Penggunaan media sosial yang semakin 
meningkat menjadikan media sosial sebagai salah satu 
platform bagi masyarakat untuk menceritakan 
kehidupan sehari-hari, mengutarakan keluh kesah, 
hingga menyampaikan opini terhadap suatu isu. Salah 
satu yang hangat diperbincangkan di media sosial 
terutama Twitter hingga saat ini ialah mengenai opini 
masyarakat terkait penanganan pandemi Covid-19 
oleh pemerintah di Indonesia. Peran pemerintah dalam 
penanganan Covid-19 ini menuai banyak pro dan 
kontra dari masyarakat di Indonesia. Sebagian 
masyarakat merasa pemerintah sudah melakukan yang 
terbaik dalam mengantisipasi dan menangani Covid-
19, sebagian lainnya merasa pemerintah masih kurang 
tegas dan tidak serius dalam menangani Covid-19 di 
Indonesia. Permasalahan tersebut menarik perhatian 
penulis untuk dilakukannya analisis sentimen terhadap 
kumpulan tweet opini masyarakat mengenai topik 
tersebut untuk mengetahui respon masyarakat terkait 
topik tersebut. 
Analisis sentimen adalah salah satu bidang 
ilmu dari Natural Language Processing (NLP) [4] dan 
merupakan proses yang digunakan untuk melakukan 
penggalian, ekstraksi, dan pengolahan data tekstual 
untuk membantu mengidentifikasi isi yang terkandung 
dalam teks opini tersebut termasuk ke dalam sentimen 
positif ataupun negatif [5][6][7]. 
Pada beberapa penelitian terdahulu, Hennie 
Tuhuteru, dkk, telah melakukan analisis sentimen 
terhadap tweet yang mengandung topik tentang 
pembatasan sosial berskala besar menggunakan 
algoritma Support Vector Machine dan menghasilkan 
sentimen positif sebanyak 28%, sentimen negatif 
sebanyak 27% dan sentimen netral sebanyak 45% 
dengan hasil akurasi sebesar 82,07% [8]. Analisis 
sentimen terkait opini masyarakat mengenai Corona 
Virus pada sosial media Twitter juga dilakukan oleh 
Ricky, dkk, menggunakan 3 jenis algoritma machine 
learning, yaitu Support Vector Machine (SVM), K-
Nearest Neighbor (KNN), dan Naïve Bayes dengan 
pembobotan menggunakan TF-IDF. Penelitian ini 
mengklasifikasikan sentimen ke dalam 3 polaritas, 
positif, netral, dan negatif. Hasil uji coba 
menunjukkan bahwa algoritma Support Vector 
Machine memberikan hasil yang terbaik jika 
dibandingan dengan kedua algoritma lainnya dengan 
akurasi sebesar 76.21% [9]. 
Farhan W.K., dkk, juga melakukan penelitian 
terkait analisis sentimen pada tweet berbahasa 
Indonesia dengan menggunakan model Word2Vec 
sebagai ekstraksi fiturnya dan algoritma Support 
Vector Machine (SVM) untuk pengklasifikasiannya. 
Model yang diusulkan menghasilkan nilai presisi 
sebesar 64.4%, recall sebesar 58%, dan f-score 
sebesar 61.1%. Rendahnya hasil pengujian yang 
didapatkan disebabkan oleh kurangnya jumlah dataset 
yang digunakan dalam penelitian [10]. Selain itu, 
Sharma, dkk, melakukan penelitian mengenai analisis 
sentimen tweet dengan digunakan metode Word2Vec 
yang merupakan salah satu model Word Embedding 
sebagai ekstraksi fiturnya dan algoritma Random 
Forest untuk proses klasifikasinya. Pada penelitian ini 
digunakan metode Word2Vec sebagai ekstraksi 
fiturnya dan algoritma Random Forest untuk proses 
klasifikasinya. Sebagai perbandingan, dilakukan juga 
ekstraksi fitur menggunakan model Bag of Word 
(BOW) dan TF-IDF. Hasil uji coba mendapatkan nilai 
akurasi sebesar 83.49% dengan menggunakan BOW, 
84.49% dengan menggunakan TF-IDF, dan akurasi 
tertinggi sebesar 86.87% dengan menggunakan 
ekstraksi fitur Word2Vec. Namun, variasi algoritma 
klasifikasi yang digunakan hanya satu jenis, sehingga 
diperlukan pengembangan dengan menggunakan 
algoritma klasifikasi yang lainnya. Penelitian inilah 
yang dijadikan referensi utama oleh penulis dalam 
penelitian yang akan dilakukan [11]. 
Berdasarkan permasalahan yang telah 
dijabarkan sebelumnya, maka akan dilakukan 
penelitian mengenai analisis sentimen pada data tweet 
berbahasa Indonesia yang mengandung topik 
penanganan Covid-19 oleh pemerintah Indonesia 
menggunakan ekstraksi fitur Word Embedding 
(Word2Vec) dengan membandingkan dua jenis 
algoritma klasifikasi yaitu, algoritma Support Vector 
Machine dan K-Nearest Neighbor. 
 
2. BAHAN DAN METODE 
Pada bagian ini akan dijelaskan beberapa 
tahapan yang akan dilakukan dalam penelitian. Secara 




Gambar 1. Alur Diagram Penelitian 
 
2.1. Pengumpulan Data 
Penelitian ini menggunakan data opini berupa 
tweet berbahasa Indonesia yang bersumber dari 
Twitter dengan topik penanganan Covid-19 oleh 
pemerintah di Indonesia. Data yang dikumpulkam 
bersumber dari Kaggle dan setelah dilakukan seleksi, 
terkumpul data dengan jumlah sebanyak 801 tweet. 
 
2.2. Pelabelan Manual 
Pelabelan pada dataset yang telah dikumpulkan 
dilakukan dilakukan dengan cara manual. Polaritas 
yang digunakan dalam penelitian ini hanya terdiri atas 
polaritas positif untuk data yang mengandung 
sentimen positif dan polaritas negatif untuk data yang 
mengandung sentimen negatif. Pelabelan manual 




dalam penelitian ini dilakukan oleh tiga orang 
anotator, dua orang sebagai anotator primer dan satu 
orang sebagai anotator sekunder. 
 
2.3. Preprocessing Data 
Data yang telah diberikan label selanjutkan 
akan diproses pada tahap preprocessing. 
Preprocessing merupakan salah satu tahap yang 
paling penting karena digunakan untuk mengekstraksi 
pengetahuan yang penting dari data teks yang ada, 
serta mengubah data yang tidak terstruktur menjadi 
lebih terstruktur [12]. Adapun tahapan preprocessing 
yang dilakukan dalam penelitian ini  sebagai berikut: 
 
2.3.1 Cleaning 
Pada tahap ini dilakukan penghapusan tanda 
baca, URL atau link, hashtag (#), dan username (@) 




Tokenization merupakan tahap yang dilakukan 
untuk memecah sebuah kalimat menjadi potongan-
potongan kata. 
 
2.3.3 Case Folding 
Case folding adalah suatu proses yang 
digunakan untuk mengubah seluruh huruf yang 
terdapat di dalam dokumen menjadi huruf kecil. 
 
2.3.4 Stopword Removal 
Stopword removal adalah proses penghapusan 
kata-kata yang tidak memiliki makna penting pada 
tweet, seperti kata ‘yang’, ‘di’, ‘ke’, ‘dengan’, dan 
lain-lain agar kata-kata yang tersisa dalam kumpulan 




Setelah dilakukan penghapusan stopword, 
stemming yang merupakan proses mengubah kata-kata 
dalam dokumen menjadi kata dasar akan dilakukan 
dalam penelitian ini. Proses stemming dalam dokumen 
bahasa Indonesia cukup kompleks, karena harus 
dilakukan penghilangan seluruh imbuhan pada kata-
kata yang terdapat pada tweet [13]. Peneliti 
menggunakan library “Sastrawi” untuk melakukan 
proses stemming dalam penelitian ini. 
 
2.4. Feature Extraction 
Setelah dataset selesai melalui tahap 
preprocessing, selanjutnya akan dilakukan proses 
ekstraksi fitur untuk mencari nilai pada tiap fitur yang 
terkandung di dalam dataset. Proses ini merupakan 
salah satu langkah paling penting dalam analisis 
sentimen karena mempengaruhi hasil yang akan 
didapatkan [14]. Dalam penelitian kali ini metode 
ekstraksi fitur yang digunakan adalah Word 
embedding. Word embedding adalah cara yang 
digunakan untuk menggambarkan kata-kata ke dalam 
bentuk vektor. Word embedding memiliki beberapa 
keunggulan jika dibandingkan dengan metode Bag of 
Word (BOW) maupun TF-IDF, diantaranya adalah 
mampu mengurangi dimensi fitur dan menangkap 
hubungan semantik dari kata-kata yang terdapat dalam 
kumpulan dokumen [11]. Algoritma word embedding 




Algoritma Word2Vec merupakan jaringan saraf 
tiruan yang digunakan untuk memetakan kata ke 
variabel target yang dapat berupa kata maupun 
sekumpulan kata. Selain itu, teknik ini memberikan 
bobot kata yang direpresentasikan dalam bentuk 
vektor kata [11]. Ada dua jenis model Word2Vec yang 
dapat digunakan, yaitu Continous Bag-of-Word 
(CBOW) dan Skip Gram. Model Word2Vec yang akan 
digunakan dalam penelitian adalah model Skip Gram. 
Ukuran vektor pada model Word2vec dapat ditentukan 
jumlah fiturnya [15]. Pada penelitian ini dibuat model 
Word2Vec dengan jumlah fitur sebanyak 200 
menggunakan bantuan library “Gensim” pada python. 
 
2.5. Machine Learning Modelling 
Setelah dilakukan proses ekstraksi fitur, 
selanjutnya akan dilakukan proses pemodelan dengan 
menggunakan salah satu metode machine learning, 
yaitu klasifikasi. Algoritma klasifikasi Support Vector 
Machine (SVM) dan K-Nearest Neighbor (KNN) akan 
digunakan sebagai perbandingan dalam penelitian kali 
ini.. 
 
2.5.1 Support Vector Machine 
Support Vector Machine (SVM) merupakan 
salah satu algoritma klasifikasi yang sering digunakan 
dalam klasifikasi teks dan telah menunjukkan 
performa yang sangat baik bahkan mengalahkan 
performa  algoritma pembelajaran mesin lainnya [16]. 
SVM bekerja dengan cara membuat garis yang 
disebut sebagai hyperplane yang akan memisahkan 
setiap kelas yang ada pada data [17]. Dalam 
memprediksi suatu data, SVM akan melabeli data 
tersebut sesuai dengan daerah kelas dimana data 
tersebut berada. SVM bekerja atas dasar prinsip 
Structural Risk Management (SRM) sehingga usaha 
dalam mendapatkan hyperplane yang paling baik 
sebagai pemisah antar kelas adalah inti dari metode 
SVM. Dalam proses pencarian hyperplane yang 
optimal, SVM sangat bergantung pada parameter yang 
digunakan, seperti nilai C, nilai epsilon, dan fungsi 
kernel yang digunakan. Ada beberapa fungsi kernel 
yang dikenal dalam SVM, diantaranya adalah linear, 
sigmoid, radial, dan polynomial [17][18]. Fungsi 
kernel yang akan digunakan dalam penelitian kali ini 









2.5.2 K-Nearest Neighbor 
K-Nearest Neighbor (KNN) adalah algoritma 
yang digunakan untuk proses klasifikasi. Klasifikasi 
data dilakukan dengan berdasarkan mayoritas jumlah 
tetangga (neighbor) terdekat pada data yang akan 
diprediksi berdasarkan jumlah k yang telah ditentukan 
[19]. Penentuan jumlah nilai k akan sangat 
berpengaruh terhadap hasil klasifikasi yang 
dihasilkan. Dalam menentukan jumlah nilai k yang 
akan digunakan, sebaiknya gunakan nilai ganjil agar 
menghindari kemungkinan tidak ditemukannya 
jawaban. Dalam menghitung jarak antar titik pada 
kelas k, dapat digunakan metode perhitungan jarak 
Euclidean Distance. Persamaan yang digunakan 
adalah sebagai berikut [20]: 
 
𝐷(𝑥𝑖, 𝑦𝑖) = √∑ (𝑥𝑖, 𝑦𝑖)
2𝑛
𝑖=1   (1) 
 
Keterangan: 
𝑥𝑖 : data train 
𝑦𝑖   : data test 
𝐷(𝑥𝑖, 𝑦𝑖)  : jarak 
𝑖   : variable data 
𝑛  : dimensi data 
 
2.6. Evalusasi 
Hasil dari pemodelan yang telah dilakukan 
kemudian akan diuji untuk mengetahui performa yang 
dihasilkan. Pada penelitian ini, evaluasi akan 
dilakukan dengan menggunakan k-fold cross 
validation dengan nilai k = 10 dan confusion matrix 
serta nilai AUC pada kurva ROC. 
 
2.6.1 K-fold Cross Validation 
K-fold cross validation merupakan sebuah 
metode guna mengevaluasi performa suatu model 
dimana data akan dipecah ke dalam dua bagian yakni 
data train serta data test. K-fold cross validation 
dengan nilai k = 10, akan memecah data ke dalam 10 
bagian yang terdiri atas 9 bagian sebagai data train 
dan satu bagian sebagai data test. Proses akan 
dilakukan secara bergantian sebanyak 10 kali hingga 
seluruh bagian data memiliki kesempatan untuk 
berperan sebagai data test menggunakan model yang 
sudah dibangun. 
 
2.6.2 Confusion Matrix 
Confusion matrix adalah sebuah tabel yang 
menyediakan informasi terkait perbandingan hasil 
prediksi klasifikasi yang telah dilakukan oleh sistem 
dengan nilai yang sebenarnya [21]. Contoh confusion 
matrix dapat dilihat pada Gambar 2. 
 
 
Gambar 2. Contoh confusion matrix 
 
Pada confusion matrix, terkandung 4 istilah 
nilai hasil klasifikasi yang kemudian dapat digunakan 
untuk menghitung nilang akurasi, presisi, dan recall 
dari model yang diuji, yaitu True Positive (TP) yang 
merupakan data yang diklasifikasikan secara benar 
pada kelas positif, False Negative (FN) yang 
merupakan data yang diprediksi negatif namun 
sebenarnya positif, False Positive (FP) yang 
merupakan data yang diprediksi positif namun 
sebenarnya negatif, dan True Negative (TN) yang 
merupakan data yang diklasifikasikan secara benar 
pada kelas negatif [22]. 
Berdasarkan nilai yang dihasilkan pada 
confusion matrix tersebut, berikut persamaan yang 
digunakan untuk menghitung nilai akurasi, presisi dan 












    (4) 
 
2.6.3 Area Under Curve 
Area Under Curve (AUC) merupakan nilai 
yang dapat digunakan untuk mengukur performa 
metode yang digunakan berdasar pada kurva ROC 
yang dihasilkan. Rumus AUC untuk menghitung 





∑ (𝑋𝑖+1, 𝑋𝑖)(𝑌𝑖+1 − 𝑌𝑖)
𝑛
𝑖=1     (5) 
 
Nilai AUC yang mendekati satu maka akan 
semakin baik. Interpretasi pada nilai AUC dapat 
dilihat pada Tabel 1 dibawah ini. 
 
Tabel 1. Interpretasi nilai AUC [24] 
Nilai AUC Interpretasi 
1.0 (100%) Perfect model 
0.9 – 0.99 (90 – 99%) Excellent model 
0.8 – 0.89 (80 – 89%) Very good model 
0.7 – 0.79 (70 – 79%) Fair model 
0.51 – 0.69 (51 – 69%) Poor model 
< 0.5 (50%) Worthless model 
 
3. HASIL DAN PEMBAHASAN 
Pada bagian ini berisi mengenai hasil dari 
penelitian yang telah dilakukan. Penelitian dilakukan 
sesuai dengan tahap yang sudah diuraikan pada bagian 
bahan dan metode. Pengujian dalam penelitian 
dilakukan dengan menggunakan bahasa pemrograman 
python dengan bantuan library “scikit learn” untuk 
implementasinya. Hasil dari pengujian selanjutnya 
akan dievaluasi dengan pengukuran nilai akurasi, 
presisi, recall, dan nilai AUC yang dihasilkan. 
Dataset yang digunakan dalam penelitian ini 
adalah data berupa tweet yang mengandung topik 
tentang penanganan Covid-19 oleh pemerintah di 
Indonesia, data yang dikumpulkan bersumber dari 
kaggle yang diunduh melalui link 





indonesian-twitter-sentiment. Setelah dilakukan 
pembersihan, data yang dikumpulkan berjumlah 801 
record. Dari proses pelabelan manual yang dilakukan, 
didapatkan hasil tweet yang termasuk ke dalam kelas 
positif sebanyak 400 data dan tweet yang termasuk ke 
dalam kelas negatif sebanyak 401 data.  
Confusion matrix dari pengujian sistem dengan 
menggunakan Algoritma Support Vector Machine 
(SVM) dan K-Nearest Neighbor (KNN) dengan fitur 
ekstraksi Word Embedding (Word2Vec) ditunjukkan 
pada Gambar 3 dan Gambar 4. 
 
 
Gambar 3. Confusion matrix dengan algoritma SVM 
 
 
Gambar 4. Confusion matrix dengan algoritma KNN 
 
Pada klasifikasi menggunakan algoritma SVM, 
terdapat 396 data yang diprediksi negatif dan 405 data 
yang diprediksi positif. Namun, dari 396 data yang 
diprediksi negatif, terdapat kesalahan prediksi 
sebanyak 70 data yang seharusnya berada pada kelas 
positif, sedangkan dari 405 data yang diprediksi 
positif, terdapat kesalahan prediksi sebanyak 75 data 
yang seharusnya berada pada kelas negatif. 
Selanjutnya, pada klasifikasi menggunakan 
algoritma KNN, terdapat 447 data yang diprediksi 
negatif, dan 354 data yang diprediksi positif. Namun, 
dari 447 data yang diprediksi negatif, terdapat 
kesalahan prediksi sebanyak 161 data yang seharusnya 
berada pada kelas positif, sedangkan dari 354 data 
yang diprediksi positif, terdapat kesalahan prediksi 
sebanyak 115 data yang seharusnya berada pada kelas 
negatif. 
Berdasarkan nilai confusion matrix tersebut, 
diperoleh perbandingan hasil perhitungan akurasi, 
presisi, dan recall sistem yang ditampilkan pada Tabel 
2. 
 
Tabel 2. Perbandingan nilai akurasi, presisi dan recall 
Algoritma Akurasi Presisi Recall 
SVM 81,90% 81,91% 81,90% 
KNN 65,60% 65,75% 65,54% 
 
Hasil pengujian tersebut menunjukkan bahwa 
algoritma Support Vector Machine (SVM) memiliki 
nilai akurasi, presisi, dan recall yang berturut-turut 
lebih unggul sebesar 16,3%, 16,16% dan 16,36% 
dibandingkan dengan algoritma K-Nearest Neighbor 
(KNN). 
Kemudian hasil evaluasi berupa nilai AUC 
yang dihitung berdasarkan kurva ROC pada Gambar 5 
dan Gambar 6 akan ditampilkan pada Tabel 3. 
 
 




Gambar 6. Kurva ROC menggunakan algoritma 
KNN 
 
Tabel 3. Perbandingan Nilai AUC 




Berdasarkan nilai pada Tabel 3, nilai AUC pada 
algoritma Support Vector Machine (SVM) lebih 
unggul dibandingkan dengan algoritma K-Nearest 
Neighbor (KNN) dan termasuk ke dalam kategori 
excellent model. Sedangkan nilai AUC pada algoritma 
K-Nearest Neighbor (KNN) termasuk ke dalam 
kategori fair model. 
  
4. KESIMPULAN  
Berdasarkan hasil klasifikasi analisis sentimen 
pada tweet tentang penanganan Covid-19 oleh 
pemerintah di Indonesia, dapat disimpulkan bahwa 




kedua metode dapat menghasilkan performa yang baik 
dan algoritma Support Vector Machine (SVM) 
mendapatkan hasil akurasi, presisi, recall, dan nilai 
AUC yang lebih unggul dibandingkan dengan 
algoritma K-Nearest Neighbor (KNN). 
Dalam pengembangan kedepannya, dapat 
dilakukan penambahan terhadap jumlah data yang 
digunakan serta percobaan terhadap algoritma 
pembelajaran mesin lainnya seperti Naïve Bayes, 
Decision Tree. dan lain-lain. 
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