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ABSTRACT
In this paper, we determine the number of zeros and the zero inclusion regions of
a two-parameter family of harmonic quadrinomials. We also determine a curve that
separates sense-preserving and sense-reversing regions for these families of quadri-
nomials. Our work makes practical and effective use of the work of Wilmshurst,
Khavinson, Dehmer, and also Bezout’s theorem in the plane.
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1. Introduction
A complex -valued harmonic polynomial on a simply connected domain D is a function
that can be decomposed as f(z) = h(z)+g(z), where h and g are polynomials of degree
n and m respectively(see [2] , chapter 4). In this decomposition, h(z) is called analytic
part and g(z) is said to be co-analytic part of f.
In 1940 Kennedy [16] bounds the roots of analytic trinoimial equations of the form
zn+azk+b = 0, where ab 6= 0 by asserting that the roots of this type of trinomials have
certain bounds to their respective absolute values. In 2012, Melman [23] determined
the regions in which the zeros of analytic trinomials of the form p(z) = zn − αzk − 1,
with integers n ≥ 3 and 1 ≤ k ≤ n − 1 with gcd(k, n) = 1, and α ∈ C, lie. He
determines the zero inclusion regions for the following cases: a) for any value of |α|;
b) |α| > σ(n, k); and c) |α| < σ(n, k) where a separability threshold, σ(n, k), is given






n . In all these three cases he told useful information on the
location of the zeros of p.
Determining the number of zeros of complex-valued harmonic polynomial and locating
the zeros are attracting problems in complex analysis. Let Zf denote the number of
zeros of f, that is, number of points z ∈ C satisfying f(z) = 0. For f(z) = h(z) + g(z)
with degh = n > m = degg, we have n ≤ Zf ≤ n
2. The lower bound is sharp for
each m and n due to the generalized argument principle. Note that the zeros of f are
isolated. Therefore by applying Bezout’s theorem to the real and imaginary parts of
f(z) = 0, the upper bound follows. This was shown by Wilmshurst [28]. For instance









is a polynomial with
n2 zeros where Q(z) = zn + (z − 1)n + izn − i(z − 1)n. For analytic polynomial f of
degree n, Fundamental theorem of Algebra stipulates that f has n total number of
zeros counting with multiplicity.
Recently, Brilleslyper et al [3] studied on the number of zeros of harmonic trinomials
of the form pc(z) = z
n+czk−1 where 1 ≤ k ≤ n−1, n ≥ 3, c ∈ R+, and gcd(n, k) = 1.
They showed that the number of zeros of pc(z) changes as c varies and proved that
the distinct number of zeros of pc(z) ranges from n to n + 2k. Among other things,
they used the argument principle for harmonic function that can be formulated as a
direct generalization of the classical result for analytic functions. Now we move from
a one parameter trinomial to a two parameter quadrinomials and we are interested in
how the number of the zeros and location of the zeros changes as a real parameters
b, c ∈ R varies.
In this paper, we first determine the zero inclusion regions of the zeros of quadrinomials
of the form q(z) = bzk + zn + czm + z where k,m, n ∈ N with n > m, and b, c ∈ R
by considering different cases. Then we determine the possible maximum number of
the zeros of these families of harmonic quadrinomials. Finally, we determine the a
curve that separates sense-preserving and sense-reversing region for this quadrinomial.
The main theorems in this paper are Theorem 3.1 , Theorem 3.2, Theorem 3.3, and
Theorem 3.7.
This paper is organized as follows. In section 2, we present some important preliminary
results that will be used to proof the main theorems. In section 3, We state and proof
main theorems. Theorems 3.1 and 3.2 determines the zero inclusion regions for the
families of quadrinomials q(z) = bzk + zn + czm + z where k,m, n ∈ N with n > m,
and b, c ∈ R by taking different cases and we are interested in how the number and
the location of zeros of q(z) changes as b and c varies. Theorem 3.3 determines the
maximum number of zeros for our quadrinomials. Also we look for some properties of
the zeros of q(z) in Theorem 3.7.
2. Preliminaries
In this section we review some important concepts and results that we will use later
on to prove main theorems. We begin by stating the well known results and some
useful definitions, theorems and lemmas.
Theorem 2.1 (Lewy’s Theorem,[21]). If f is a complex valued harmonic function
that is locally univalent in a domain D ⊂ C, then its Jacobian , Jf (z), never vanish
for all z ∈ D.
As an immediate consequence of Theorem 2.1, a complex valued harmonic function
f(z) = h(z) + g(z) is locally univalent and sense-preserving if and only if h′(z) 6= 0
and |ω(z)| < 1, where ω(z) is a dilatation function of f defined by ω(z) = g
′(z)
h′(z) . A
harmonic function f(z) = h(z) + g(z), is called sense-preserving at z0 if the Jacobian
Jf (z) > 0 for every z in some punctured neighborhood of z0. We also say that f is
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sense-reversing if f is sense-preserving at z0. If f is neither sense-preserving nor sense-
reversing at z0, then f is said to be a singular polynomial at z0.
Recall to Argument principle for harmonic functions in [12]: Let f be a complex
valued harmonic function in a Jordan domain D with boundary Γ. Suppose that f is
continuous in D and f 6= 0 on Γ. Suppose that f has no singular zeros in D, and let
N = N+ − N−, where N+ and N− are the number zeros in sense-preserving region
and sense-reversing region of f in D, respectively. Then, △Γargf(z) = 2πN.
Definition 2.2. A point ζ is called a critical point of a polynomial f if f ′(ζ) = 0.
A fixed point ζ ∈ C is attractive, repelling or neutral if, respectively, |f ′(ζ)| <
1, |f ′(ζ)| > 1 or |f ′(ζ)| = 1. A neutral fixed point is rationally neutral if f ′(ζ) is a root
of unity. We shall say that a fixed point ζ attracts some point w ∈ C provided that




Note that as mentioned in [6], if degf > 1 and ζ is an attracting or rationally neutral
fixed point, then ζ attracts some critical point of f.
Definition 2.3 ([18]). Let f(z) be a polynomial such that the conditions |f ′(z0)| = 1
and f(z0) = z0 are not satisfied simultaneously for any z0 ∈ C. Then f(z) is said to
be a regular polynomial.
Definition 2.4 ([4]). The roots that lie on the unit circle are referred to as uni-
modular roots.
Definition 2.5. The grand orbit of a point z ∈ Ĉ, denoted by [z], under a map f is
defined as the set of all points w such that there exists m,n ≥ 0 with fm(z) = fn(w).
Fact 1: A grand orbit under a transformation T is an equivalence class of the
relation x ∼ y iff T p(x) = T q(y) for some p, q > 0.




denote a polynomial with nonzero real coefficients ai, where the bi are integers satisfying
0 ≤ b0 < b1 < b2 < · · · < bn. Then the number of positive real zeros of p(x) (counted
with multiplicities) is either equal to the number of variations in sign in the sequence
a0, · · · , an of the coefficients or less than that by an even whole number. The number
of negative zeros of p(x) (counted with multiplicities) is either equal to the number of
variations in sign in the sequence of the coefficients of p(−x) or less than that by an
even whole number.
Note that according to Descartes’s Rule of Signs, polynomial p(x) has no more
positive roots than it has sign changes and has no more negative roots than p(−x) has
sign changes. A polynomial may not achieve the maximum allowable number of roots
given by the Fundamental Theorem, and likewise it may not achieve the maximum
allowable number of positive roots given by the Rule of Signs.
Theorem 2.7 (Bezout’s Theorem In the Plane, [19]). Let f and g be relatively prime
polynomials in the real variables x and y with real coefficients, and let degh = n and
degg = m. Then the two algebraic curves f(x, y) = 0 and g(x, y) = 0 have at most mn
points in common.
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Bezout’s theorem is one of the most fundamental results about the degrees of poly-
nomial surfaces and it bounds the size of the intersection of polynomial surfaces.
Theorem 2.8 ([17]). For a harmonic polynomial f(z) = h(z) + g(z) with real coeffi-
cients, the equation f(z) = 0 has at most n2−n solutions that satisfy (Rez)(Imz) 6= 0
where degh = n > m = degg.
Theorem 2.9 ( Wilmshurst , [28]). If f(z) = h(z) + g(z) is a harmonic polynomial
such that degh = n > m = degg and limz→∞ f(z) = ∞, then f(z) has at most n
2
zeros.
The proof of Theorem 2.9 can also readily follows from Bezout’s theorem. Let f(z) =
h(z) + g(z) = 0 with h = u + iv and g = α + iβ. Then f(z) = (u(x, y) + α(x, y)) +
i (v(x, y) − β(x, y)) = 0 + i0. Now define η(x, y) := u(x, y) + α(x, y) and ζ(x, y) :=
v(x, y) − β(x, y). Then we do have a homogeneous polynomial equations equation
{
η(x, y) = 0
ζ(x, y) = 0.
(1)
Here we know that degη = n and degζ = n. Therefore by Bezout’s Theorem the
maximum number of zeros of η and ζ in common is n2.
Theorem 2.10. Let q(z) = z − p(z), where p(z) is an analytic polynomial with
degp = n > 1. Then Zq ≤ 3n− 2.
For the proof, see [18], Theorem 1.
Theorem 2.11 (Dehmer, M. [8]). Let f(z) = anz
n+an−1z
n−1+· · ·+a1z+a0, an 6=
0 be a complex polynomial. All zeros of f(z) lie in the closed disc K(0,max(1, δ)), where
M := max{| aj
an
|} ∀j = 0, 1, 2, · · · , n − 1 and δ 6= 1 denotes the positive root of the
equation zn+1 − (1 +M)zn +M = 0.
Note that this theorem is also another classical result for the location of the zeros
of analytic complex polynomial which depends on algebraic equation’s positive root.
Descartes’ Rule of Signs plays a great role in the proof as shown by Dehmer.
Lemma 2.12. A complex valued harmonic function f(z) = h(z) + g(z) is analytic if
and only if fz = 0.
3. Main results
Under this section, we find the maximum number of zeros and bound all the zeros of
complex valued harmonic quadrinomials in a closed disk and come up with a certain
conclusion.
3.1. On the location of the zeros of q(z)
In this section we find an upper bound on the moduli of all the zeros of complex valued
harmonic quadrinomial q(z) = bzk+zn+ czm+z , where k,m, n ∈ N with n > m, and
b, c ∈ R. The following theorem derives a closed disk in which all zeros are included
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and hence it bounds the moduli of the zeros of this families of the complex valued
harmonic quadrinomials.
Theorem 3.1. Let q(z) = bzk + zn + czm + z where k,m, n ∈ N with n > m and
b, c ∈ R \ {0}. Let |c| > 1 and k > n. If δ1 6= 1 is the positive real root of the equation
|b|xk+1 − (|b|+ |c|)xk + |c| = 0, (2)
then all the zeros of q(z) lie in the closed disk D(0;R) where R = max{1, δ1}.
Proof. Consider q(z) = bzk + zn + czm + z with given conditions. This quadrinomial





+ (zn + czm). (3)
Since both bzk + z and zn + czm are analytic complex-valued polynomials, q(z) is a
harmonic polynomial. Note that b is a parameter in analytic part and c is a parameter
































and the modulus of the conjugate of any complex number equals with its modulus,
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xn+ |c||b| has exactly
two distinct positive zeros, since x = 1 is a root with multiplicity one [26]. We then
conclude that |q(z)| 6= 0 ∀z ∈ C \D(0, R). Hence all the zeros of q(z) lie in the closed
disk D(0, R).
Theorem 3.2. Let q(z) = bzk + zn + czm + z where k,m, n ∈ N with n > m and
b, c ∈ R \ {0}. Let |c| ≤ 1 and k > n. If δ2 6= 1 is the positive real root of the equation
|b|xk+1 − (|b|+ 1)xk + 1 = 0, (4)
then all the zeros of q(z) lie in the closed disk D(0;R) where R = max{1, δ2}.




|b| . Since δ2 6= 1 is a positive real root of
|b|xk+1− (|b|+1)xk+1 = 0, it is also a positive real root of xk+1− (1+ 1|b|)x
k+ 1|b| = 0.
Thus we have for a complex valued harmonic polynomial q(z) = bzk + zn + czm + z
with k > n, δ2 6= 1 is a positive real root of x
k+1 − (1 + 1|b|)x
k + 1|b| = 0. Then we have
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Descartes’ Rule of Signs gives us that the function xn+1 − (1+ 1|b|)x
n + 1|b| has exactly
two distinct positive zeros, since x = 1 is a root with multiplicity one [26]. We then
conclude that |q(z)| 6= 0 ∀z ∈ C \D(0, R). Hence all the zeros of q(z) lie in the closed
disk D(0, R).
Remark 1. For a non-zero real numbers b and c, the location of the zeros of quadri-
nomial q(z) = bzk + zn + czm + z varies as the coefficient of co-analytic part varies.
3.2. On the number of the zeros of q(z)
In this section we find an upper bound for the possible number of the zeros of quadri-
nomial q(z) = bzk + zn + czm + z , where k,m, n ∈ N with n > m, and b, c ∈ R.
Now consider the harmonic quadrinomial q(z) = bzk+ zn+ czm+ z. This function can
be rewritten as
q(z) = z − (−bzk − zn − czm). (5)
Then Theorem 2.9 and Theorem 2.10 plays a great role to arrive at the following
theorem. We prove this theorem by breaking it into two cases and it bounds the
number of zeros of quadrinomial from above.
Theorem 3.3. Let q(z) = bzk + zn + czm + z where k,m, n ∈ N with k > n > m,





3n − 2, if b = 0
n(n− 1) + 3k − 2, if b 6= 0 and n < k − 1
k2, if b 6= 0 and n = k − 1
. (6)
To proof this theorem let us consider the following lemmas:
The case for b = 0
Lemma 3.4. A complex valued harmonic function bzk + zn + czm is analytic if and
only if b = 0.
Proof. By lemma 2.12 , the function bzk + zn + czm is analytic if and only if
∂
∂z
(bzk + zn + czm) = 0.
But this is true if and only if bkzk−1 = 0 which directly implies that b = 0.
Note that if b = 0, then we have q(z) = z+zn + czm = z−p(z) where p(z) = −zn−czm.
Since degp = n, we have the following lemmas and we can prove them directly by
the same procedure as in [18]. Also under this case, note that a harmonic function
zn + czm + z where m,n ∈ N with n > m, and c ∈ R at a point z0, is sense-








, sense-reversing if and


















Lemma 3.5. The cardinality of the set of points
{z ∈ C : z = −zn − czm and |nzn−1 + cmzm−1| ≤ 1}
is at most n− 1 where m,n ∈ N with n > m, and c ∈ R.
Proof. Let G(z) := −zn − czm; where g(z) = −zn − czm. Here G(z) is analytic
polynomial of degree n2. If |g′(z0)| = 1 and g(z0) = z0, then G
′(zo) = 1. All points
in the set {z ∈ C : z = −zn − czm and |nzn−1 + cmzm−1| ≤ 1} are fixed points
of G(z), which are either attracting or rationally neutral.So each of them attracts a
critical point of G. As it was proved by Khavinson [18], if −z0
n−cz0
m and c ∈ C, then
(−zn − czm)k → z0 if and only if G
k(z) → z0. If G
′(c) = 0, then there are atleast n+1
critical points of G, counted with multiplicities, which all belongs to the same grand
orbit under g(z). Furthermore, if G′(c) = 0, g(z0) = z0 and G
k(c) → z0, then there
are n+1 critical points of G, counted with multiplicities, all attracted to z0 under the
iteration of G. Each point in the set
{z ∈ C : z = −zn − czm and |nzn−1 + cmzm−1| ≤ 1}
attracts a critical point of G, but then it attracts n+ 1 of them. Since different fixed
points attract a disjoint set of critical points and the degree of G(z) is n2, the total
number of its critical points counted with multiplicities is n2 − 1.
Lemma 3.6. If zn + czm is regular polynomial, then the cardinality of the set
{z ∈ C : z = −zn − czm and |nzn−1 + cmzm−1| > 1}
is at most 2n− 1 where m,n ∈ N with n > m, and c ∈ R.
Proof. Rewrite q(z) := z − g(z), where g(z) = −zn − czm. Let Γ+ be a region where
z−g(z) is sense-preserving and Γ− be a region where z−g(z) is sense-reversing. Then
Γ+ and Γ− are separated by ∂Γ+. Moreover, make Γ
0
− compact by intersecting Γ−
with a large disk D(0, R) chosen so that ∂Γ+ ⊂ D(0, R), all zeros of z − g(z) are in
D(0, R) and the argument change of z − g(z) along the circle C(0, R) is −n. Then by





≤ 2π(n − 1).
Hence,
△C(0,R) −△∂Γ+ ≥ −2π(2n − 1).
Since C(0, R) − ∂Γ+ is the oriented boundary of Γ
0






is the number of zeros of z− g(z) in Γ−. This proves our lemma.
Now by using lemma 3.5 and lemma 3.6, we have
Zq ≤ (n− 1) + (2n − 1) = 3n− 2 (7)
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for b = 0.
The case for b 6= 0
In his thesis Wilmshurst [27] has constructed a number of examples of harmonic poly-
nomials f(z) = h(z) + g(z)of degree n with ’maximal valence’ n2. If we consider our
quadrinomial q(z) = bzk + zn + czm + z,
lim
z→∞
(bzk + zn + czm + z) = ∞. (8)
Therefore it follows from Theorem 2.9 that the number of zeros of q(z) is bounded
above by k2. That means, Zq ≤ k
2. In all such examples he found that, if h(z) had
degree n, then g had degree at least n−1. On the basis of this and other considerations
Wilmshurst has made the following conjecture: if g has degree m and h has degree
n > m, then f has at most m(m−1)+3n−2 distinct zeros. Hence by this conjucture,
it follows that Zq ≤ n(n− 1) + 3k − 2. This finishes the proof of Theorem 3.3.
3.3. Further analysis for n = k > m = 1
Under this section, we determine a curve that separates sense-preserving and sense-
reversing region for the family of quadrinomials of the form q(z) = bzk + zn + czm + z
, where k,m, n ∈ N with n = k > m = 1, and b, c ∈ R.
Note that a quadrinomial q(z) = bzk + zn + czm + z where k,m, n ∈ N with k, n > m













Therefore a curve ω(z) = 1 separates the zeros in a sense-preserving region from the
zeros in sense-reversing region and this region is determined by |nzn−1 + cmzm−1| =
|bkzk−1 + 1|.
Theorem 3.7. Let q(z) = bzk+zn+czm+z where k,m, n ∈ N such that k, n > m = 1
and b, c ∈ R with b 6= ±1. Suppose n = k and zkz be a pure imaginary number. Then













where ω(z) is a dilatation function of a quadrinomial q(z).
Proof. By definition, |ω(z)| = 1 iff |(z
n+czm)′|
|(bzk+z)′|
= 1. After a forward calculations
we arrive at |ω(z)| = 1 iff n2|z|2n + c2m2|z|2m − b2k2|z|2k − |z|2 = 2bkRe(zkz) −
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2cmnRe(znzm). But here we have assumed that zkz is a pure imaginary number. As
a result we do have the following.
|ω(z)| = 1 ⇔ n2|z|2n + c2m2|z|2m − b2k2|z|2k − |z|2 = 0.


























and let us introduce the following as
definition.
Definition 3.8. The roots of the quadrinomial q(z) = bzk + zn + czm + z that lie on
the circle of radius Mb,c are said to be the Mb,c-modular roots.
4. Conclusion and Discussion
In this paper we have found the maximum number of the zeros of of a two parameter
family of harmonic quadrinomials q(z) = bzk + zn + czm + z where k,m, n ∈ N with
k > n > m, and b, c ∈ R to be 3n − 2 if b = 0 and is n2 − n + 3k − 2 if b 6= 0. Also
we have derived a locations for the zeros and the result shows that the location of the
zeros also changes as a parameter in co-analytic part varies without any restriction to
non-zero coefficients in analytic part. For this families of quadrinomials, also we have







zeros in sense-preserving region from the zeros in sense-reversing region by considering
the relation k = n > m = 1.
For further investigation we have the following to be considered:
(1) How many roots of q(z) are Mb,c-modular? What can be said on the number of
zeros inside and outside of the circle Γb,c = {z ∈ C : |z| = Mb,c}?
(2) What is image of the circle Γb,c = {z ∈ C : |z| = Mb,c} under the quadrinomial
q(z) = bzk + zn + czm + z?
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