a priori E[θ 2s ] = ζ s / j ζ j is equal to the empirical probability of S = s. J j=1 ζ j is a smoothing parameter, analogous to α in the Dirichlet process. If J j=1 ζ j is very large then the dropout distribution is essentially the same across classes, making dropout and outcome approximately independent. Conversely if J j=1 ζ j is very small then only one dropout pattern will typically be represented in a given class. 
).
Sampling C i at this point involves calculating the observed data likelihood L obs,i = K k=1 β k f (Y obs,i |θ k )g(S i |Y obs,i , ζ k ) which may be retained if desired for model evaluation purposes.
If hyperpriors are placed on α and H, we can easily add steps corresponding to updating these parameters. The relevant likelihood of α is given by L(α|β 1 , ..., β k ) = α K−1 e α k log(1−β k ) , which can be given a conjugate gamma prior, and the relevant likelihood for any parameters in H is given by
Any updates which cannot be done in closed form may be replaced by appropriate updates which leave these conditional distributions invariant, such as slice sampling updates Neal (2003) .
B Prior Specification

B.1 Parametric Priors and the Modified Cholesky Decomposition
Parameters in parametric models in the main text are given "noninformative" priors on mean components, which we take to be a just-proper N (0, 10 6 ) prior, and priors based on the modified Cholesky decomposition on covariance matrices (Daniels and Pourahmadi, 2002) . For convenience, we review the modified Cholesky decomposition here.
The modified Cholesky decomposition of a precision matrix Σ −1 is
where L is a lower-triangular matrix consisting of ones on the main diagonal and the negative of the generalized autoregressive parameters off the diagonal and D is diagonal with elements corresponding to the inverse of the innovation variances. Noting that we can write
the elements of L correspond to {−φ jk : j = 1, ..., J, k = 1, ..., j − 1} and the elements of D correspond to σ −2 j . In all parametric models where this decomposition is used, we set φ jk ∼ N (0, 10 6 ) and σ j ∼ Uniform(0, 100).
B.2 Nonparametric Default Priors
We use default hierarchical priors borrowing ideas from Rasmussen (2000) and Taddy (2008) . We first discuss the prior on g(s | y, θ 2 ). As a preprocessing step, we standardize the data so the grand observed mean (across all treatments and times) is 0 and grand observed variance is 0.5.
For the simulation in Section 4.1 we assume g(s | y, θ 2 ) = g(s | θ 2 ) = θ 2s , i.e. Y and S are independent within cluster. We take θ
where ζ is chosen so that γ are given Γ −1 (1, 1) priors.
We now address the prior on f (y | θ 1 ). Here θ 1 = (µ, Σ). We use the modified Cholesky specification for (µ, Σ). Within mixture component k we can write
We set a
The variance components were specified as follows.
where g j is the MLE of the conditional variance of Y j givenȲ j−1 under normality and MAR. The s p 's represent the shape parameters of the underlying Γ distributions, which we give Γ −1 (1, 1) priors. λ 2 g j and λ 3 represent a random scaling component for σ
C Simulation Study Details
C.1 Section 4.1
In the first simulation setting in Section 4.1 data was generated according to Y ∼ N (µ, Σ) with µ = (0, 0, 0) and Σ an AR-1 covariance matrix with Var(Y 1 ) = 1 and
Missingness is MAR with discrete hazard at times j = 1 and j = 2
. The values of a 1 and b 1 were chosen so that λ 1 (−2) = 0.5 and P (S = 1) = 0.2. a 2 and b 2
were chosen so that λ 2 (−2) = 0.5 and P (S = 2 | S ≥ 1) = .25.
In the second simulation setting in Section 4.1, Y was drawn from a 50-50 mixture of normal distributions with means µ 1 = (2, 0, −2), µ 2 = (6, 1.5, 0) and covariance matrices Σ 1 = diag(2, .1, .2) and Σ 2 exchangeable with variance 1 and covariance 0.8.
This was chosen to make the distributions of (Y 1 , Y 2 ) and (Y 1 , Y 3 ) roughly shaped like an "L" rotated by 90 degrees while (Y 2 , Y 3 ) is roughly linear. Missingness is MAR with
I(Y ∈ A) here denotes the indicator function. The hazards were chosen so that P (S = 
Each row of a given matrix corresponds to a mixture component. The covariance matrices for each class are given by 
To generate from model M3 we first generate data under M1 and apply the appropriate normal distribution function to each component to get data which is marginally uniform. Next we apply the skew-t quantile function to each component to get data which is marginally skew-t. Recall the density of the skew-t distribution (Azzalini, 2013) with location 0, scale 1, degrees of freedom ν, and shape ω is f (z | ν, ω) = 2t ν (z)T ν+1 ωz ν + 1 z 2 + ν , where t ν is the students-t density with ν degrees of freedom and T ν+1 is the students-t distribution function with ν + 1 degrees of freedom. We set ν = 15 for each component and ω = (10, 0, 10, 0, 10, 0) to induce a nonlinear relationship between components. The data were then returned approximately to their original scale by multiplying by 15.
Sample datasets of data generated under M2 and M3 are given in Figures 1 and 2 .
Detailed simulation results are given in Table 1 .
