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I. INTRODUCTION
A TLAS [1] , [2] is one of the two general-purpose experiments at the CERN Large Hadron Collider (LHC) [3] . Its main goals are to take advantage of the unprecedented centerof-mass energy (14 TeV) and luminosity (10 −34 cm −2 s −1 ) of the LHC to search for the Higgs boson and for physics beyond the Standard Model.
A. The ATLAS sub-detectors
The main sub-detector groups of ATLAS are the Inner Detector for the measurement of charged particle tracks, the calorimeter, for the energy measurement of electrons, photons, jets, and invisible particles (through energy balance), and the Muon Spectrometer, to measure the momentum of muons.
The Inner Detector [4] , [5] consists of a Pixel detector [6] , [7] (closest to the beam pipe), a silicon strip detector (SemiConductor Tracker: SCT), and a straw detector (Transition Radiation Tracker: TRT), all inside a 2 T solenoid magnet. The electromagnetic, hadronic endcap and forward calorimeters [8] , use liquid argon and lead/copper as, respectively, the active and passive media, collecting the ionization charge in accordionshaped electrodes. The hadronic Tile Calorimeter (TileCal) [9] uses plastic scintillator tiles and iron as the active and passive media, and tile readout is performed by wavelength-shifting fibers and PMTs. The muon spectrometer [11] , [12] , [13] encloses the other systems and is located within a toroidal magnetic field created by eight large barrel and two endcap coils. Two types of fast chambers are used for trigger purposes: Resistive Plate Chambers (RPCs) in the central region, and Thin Gap Chambers (TGCs) in the forward region. For precision tracking, Monitored Drift Tubes (MDTs) [14] , [15] are used except in the forward region, where, due to higher rates, Cathode Strip Chambers (CSCs) are used. 
B. The ATLAS offline software
ATLAS uses Athena [16] (adapted from LHCb's Gaudi) as the common software framework for the High-Level Trigger, for simulation and reconstruction, as well as analysis and monitoring. The flexible structure of Athena allows the integration of many algorithms, tools and event data formats, while providing a series of common core services. Namely, it handles issues such as the database access and interval-of-validity checking, transient and persistent data store, histogramming services, etc... Given the complexity of integrating different subsystems in both basic tasks and combined algorithms, it clearly is quite useful to have common access to the Detector Conditions and Description databases for simulation, reconstruction and monitoring.
C. Cosmic ray data-taking
Cosmic ray data taking and analysis has been a part of the ATLAS detector commissioning in the ATLAS cavern since June of 2005, having started with TileCal standalone data. Dedicated trigger boards were built for the cosmic ray commissioning [10] , using coincidences between top and bottom hits in TileCal modules. Recently, also the Muon Spectrometer trigger chambers and the Level-1 trigger system have started to be used. Most of the ATLAS subsystems have used cosmic ray data in the detector commissioning program, for studies of tracker alignment, calorimeter energy and time response, channel quality control, etc... Some of these studies are covered in the references cited above for each subsystem. This paper covers the common software tools, from simulation to reconstruction, that are also being commissioned, especially during dedicated data-taking periods started in December 2006, in which all the available sub-systems are progressively integrated.
II. SOFTWARE COMMISSIONING WITH COSMIC RAYS

A. Detector Description
During the commissioning period, the detector configuration is not the final one, and has changed a few times. Some parts of the subsystems still need access for various tasks, such as power supply installation or electronics repairs, so the usual configuration (but not the only one) has the extended barrel and endcaps separated by a ∼1 m from the barrel. This is shown in Figure 1 , made from the Detector Description database. It is important that the Detector Description follows the changes that happen with the "physical" detector in the cavern, and that all the software structures, from simulation to reconstruction and monitoring, are synchronized with the same description. Figure 2 shows the angular distribution of events in the Tile calorimeter from a cosmic ray run. While the coverage gaps at negative values of eta is due to the non-availability of a group of modules due to refurbishing, the gap between 1.0 and 1.4 in eta is due to the separation between barrel and extended barrel (shown in Figure 1 ), that was correctly propagated to the event reconstruction.
B. Simulation
Dedicated cosmic muon packages were developed to simulate the commissioning data. The simulated ATLAS cavern geometry includes the ∼100 m overburden and the two large vertical access shafts. The event production is filtered both at the generation and simulation level: cosmic muons are generated at the ground level only above a 10 GeV energy threshold, within a 600 × 600 m area, and below a given incidence angle. Then they are propagated through the rock, and only the muons passing through a given volume centered in the interaction point are simulated in the ATLAS detector. This volume is tuned according to the sub-detector under study. Figure 3 shows the original generated position of the muons that, having been tracked through the rock, make it into the ATLAS detector volume. One can clearly see the effect of the access shafts in providing an "entry channel" into the ATLAS cavern, especially for the low energy muons. In fact, as we can see in Figure 4 , in which the relative rate of muons arriving to the ATLAS detector was separated according to initial energy, the shaft effect is not visible above 50 GeV.
From the simulations, the rate of muons passing through the Inner Detector is of the order of 3 Hz. In the Tile Calorimeter, that has a higher muon detection threshold, the predicted rate is about 0.2 Hz, in good agreement with the measured data.
The handling of the time information in the cosmics simulation had to be modified with respect to collision events, in which the zero reference is the generation at the interaction point. In order to have the hit times in the ±100 ns window, an offset is sybtracted, equal to the time at which the muon enters an envelope of the detector volume.
C. Reconstruction and Monitoring
Some modifications had to be done to the standard ATLAS reconstruction in order to properly handle cosmic muon events. Tracking algorithms were modified to reconstruct particles that do not come from the LHC interaction point. The standard AT-LAS reconstruction assumes an event synchronization with the LHC bunch-crossings, so the difference between the readout clock and the muon arrival time had to be calculated to correct the drift times in the tracking detectors and to select the correct set of coefficients for the energy reconstruction in the Liquid Argon Calorimeters. The muon time offset can be determined either by an iteration of the optimal filter method, or by using the TileCal timing, since one of its reconstruction methods does not require a definite time phase. The calorimeters' raw pulse samples and the energy reconstruction fits are shown in the event display in Figure 5 .
A partial reconstruction of the events is run in the online DAQ environment for monitoring purposes. Calorimeter cells, and Inner Detector and Muon Spectrometer tracks are produced from the online data and used for monitoring histograms and event displays. This allows for a quick identification of problematic or noisy channels, making it a very useful tool in the ATLAS control room.
Cosmic muon data taking was also used to commission the ATLAS computing model [17] , especially in the use of the CERN GRID Tier-0, and data transfer to Tier-1 centers. In this model, the role of the Tier-0 facility is to provide a prompt first pass processing of the data, especially for calibration analysis, while the Tier-1 centers would process the data with a 1-2 months latency, with improved calibration constants. The Tier-2 centers are used mainly for analysis and Monte Carlo simulation. The event data model established an event size of 1.6 MB for raw data and 0.5 MB for Event Summary Data (ESD), the reconstruction output.
Since December 2006, the commissioning data-taking operations have been carried out following a series of sub-detector integration periods, called Milestone weeks (in addition to several sub-system standalone runs). In the M4 week, in August 2007, 24 TB of raw data were collected and processed by the CERN Tier-0 facility. The transfer of the ESD output (0.3 MB/ev, lower than the foreseen 0.5 MB/ev, since the subsystems didn't have full coverage) proceeded as expected. During this (and other) data-taking week, the reconstruction and monitoring software commissioning was quite intensive and the bug-fix patching done nightly. The reprocessing done after 1 month had less than 1 per mille crashes.
D. Examples of Combined Analyses
Until the start of the LHC in 2008, cosmic muons are the only high energy particles available at the ATLAS cavern, so they are suited for studies that require the combination of data from different subsystems. Since the commissioning is still ongoing, these results should be seen as work-in-progress.
An example of such an analysis is the study of time correlations between the different calorimeters. Figure 6 shows an event display of a cosmic muon leaving energy deposits in the Liquid Argon and Tile Calorimeters. In order to determine the track of the muon, an algorithm was developed to fit a straight line to the TileCal cells, weighted according to energy density. (Of course, the granularity of TileCal makes this track much less accurate than Inner Detector (ID) or Muon Spectrometer (MS) tracks, but the MS coverage is still partial, and the ID has been installed quite recently.) Figure 7 shows the principle of this algorithm, that takes advantage of a long lever arm by requiring top and bottom modules deposits, and does not require any track projectivity. Once the track is determined, the individual cell times (previously calibrated with laser light pulses) are propagated along the track and averaged to determine the time at which the muon crossed the horizontal (y=0) plane. This time is then compared to the times of the high energy Liquid Argon cell deposits, for which the time can be determined through the iterative optimal filter method. Figure 8 shows the good correlation between the Tile and Liquid Argon time, with a slope consistent with 1.0. The correlation increases with energy as can be seen in Figure 9 , showing the time resolution plateau for energies above 500 MeV, at about 3.5 ns. This value is due to the accuracy of the Tile-based track, dependent on the cell size (some Tile cell sizes are larger then 60 cm in the radial direction), and on the the accuracy of the laser timing calibration, estimated at about 2 ns.
With LHC collisions, muon reconstruction will be done with fits to the hits on the Inner Detector and Muon Spectrometer, and those algorithms can be tested already with cosmic muons. Figure 10 shows such an example of a successful integration of different subdetectors in a combined algorithm. The event was recorded without a magnetic field and so the muon track reconstruction is expected to be less accurate due to the lack of knowledge of the muon momentum, which is needed to compute corrections due to multiple scattering.
III. CONCLUSIONS
Now that most of the ATLAS detector is installed in the experimental cavern, software commissioning represents a large part of the ongoing effort aimed at the readiness for LHC collisions in the summer of 2008. Data-taking, reconstruction, monitoring, simulation and analysis of cosmic ray data is important, not only for several sub-detector studies on alignment, uniformity, etc, but also to exercise the full software chain integration and to spot problems in a realistic situation.
Up to the start of the LHC, cosmic ray commissioning will continue, and the next steps are the integration of the Pixel sub-detector, progressive integration of the trigger system, and data-taking with the magnetic field on.
