In neutral fluids and plasmas, the analysis of perturbations often starts with an inventory of linearly unstable modes. Then, the nonlinear steady-state is analyzed or predicted based on these linear modes. A crude analogy would be to base the study of a chair on how it responds to infinitesimaly small perturbations. One would conclude that the chair is stable at all frequencies, and cannot fall down. Of course, a chair falls down if subjected to finite-amplitude perturbations. Similarly, waves and wave-like structures in neutral fluids and plasmas can be triggered even though they are linearly stable. These subcritical instabilities are dormant until an interaction, a drive, a forcing, or random noise pushes their amplitude above some threshold. Investigating their onset conditions requires nonlinear calculations. Subcritical instabilities are ubiquitous in neutral fluids and plasmas. In plasmas, subcritical instabilities have been investigated based on analytical models and numerical simulations since the 1960s. More recently, they have been measured in laboratory and space plasmas, albeit not always directly. The topic could benefit from the much longer and richer history of subcritical instability and transition to subcritical turbulence in neutral fluids. In this tutorial introduction, we describe the fundamental aspects of subcritical instabilities in plasmas, based on systems of increasing complexity, from simple examples of a point-mass in a potential well or a box on a table, to turbulence and instabilities in neutral fluids, and finally, to modern applications in magnetized toroidal fusion plasmas.
Introduction
Subcritical instabilities are nonlinear instabilities that occur even as the system is linearly stable, but with a threshold in the amplitude of initial perturbations. Subcritical instabilities stay dormant until they are brought over their threshold by some interaction, drive, forcing, or even thermal noise or other naturally occuring perturbations if the threshold is low enough. Subcritical instabilities are ubiquitous in neutral fluids and in plasmas. They are of great interest due to their essential impact on the onset of turbulence, structure formation, anomalous resistivity, and potentially, turbulent transport. Indeed, the widespread use of linear theory which subcritical instabilities circumvent as a fundation of nonlinear (or quasi-linear) theories is a major caveat in the conventional analysis of wave-like perturbations. The growth of subcritical instabilities is a nonlinear process, which is often independent of their linear decay rate. They open a new channel for tapping free energy.
In plasma contexts, developments in the theory of subcritical instabilities have been ongoing since the late 1960s. The physical mechanisms of nonlinear growth are multiple, but subcritical instabilities share common features in terms of bifurcation, and in terms of their macroscopic impact, which are typically equivalent or larger than the impacts of linearly unstable perturbations. The growth mechanisms are well documented, and theories often yield accurate analytic formulas for their amplitude thresholds and for their nonlinear growth rates.
Direct measurements in neutral fluid experiments have confirmed the existence and importance of subcritical instabilities. In plasmas, fluid-like subcritical instabilities have been well documented in laboratory experiments. However, high-temperature plasmas feature other kinds of instabilities that involve non-Gaussian distribution functions. Direct measurements of these kinetic subcritical instabilities are more difficult, because they are often based on short-lived structures with small scales in both real space and velocity space (but which together yield macroscopic, long-lived impacts on magneto-hydrodynamics). The development of new techniques to obtain more accurate measurements of phase-space density are ongoing.
Subcritical instabilities can be approached from various standpoints. Large parts of the literature focus on the mechanisms by which a finite amplitude seed perturbation can grow nonlinearly or how the nonlinear structure sustains itself. Several scenarios for the onset of subcritical instabilities or the subcritical transition to turbulence have been uncovered. In some cases, infinitesimal perturbations or noise can grow transiently, either into a finite amplitude seed or directly into a self-sustained nonlinear structure. In other cases, large enough seeds can be formed by external forcing or by an avalanche process originating from a linearly unstable region (which can be a region in space-time). Dauchot and Manneville described the concept of subcritical instability from the point-of-view of a local versus global analysis of stability [1] . Based on a simplified model of Navier-Stokes turbulence, they showed that stability conditions can only be determined from the knowledge of all reachable attraction basins rather than from the stability of the local basin. Yoshizawa, Itoh, and Itoh described the topic of subcritical instabilities based on examples of plasma instability, as can be found in their textbook [2] . Nonmodal stability theory, as reviewed by Schmid [3] , has been successfully applied to the analysis of nonlinear stability over a wide range of fluid and plasma contexts, including space-and-time-dependent flows in complex geometries.
In this paper, which is based on a tutorial that was published in Japanese only [4] , we attempt to describe the basic concepts of subcritical instability, starting from the simplest example of a point mass in a potential well, and then building up to increasingly complex physical contexts: the Kelvin-Helmholtz instability, quasi-2D and pipe flows, 1D plasma, drift-waves in magnetized plasmas, and finally, strong electro-magnetic bursts driven by energetic particles in magnetized toroidal plasmas. We do not attempt to present a review of the literature on subcritical instabilities and subcritical turbulence, but rather, propose an introduction of the topic by selecting a few paradigmatic examples. The aims are two-fold: (1) to allow the reader to get a clear physical picture of some of the various mechanisms by which subcritical instability can occur and (2) to point out interesting analogies between neutral fluids and plasmas which may be exploited to push the research further.
Concepts of Subcritical Instability
Let us set up a simple model of Newtonian mechanics to illustrate the concept of subcritical instability by analogy.
Consider a point mass of radial coordinate r resting on a surface of altitude φ(r) or equivalently, a positively charged particle in an electric potential φ(r), where
Here, a, b, and c are constant input parameters which characterize the shape of the potential. Let us assume that the point mass or particle is initially at r = 0 and is ultimately bounded to a finite r region of space, which is imposed by the condition c > 0. In this section we arbitrarily choose c = 0.1. We consider two qualitatively different cases for b, namely b = 1 and b = 0. As we will argue in this paper, these two cases represent systems which can (b = 1) or cannot (b = 0) feature subcritical instabilities. Figure 1a shows the potential φ for a = 1.5, b = 0, and c = 0.1 and a point mass or charged particle after it has been perturbed by an external push towards positive r. This corresponds to conventional, supercritical instability. We assume that there is some form of energy dissipation. Any initial perturbation in r will grow linearly at first, and then r will oscillate around the stable equilibrium, before reaching the latter equilibrium in the time-asymptotic steady-state. In contrast, Figure 1b shows the potential φ for a = −2, b = 1, and c = 0.1, which is linearly stable but nonlinearly unstable. If the initial perturbation is small enough, the point mass or particle will oscillate around r = 0 with its amplitude decreasing over time until it returns to rest back at its original location. If the push is large enough, on the contrary, the point mass or particle will overcome the potential barrier and reach another potential. In doing so, it will extract free energy that would not be available if it did not overcome the potential barrier. This qualitatively illustrates the basic concept of subcritical instability. Next, we perform a quantitative analysis. . In both cases, in the neighborhood of r = 0, the potential is strictly concave for any a > 0 and strictly convex for any a < 0. The equation of motion is
where K is a positive constant. The linearized equation of motion isr = 2aKr. Therefore, a linear analysis informs us that the equilibrium r = 0 is stable for a < 0, unstable for a > 0, and marginal for a = 0. In other words, the linear instability threshold is simply a = 0. For a > 0, the linear growth rate is proportional to √ a. A nonlinear analysis, in contrast, yields a much different story. The equilibrium states are given byṙ = 0 and r such that dφ/dr = 0. The slope of the potential is 1. If b 2 + 3ac ≤ 0, there is no other real solution than r = 0. 2. If 0 < b 2 + 3ac < b 2 (which is only relevant for ac < 0), there are four real solutions other than r = 0, which are r = ±r min and r = ±r max . Here,
and
The second derivative of the potential at these solutions is, straightforwardly,
Therefore, with our initial assumption of c > 0, φ min < 0 and φ max > 0. This proves that r = ±r min are unstable equilibria, while r = ±r max are stable equilibria, as can be seen from the plot of φ in Figure 2b . 3. Finally, if b 2 + 3ac ≥ b 2 , there are two real solutions other than r = 0, which are r = ±r max .
Let us summarize how this translates in terms of stability for two qualitatively different systems: b = 0 and b = 1. For b = 0, if a ≤ 0, the only equilibrium, r = 0, is stable. If a > 0, the equilibrium r = 0 is unstable, and there are two attraction basins, r = −r max and r = r max , which are stable. This corresponds to the conventional linear instability followed by nonlinear saturation, where, in the analogy, r is the amplitude of fluctuation.
For b = 1, if a > 0, the situation is qualitatively similar to the case b = 0, a > 0. We recover the same two attraction basins, r = ±r max , which are easily reached because φ is concave at r = 0. However, if −1/(3c) < a < 0, there are three stable equilibria: r = −r max , r = 0, and r = r max . Starting from the location r = 0, the point mass or the particle can reach one of the two other attraction basins if it overcomes the potential barrier peaking at φ(r min ). This corresponds to the subcritical instability.
From the latter analysis, one can determine the conditions for instability in bifurcation diagrams such as Figure 3a for the system with b = 0 and Figure 3b for the system with b = 1. In terms of the bifurcation theory, the system with b = 0 features a supercritical Hopf bifurcation, and the system with b = 1 features a subcritical Hopf bifurcation (at a = 0) as well as a fold bifurcation (at a = −1/(3c)). The unstable equilibria are also thresholds that must be reached to trigger the instability. The stable equilibria are also the saturated amplitudes. As we will see, the "finger" shape in Figure 3b is typical of subcritical instabilities in neutral fluids and in plasmas. Note that while linear stability is given by a condition on a 1D parameter space (a), nonlinear stability is given by a condition on a 2D parameter space (a, r). These subcritical bifurcations have crucial implications, not only for linear theories, but also for nonlinear theories that are based on an expansion in the perturbation amplitude. Indeed, in the system b = 0 where subcritical instabilities are absent, an argument of near-marginality is often made: the system naturally remains near linear marginality (a = 0), because if the conditions overcome linear marginality (a > 0), the instability will tend to counteract the source of instability, bringing the system back to a = 0. Now, in the system b = 1, the same argument does not stand for two reasons: (1) near marginality (a = 0), the perturbation has a finite amplitude |r| = [2/(3c)] 1/2 ; and (2) if the conditions overcome linear marginality, the instability will counteract the source, bringing a not only back to a = 0 but even to a finite negative value of the order of a = −1/(3c), which may be far from marginal stability. Finally, let us mention the existence of a third paradigm. A system can feature subcritical instabilities, even if there are no linear instabilities for any finite value of the control parameter. As an example, we can consider a solid box placed on a plane surface (an idealization of a cup on a table). The box has a square base of length l and height h. Figure 4 shows the box tilted by an angle θ and the potential energy which is then proportional to sin θ + h/l cos θ. As the parameter h/l increases, the potential well at θ = 0 becomes shallower and narrower but never vanishes. Hence, the equilibrium θ = 0 is always linearly stable. However a subcritical instability can be triggered if the perturbation overcomes a threshold θ c such that tan θ c = l/h. Figure 5 shows the resulting bifurcation diagram. Here, there is no subcritical Hopf bifurcation (or one could argue that it has been pushed towards infinity), and the subcritical instability spans the whole parameter space. 
Subcritical Instabilities in Neutral Fluids
In fluid dynamics, the concept of subcritical instability is not to be confused with that of subcritical flow, which is defined as a flow with Froude number of less than 1 [5] . To the authors knowledge, subcritical flows and subcritical instabilities are unrelated. Subcritical turbulence, in particular, in the presence of sheared flow, has a long history of experimental [6] [7] [8] [9] , numerical [10] , and theoretical research, as summarized in [11] . As entry points, we refer to a textbook by Drazin and Reid [12] , partial reviews of transition to turbulence by Grossman [13] and Manneville [14] , and an attempt at an historical review in Chapter 2 of Borrero's Ph.D. thesis [15] . In this section, rather than attempting another review, we describe a few examples to introduce the reader to the relevant concepts that find counterparts or analogies in plasma flows. Firstly, the Kelvin-Helmholtz instability in 2D geometry (in a Hele-Shaw cell) provides a clear example of subcritical bifurcation. Secondly, the literature on Couette flow, Poiseuille flow, and flat plate laminar boundary layer provides a relatively simple example of the physical mechanisms of growth of a finite amplitude perturbation.
Experimental Measurement of Subcritical Bifurcation
Meignin et al. observed and characterized, with great clarity, a subcritical instability in experiments of the Kelvin-Helmholtz instability in a Hele-Shaw cell [16] . Figure 6 describes the experimental setup. Two fluids (nitrogen gas and oil here) were injected at the same pressure into a thin space between two parallel glass plates. The two fluids flowed out at atmospheric pressure. Here, the gas to liquid density ratio was of the order 10 −3 . The gas velocity U g was used as a control parameter that corresponded to the drive of the instability. A perturbation was applied via a periodic modulation of the oil injection pressure (keeping the pressure of both fluids equal, on average). This led to an observed sine wave (at the inlet) of vertical amplitude A 0 ("forcing amplitude"). Figure 7 shows the observation in three typical cases: damping (stable), marginal (steady), and growing (unstable). [16] . Sketch of the experimental setup to study the subcritical Kelvin-Helmholtz instability in a Hele-Shaw cell. Nitrogen gas and silicon oil were injected from the left into a thin cell between two parallel glass plates. Gravity is shown by an arrow marked g. An initial sine perturbation of the interface was imposed at the end of a splitter tongue where fluids met (left), and this was observed downstream (right). For large enough values of gas velocity, they found a critical forcing amplitude below which the perturbation was damped, but above which the perturbation grew until it saturated to a larger value. This threshold in forcing amplitude is shown by open circles in Figure 8 . The saturation value is shown by filled circles. From this figure, it can be concluded that linear instability is given by a simple condition, U g > U c,L , where U c,L ≈ 4.63 m·s −1 . In contrast, nonlinear instability extends to a larger domain, given by two conditions, U g > U c,NL , where U c,NL ≈ 4.2 m·s −1 and A 0 > A c,NL (U g ). The unstable region is marked by up arrows in the figure. The part of the unstable region where U g < U c,L is the region of subcritical instability. Note the striking similarity with Figure 3b . A similar diagram is found for a wide range of fluid applications, including increasingly complex systems such as the Taylor-Couette cell of polymer solutions [17] . A specific introduction for subcritical instabilities of visco-elastic polymers flows is available [18] . In the Kelvin-Helmholtz case, as can be seen in Figure 8 , the subcritical region extends by 9% (in terms of U g ) into the linearly stable region. In the case of plane Poiseuille flow, the subcritical region extends by 50% in terms of the Reynolds number into the linearly stable region (linear threshold R c ≈ 5772, nonlinear threshold R nl ≈ 2900 [19] ). In the case of hot plasmas, we will see that this extension can be even more dramatic.
The existence of a subcritical instability in the case of two layers of immiscible, inviscid, and incompressible fluids in relative motion, which is an ideal limit of the latter experiment, was predicted qualitatively by Weissman [20] . The key point is the existence of nonlinear solutions. In addition, he showed that the nonlinear stability of an initial perturbation is sensitive to the form of the initial perturbation. We will be able to make many similar conclusions for hot plasmas.
Finally, subcritical turbulence can be strong enough to hide underlying linear instabilities. This is the case for Hagen-Poiseuille flow in slightly curved pipes [21] .
Physical Mechanism of Subcritical Growth in Neutral Fluids
The physical mechanism of subcritical growth of a finite amplitude perturbation can take various forms depending on the system. In the case of planar Poiseuille flow, Henningson and Alfredsson proposed a mechanism called "growth by destabilization" [22] , based on a more general suggestion by Gad-el-Hak [23] . In the growth by destabilization mechanism, a spot of finite amplitude fluctuations acts as a local obstruction that modifies the velocity profile in the vicinity of the spot. The modified profile is linearly unstable and allows the perturbation to grow. The modified profile was later confirmed experimentally by Klingmann and Alfredsson in the case of planar Poiseuille flow [24] as well as by Dauchot and Daviaud [25] in the case of the plane-parallel Couette flow, suggesting the validity of the mechanism of growth by destabilization.
To give an example of another mechanism, let us now focus on the flow in the laminar boundary layer near a flat plate. It was shown experimentally [26] and explained theoretically [27] that a convecting vortex moving at a fixed distance from the flat plate can drive instabilities in the free streaming flow when its translational velocity is a fraction of the free-stream velocity [28] . This instability can grow either upstream or downstream from the vortex, depending on the relative signs of vorticity between the mean field and the vortex structure. This suggests another mechanism of subcritical instability. Suppose that in some region of a flow, a linear instability generates a vortex.
The vortex, which is an extremely coherent structure, may then travel without much distortion to a linearly stable region of the flow and, in turn, drive instabilities by extracting further energy from the mean flow. This latter mechanism of vortex-induced subcritical instability will be particularly important in plasma where there is a kinetic counterpart of fluid vortices.
In wall-bounded shear flows, subcritical transition to turbulence has been thoroughly investigated [29, 30] . The whole process, called lift-up, is now fairly well understood, from the first local formation of finite amplitude perturbation, to its evolution towards three-dimensional structures and the self-sustaining mechanism of these structures [31, 32] . Here, let us summarize the self-sustaining mechanism, assuming that the equilibrium fluid velocity is along the x axis and is sheared in the y direction, u = u x (y)x. The mechanism involves three main elements: (1) stream-aligned rolls δu = u y (y, z)ŷ + u z (y, z)ẑ sustain perturbations in the z direction of the parallel (streamwise) fluid velocity, δu x (y, z), called streaks. (2) The latter streaks are linearly instable and lead to a 3D perturbation of the form exp ıαxδu(y, z). (3) In the nonlinear phase of this instability, the latter 3D perturbation self-interacts via convective acceleration and transfers its energy to the original stream-aligned rolls, closing the cycle. A similar mechanism was later found in pipe flow [33] [34] [35] .
It should be noted that subcritical transition to turbulence often features co-existing laminar and turbulent regions. Localized turbulence may or may not expand globally, depending on the parameters. Pomeau proposed the concept of spatio-temporal intermittency to interpret these observations [36] .
Subcritical instabilities are not limited to laboratory experiments. They have been proposed for shear instabilities of wave-driven, along-shore currents, first in an idealized situation [37] , and then for a realistic configuration reproducing US coastlines and including the effects of eddy viscosity and bottom friction [38] .
Subcritical Instabilities in Plasmas
We propose to categorize subcritical instabilities in plasmas as either fluid or kinetic. On the one hand, in collisional plasmas, the particle distribution can be adequately described by fluid equations that give the evolution of the first few velocity moments. As expected, these fluid-like plasmas feature subcritical instabilities, which we refer to as fluid subcritical instabilities, with many similarities to the hydrodynamic instabilities discussed in the previous section. On the other hand, in hot plasmas, collisions can be so rare that the particle distribution readily explores the degrees of freedom in the energy (or velocity) space. This often leads to strong resonances between particles and waves, nonlinear particle trapping, and the spontaneous formation of non-wavelike fluctuations in the particle distributions. These nonlinear kinetic processes give birth to a whole different class of subcritical instabilities, which resemble fluid subcritical instabilities (in terms of, e.g., a stability diagram with a threshold that is sensitive to the form of the initial perturbation) but with physical mechanisms that involve and couple both the real space and the energy space. That said, hot plasmas still retain a fluid-like character at the lowest order. Therefore, we can expect various combinations of fluid and kinetic subcritical instabilities.
Fluid-Like Subcritical Instabilities in Plasmas
The linear theory of drift-waves is well-known. In the presence of magnetic shear, drift-waves are generally linearly unstable in toroidal geometry (thanks to the magnetic curvature), but they are linearly stable in slab geometry. In contrast, 2D fluid simulations of electrostatic drift-wave turbulence in sheared slab geometry by Biskamp and Walter showed that finite turbulence levels can be maintained even if the linear growth rates of modes are negative, due to a nonlinear suppression of shear damping [39] . The mechanism seems to involve bidirectional spectral energy transfer. Later, Scott found similar results for the collisional counterpart of the drift wave [40] . Drake et al. clarified the nonlinear drive mechanism based on fluid simulations of a 3D model still in sheared slab geometry [41] . The persistence of turbulence results from a nonlinear amplification of radial flows. Note that this mechanism is self-consistently described by a fluid-like (MHD) model. Similarly to neutral fluids, subcritical turbulence can be strong enough to significantly affect the saturated state, even in the presence of supercritical instabilities [42, 43] .
Highcock et al. developed the theory of subcritical turbulence in the presence of shear flow further based on local gyrokinetic simulations for the case of zero magnetic shear [44, 45] . In that case, the plasma is linearly stable for any finite value of flow shear, but subcritical turbulence can be sustained, except for a non-trivial region in parameter space. This regime of quenched turbulence was mapped based on ∼1500 nonlinear simulations [46] . It was shown that, although linear theory cannot predict nonlinear stability in general, within some limits, it might help to reduce the extent of the parameter space that needs to be scanned. Van Wyk et al. argued that subcritical Ion-Temperature-Gradient turbulence is experimentally relevant for the Mega Ampere Spherical Tokamak (MAST) [47, 48] . It is very important to note that this self-sustained turbulence requires an initial perturbation amplitude close to the nonlinear saturation amplitude.
On the other hand, Yagi et al. obtained subcritical instabilities from low initial amplitudes in fluid simulations [49] . They performed 2D simulations of electrostatic current-diffusive interchange turbulence in a simplified geometry of a sheared magnetic field with average bad curvature, including both ion and electron nonlinearities. They observed not only self-sustained subcritical turbulence due to current diffusion, as predicted by analytic theory [50] , but also subcritical growth from initial amplitudes orders-of-magnitude lower than the nonlinear saturation level. Later, Itoh et al. developed an analytical theory for this subcritical instability, which is in comprehensive agreement with numerical simulations [51] . In particular, they recovered a subcritical bifurcation similar to that shown in Figure 3 .
Another typical example in toroidal devices is the formation of self-sustaining magnetic islands (the neoclassical tearing mode) [52] . The interested reader is encouraged to explore the relevant literature.
Subcritical instabilities are also found in astrophysical contexts. For example, in radially stratified disks with shear flow, incompressive short-wavelength perturbations can only be sustained nonlinearly [53] .
Recently, nonlinear non-modal methods of analysis have been developed to predict the onset of turbulence, transport, and turbulence in subcritical cases [54, 55] . In particular, a wave-like advecting solution was found as an attractor at the threshold amplitude which promises to clarify the mechanism by which subcritical turbulence is sustained [56] .
Kinetic Subcritical Instabilities
Although fluid-like subcritical instabilities can include kinetic effects, in this section, we address subcritical instabilities, which are essentially kinetic in the sense that their growth mechanism relies on nonlinear wave-particle interactions.
Overview
In simplified 1D geometry, many authors have investigated a situation such as the one described in Figure 10 , where Landau damping induced by one of the plasma species (electrons here) is competing with inverse Landau damping induced by an other species (ions here).
Based on quasi-linear theory, O'Neil demonstrated the existence of a kinetic subcritical instability of a spectrum of many modes [57] . This is due to the flattening in the velocity distribution, which effectively mitigates Landau damping. He argued that, in general, this subcritical instability is possible when the total resonant kinetic energy available for growth is less than the total resonant kinetic energy available for damping. This theory discarded the role of nonlinear particle trapping, which was later found to be essential in many contexts, as discussed below. Here, by nonlinear particle trapping, we refer to the trapping of charged particles by their own electrostatic potential, which leads to a Bernstein-Greene-Kruskal (BGK)-like mode [58] .
In many cases, a BGK vortex can evolve into a phase-space hole. A phase-space hole is a BGK-like structure with a local depression of phase-space density within the vortex. It can be seen as a kinetic counterpart of the fluid vortex. Although, in contrast to a fluid vortex, which lives in real (configuration) space, the phase-space hole lives in the phase-space of particle distribution, that is, real space and energy space. The existence of phase-space holes was predicted by numerical simulations of the two-beam instability [59] , which were interpreted by theory [60, 61] and experimentally observed in a wide variety of space and laboratory plasmas [62] . See the tutorial in Ref. [63] for a detailed description of phase-space structures or Refs. [64, 65] for a review.
Dupree predicted analytically that phase-space holes can grow nonlinearly and drive subcritical instabilities [61, 66] .The mechanism is detailed in the next part, Section 4.2.2.
The theory of subcritical instabilities has been further developed in the conditions of Figure 10 , but with an additional simplification of the model. In the Berk-Breizman model, the damping species is assumed to take only the role of a neutralizing background, and all damping processes are modeled by a linear external dissipation with a fixed rate [67] . In this system, subcritical instabilities have been observed in numerical simulations [68] [69] [70] [71] and interpreted by analytical theory. Linear Landau damping generates a seed structure in phase-space that can grow nonlinearly as a result of dissipation acting as a drag force (see next section). The nonlinear growth rate was obtained based on a kinetic counterpart of the Charney-Drazin theorem on the non-acceleration of zonal mean flows by steady conservative waves [72] . The threshold of initial perturbation amplitude can be obtained by balancing the growth of a phase-space structure due to wave dissipation and its decay due to collisions. Figure 11 shows time-series of the electric field amplitude for different initial amplitudes, obtained by numerical simulation of the Berk-Breizman model. In all cases, dissipation is larger than linear drive, so the mode is linearly stable. The mode grows only if the initial amplitude is larger than a threshold, which is consistent with our nonlinear theory. In toroidal geometry, Kosuga et al. recently showed, by analytic calculations, the possibility of kinetic subcritical instabilities for the trapped ion mode [73] . They emphasized the destabilizing role of electron dissipation. Similarly to the 1D systems discussed above, the mechanism is based on the nonlinear growth of a hole structure in phase-space [61, 74] . The mechanism still works in the present of turbulent decorrelation of such structures [75, 76] so this is relevant to the context of granulation [77] .
N'Guyen et al. investigated the situation of Figure 10 as well, but for a single sine wave [78] . They discussed another kind of subcritical instability that is driven by a nonlinear reduction of damping as well but is due to nonlinear particle trapping. Later, they showed that this type of subcritical instability is, in principle, relevant for acoustic modes, such as beta Alfvén eigenmodes or geodesic acoustic modes, under standard tokamak conditions [79] .
Although these theories of kinetic subcritical instabilities predict essential impacts of subcritical instabilities on turbulence, transport, and mean flows, they do not yet provide any unambiguous macroscopic signature, which could help to discriminate these impacts from the similar impacts of linearly unstable modes. Moreover, there is no indication that the instability being subcritical is a key feature of the resulting turbulence, transport, and flows. In Section 4.3, we review the first experimental evidence of the strong effect of kinetic subcritical instability in a context where subcriticality does come with a key impact: abrupt growth. However, let us first detail the physical mechanism of nonlinear growth of a phase-space hole which is responsible for most of the kinetic subcritical instabilities.
Nonlinear Growth Mechanism of a Phase-Space Hole
Let us focus on a 1D plasma with ions and electrons, but unlike the situation of Figure 10 , here, both ion and electron velocity distributions are Gaussian, and the electron distribution is shifted by a given mean velocity. Figure 12 shows the initial or equilibrium velocity distributions f 0,i and f 0,e as well as the distributions at some arbitrary time t = t 1 in the presence of a single electron hole. The electron hole can grow nonlinearly in this situation, where in the vicinity of the hole, the electron velocity gradient is positive and the ion velocity gradient is negative. The impact of the electron hole on the ion distribution is represented as a barely visible flattening. Figure 13 is a cartoon of the electron hole in phase-space. Trapped electrons form a vortex structure with a deficit of phase-space density (in other words, a negative perturbation of the distribution function, δ f < 0). Therefore the electron density features a local deficit as well, which is consistent with the local bump of potential, which, in turn, is consistent with the trapping of electrons. Therefore, the BGK-like vortex forms a self-consistent, self-sustained (in the absence of collisions) structure. Here, to simplify the discussion, the perturbation in the ion density is assumed to be negligible.
The nonlinear mechanism of growth of this electron hole can be understood based on the latter figures, Figures 12 and 13 . Figure 12 . Velocity distribution of ions and electrons in a two-species plasma with a mean velocity drift. The equilibrium distributions are noted f 0,i and f 0,e . The ion/electron mass ratio is reduced to 10 for the sake of readability of the figure. An electron hole is drawn schematically at some arbitrary time t = t 1 , and the mechanism of its growth from t = t 1 to a later time t 2 is explained in the text as the result of a drag force due to the scattering of ions by the electron hole. Firstly, if the hole changes its mean velocity slowly enough, trapped electrons within the hole will move along with the hole. Detrapping is rare enough for slow changes in the velocity of the hole. Since the Vlasov equation states that the distribution function f is conserved along particle orbits, the value of f at the bottom of the hole will remain constant even as the hole accelerates or decelerates. Therefore, since the equilibrium electron distribution has a positive slope in the vicinity of the hole, the hole deepens if its mean velocity increases, as schematized in Figure 12 .
Secondly, in this configuration, there is a force that does accelerate the hole, leading to its growth. Here, the impact of electron hole on ions is essential. The ion trajectories are shown in the bottom of Figure 13 . The positive charge of the electron hole scatters ions in both directions away from the center of the hole. Due to the negative gradient of the ion velocity distribution, there is an imbalance between decelerated ions and accelerated ions-ions, as a whole, gain momentum. Electrons, on the contrary, lose momentum (ensuring total momentum conservation). The result for the electron hole, which has a negative mass, is to accelerate.
Let us give a rough estimate of the nonlinear growth rate by noting u as the velocity of the hole, h as the hole depth (h > 0), ∆v as the width of the hole, φ 0 as the amplitude of the trapping potential, and f 0,s = d f 0,s /dv| v=u as the equilibrium velocity gradient for species s in the vicinity of the hole. A simple calculation of particle orbits yields that ∆v is proportional to √ φ 0 . The positive charge of the electron hole scatters ions, which, because of the negative gradient of f 0,i (v), leads to a positive force on ions. F e→i proportional to −φ 2 0 f 0,i . The equal and opposite reaction is a drag force on electrons, F i→e = −F e→i . As a result, the electron hole accelerates at a rate ofu = F i→e /M hole , where M hole is the negative mass of the hole which is proportional to −h∆v. Since the trapped-electron distribution function remains constant, the hole deepens at a rate of dh/dt proportional tou f 0,e . Finally, Poisson equation shows that φ 0 is roughly proportional to h∆v; therefore, h is proportional to √ φ 0 . Putting the above relations of proportionality together, we obtain a growth rate γ = (1/h)dh/dt = (1/φ 0 )dφ 0 /dt proportional to − f 0,e f 0,i √ φ 0 . The full calculation is tedious and takes into account additional effects such as potential screening and the retroaction of the growth on the drag force [66, 80] . However, the final result is consistent with the above simplified mechanism.
This nonlinear growth of phase-space holes was confirmed by Berman et al. in numerical simulations of the ion-acoustic instability in 1D collisionless electron-ion plasmas with a velocity drift (but no supra-thermal population) [81] . They performed Lagrangian (particle-in-cell) simulations with an initial sine perturbation. They found that a subcritical instability with a very small threshold in amplitude was developing, even for velocity drifts much below the linear threshold. Recently, we found, by both Lagrangian and semi-Lagrangian simulations, that these results are attributable to the spurious numerical noise due to the low number of particles that could reasonably be calculated given the computing resources of the 1980s [82] . However, with modern computing [83] , we still obtained unambiguous subcritical instabilities, given an initial sine perturbation with large initial amplitude (eφ 0 /T ∼ 1), or, more importantly, given an initial BGK-like perturbation even with a small initial amplitude (eφ 0 /T ∼ 10 −2 ).
For the origin of a large-enough initial perturbation or initial BGK-like fluctuations, we have discussed three plausible scenarios [82] . The first scenario is a growth from, e.g., thermal fluctuations, which is limited to an initial barely stable equilibrium. The second scenario is the growth of a hole that would have been externally driven by the experimental setup or convected from a region of linear instability. The third scenario is the case of self-sustained turbulence, as plasma conditions go from linearly unstable to subcritical on a slow time-scale.
Hybrid Fluid-Kinetic Subcritical Instabilities
Despite decades of theoretical advances, experimental observations of kinetic subcritical instabilities have been lacking, probably in part because it is difficult to measure the velocity-space distribution in relevant conditions. However, recently, a good candidate was identified experimentally [84] and interpreted by theory as a subcritical instability driven by a combination of fluid and kinetic nonlinearities [85] .
In the helical plasma of the Large Helical Device (LHD), bursts of geodesic acoustic mode driven by energetic particles (EGAM) are sometimes accompanied by a much more abrupt, large-amplitude burst of another mode. The observation cannot be explained by conventional mechanisms, such as nonlinear coupling of turbulence alone [86] , or resonant interaction with energetic particles [87] . In particular, the measurements point to a threshold in amplitude of the EGAM for the destabilization of the abrupt mode.
We proposed a theoretical interpretation based on a reduced 1D model, including both fluid and kinetic nonlinearities [85] . The model qualitatively recovers the experimental observations in terms of temporal evolution and phase relation with the input parameters being consistent with the measured plasma parameters. Within the framework of this model, we found that the abrupt burst belongs to a new class of subcritical instability which is a hybrid between fluid and kinetic subcritical instabilities. In fact, we found two distinct regimes, depending mainly on collisionality [88] . For very low collisionality, nonlinear fluid coupling between modes provides a seed perturbation, which evolves due to particle trapping into a phase-space hole, and then grows, dominated by kinetic nonlinearity. In contrast, for slightly higher collisionality, the subcritical instability requires both fluid and kinetic nonlinearities to continuously collaborate. The LHD observation was interpreted as a manifestation of the latter one.
In this context, it is the fact that the instability is subcritical which yields such abrupt growth with a growth-rate of one order-of-magnitude above that of its supercritical counterpart.
Conclusions
Subcritical instabilities are ubiquitous in neutral fluids and in plasmas and merit attention since the access to free energy and the spectrum of turbulence are ultimately nonlinear issues. Subcritical instabilities have common characteristics, such as a threshold in amplitude and a growth rate that increases with increasing amplitude. However, they can originate from a wide variety of physical mechanisms.
In plasmas, subcritical instabilities are of great interest due to their essential impact on the onset of turbulence [89, 90] , structure formation [91] , anomalous resistivity [82, 92] , and potentially, turbulent transport [73] .
To widen the scope, we invite the interested reader to look into the literature on subcritical instabilities in other areas that we have not discussed in this paper. Let us give a non-exhaustive list of examples: (1) the follower-loaded double pendulum in vibrational mechanics [93] , (2) the dynamics of railway vehicles [94] , (3) acoustic waves [95] and flame dynamics [96] in combustion chambers, (4) spin-waves in magnetic nanocontact systems [97] , and (5) the zigzag transition for confined repelling particles in quasi-1D chemical physics [98, 99] . 
