We discuss Cross-Lingual Text Quantification (CLTQ), the task of performing text quantification (i.e., estimating the relative frequency p c (D) of all classes c ∈ C in a set D of unlabelled documents) when training documents are available for a source language S but not for the target language T for which quantification needs to be performed. CLTQ has never been discussed before in the literature; we establish baseline results for the binary case by combining state-of-the-art quantification methods with methods capable of generating cross-lingual vectorial representations of the source and target documents involved. We present experimental results obtained on publicly available datasets for cross-lingual sentiment classification; the results show that the presented methods can perform CLTQ with a surprising level of accuracy.
Introduction
In Cross-Lingual Text Classification (CLTC) documents may be expressed in either a source language S or a target language T , and training documents are available only for S but not for T ; CLTC thus consists of leveraging the training documents in the source language in order to train a classifier for the target language, also using the fact that the classification scheme C is the same for both S and T . CLTC has been widely investigated in the literature (see e.g., Prettenhofer and Stein (2011) ; Moreo et al. (2016)) . A companion task which instead has never been tackled, and which is the object of this paper, is Cross-Lingual Text Quantification, the task of performing "quantification" across a source language S and a target language T . Quantification is a supervised learning task that consists of predicting, given a set of classes C and a set D (a sample) of unlabelled items drawn from some domain D, the prevalence (i.e., relative frequency) p c (D) of each class c ∈ C in D. Put it another way, given an unknown distribution p C (D) of the members of D across C (the true distribution), quantification consists in generating a predicted distribution p C (D) that approximates p C (D) as accurately as possible González et al. (2017) . Quantification is important for many application fields characterised by an interest in aggregate (rather than individual) data, such as the social sciences, market research, political science, and epidemiology.
In principle, quantification can be trivially solved via classification, i.e., by training a classifier h using training data labelled according to C, classifying the unlabelled data in D via h, and counting, for each c ∈ C, how many items in D have been attributed to c (the "classify and count" method). However, research has conclusively shown (see e.g., Bella et al. (2010) ; Forman (2008) ) that this approach leads to suboptimal quantification accuracy.
In this paper we establish baseline results for (binary) CLTQ by combining a number of quantification methods with state-of-the-art cross-lingual projection methods, i.e., methods capable of generating language-agnostic vectorial representations of the source and target documents involved. For performing this latter task we explore Structural Correspondence Learning (SCL - Prettenhofer and Stein (2011) ) and Distributional Correspondence Indexing (DCI * The order in which the authors are listed is purely alphabetical; each author has given an equally important contribution to this work.
- Moreo et al. (2016) ), since (i) SCL is arguably the most representative cross-lingual projection method in the literature, and a mandatory baseline in lab experiments of related research, while DCI is a cross-lingual projection method that has recently demonstrated state-of-the-art performance in CLTC , (ii) both methods provide a general procedure for projecting source and target documents onto a common vector space, and (iii) the code implementing both methods is publicly available and easily modifiable.
The rest of the paper is organized as follows. Section 2 describes the CLTQ methods we use; Section 3 tests the presented methods on standard datasets for cross-lingual sentiment classification; Section 4 wraps up.
Method
Different quantification methods have been proposed that exploit the classification outcomes that a previously trained classifier delivers on unlabelled data. We explore different CLTQ methods that result from the combination of a crosslingual projection method (Section 2.1), a "classify and count" policy (Section 2.2), and an estimate correction method (Section 2.3). In this paper we only address the binary case, where the classes are indicated as C = {⊕, ⊖}.
Cross-Lingual Document Representations
SCL and DCI rely on the concept of pivot term (or simply pivot) Blitzer et al. (2007) in order to bridge the gap between the different feature spaces which the different languages generate. In cross-lingual adaptation, pivots are defined as highly predictive pairs of translation-equivalent terms which behave in a similar way in their respective languages. Typical examples of pivots for sentiment-related applications are adjectives with domain-independent meaning such as "excellent" or "poor", and partially domain-dependent terms such as "fancy" (as found in the kitchen appliance domain and in the clothing domain) or "masterpiece" (as found in the book domain, movie domain, and music domain), with their respective translations in other languages.
A common strategy to select the pivots consists of taking the top elements from a list of terms ranked according to their mutual information to the label representing the domain (as computed from source-language training data), and filtering out those candidates whose translation equivalent shows a substantial prevalence drift in the target language. A word translation oracle, with a fixed budget of allowed calls, is assumed available. Once pivots are selected, different methods can be defined in order to produce cross-lingual vectorial representations. Both SCL and DCI first represent documents as vectors x in a (weighted) bag-of-words model of dimension |V | (with V being the vocabulary), and then apply a linear projection (parameterized by a matrix θ ∈ R |V |L ) of type x ⊤ θ, thus mapping |V |-dimensional vectors into L-dimensional vectors in a cross-lingual latent space. To achieve this, the unlabelled collections from the source and target domains are inspected. Once defined, the matrix can be subsequently used to project source documents (to train a classifier) and target documents (to classify them).
SCL builds the projection matrix by resolving an auxiliary prediction problem for each pair of translation-equivalent pivot terms. Each problem consists of predicting the presence of a pivot term based on the observation of the other terms. By solving the auxiliary problems (via linear classification), structural correspondences among terms and pivots are captured and collected as a matrix of correlations. This matrix is later decomposed using truncated SVD to generate the final projection matrix θ. DCI relies instead on the distributional hypothesis to directly model correspondences between terms and pivots. Each row of the projection matrix DCI computes represents a term profile, where each dimension quantifies the degree of correspondence (as measured by a distributional correspondence function) of the term to a pivot.
Classifying and Counting
An obvious way to solve quantification is by aggregating the scores assigned by a classifier to the unlabelled documents. In connection to each of SCL and DCI we experiment with two different aggregation methods, one that uses a "hard" classifier (i.e., a classifier h ⊕ : D → {0, 1} that outputs binary decisions, 0 for ⊖ and 1 for ⊕) and one that uses a "soft" classifier (i.e., a classifier s ⊕ : D → [0, 1] that outputs posterior probabilities Pr(⊕|x), representing the probability that the classifier attributes to the fact that x belongs to the ⊕ class).
The (trivial) classify and count (CC) quantifier then comes down to computinĝ
while the probabilistic classify and count quantifier (PCC - Bella et al. (2010) ) is defined bŷ
Adjusting the Results of Classify and Count
A popular quantification method consists of applying an adjustment to the prevalencep ⊕ (D) estimated via "classify and count". It is easy to check that, in the binary case, the true prevalence p ⊕ (D) and the estimated prevalencep ⊕ (D) are such that
where tpr and fpr stand for the true positive rate and false positive rate of the classifier h ⊕ used to obtainp CC ⊕ . The values of tpr and fpr are unknown, but can be estimated via k-fold cross-validation on the training data. In the binary case this comes down to using the results h ⊕ (x) obtained in the k-fold cross-validation (i.e., x ranges on the training documents) in equationst
We obtain p ACC ⊕ (D) estimates, which define the adjusted classify and count method (ACC -Forman (2008) If the soft classifier s ⊕ (x) is used in place of h ⊕ (x), analogues oftpr andfpr from Equation 4 can be defined aŝ
We obtain p ACC and PACC define two simple linear adjustments to the aggregated scores of general-purpose classifiers. We also investigate the use of a more recently proposed adjustment method called QuaNet . QuaNet models a neural non-linear adjustment by taking as input all estimated prevalences (p
), several statistics (thet pr andfpr estimates from Equations 4 and 5), the posterior probabilities Pr(⊕|x) for each document x, and the document vectors themselves. QuaNet relies on a recurrent neural network to produce "quantification embeddings", which are then used to generate the final prevalence estimates.
Experiments
In this section we report on the experiments we have run on sentiment classification data in order to empirically evaluate the effectiveness of our CLTQ approaches. The code to replicate all these experiments is available from GitHub. 2 We use the Webis-CLS-10 dataset Prettenhofer and Stein (2011) as the benchmark for our experiments.
3 Webis-CLS-10 is a dataset originally proposed for CLTC experiments, and consisting of Amazon product reviews written in four languages (English, German, French, Japanese) and concerning three product domains (Books, DVDs, Music). There are 2,000 training documents, 2,000 test documents, and a number of unlabelled documents ranging from 9,000 to 50,000 for each combination of language and domain. The examples of ⊕ and ⊖ (which indicate positive and negative sentiment, resp.) are balanced in all sets (training, test, unlabelled) . Following a consolidated practice in CLTC, we always use English as the source language.
We use the NUT package 4 for SCL and the PYDCI package 5 for DCI in order to generate the vectorial representations of all training and test documents. As the hard classifiers, we stick to the ones used by the original proponents of SCL and DCI, i.e., a linear classifier trained via Elastic Net Zou and Hastie (2005) (implemented via the 2 https://github.com/AlexMoreo/cl-quant.git 3 We use the preprocessed version available at http://www.uni-weimar.de/medien/webis/corpora/corpus-webis-cls-10/cls-acl10-pr 4 https://github.com/pprett/nut 5 https://github.com/AlexMoreo/pydci BOLT package 6 ) for SCL, and a linear classifier trained via SVMs (implemented via the SCIKIT-LEARN package 7 ) for DCI. As the soft classifier we instead use one trained via logistic regression (in its SCIKIT-LEARN implementation) for both SCL and DCI, since such classifiers are known to return "well-calibrated" posterior probabilities. 8 We set all the hyper-parameters in SCL (number m of pivots, minimum support frequency φ for pivot candidates, dimensionality k of the cross-lingual representation, and the Elastic Net coefficient α) to the values found optimal by the authors of Prettenhofer and Stein (2011) when optimizing for the German book review task (m = 450, φ = 30, k = 100, α = 0.85). Along with , in DCI we set the number of pivots and minimum support to m = 450 and φ = 30 (the dimensionality is defined as k = 450 since in DCI each pivot defines a dimension 9 ); as the distributional correspondence function we use cosine since it is the one which delivered the best performance in . For each setup we independently optimize the parameter C (which controls the regularization strength in the SVM and in the logistic regressor) via grid search in the log space defined by C ∈ {10 i } 5 i=−5 , and via 5-fold cross-validation. The classifiers with the optimized hyper-parameters are then used in a 10-fold cross-validation run on the training data to produce thet pr andfpr estimates.
For the neural correction of QuaNet we use the publicly available implementation released by its authors. 10 We optimize the hyper-parameters of QuaNet using the German book review task (as done in Prettenhofer and Stein (2011) ); we end up using 64 hidden units in the recurrent cell of a two-layer stacked bidirectional LSTM, 1024 and 512 hidden units in the next-to-last feed-forward layers, and a drop probability of 0. We set the rest of the parameters as in .
As the measures of quantification error we use Absolute Error (AE), Relative Absolute Error (RAE), and the KullbackLeibler Divergence (KLD), defined as:
since they are (see (Sebastiani, 2018, p. 23) ) the most frequently used measures for evaluating quantification error.
The evaluation of a quantifier cannot be carried out on the basis on one single set of test documents. The reason is that, while in text classification experiments a test set consisting of n documents enables the evaluation of n different decision outcomes, in quantification the same test set would only allow to validate one single prevalence prediction. In order to allow statistically significant comparisons, Forman (2008) proposed to run quantification experiments on a set of test samples, randomly sampled from the original set of test documents at different prevalence levels. Along with Forman (2008) , as the range of prevalences for the ⊕ class we use {0.01, 0.05, 0.10, . . ., 0.90, 0.95, 0.99}. As in , we generate 100 random samples for each of the 21 prevalence levels, and report quantification error as the average across 21 × 100 = 2100 test samples. All samples consist of 200 documents. For each target language (German, French, Japanese) and product domain (Books, DVD, Music) the samples are the same across the different methods, which will enable us to evaluate the statistical significance of the differences in performance; to this aim, we rely on the non-parametric Wilcoxon signed-rank test on paired samples.
For each combination of target language and product domain, Table 1 reports quantification error (for each CLTQ method and for each evaluation measure) as an average across the 2100 test samples; we recall that English is always used as the source language, so that, e.g., the "German Books" experiment is about training on English book reviews and testing on German book reviews. Since QuaNet depends on a stochastic optimization, Table 1 reports the average and standard deviation across 10 runs.
6 https://github.com/pprett/bolt 7 https://scikit-learn.org/ 8 "Well calibrated probabilities" is usually considered a synonym of "good-quality probabilities". Posterior probabilities Pr(c|x) are said to be well calibrated when, given a sample D drawn from some population, lim |D|→∞ |{x∈c| Pr(c|x)=α}| |{x∈D| Pr(c|x)=α}| = α. Intuitively, this property implies that, as the size of the sample D goes to infinity, e.g., 90% of the documents x ∈ D that are assigned a well calibrated posterior probability Pr(c|x) = 0.9 belong to class c. 9 In preliminary experiments we had used the same value k = 450 both for DCI and SCL, on grounds of "fairness". The results for SCL were slightly worse with respect to using k = 100; for SCL we thus decided to stick to the k = 100 value originally used in Prettenhofer and Stein (2011) .
10 https://github.com/HLT-ISTI/QuaNet 
