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ON SPARSE GEOMETRY OF NUMBERS
LENNY FUKSHANSKY AND PAVEL GUERZHOY
Abstract. Let L be a lattice of full rank in n-dimensional real space. A vec-
tor in L is called i-sparse if it has no more than i nonzero coordinates. We
define the i-th successive sparsity level of L, si(L), to be the minimal s so
that L has s linearly independent i-sparse vectors, then si(L) ≤ n for each
1 ≤ i ≤ n. We investigate sufficient conditions for si(L) to be smaller than
n and obtain explicit bounds on the sup-norms of the corresponding linearly
independent sparse vectors in L. This result can be viewed as a partial sparse
analogue of Minkowski’s successive minima theorem. We then use this result
to study virtually rectangular lattices, establishing conditions for the lattice
to be virtually rectangular and an upper bound on the index of a rectangu-
lar sublattice. We further investigate the 2-dimensional situation, showing
that virtually rectangular lattices in the plane correspond to elliptic curves
isogenous to those with real j-invariant. We also identify planar virtually rect-
angular lattices in terms of a natural rationality condition of the geodesics on
the modular curve carrying the corresponding points.
1. Introduction
Let n ≥ 2 be an integer. For each x ∈ Rn, we write
‖x‖ =
(
n∑
i=1
x2i
)1/2
, |x| = max
1≤i≤n
|xi|
for the usual Euclidean norm and sup-norm on Rn, respectively. We also define the
0-norm on Rn:
‖x‖0 :=
n∑
i=1
x0i .
The 0-norm counts the number of nonzero coordinates of a vector, which we refer
to as the sparsity level of this vector; if sparsity level of some vector is no larger
than m, we say that this vector is m-sparse. Sparsity has been actively investigated
in the context of compressed sensing, which is a signal recovery paradigm based
on the idea that most signals are sparse and can therefore be reconstructed from a
small number of linear measurements [6]. More recently, the sparsity phenomenon
has also been studied in discrete mathematics and discrete geometry, in particular
in the context of lattices [7], [2], [1]. In this paper, we want to take a first stab
at a systematic approach to what we see as a “sparse analogue” of the classical
geometry of numbers.
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Let A = (aij) ∈ GLn(R), and define
|A| := max
1≤i,j≤n
|aij |.
Let L = AZn ⊂ Rn, then L is a lattice of full rank with basis matrix A. The
minimal norm of L is defined as
|L| := min {‖x‖ : x ∈ L \ {0}} .
Previous research has focused on sparsity of integer representations of lattice vec-
tors, i.e. on representing a vector x ∈ L as x = Ay with y ∈ Zn being as sparse
as possible. In this paper, we will focus on the sparsity of the lattice vectors them-
selves. Specifically, we define the successive sparsity levels s1, . . . , sn of the lattice
L to be
si(L) := min
{
1 ≤ s ≤ n : ∃ i linearly independent vectors x1, . . . ,xi ∈ L
with ‖x1‖0 = · · · = ‖xi‖0 = s
}
.
Then 1 ≤ s1 ≤ · · · ≤ sn ≤ n. Given a lattice L, what can be said about its
successive sparsity levels? Further, assuming we know that some sℓ ≤ k, can we
find ℓ such k-sparse vectors in L? To answer these questions, we need some more
notation.
For every nonzero vector x ∈ L define
d(x) := dimQ spanQ {x1, . . . , xn}
to be its rational dimension. If d(x) = k, then x can be written in row form as
x = (α1f1, . . . , αkfk),
where f1, . . . ,fk are integer vectors with relatively prime coordinates. Then we
define the irrationality measure of x as
ν(x) := min{|α1|, . . . , |αk|}.
For example, if
x =
(
1, π,
2π
3
,
√
3
2
,
√
3
5
)
,
then α1 = 1, α2 =
π
3 , α3 =
√
3
10 with f1 = (1),f2 = (1, 2),f3 = (5, 2), and so
ν(x) = min
{
1, π3 ,
√
3
10
}
=
√
3
10 .
If A is an n × n real matrix with row vectors ai for 1 ≤ i ≤ n, then for each
subset I ⊆ [n] := {1, . . . , n} we define dI(A) :=
∑
i∈I di(ai). We write d(A) for
d[n](A), and define d(L) = d(A), where A is any basis matrix for L. Indeed, this
definition does not depend on the choice of a basis matrix: if A and B are two basis
matrices for L, then B = AU for some U ∈ GLn(Z), and so each row vector bi of B
is of the form bi = aiU for the corresponding row vector ai of A, which implies that
d(bi) = d(ai). Notice that d(L) ≥ n. We refer to d(L) as the rational dimension
of L: the smaller d(L) is the “closer” L is to being rational, meaning L ⊂ Qn.
Recall that L is integral if ‖x‖2 ∈ Z for any x ∈ L, and L is arithmetic if it is a
scalar multiple of an integral lattice, so rational lattices are arithmetic. Certainly
d(L) = n for all rational lattices, but there also exist non-rational arithmetic lattices
for which d(L) = n, for instance
L =
(√
2 2
√
2√
2 3
√
2
)
Z2
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is one such example. On the other hand, there exist arithmetic lattices with rational
dimension > n, for instance(
1
√
2√
2 −1
)
Z2,

 1 1 11 √2 0√
2 −1 0

Z3,
and equivalent examples can be constructed in every dimension. Of course non-
arithmetic lattices have rational dimension > n, for instance the planar lattices
(1) Λ1 =
(
1
√
3
0 1
)
Z2, Λ2 =
(
π 2π
2 1
)
Z2
both have rational dimension equal to 3.
We also define the irrationality measure of the matrix A to be
ν(A) := min
1≤i≤n
ν(ai),
and irrationality measure of the lattice L to be
(2) ν(L) := inf {ν(x) : x ∈ L \ {0}} .
There are many lattices for which ν(L) = 0, for example ν(Λ1) = 0, where Λ1
is as in (1). To see this, recall that by Kronecker’s approximation theorem the
sequence of fractional parts of n
√
3 is dense in the interval [0, 1) as n runs through
the integers. This means that there exist integers m,n such that the vector
m
(
1
0
)
+ n
(√
3
1
)
∈ Λ1
has the first coordinate arbitrarily close to 0. In fact, it is not difficult to show
that ν(L) > 0 if and only if d(L) = n (see Lemma 3.1 below), in which case it is
achieved, hence is a minimum, not just infimum. We can now state our first result.
Theorem 1.1. Let A ∈ GLn(R) and let L = AZn. Let 1 ≤ k < n and suppose
that there exists a subset I ⊂ [n] of n − k distinct indices such that dI(A) < n.
Let ℓ = n− dI(A). Then sℓ(L) ≤ k, and there exist ℓ linearly independent vectors
x1, . . . ,xℓ ∈ L with ‖xi‖0 ≤ k and
(3)
ℓ∏
i=1
|xi| ≤ nn−dI(A)/2 |A|
n
ν(A)dI (A)
.
This theorem can be viewed as a “sparse” partial analogue of Minkowski’s successive
minima theorem. Indeed, if we know that sℓ(L) ≤ k, we can define the k-sparse
successive minima λ1(L, k) ≤ · · · ≤ λℓ(L, k) with respect to sup-norm to be
λi(L, k) := min {t ∈ R>0 : ∃ lin. ind. x1, . . . ,xi ∈ L with ‖xj‖0 ≤ k, |xj | ≤ t} ,
so the usual successive minima are λi(L) := λi(L, n). Then (3) is an upper bound
on the product of these k-sparse successive minima. We prove Theorem 1.1 in
Section 2. Our main tool here is the celebrated Siegel’s lemma. Unfortunately, the
upper bound of (3) depends on the choice of the basis for L. We can alleviate this
dependence for lattices L with rational dimension d(L) = n. We need some more
notation.
Let us say that a lattice is rectangular if it has an orthogonal basis. Follow-
ing [10], we will say that a lattice is virtually rectangular if it contains a rectangular
sublattice of finite index. Two lattices L,L′ ⊂ Rn are called isometric if there
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exists a real orthogonal matrix U such that L′ = UL; on the other hand, L,L′ are
called similar if there exists a real orthogonal matrix U and a positive real number
β such that L′ = βUL. In other words, similarity as a linear map is a composition
of an isometry and a dilation. It is easy to notice that the virtually rectangular
property is preserved under isometry (and under similarity), however the sparsity
levels, rational dimension and the irrationality measure ν are not necessarily pre-
served under isometry (they are preserved under dilation). In Section 3 we give the
following characterization of virtually rectangular lattices, using the invariants we
have just introduced.
Theorem 1.2. Let L ⊂ Rn be a lattice of full rank. The following three statements
are equivalent:
(1) d(L) = n,
(2) ν(L) > 0,
(3) s1(L) = · · · = sn(L) = 1.
Further, a full-rank lattice L′ ⊂ Rn is virtually rectangular if and only if it is
isometric to some lattice L satisfying the three equivalent conditions above.
In Section 3 we also use Theorem 1.1 along with Minkowski reduction to prove
the following result.
Theorem 1.3. Let L ⊂ Rn be a lattice of full rank satisfying the equivalent condi-
tions of Theorem 1.2, and define
(4) λ(L) :=
n−1∏
i=1
λi(L)
to be the product of the first n − 1 successive minima of L with respect to the
sup-norm. Then there exist n linearly independent vectors x1, . . . ,xn ∈ L with
‖xi‖0 = 1 and
(5)
n∏
i=1
|xi| ≤ n
n(n+1)
2
(
3
2
)n2(n−1)(n−2)
2 1
ν(L)n(n−1)
(
det(L)
λ(L)
)n2
.
Further, the sublattice M = spanZ{x1, . . . ,xn} of L is rectangular, and its index
satisfies
(6) [L :M ] ≤ nn(n+1)2
(
3
2
)n2(n−1)(n−2)
2 det(L)n
2−1
λ(L)n2ν(L)n(n−1)
.
As we demonstrate in Example 3.1 below, the dependence of bounds (5) and (6)
on det(L) and λ(L) is optimal. We also record a corollary of Theorem 1.3 for all
virtually rectangular lattices, which we prove at the end of Section 3.
Corollary 1.4. Let L′ ⊂ Rn be a virtually rectangular lattice. Then there exists a
rectangular sublattice M ′ of L′ such that
(7) [L′ :M ′] ≤ nn(n+1)2
(
3
2
)n2(n−1)(n−2)
2 det(L)n
2−1
λ(L)n2ν(L)n(n−1)
,
where L is a lattice isometric to L′ which satisfies the equivalent conditions of
Theorem 1.2. If n = 2, we can obtain a simple inequality for [L′ : M ′] strengthening
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the bound of (7):
(8) [L′ :M ′] ≤ det(L)
ν(L)2
.
In the 2-dimensional case our results imply a certain property of elliptic curves C.
Recall that the set of isomorphism classes of elliptic curves over C is parameterized
by
D := {τ = a+ bi ∈ C : −1/2 < a ≤ 1/2, b ≥ 0, |τ | ≥ 1} \ {eiθ : π/2 < θ < 2π/3},
and for each τ = a+ bi ∈ D the corresponding (up to isomorphism) elliptic curve
Eτ has period lattice
(9) Γτ =
(
1 a
0 b
)
Z2.
The Klein j-function j : D → C is a bijective holomorphic map, which gives the
modular j-invariant j(τ) for each isomorphism class Eτ of elliptic curves. In [8]
the relevant properties of the j-invariant are outlined, and in particular it is proved
that for τ ∈ D, j(τ) ∈ R if and only if τ belongs to the set
(10)
{
1/2 + it : t ∈ R, t ≥
√
3/2
}
∪ {eiθ : θ ∈ [π/3, π/2]} ∪ {it : t ∈ R, t ≥ 1} ,
and j maps the first of these three subsets bijectively onto the interval (−∞, 0], the
second onto [0, 1], and the third onto [1,∞). Given two isogenous elliptic curves E
and E′, we will write δ(E′/E) for the degree of an isogeny E′ → E, which is the
order of the kernel of an isogeny viewed as an abelian group homomorphism. With
this notation, we can state the following result which we prove in Section 4.
Theorem 1.5. Let τ = a + bi ∈ D and let Eτ be the corresponding elliptic curve
with the period lattice Γτ as above. The following statements are equivalent:
(1) Either a ∈ Q or there exists some t ∈ R such that a− bt, a+ b/t ∈ Q,
(2) Γτ is virtually rectangular,
(3) Eτ is isogenous to an elliptic curve E
′ with real j-invariant ≥ 1,
(4) Eτ is isogenous to an elliptic curve E
′ with real j-invariant in [0, 1].
If these equivalent conditions hold with a ∈ Q, then there exists such an isogeny
E′ → Eτ with δ(E′/Eτ ) = the denominator of a. If the conditions hold with a /∈ Q
and t is any real number satisfying (1), then there exists such an isogeny E′ → Eτ
with
(11) δ(E′/Eτ ) =
|b|vw(t2 + 1)
|t| ,
where v, w > 0 are denominators of the rational numbers a− bt and a+ b/t, respec-
tively.
Our proof of this theorem uses Theorem 1.2. In particular, condition (1) of Theo-
rem 1.5 is equivalent to condition (1) of Theorem 1.2 in this 2-dimensional situa-
tion. We can also compare identity (11) with inequality (8) of Corollary 1.4, since
δ(E′/Eτ ) is precisely the index of the rectangular period lattice of E′ as a sublattice
in the virtually rectangular period lattice Γτ of Eτ . The constant ν(L) used in (8)
can easily be computed in the setup of Theorem 1.5: it is given by
1√
t2 + 1
min
{
1
v
,
|t|
w
}
.
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Taking into account that in this situation det(L) = |b|, the bound of (8) becomes
(12) |b|(t2 + 1)max
{
v,
w
|t|
}2
≥ |b|vw(t
2 + 1)
|t| ,
which gives a direct comparison between (8) and (11). On the other hand, if a =
p/q ∈ Q, then d(Γτ ) = 2, so we take L = Γτ . Then ν(L) ≤ min{1/q, b} ≤
√
b/q.
Since again det(L) = b, the bound of (8) is ≥ q.
We will refer to elliptic curves satisfying the conditions of Theorem 1.5 as virtu-
ally rectangular. The class of their period lattices includes all Γτ so that j(τ) ∈ R
(see (10)). Further, this class includes all arithmetic planar lattices (see Lemma 2.5
of [10]), which are Γτ for τ ∈ D being a quadratic irrationality (see [8]): these are
τ = a+bi with a, b2 ∈ Q, which correspond precisely to elliptic curves with complex
multiplication (CM). We will discuss this situation in more details in Section 4, in
particular proving that CM elliptic curves are the only ones whose period lattice
contains non-parallel rectangular sublattices (Proposition 4.1 and Corollary 4.2):
in the CM case, there are infinitely many t satisfying condition (1) of Theorem 1.5
(each corresponding to a different rectangular sublattice), whereas for all other vir-
tually rectangular elliptic curves such t is essentially unique. Finally, in Section 5
we will show that virtually rectangular lattices in the plane have intrinsic geometric
meaning in terms of the corresponding points on the modular curve: they corre-
spond precisely to the points that lie on geodesics closed at infinity (Theorem 5.1).
2. Successive sparsity levels
In this section we prove Theorem 1.1. We start with a lemma on successive
sparsity levels.
Lemma 2.1. Let A ∈ GLn(R) and let L = AZn. Let 1 ≤ k < n and suppose that
there exists a subset I ⊂ {1, . . . , n} of n − k distinct indices such that dI(A) < n.
Let ℓ = n− dI(A). Then sℓ(L) ≤ k.
Proof. Let I = {i1, . . . , in−k} for some 1 ≤ i1 < i2 < · · · < in−k ≤ n, and let us
write dj := d(aij ) for each 1 ≤ j ≤ n−k. Let AI be the (n−k)×n submatrix of A
consisting of the rows indexed by I. We want to show that there exists a nonzero
vector x ∈ Zn such that AIx = 0. For each 1 ≤ j ≤ n− k, let
Vj =
{
x ∈ Qn : aij · x = 0
}
,
then dimQ Vj = n− dj . Further, let us prove that
dimQ

n−k⋂
j=1
Vj

 ≥ ℓ = n− dI(A).
We argue by induction on n−k ≥ 1. If n−k = 1, then I = {i1} and so dI(A) = d1,
in which case
dimQ V1 = n− d1 = ℓ.
Now assume the result for all 1 ≤ n − k < m ≤ n − 1, and let us prove it for
n− k = m. Let
I ′ = {i1, . . . , im−1}, so I = I ′ ∪ {im},
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then dI(A) = d(I
′) + dm. Let V ′ =
⋂m−1
j=1 Vj and V = V
′ ∩ Vm. By induction
hypothesis,
dimQ V
′ ≥ n− d(I ′).
Since d(I ′) < dI(A) < n, this implies that dimQ V ′ > 0, and so V ′ 6= {0}. Now, by
a well-known identity in linear algebra,
dimQ V = dimQ V
′ + dimQ Vm − dimQ spanQ{V ′, Vm}
≥ (n− d(I ′)) + (n− dm)− dimQ spanQ{V ′, Vm}
≥ n− dI(A) = ℓ,
since spanQ{V ′, Vm} ⊆ Qn, and so dimQ spanQ{V ′, Vm} ≤ n.
This implies that dimQ
(⋂n−k
j=1 Vj
)
= ℓ > 0, and so there exist ℓ nonzero linearly
independent vectors y1, . . . ,yℓ ∈
⋂n−k
j=1 Vj . These vectors are in Q
n and satisfy
the equation AIyi = 0. Multiplying y1, . . . ,yℓ by the least common denominator
of their coordinates, we obtain linearly independent vectors x1, . . . ,xℓ ∈ Zn such
that AIxi = 0. This means that the vectors Ax1, . . . , Axℓ ∈ L have at least
n − k coordinates equal to 0. Since x1, . . . ,xℓ are linearly independent and A is
a nonsingular matrix, we must have Ax1, . . . , Axℓ linearly independent, and so
sℓ(L) ≤ k. 
Remark 2.1. Notice that
dI(A) ≥ dimQAI := dimQ{ai11, . . . , aikn}.
The converse of Lemma 2.1 is not true: if s1(L) = k, there may not exist any
I ⊂ {1, . . . , n} of cardinality n−k so that dI(A) < n. Indeed, consider the example
(13) A =

 1
√
3 2
√
3√
5
√
3 2
√
3√
2
√
3
√
5


and let L = AZ3. Then s1(L) = 1, since
A

 02
−1

 =

 00
2
√
3−√5

 ∈ L.
On the other hand, d(a1) = d(a2) = 2 and d(a3) = 3. Thus for any I of cardinality
3 − 1 = 2, dI(A) ≥ 4 > n = 3. Further, even dimQAI here is at least 3. On the
other hand, notice for comparison purposes that if a lattice L = AZn is virtually
rectangular, then dimQ(A
⊤A) ≤ n (see [10]).
For each row ai of A, there are di := d(ai) entries that are linearly independent
over Z, call them αi1, . . . , αidi . We can then write
(14) ai =
(
αi1f i1, . . . , αidif idi
)
,
where f ij are integer vectors with relatively prime coefficients for all 1 ≤ i ≤ n,
1 ≤ j ≤ di. Let d =
∑n
i=1 di and define the d× n matrix F (A) as follows: i-th row
of F (A) has entries of f ij in the same position as they take in the vector ai and
zeros elsewhere.
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Example 2.1. For instance, in case of the matrix A in (13), we have d1 = 2, d2 = 2,
d3 = 3, and
a1 = (α11f11, α12f12), a2 = (α21f21, α22f22), a3 = (α31f31, α32f32, α33f33),
where
α11 = 1, α12 = α22 = α32 =
√
3, α21 = α33 =
√
5, α31 =
√
2,
and
f11 = f21 = f31 = f32 = f33 = (1), f12 = f21 = (1, 2).
Therefore d = 2 + 2 + 3 = 7 in this example, and the 7× 3 matrix F (A) is
F (A) =


1 0 0
0 1 2
1 0 0
0 1 2
1 0 0
0 1 0
0 0 1


.
Define
|F (A)| := max
1≤i≤n
max
1≤j≤di
|f ij |,
where |f ij | is the sup-norm of this vector.
Lemma 2.2.
|F (A)| ≤ |A|
ν(A)
.
Proof. For each 1 ≤ i ≤ n,
|ai| = max
1≤j≤di
(|αij | |f ij |) ≥ max
1≤j≤di
{(
min
1≤j≤di
|αij |
)
|f ij |
}
=
(
min
1≤j≤di
|αij |
)(
max
1≤j≤di
|f ij |
)
≥ ν(A)
(
max
1≤j≤di
|f ij |
)
.
Taking maximum over all 1 ≤ i ≤ d and dividing both sides by ν(A) yields the
inequality. 
Lemma 2.3. Let A ∈ GLn(R) and let L = AZn. Let 1 ≤ k < n and suppose that
there exists a subset I ⊂ {1, . . . , n} of n− k distinct indices
1 ≤ i1 < i2 < · · · < in−k
such that dI(A) :=
∑n−k
j=1 dij < n. Let ℓ = n − dI(A). Then there exist ℓ linearly
independent vectors x1, . . . ,xℓ ∈ L with ‖xi‖0 ≤ k and
ℓ∏
i=1
|xi| ≤ nn−dI(A)/2 |A|
n
ν(A)dI (A)
.
Proof. Let AI be the (n − k) × n submatrix of A consisting of the rows indexed
by I. Let F (A)I be the dI(A) × n submatrix of F (A) consisting of rows with f ilj
for il ∈ I and 1 ≤ j ≤ dil . Notice that AIy = 0 for some y ∈ Zn if and only if
F (A)Iy = 0. Using the notation in the proof of Lemma 2.1, we have
V =

n−k⋂
j=1
Vj

 = {y ∈ Qn : AIy = 0} = {y ∈ Qn : F (A)Iy = 0} ,
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which is an ℓ-dimensional subspace of Qn. By Siegel’s Lemma (see Theorem 2 of [4]
as well as its adaptation to sup-norm using Fisher’s inequality as in equation (1.8)
of [3]), there exist ℓ linearly independent vectors y1, . . . ,yℓ ∈ V ∩ Zn such that
(15)
ℓ∏
j=1
|yj | ≤
(√
n|F (A)|)dI(A) .
For each 1 ≤ j ≤ ℓ, define xj = Ayj . Since A is a nonsingular matrix, x1, . . . ,xℓ
are nonzero linearly independent vectors in L which are at least k-sparse. Now
notice that
|xj | = |Ayj | ≤ n|A||yj |,
and so
ℓ∏
i=1
|xi| ≤ nℓ|A|ℓ
ℓ∏
j=1
|yj |.
Combining this observation with (15) and Lemma 2.2 completes the proof. 
Theorem 1.1 now follows by combining Lemmas 2.1 and 2.3.
3. Virtually rectangular lattices
In this section we focus on virtually rectangular lattices. We start by presenting
the proof of Theorem 1.2, split into two parts.
Lemma 3.1. Let L ⊂ Rn be a lattice of full rank. The following three statements
are equivalent:
(1) d(L) = n,
(2) ν(L) > 0,
(3) s1(L) = · · · = sn(L) = 1.
Proof. Let L = AZn, where A is a basis matrix with rows a1, . . . ,an. We will prove
that (1) is equivalent to (2) and that (1) is equivalent to (3). First assume that
d(L) = n, then d(ai) = 1 for each row ai of the basis matrix A. This means that
each ai = αizi, where αi ∈ R\{0} and zi ∈ Zn. For any x ∈ L there exists y ∈ Zn
such that
x = Ay =


α1z1 · y
...
αnzn · y

 ,
hence
ν(x) = min{|α1|, . . . , |αn|},
since each zi · y is an integer. Hence ν(L) > 0, and so (1) implies (2). Further,
this means that for any subset I ⊂ [n] of cardinality n − 1, the linear system
AIy = 0 has a nontrivial integer solution. Since such sets I are of the form
I = [n] \ {i}, 1 ≤ i ≤ n, we can index corresponding integer solutions by yi.
Then each vector Ayi has only the i-th coordinate nonzero, and hence all of such
vectors are linearly independent (they are multiples of the standard basis vectors).
Therefore s1(L) = · · · = sn(L) = 1, and so (1) implies (3).
Next assume ν(L) > 0, and suppose that d(L) > n. Then L = AZn and d(ai) >
1 for some row vector ai of A. Then there must exist some two coordinates aij and
ail of ai which are linearly independent over Q, hence the ratio r := aij/ail must
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be irrational. By Kronecker’s approximation theorem, the sequence of fractional
parts of rt as t runs through all the integers is dense in the interval [0, 1). Hence
for any ε > 0 there exist q, t ∈ Z such that |q + rt| < ε, which means that
|ailq + aijt| < ε|ail|.
Let x ∈ Z with xl = q, xj = t and the rest of the coordinates equal to zero. Then
Ax ∈ L, and it is a vector whose i-th coordinate is equal to ailq+ aijt. Since ε can
be chosen arbitrarily small, this shows that ν(x) can be arbitrarily close to 0 for
appropriately chosen integers q, t. This contradicts the assumption that ν(L) > 0,
hence proving that d(L) = n. Thus (2) implies (1).
Finally, suppose s1(L) = · · · = sn(L) = 1. Then there exist linearly independent
vectors a1e1, . . . , anen ∈ L, where e1, . . . , en are the standard basis vectors. Hence
for each 1 ≤ k ≤ n, the linear system AIky = 0 has a nontrivial integer solution,
where Ik = [n] \ {k}. Suppose d(L) > n, then for some row vector ai of A the
corresponding rational dimension di > 1, and so the representation of ai in the
form (14) has at least two integer vectors f ij in it. Let k 6= i and suppose that y
is a nontrivial integer solution of the linear system
AIky = F (A)Iky = 0,
where F (A)Ik is as in the proof of Lemma 2.3. On the other hand the matrix
F (A)Ik has at least n rows in it, which means it must be singular. Since this is
true for every k 6= i, we conclude that every row of F (A) is linearly dependent on
other rows, and hence there exists 0 6= y ∈ Zn such that F (A)y = 0, which in
turn means that Ay = 0. This contradicts the fact that A is a nonsingular matrix.
Hence we must have d(L) = n, and so (3) implies (1). 
Lemma 3.2. A lattice L is virtually rectangular if and only if it is isometric to
some lattice L′ with s1(L′) = · · · = sn(L′) = 1.
Proof. Suppose that L contains a rectangular sublattice M , and let B be an or-
thogonal basis matrix for M . Then there exists a real orthogonal matrix U such
that UB is a diagonal matrix. LetM ′ = UM = UBZn be a sublattice of the lattice
L′ = UL. Since UB is diagonal, M ′ has a basis consisting of scalar multiples of the
standard basis vectors, and thus all successive sparsity levels of L′ are equal to 1.
Conversely, assume L is isometric to some L′ with successive sparsity levels
equal to 1, say L = UL′ for some orthogonal matrix U . Then L′ contains n linearly
independent vectors x1, . . . ,xn with ‖xi‖0 = 1. These vectors must therefore be
constant multiples of standard basis vectors. Let M ′ = spanZ{x1, . . . ,xn}, then
M = UM ′ is a rectangular sublattice of L. 
Then Theorem 1.2 follows by combining Lemmas 3.1 and 3.2. Next we prove
Theorem 1.3, also in two steps. The first step is a consequence of Theorem 1.1 for
lattices with all successive sparsity levels equal to 1.
Corollary 3.3. Let A ∈ GLn(R) be such that L = AZn has
s1(L) = · · · = sn(L) = 1.
Then there exist n linearly independent vectors x1, . . . ,xn ∈ L with ‖xi‖0 = 1 and
(16)
n∏
i=1
|xi| ≤
(
n
n+1
2
|A|n
ν(A)n−1
)n
.
ON SPARSE GEOMETRY OF NUMBERS 11
Proof. For each 1 ≤ k ≤ n, let Ik = I \ {k} and Ak := AIk be the (n − 1) × n
submatrix of A consisting of all but the k-th row of A. Since all successive sparsity
levels of L are equal to 1, L must contain a full collection of scalar multiples of the
standard basis vectors e1, . . . , en, which means that each linear system
Akx = 0
has a nontrivial integer solution. This, in turn, means that di = 1 for every 1 ≤
i ≤ n, and so d(Ik) = n− 1 for every 1 ≤ k ≤ n. Applying Lemma 2.3 to each such
Ik, we obtain a vector xk = xkek for some integer xk 6= 0 such that
xk = |xk| ≤ n
n+1
2
|A|n
ν(A)n−1
.
Taking a product over all 1 ≤ k ≤ n yields the result. 
Next we apply Corollary 3.3 to establish the bound on the index of a rectangular
sublattice in a virtually rectangular lattice.
Lemma 3.4. Let L ⊂ Rn be a lattice satisfying the equivalent conditions of Lemma 3.1.
Then there exists a rectangular sublattice M ⊆ L such that
(17) [L :M ] ≤ nn(n+1)2
(
3
2
)n2(n−1)(n−2)
2 det(L)n
2−1(
λ1(L)n
2ν(L)n
)n−1 .
Proof. By Minkowski reduction (see, for instance, Theorem 2 on p.66 of [9]), there
exists a basis z1, . . . , zn for L such that
n∏
i=1
|zi| ≤
(
3
2
) (n−1)(n−2)
2
det(L).
Let A be the basis matrix for L with column vectors z1, . . . , zn, ordered in order of
increasing sup-norm, so |A| = |zn|. Since for each 1 ≤ i ≤ n, |zi| ≥ λi(L), we have
(18) λ(L)|A| = λ(L) max
1≤i≤n
|zi| ≤
n∏
i=1
|zi| ≤
(
3
2
) (n−1)(n−2)
2
det(L),
where λ(L) is as in (4). Applying Corollary 3.3 to L, we obtain the orthogonal
vectors x1, . . . ,xn ∈ L satisfying (16). Let M = spanZ{x1, . . . ,xn}. Since these
vectors are scalar multiples of the standard basis vectors, we have ‖xi‖ = |xi|
for each 1 ≤ i ≤ n. Combining (16) with (18) while keeping in mind that, by
Lemma 3.1,
ν(A) ≥ ν(L) > 0,
we obtain
det(M) =
n∏
i=1
‖xi‖ ≤ n
n(n+1)
2
|A|n2
ν(L)n(n−1)
≤ nn(n+1)2
(
3
2
)n2(n−1)(n−2)
2 det(L)n
2
λ(L)n2ν(L)n(n−1)
.
Then
[L :M ] =
det(M)
det(L)
,
and the result follows. 
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Theorem 1.3 now follows by combining Corollary 3.3 and Lemma 3.4.
Example 3.1. We now discuss the sharpness of the bounds in Corollary 3.3 and
Lemma 3.4 (and hence of Theorem 1.3). Let R ≥ 2 be a large integer and let
(19) A =


R −1 . . . 0 0
0 R . . . 0 0
...
...
. . .
...
...
0 0 . . . R −1
−1 0 . . . 0 R

 ,
then |A| = R = |Ak| for any 1 ≤ k ≤ n, ν(A) = 1. It is not hard to notice
that any nontrivial solution yn ∈ Zn of the linear system Any = 0 must have
ynn = R
n−1yn1, so |yn| ≥ Rn−1 = |A|n−1 (this is the standard example of the
sharpness of the classical Siegel’s lemma, see, for instance Section 1.1 of [12]).
Further, for any 1 ≤ k < n, we must have ykk = Rn−1yk(k+1) 6= 0. Then any
xk = xkek ∈ L is of the form xk = Ayk for some such yk. Suppose k < n, then
|xk| = |Rykk − yk(k+1)| = |yk(k+1)|(Rn − 1) ≥ Rn − 1.
For k = n,
|xn| = |Rynn − yn1)| = |yn1|(Rn − 1) ≥ Rn − 1.
Then we have
n∏
i=1
|xi| ≥ (Rn − 1)n = (|A|n − 1)n
Now, for any ε > 0 there exists a sufficiently large R so that Rn − 1 > (1 − ε)Rn.
This shows that the exponent n2 on |A| in Corollary 3.3 is sharp.
Now let L = AZn where A is the matrix given in (19), then det(L) = Rn − 1. If
x = Ay for y ∈ Zn is any nonzero vector in L, then
x = (y1R− y2, y2R − y3, . . . , yn−1R− yn, ynR− y1)⊤ ,
and so it is easy to see that for sufficiently largeR, |x| ≥ R−1. Hence λ1(L) = R−1,
and so
det(L)
λ(L)
≤ det(L)
λ1(L)n−1
= O(R) = |A|,
this way establishing sharpness of (18) in terms of its dependence on det(L) and λ(L).
This, in turn, implies sharpness of the inequality (17) of Lemma 3.4 in terms of
this same dependence.
Proof of Corollary 1.4. The bound (7) follows immediately from the bound (6) of
Theorem 1.3. The proof of (8) is elementary: it uses the same idea as employed
in the proof of Theorem 1.3, but the computations are greatly simplified in the
2-dimensional situation. Indeed, let L′ ⊂ R2 be a virtually rectangular lattice,
and let L be a lattice isometric to L′ which satisfies the equivalent conditions of
Theorem 1.2. Then L = AZ2, where
A =
(
α1u1 α1v1
α2u2 α2v2
)
with u1, u2, v1, v2 relatively prime integers and α1, α2 positive real numbers. It is
then easy to see that
(20) det(L) = α1α2|u1v2 − u2v1|, ν(L) = min{α1, α2}.
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Further, it is easy to see that the orthogonal vectors
z1 =
(
0
α2(u1v2 − u2v1)
)
, z2 =
(
α1(u2v1 − u1v2)
0
)
are in L, and so M = spanZ{z1, z2} is a rectangular sublattice of L. Then
det(M) = |α1α2(u1v2 − u2v1)(u2v1 − u1v2)| = det(L)
2
α1α2
≤ det(L)
2
ν(L)2
.
Let M ′ be a sublattice of L′ isometric to M in L, then
[L′ :M ′] = [L :M ] =
det(M)
det(L)
≤ det(L)
ν(L)2
,
which establishes (8). 
4. Isogenies of elliptic curves
In this section we prove Theorem 1.5 and discuss some of its consequences. We
start with the proof.
Proof of Theorem 1.5. First suppose that a = pq ∈ Q, then Γτ contains orthogonal
vectors (
1
0
)
,
(
0
qb
)
= q
(
a
b
)
− p
(
1
0
)
.
These two vectors span a rectangular sublattice of Γτ of determinant qb, i.e. of
index q, which in particular implies that Γτ is virtually rectangular. If a /∈ Q,
assume that there exists some t ∈ R such that a− bt, a+ b/t ∈ Q. Define the lattice
Lt :=
1√
1 + t2
(
1 a− bt
t at+ b
)
Z2,
then it is easy to see that d(Lt) = 2, and so it is virtually rectangular by Theo-
rem 1.2. Let θ = arctan t, then cos θ = 1√
1+t2
and sin θ = t√
1+t2
, meaning that
Ut =
1√
1 + t2
(
1 −t
t 1
)
is an orthogonal matrix. Notice that UtΓτ = Lt, meaning that Γτ is isometric to
Lt, hence it is also virtually rectangular. This shows that condition (1) implies (2).
Suppose now Γτ is virtually rectangular, then it contains a rectangular sublat-
tice Γ′. Let E′ be the elliptic curve (up to isomorphism) with period lattice Γ′ (up
to similarity). We can then assume that
(21) Γ′ =
(
1 0
0 q
)
Z2,
which means that E′ = Eτ ′ for τ ′ = iq. Hence τ ′ is in the third component set
of (10), and so j(τ ′) ≥ 1 (see also Lemma 5.3 of [8]). Now, since the period lattice
of E′ is a sublattice of the period lattice of Eτ , there must exist an isogeny E′ → Eτ
induced by the projection C/Γ′ → C/Γτ . This shows that condition (2) implies (3).
An isogeny E′ → E exists if and only if the period lattice for E′ is (up to
similarity) a sublattice of the period lattice for E. A planar lattice is called well-
rounded (WR) if it has two linearly independent shortest vectors with respect to
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Euclidean norm. Now, the period lattice is rectangular if and only if the corre-
sponding j-invariant is real and ≥ 1 while the period lattice is WR if and only if
the corresponding j-invariant is real and in the interval [0, 1] (see Section 5 of [8]).
Hence to prove that conditions (3) and (4) are equivalent it is sufficient to show
that Γτ contains a rectangular sublattice if and only if it contains a WR sublattice.
This is guaranteed by Lemma 2.1 of [10].
Next assume that Eτ is isogenous to some elliptic curve E
′ = Eτ ′ with real
nonnegative j-invariant. Let Γ′ = Γτ ′ be the period lattice of E′, so j(τ ′) ∈ R≥0
and Γ′ is (up to similarity) a sublattice of Γ. If j(τ ′) ≥ 1, then Lemma 5.3 of [8]
guarantees that τ ′ = iq for some q ≥ 1, and so Γ′ is of the form (21), which is
rectangular. If, on the other hand, 0 ≤ j(τ ′) < 1, then Proposition 5.4 of [8]
implies that the lattice Γ′ is WR. Now, Lemma 2.1 of [10] asserts that a lattice has
WR sublattices if and only if it is virtually rectangular. Hence we conclude in any
case that Γτ is virtually rectangular. Therefore Γτ is isometric to some lattice L
with d(L) = 2, by Theorem 1.2. Let
U(θ) =
(
cos θ − sin θ
sin θ cos θ
)
for some angle θ be the corresponding isometry matrix, and let τ = a+ bi so that
Γτ is of the form (9). Then
L = U(θ)Γτ =
(
cos θ a cos θ − b sin θ
sin θ a sin θ + b cos θ
)
Z2 =
1√
1 + t2
(
1 a− bt
t at+ b
)
Z2,
where t = tan θ. Since d(L) = 2, we must have a− bt ∈ Q and at+bt = a+ b/t ∈ Q.
This shows that condition (3) implies (1).
Finally, assume that the equivalent conditions of Theorem 1.5 hold. If a = pq ∈ Q,
then Γτ contains a rectangular sublattice Γ
′ of index q. Let E′ be the elliptic curve
(up to isomorphism) corresponding to Γ′, then the degree of the isogeny E′ → Eτ
is precisely this index q. If a /∈ Q, then equivalent conditions of Theorem 1.5 hold
with some t ∈ R. Then the period lattice Γτ of the curve Eτ is virtually rectangular
and isometric to the lattice Lt = AtZ
2 with
At =
1√
1 + t2
(
1 a− bt
t at+ b
)
=
(
1√
1+t2
1√
1+t2
(a− bt)
t√
1+t2
t√
1+t2
(
a+ bt
)
)
,
and d(L′t) = 2. Since a− bt, a+ b/t ∈ Q, we can write
a− bt = u
v
, a+
b
t
=
q
w
with u, v, q, w ∈ Z and v, w > 0. Then, repeating the argument in the proof of
Corollary 1.4 for this specific situation,
u− (a− bt)v = 0, q −
(
a+
b
t
)
w = 0,
and so the vectors
t√
1 + t2
(
0
u− (a+ bt ) v
)
,
1√
1 + t2
(
q − (a− bt)w
0
)
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are in Lt. These two vectors span a rectangular sublattice Rt of Lt, whose deter-
minant is
detRt =
∣∣∣∣ t1 + t2
(
u−
(
a+
b
t
)
v
)
(q − (a− bt)w)
∣∣∣∣ = b2vw(t2 + 1)|t| .
Let Γ′ be a rectangular sublattice of Γt isometric to Rt, then
[Γt : Γ
′] = [Lt : Rt] =
detRt
detLt
=
|b|vw(t2 + 1)
|t| .
Now, let E′ be the elliptic curve (up to isomorphism) corresponding to Γ′ (up to
similarity), then the degree of the isogeny E′ → Eτ is
δ(E′/Eτ ) = [Γτ : Γ′] =
|b|vw(t2 + 1)
|t| .
This completes the proof. 
Notice that if a lattice Γτ for τ = a+ bi ∈ D contains a rectangular sublattice,
then it contains infinitely many non-similar rectangular sublattices: these can be
obtained for instance by multiplying the original rectangular sublattice by matri-
ces of the form
(
l 0
0 m
)
for relatively prime integers l,m. However all of these
sublattices are parallel to each other, meaning that they are spanned by parallel
pairs of orthogonal basis vectors. Can Γτ have non-parallel rectangular sublattices?
This condition is equivalent to saying that there are multiple ways to rotate Γτ so
that some sublattice will have an orthogonal basis along the coordinate axes. Since
the parameter t of Theorem 1.5 is the tangent of the angle of rotation, this can
be possible if and only if there exist distinct t1, t2 ∈ R satisfying condition (1) of
Theorem 1.5 so that t1 6= −1/t2 (t and −1/t correspond to rotations resulting in
the same lattice). This turns out to be possible if and only if τ is a quadratic
irrationality, in which case the corresponding elliptic curve Eτ is said to be a curve
with complex multiplication (CM): this is precisely the situation when the endomor-
phism ring of Eτ is larger than Z (specifically, an order in the imaginary quadratic
field Q(τ); see Corollary III.9.4 of [13]). We now prove that for such τ there are
infinitely many different real numbers t satisfying condition (1) of Theorem 1.5.
Proposition 4.1. With notation as in Theorem 1.5, suppose that there exist t1, t2 ∈
R satisfying condition (1). Define
α1 := a− bt1 ∈ Q(22)
β1 := a+ b/t1 ∈ Q(23)
α2 := a− bt2 ∈ Q(24)
β2 := a+ b/t2 ∈ Q(25)
Assume also that t1 6= t2,−1/t2. Then t21, t22 ∈ Q and b2 ∈ Q, meaning that
τ = a+ bi is a quadratic irrationality, and hence Eτ is a CM elliptic curve.
Proof. Subtract (22) from (24) and (23) from (25) to obtain
b(t1 − t2) = α1 − α2(26)
b
t1 − t2
t1t2
= β1 − β2.(27)
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Divide (26) by (27) (note that t1 6= t2 implies that β1 6= β2) to conclude that
t1t2 =
α1 − α2
β1 − β2 ∈ Q.
Multiply (25) by t1t2 and take into the account bt1 = a− α1 (from (22)) to obtain
a(t1t2 + 1) = α1 + β2t1t2
and conclude that a ∈ Q since t1t2 6= −1 by assumption, and the quantities α1, β2 ∈
Q, and t1t2 ∈ Q are already known to be rational. Since a ∈ Q, we conclude from
(22) and (24) that bt1, bt2 ∈ Q, and therefore their ratio (note that t1t2 6= 0 because
τ /∈ R) is rational: t1/t2 ∈ Q. Multiplication (and division) by the rational quantity
t1t2 now allows us to conclude that t
2
1, t
2
2 ∈ Q. Finally, since bt1 = a − α1 ∈ Q,
we square it to conclude that b2t21 ∈ Q, and divide by t21 to obtain that b2 ∈ Q as
claimed. 
Proposition 4.1 asserts essential uniqueness of the real number t satisfying condition
(1) of Theorem 1.5 in the generic (non-CM) situation. In the case when CM occurs,
there is an infinite family of such t.
Corollary 4.2. With notation as in Proposition 4.1, assume τ = a + bi with
a, b2 ∈ Q. Then every t satisfying condition (1) of Theorem 1.5 is of the form
(28) qb or q/b for some q ∈ Q,
and any such rational q works.
Proof. Assume t1, t2 are two different values of t satisfying condition (1) of Theo-
rem 1.5. From the proof of Proposition 4.1, we know that t1/t2 ∈ Q, so t1 = qt2
for some q ∈ Q. Then t1 satisfies (28) if and only if t2 does, so it is enough to
show that there exists a t of the form (28) satisfying condition (1) of Theorem 1.5.
Indeed, for any q ∈ Q, take t = qb, then
a− bt = a− b2q ∈ Q, a+ b/t = a+ 1/q ∈ Q.
On the other hand, take t = q/b, then
a− bt = a− q ∈ Q, a+ b/t = a+ b2/q ∈ Q.
This completes the proof. 
Let us now provide an interpretation of this result for elliptic curves. For every
N > 1 there is a symmetric polynomial FN (X,Y ) = FN (Y,X) in two variables with
integer coefficients, which has the following property: two elliptic curves E1 and E2
with corresponding j-invariants j1 and j2 are isogenous with an isogeny of degree
N if and only if FN (j1, j2) = 0.The polynomial FN (X,Y ) is commonly referred to
as N -th modular polynomial. Our Theorem 1.5 now implies that an elliptic curve E
with a non-real j-invariant j(E) is virtually rectangular if and only if for some N
the polynomial FN (X, j(E)), now monic with complex coefficients, has a real root.
Some computations in PARI/GP show that for this to be true N must be greater
than 3. Another observation that is not difficult to prove is that the curve Eτ is
virtually rectangular if and only if E−τ¯ is virtually rectangular, and if this is the
case then the curves Eτ and E−τ¯ are isogenous (i.e., any one of the corresponding
lattices is similar to a sublattice of the other one).
Further, consider an elliptic curve E over C with a non-real j-invariant j(E)
which is not isomorphic to an elliptic curve over R. Assume that E is nevertheless
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isogenous to an elliptic curve E′ over R with j-invariant j(E′). This implies that
j(E) and j(E′) are algebraically dependent over Q. Then the upper bound on the
inequality (11) on Theorem 1.5 gives a bound on the degree of the field extension
[Q(j(E), j(E′)) : Q(j(E))].
5. Planar virtually rectangular lattices on the modular curve
Our goal here is to present a geometric interpretation which justifies the con-
sideration of virtually rectangular lattices as very natural objects. Specifically, we
look at how the points corresponding to the virtually rectangular latices are posi-
tioned in the moduli space of all lattices. While WR lattices can be clearly seen in
the fundamental domain (see [8, Proposition 5.4(1)]), the situation with virtually
rectangular lattices is different. Indeed, for a rational a ∈ Q with −1/2 < a ≤ 1/2,
the lattice corresponding to every point τ = a+ ib ∈ D in the fundamental domain
is virtually rectangular. While this set already looks dense, there are many more
points in the fundamental domain corresponding to virtually rectangular lattices.
Surprisingly, the picture becomes much clearer if we look at these points as points
on the modular curve instead.
Let
H = {τ = x+ iy ∈ C | y = ℑ(τ) > 0}
be the complex upper half-plane. It comes with the Poincare´ metric
ds2 = y−2(dx2 + dy2),
which is invariant under the action of PGL2(R) (and is uniquely defined by that
property up to a constant multiplication). Let Y = PSL2(Z)\H. The points of
Y classify elliptic curves up to isomorphism over C and correspond to similarity
classes of lattices Γτ = 〈1, τ〉Z in the plane.
Since PSL2(Z) ⊂ PGL2(R), the space Y inherits the metric from H, in particu-
lar, geodesics on Y are precisely the images of the geodesics on H under the natural
projection π : H→ Y (recall that geodesics for a given metric are the paths of short-
est length). The modular curve is the compact Riemann surface X = PSL2(Z)\H,
where H = H ∪ Q ∪ {∞}. We then have X = Y ∪∞, and the point at infinity ∞
does not correspond to any lattice.
Geodesics on H (for the metric ds2) are the vertical lines together with the
semicircles orthogonal to the real axis (see e.g. [5, Proposition 4.5.5], [11, Lemma
1.4.1]). While all geodesics on H are of infinite length, under the map π, some
geodesics become closed, while others are still of infinite length. We say that a
geodesic on H passes through ∞ if it is either a vertical line or a semicircle which
meets the real line at a rational point, and we say that a geodesic is closed at ∞
if it is either vertical with a rational x-coordinate or both ends of the semicircle
meet the real line at rational points. We apply the same terminology to the images
of these geodesics under the projection π. This terminology is not standard. For
example, while for any two points in Y there exists exactly one geodesic which
passes through these two points, there are infinitely many geodesics which pass
through ∞ and any given point on Y ; furthermore, the geodesics which are closed
at ∞ are never closed in Y . However, one may possibly argue that, for example,
a semicircle which meets the real line at two rational points is really closed at ∞
because both of its ends map to ∞ under π.
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Theorem 5.1. A point on Y corresponds to a virtually rectangular lattice if and
only if this point belongs to a geodesic that is closed at ∞.
Proof. Let p ∈ Y , and assume that the corresponding lattice is virtually rectangu-
lar. Thus p = π(τ) with τ = a+ bi ∈ H, and the lattice Γτ is virtually rectangular.
Then the lattice Γτ has two orthogonal vectors, say, Aτ + B and Cτ + D where
A,B,C,D are integers and AD−BC 6= 0. The orthogonality condition boils down
to
(29) (a2 + b2)AC + a(AD +BC) +BD = 0.
If A = 0, then BC 6= 0, and τ belongs to the vertical line x = −D/C. If C = 0,
then AD 6= 0, and τ belongs to the vertical line x = −B/A. Finally, if AC 6= 0
then (29) becomes an equation of the semicircle(
a+
AD +BC
2AC
)2
+ b2 =
(AD −BC)2
4A2C2
satisfied by (a, b) with a rational radius of |(AD − BC)/2AC| and the center on
real line at x = −(AD + BC)/2AC ∈ Q. Thus in either case π(τ) belongs to a
geodesic that is closed at ∞.
Conversely, assume that π(τ) belongs to a geodesic which is closed at ∞. If this
geodesic is the image under π of a vertical line in H with a rational x-coordinate,
then τ = a+ bi with a ∈ Q, and the lattice Γτ is virtually rectangular. Otherwise,
τ belongs to a semicircle which meets the real line at rational points, say α and β.
Pick σ ∈ SL2(Z) such that σ(α) = ∞. Then σ(β) ∈ Q, and σ takes the semicircle
to the vertical line with a rational x-coordinate of σ(β) (Mo¨bius transformations
preserve the Poincare´ metric, therefore take geodesics to geodesics). Thus the
lattice 〈1, σ(τ)〉Z is virtually rectangular, and this lattice is similar to Γτ . We thus
conclude that Γτ is virtually rectangular. 
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