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Abstract The potential energy surface of a molecule can be decomposed into equipo-
tential hypersurfaces of the level sets. It is a foliation. The main result is that the
contours are the wave fronts of a certain hyperbolic partial differential equation, a
wave equation. It is connected with the gradient lines, as well as with a corresponding
eikonal equation. The energy seen as an additional coordinate plays the central role
in this treatment. A solution of the wave equation can be a sharp front in the form of
a delta distribution. We discuss a general Huygens’ principle: there is no wake of the
wave solution in every dimension.
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1 Introduction
The potential energy surface (PES) [1–3] and the chemical reaction path [4] are the
basis for the theories of chemical dynamics. The PES is a continuous function in
an IRN+1 with respect to the coordinates of the nuclei in an IRN , thus it is an N -
dimensional hypersurface. It should also have continuous derivatives up to a certain
order not specified here, but required by the operations which are to be carried out.
Of course, the treatment of this paper also holds for any other surface over an IRN .
The PES is usually an approximaton; firstly the Born–Oppenheimer approximation is
done, and then further levels of approximation are used corresponding to the quantum
chemical level of interest [5]. Thus the current level of any approximation allows the
requirement of a continuous behaviour.
The PES can be seen as formally divided in catchments associated with local min-
ima [1]. The first order saddle points or transition states (TSs) are located at the deepest
points of the boundary of the basins. TSs and minima correspond to stationary points
of the PES. Two minima of the PES can be connected through a TS via a continuous
curve in the N -dimensional coordinate space, describing the coordinates of the nuclei.
The curve characterizes a reaction path. One can define many types of curves satis-
fying the above requirement. But the reaction path model mostly used is the steepest
descent (SD) from the TS to a reactant or a product. The SD reaction path from TS
in mass weighted coordinates is called intrinsic reaction coordinate (IRC) [6–8]. The
discussion of a coordinate independent definition of SD curves was already given [9].
Normally, the PES is represented in curvilinear coordinates. One should really
calculate with such coordinates; to simplify matters we shall not do so. In this paper
we will assume N orthogonal and equidistant coordinates, q = (q1, . . . , qN )T , thus
Cartesians of the n atoms with N = 3 n. Then the metric matrix in IRN reduces to the
unity matrix.
The SD curves are orthogonal trajectories to the contour hypersurfaces, V (q) =
ν = constant , if the corresponding metric relations are used [10]. From a theoretical
point of view (however not from a numerical one) the SD curves and the inverse
ones, the steepest ascent (SA) curves are equivalent. Thus the SA/SD curves emerging
from a minimum or a TS of the PES travel in an orthogonal manner through the
contour hypersurfaces of this PES. The level sets foliate the PES in a simple kind [11].
It should be noted that the construction of the contour hypersurface, V (q) = ν =
constant , is such that all points satisfying this equation possess the same equipotential
difference with respect to another contour hypersurface. It is similar to the construction
of Fermat–Huygens of propagation of rays and wavefronts. This construction and the
Hamilton–Jacobi theory are strongly connected [12]. The propagation of level sets
with an increase of ν seems to develop analogously to the propagation of waves in
an inhomogeneous medium with singularities at the stationary points. Thus, to every
fixed surface V (q) should exist a corresponding wave equation which allows solutions
which are the level sets of V (q). And yes, after we guessed well, we could find such
a wave equation (see [13]) which we repeat in Sect. 2. The application to the contour
hypersurfaces is given in Sect. 3, and in Sect. 4 we present a splitting formula for the
wave operator which may be important for the dimension problem: our solution holds
for odd as well as for even dimensions. That is strange for solutions of wave equations.
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In Sect. 5 we treat the wave propagation of level sets. The last section is the discussion
of the results.
2 The wave equation for level sets
Let ν = V (q) be an N -dimensional surface in IRN+1 of points (q1, . . . , q N , ν). We
treat regions without stationary points of the function V (q). Let g(q) be the gradient
vector, ∇qV (q), and let H(q) be the matrix of its second derivatives, the Hessian
∇qgT . We form the scalar product of the gradient with itself. It produces the value
G(q) := ∂qV (q)T ∂qV (q). It holds G(q) > 0. Note that ν is the energy if the surface
is the PES of a molecule. Let us consider a linear wave operator in N + 1 dimensions,
q1, . . . , qN , ν [13]
L :=
(
∇2q − G(q)
∂2
∂ν2
+ T race H(q) ∂
∂ν
)
(1)
where ∇2q = ∇Tq ∇q = ∂2/∂q21 + · · ·+ ∂2/∂q2N is the Laplacian in IRN , and T race H
is the sum of the diagonal entries of H. The operator L is of the hyperbolic type by
signature + + · · · + − since G(q) > 0, thus outside of stationary points of V(q). We
search for a solution of the equation
Lψ(q, ν) = 0 . (2)
The reasoning for the introduction of such an equation will come true with its success.
Theorem
Be F a function of one real variable, F : IR → IR, with first and second continuous
derivations, then
ψ(q, ν) = F(V (q) − ν) (3)
is a solution of the wave Eq. (2).
For other wave equations, one may compare the ansatz with that of Courant/Hilbert
[12] p. 620, Friedlander [14] p. 110, Bombelli and Sonego [15], Hillion [16,17], and
Duistermaat [18].
The proof of the Theorem is straightforward: computing the differential expression
Lψ , we get
Lψ = F ′′(..) [ (∇qV )T (∇qV ) − G ] + F ′(..) [ ∇2qV − T race H ] = 0 (4)
by the definition of the values of G and T race H. F can be an arbitrary function,
because the two coefficients of F ′′ and F ′ are zero independently. unionsq
Note
( i) The first coefficient of Eq. (4) is the Hamilton–Jacobi equation or eikonal equation,
a partial differential equation of the first order. It describes a relation between the
level contours of a surface and its SD curves [19]
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(∇qV (q))T (∇qV (q)) = G(q) . (5)
Many papers describe the sulution, see [20–22] and references therein. The eikonal
also emerges in a variational theory of steepest descent curves [19]. Usually we
have to solve it for V (q), if a general function G(q) is given. Here it is automati-
cally fulfilled by the definition of G(q).
(ii) The second coefficient in Eq. (4) is usually named transport equation of the oper-
ator L [14], it emerges here in a simple version. It is also automatically zero by
the special choice of the operator L with the term T raceH.
The phase function
S(q, ν) = V (q) − ν (6)
fulfills the characteristic equation [12] pertaining to operator L of Eq. (1)
(∇qS(q, ν))T (∇qS(q, ν)) − G(q)
(
∂
∂ν
S(q, ν)
)2
= 0 . (7)
It is identical with Eq. (5). Characteristic surfaces S(q, ν) = 0 are considered as
potential carriers of wave fronts [12]. But the hypersurfaces S(q, ν) = 0 with fixed
ν are also the contours of the surface. A further trivial solution of system (7) is the
function S+(q, ν) = V (q) + (ν − 2ν0) with any fixed value ν0.
Solution (3) indicates initial values for ν = ν0. If we put D(x) = −F ′(x) we have
ψ(q, νo) = F(V (q) − νo) (8)
and
∂
∂ν
ψ(q, ν)|ν=ν0 = D(V (q) − νo) . (9)
Of course, D(x) is not independent from F(x), thus, (8) and (9) do not pose the most
general initial values. Thus, solution (3) would not be the most general solution to the
wave Eq. (2) [23]. However, the conditions (8) and (9) are a well posed Cauchy initial
value problem for Eq. (2).
To further imagine the first derivative to ν we use the identity
∂
∂ν
F(V (q) − ν) = (−1) 1
G(q)
∑
i
∂V
∂qi
∂
∂qi
F(V (q) − ν) . (10)
It means that the change of the solution in the ν-direction in the space IRN+1 cor-
responds to the directional derivative in the direction of the gradient of V (q) in the
coordinate space IRN , as one expects it for the level hypersurfaces. On the other hand,
we can treat the phase function at its zero level S(q, ν) = V (q) − ν = 0 . Let us
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expand S into a Taylor series up to the first order around point (qo, νo) on a level set,
say, V (qo) − νo = 0.
S(q, ν) = S(qo, νo) + ∂S(qo, ν)
∂ν
∣∣∣
ν=νo
(ν − νo)
+
N∑
i
∂S(q, νo)
∂qi
∣∣∣
qi =qio
(qi − qio) + · · · (11)
If we assume that the point (q, ν) is on a next level hypersurface as well, with ν > ν0,
then we have to the first order
N∑
i
∂V (q)
∂qi
∣∣∣
qi =qio
(qi − qio)
(ν − νo) = 1 (12)
since it is ∂S(q,ν)
∂ν
|ν=νo = −1 and ∂S(q,ν)∂qi |qi =qio =
∂V (q)
∂qi |qi =qio for i = 1, . . . , N .
Equation (12) means ∑i ∂V (q)∂qi
dqi
dν = dV (q)dν = dνdν = 1, which is true. However,(12) is also fulfilled if we approximate the qi -steps by
(qi − qio)
(ν − νo) =
gi o
G(qo)
for i = 1, . . . , N . (13)
Finally, up to the first order the steepest ascent curve as a function of ν takes the
form [24]
q(ν) = q(νo) + d(q)dν |qi =qio(ν − νo) = q(νo) +
go
G(qo)
(ν − νo) . (14)
q(ν) describes the “rays” which connect the contour hypersurfaces (6) with S = 0. The
steepest ascent q(ν) is a curve on the characteristic surface, thus, it is a bicharacteristic
in IRN+1 . The generalized orthogonality between rays and wavefronts is already
described [25].
The solution (3) is a progressing wave which is in its general form defined by
φ(q, ν) = U (q, ν) F(S(q, ν)) , (15)
where we use scalar functions U and S. Here we have the phase function, S(q, ν) =
V (q) − ν, with nowhere vanishing gradient, and the trivial amplitude U = 1. The
formula further contains any wave form or “wave profile” function F : IR → IR
[12,14–17,23,26–30]. Note that solution (3) is simpler than some spherical wave
solutions for wave equations with constant coefficients [12,31] because we do not
need neither the so-called “distortion”-factor, U , nor any derivations of the func-
tion F for higher N . Solution (3) holds for every dimension N , see also below
Sect. 4.
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3 Level hypersurfaces
In the classical theory, a solution of a differential equation must possess derivatives
of all orders that appear in the equation. This requirement is frequently ignored in
mathematical chemistry. Here, the wave equation in the IRN+1 of ‘space-energy’ will
be considered in the context of distribution theory [14]. We use the special form of
a progressing wave of the solution (3) for a special distribution. Let V (q) be a real-
valued function on a region of the coordinate space, and let F(x) be a function on R.
Then the composite function F(V (q)) = F o V (q) is a function on the coordinate
space. Now we replace the function F of the wave form by the distribution δ, so to
say, by a “sharp impulse” with a unit integral. The chain rule holds [14] for every
derivation
∂
∂qi
δ(V (q)) = δ′(V (q)) ∂
∂qi
V (q) (16)
in the sense of the distribution space. Thus, the proof from Sect. 2 also holds in the
limit for distributions.
In Fig. 1 we show a schematic surface for a first understanding of the matter. The
starting point is the situation for N = 1, and V (q) is a Morse potential. If we use
solution (3) with function F(x) = x then we get the surface of Fig. 1. The Morse
function is ‘sandwiched’ with increasing ν [15]. A compact support of V (q) implies
such a ‘sandwich propagation’. It is an example of a foliation.
q
0
2
4
5
2.5
0
2.5
S
0
1
2
3
4
Fig. 1 A one-dimensional Morse function V (q) is used for a picture of the solution surface (q, ν) =
V (q)−ν. Thus, we employ the ‘wave form’ function F(x) = x . In contrast, the bold curve is the intersection
with V (q) = ν, the zero plane of  = S. The bold curve is the support of the distribution δ(V (q) − ν)
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However, if we use the distribution limit F(x) → δ(x), thus [29]
ψ(q, ν) = δ(V (q) − ν) (17)
the situation changes dramatically. The solution is zero except at V (q) = ν, at every
level hypersurface—in Fig. 1 it is a point, or there are two points, correspondingly,
if ν ≥ 0. We may imagine a given level hypersurface at ν = νo. It is a source of
the wave equation of unit strength [28]. If ν proceeds, each point in (q, ν) space in
solution (17) results in a zero value except at the level ν = V (q) which forms the
corresponding level hypersurface. Since we treat regions without stationary points of
the function V (q), the function changes monotonically with ν (of course this holds
automatically per construction because ν is the value of V (q)), we have always a sharp
wave front. If the ‘impulse’ passes the point (q, ν) with ν = V (q) then (17) undergoes
an impulse displacement of strength 1. There is no wake; once the wave passes by,
the displacement is again zero. We obtain “sharp” level hypersurfaces of V (q). It is a
criterion for the validity of a general Huygens’ principle [32].
4 The dimension problem
The solution (17) does not divide the dimensional cases of odd or even dimensions
of the coordinate space. The proof obviously holds for every number of dimensions.
This is an astonishing result [12], and it is a hint that the strong Huygens’ principle in
the sense of Hadamard does not hold here [33,34]. We underline it with a partitioning
of the coordinate space IRN into two sets of variables qTI = (q1, . . . , qM ) and qTI I =
(qM+1, . . . , qN ) with 1 ≤ M < N . Due to the sum structure of the coefficients G(q)
and T race H(q) we can split them into
G(q) = G(qI ) + G(qI I ) and (18)
T race H(q) = T race H(qI ) + T race H(qI I ) . (19)
Then we can write the differential Eq. (2) as
Lψ(q, ν) = L I ψ(qI , qI I , ν) + L I I ψ(qI , qI I , ν) = 0 , (20)
where the operator L I is
L I :=
(
∇2qI − G(qI )
∂2
∂ν2
+ T race H(qI ) ∂
∂ν
)
(21)
acting in the IRM+1, and the same for L I I acting in the IRN−M+1. If ψ(qI , qI I , ν)
is a solution of Eq. (2) then also holds L I ψ(qI , qI I , ν) = −L I I ψ(qI , qI I , ν). The
unique solution is L I ψ(qI , qI I , ν) = L I I ψ(qI , qI I , ν) = 0 which is independent of
the partitioning. Especially, if N was even, then a splitting into N = M + (N − M)
with an odd M produces two ‘odd’ operators.
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All in all, we can conclude: every “full” level hypersurface, V (q) = ν, of a sur-
face, V (q), over coordinates in the IRN is an (N − 1)-hypersurface and fulfills the
(N +1)-dimensional differential Eq. (2) with solutions (3) or (17); but every restriction
to subspaces of dimension M < N forms a section in the subspace of the level hyper-
surface, of course on the same level ν, and it fulfills a reduced differential Eq. (21) in
that subspace. Thus, the operator L in Eq. (1) can be totally split into single summands
L =
N∑
i=1
( ∂2
∂q2i
−
( ∂V
∂qi
)2 ∂2
∂ν2
+ ∂
2V
∂q2i
∂
∂ν
)
=:
N∑
i=1
Li , (22)
and every part Li fulfills Liψ = 0 where ψ is a solution of Lψ = 0. The proof (4)
holds for every single Li . A case i = N = 1 is shown in Fig. 1.
5 Wave propagation
By the structure of the wave operator (1) we do not need an integration process for
the solution (3). Before, we have used the surface V (q) for the construction of the
operator L in Eq. (1) taking advantage of its first and second derivations, and have
then found the surface V (q) itself in the solution. So, here the usual integrals over
conoids do not emerge like in the general theory of wave equations [12,14,35,36].
As above we assume that we are in a region between stationary points of the surface,
V (q), but the stationary points themselves are excluded, thus it is G(q) > 0. We ask
for the kind of mapping between the different level hypersurfaces which emerge in the
solution (17). In Fig. 2 we show the convex level lines of a two-dimensional surface.
We know from the wave equation theory that “rays” connect the wave fronts. From
the usual behavior of steepest ascent curves, corresponding steepest descent ones, we
know that every point of a level line to a fixed level ν = νo is one-to-one, or bijectively
Fig. 2 Level lines of a
two-dimensional function
V (q1, q2) (thin curves) and a
steepest ascent curve (dashes)
1 0.5 0 0.5 1
q1
1
0.5
0
0.5
1
q 2
0
1
2
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connected to a point of another level line ν = ν1, see Eq. (14) [19]. The family of all
steepest ascent curves is a mapping of the level lines, A(ν0) → A(ν) where A(ν0) is
the set of points (q, ν0) which fulfills V (q) = ν0. It holds
A(ν0) → A(ν2) = A(ν0) → A(ν1) o A(ν1) → A(ν2), (23)
if ν0 < ν1 < ν2, because the corresponding relation holds on every curve of the family
of steepest ascent curves. (It holds: the mapping is a semi group.) From this point
of view we do not deal with forward- and backward conoids of influence, like in the
theory of wave equations, but only with one-dimensional curves, the steepest ascent, or
steepest descent curves [13]. In the treated regions where G(q) > 0, it holds however,
that all solutions (17) are “sharp” hypersurfaces. So to say, level hypersurfaces are
“sharp” wavefronts per definition. They are “sharp” sections with the plane ν =
constant . It means that they fulfill a general Huygens’s principle of propagation.
It is known [12] that the solutions of the ordinary wave equation (with constant
coefficients) in odd space dimensions (N ≥ 3) possess basic differences from those in
even dimensions. A physical conclusion is: If a source signal ceases, the disturbance at
a finitely distanced point will also cease in a finite time, i.e., sharp signals remain sharp.
This can only occur in an odd dimension. In contrast, in even dimensions, an expanding
wave does not have this property; there is an indefinitely prolonged tail. Thus, traveling
waves resulting from general localized sources in odd space dimensions are sharp,
while those in even space dimensions are not. This is a short form of Hadamards
minor premise of the strong Huygens’ principle [33,34], and one can conjecture that
this overall situation also may pertain for wave equations with non constant coefficients
[12,14,35,36], especially that in even space dimensions a strong Huygens’ principle
does not hold.
In our case, where the physical time is replaced by the energy, ν, the hyperbolic
Eq. (2) is defined in an inhomogeneous medium, caused by the coefficient G(q), and
it has a wake-free expanding wave solution (17), which is unattenuated, and whose
wave front propagates up to energies—where a useful PES region ends. In contrast to
the Hadamard conjecture above, the solution (17) is independent of odd/even space
dimensions. It follows that the hyperbolic wave Eq. (2) is not a Huygens’ differential
equation in the sence of Hadamard [33].
6 Discussion
The present investigation can be regarded as an investigation of operators that allow
undistorted progressing wave families as defined by Courant [12]. The wave front (17)
solves the differential equation (2) in an IRN+1. It satisfies a general Huygens’ prin-
ciple corresponding to its distributional character throughout. By a general Huygens’
principle of the propagation of waves we understand that sharp signals propagate as
sharp signals. The “signal” here is the (N − 1)-contour to a corresponding level of
a given surface over an IRN . The differential equation (2) is linear, but its second
order part has one non constant coefficient. Its solution (17) is a special progressing
wave in a very simple form, which does not divide the dimensional cases of odd or
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even dimensions of the coordinate space. This is an astonishing result. We exclude
that Eq. (2) itself is a Huygens’ equation by its dimensional behaviour. Additionally,
we do not treat with conditions (8) and (9) the most general initial value problem
[37]. Nevertheless, it is perhaps worth pointing out that operator L in Eq. (1) allows
undistorted progressing waves in every dimension, and its splitting property (22) is
a hint that we could bring forward a general Huygens’ principle of the propagation
of level hypersurfaces from one kind of subdimension M < N , say odd, to the other
kind, say even, and vice versa.
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