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4Abstract
The cell nucleus houses a wide variety of macromolecular substructures includ-
ing the cell’s genetic material. The spatial configuration of these substructures is
thought to be fundamentally associated with nuclear function, yet the architectural
organisation of the cell nucleus is only poorly understood. Advances in microscopy
and associated fluorescence techniques have provided a wealth of nuclear image
data. Such images offer the opportunity for both visualising nuclear substructures
and quantitative investigation of the spatial configuration of these objects. In this
thesis, we present new tools to study and explore the subtle principles behind nu-
clear architecture.
We describe a novel method to segment fluorescent microscopy images of nu-
clear objects. The effectiveness of this segmentation algorithm is demonstrated us-
ing extensive simulation. Additionally, we show that the method performs as well as
manual-thresholding, which is considered the gold standard. Next, randomisation-
based tests from spatial point pattern analysis are employed to inspect spatial in-
teractions of nuclear substructures. The results suggest new and interesting spatial
relationships in the nucleus. However, this approach probes only relative nuclear
organisation and cannot readily yield a description of absolute spatial preference,
which may be a key component of nuclear architecture.
To address this problem we have developed methodology based on techniques
employed in statistical shape analysis and image registration. The approach pro-
poses that the nuclear boundary can be used to align nuclei from replicate images
into a common coordinate system. Each nucleus and its contents can therefore be
registered to the sample mean shape using rigid and non-rigid deformations. This
5aggregated data allows inference regarding global nuclear spatial organisation. For
example, the kernel smoothed intensity function is computed to return an estimate
of the intensity function of the registered nuclear object. Simulation provides evi-
dence that the registration procedure is sensible and the results accurate.
Finally, we have investigated a large database of nuclear substructures using
conventional methodology as well as our new tools. We have identified novel spatial
relationships between nuclear objects that offer significant clues to their function.
We have also examined the absolute spatial configuration of these substructures
in registered data. The results reveal dramatic underlying spatial preferences and
present new and clear insights into nuclear architecture.
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Chapter 1
Introduction
This thesis focuses on the analysis of image data arising from biological confocal
microscopy of human cell nuclei. The major functions of the cell nucleus are well
understood, thanks to biochemical, genetic and molecular research contributions
[57]. However, very little is understood about nuclear architecture, which we define
as the knowledge of why objects within the nucleus are located where they are. We
investigate and employ statistical and computational methodology to provide new
tools to study and explore the subtle principles behind nuclear architecture.
The nucleus is the largest structure found in eukaryotic cells. It has two major
functions, first, it is the site of ribonucleic acid (RNA) synthesis; second, it stores
the cell’s genetic material in chromosomes and duplicates it during cell division
[4]. The nucleus also contains hundreds of morphologically distinct, membrane-
less protein substructures known as nuclear compartments that are responsible for
the duplication, maintenance, and expression of the nucleus’ genetic material. The
spatial organisation of these compartments is thought to be fundamentally asso-
ciated with nuclear function [124, 154]. However, the rules that oversee spatial
organisation in the nucleus remain unclear and controversial. Several studies have
shown that a number of nuclear compartments have preferred spatial associations
but it is still unclear whether nuclei have common rules that define high-level spatial
functional organisation. For example, the promyelocytic leukaemia (PML) nuclear
body (NB), a nuclear compartment linked with numerous nuclear functions includ-
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ing transcription and protein degradation may locate in close proximity to, adjacent
to, or even co-localise with other functional nuclear compartments, such as Cajal
bodies, SC35 domains, and telomeric DNA, respectively [17, 25, 61]. However,
we know very little about the three-dimensional (3-D) architecture of PML NBs, or
other nuclear compartments, in relation to each other or within the general volume
of the nucleus.
To address this, our collaborators in the Centre for Structural Biology at Im-
perial College London, have captured over 3,000 3-D images of nuclei in human
fibroblast cells using fluorescence labelling coupled with confocal laser scanning
microscopy (CLSM); for example, see Figure 1.1. Each imaged nucleus contains
two common compartments (PML NBs and lamin B, a component of the protein
mesh that delineates the nucleus) and a third compartment representing the follow-
ing nuclear functions:
• Transcriptional: acetylated histones, methylated histones, nucleoli, nascent
RNA and RNA polymerase II.
• Chromosomal topological markers: centromeres and telomeres.
• Protein degradation: 11S and 19S proteasomes.
• Post-transcriptional regulation: Cajal bodies and SC35 domains.
Figure 1.1 demonstrates that the nucleus is an incredibly complex system densely
packed with nuclear compartments.
In this research, the PML NB is used as a model nuclear compartment to study
nuclear architecture. There is great controversy regarding the function of this nu-
clear compartment; some argue that it is actively involved in nuclear function, while
others believe that it is merely an accumulation of excess protein in the nucleus [79].
A common approach to suggest the functional role of a nuclear compartment is to
establish what other compartments are found near to it. As previously stated, PML
NBs may locate near to a number of other compartments. However, most of these
interactions have been based on visual inspection of 2-D images which can be in-
herently inaccurate, particularly given the described complexity of the nucleus and
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its contents. Thus, there is a substantive need to establish quantitative image analy-
sis methods to investigate, in 3-D, the nuclear architecture of PML NBs and other
nuclear compartments. An ambition of the work throughout this thesis is to provide
objective and reproducible tools for analysis of nuclear architecture.
Image processing and subsequent analysis is hugely important in cell biology.
The amount of image data in this field is growing rapidly, driven by advances in mi-
croscopy technology (e.g., high-throughput microscopy, and increased resolution),
as a result there is an increasing need to replace qualitative visual assessment and
manual measurements of microscope images with quantitative automated image
analysis methods. Such tools reduce substantial manual labour and more impor-
tantly remove subjective bias. Quantitative methods can also increase the accuracy,
sensitivity and reproducibility of data analysis [149]. Quantitative analysis of the
nuclear architecture of PML NBs will undoubtedly have important implications
about the functional role of PML NBs.
Ultimately, we seek to generate a description of the ‘average’ cell nucleus,
which we refer to as the ‘virtual cell nucleus’. This virtual cell nucleus will be
informative about the spatial distribution of PML NBs and other nuclear compart-
ments in the nuclear volume. The present generation of CLSM image analysis tools
is inadequate for this task. The primary shortcoming of many current tools is that
they are generally based on assessment of spatial preference relative to other com-
partments in individual cell nuclei, which may mask crucial global phenomena.
Analysis of nuclear architecture that pools spatial information across replicate im-
ages of cell nuclei offers the opportunity to uncover high-level spatial organisation
of nuclear compartments, which cannot be established from inspection of individual
images. Implicit in the analysis of replicate images is the premise that underlying
nuclear architecture is maintained throughout a collection of cell nuclei.
1.1 Thesis Structure
In Chapter 2, we describe current understanding of the structure and dynamic be-
haviour of the nucleus and PML NBs. We go on to discuss the application of im-
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munofluorescent CLSM to study nuclear architecture and the common tools that
are employed to investigate the spatial organisation of the nucleus, explaining, why
they are largely inadequate for this task.
Next, in Chapter 3, we describe the crucial task of image segmentation for sub-
sequent quantitative image analysis and present a new thresholding algorithm, Sta-
ble Count Thresholding (SCT), to segment nuclear compartments in CLSM images.
In Chapter 4, we apply exploratory statistical tests based on spatial point pattern
(SPP) analysis to investigate the 3-D SPP of SCT-segmented PML NBs. We employ
a Monte Carlo based approach to compare the observed SPP of PML NBs using
carefully simulated realisations of their spatial distribution under the null hypothesis
that PML NBs are located uniformly and independently in the nuclear volume. We
demonstrate the usefulness of SPP analysis to extract information about PML NBs
and their interactions with other nuclear compartments but we find that exploratory
analysis offers little insight into the underlying spatial distribution of PML NBs in
the nucleus.
In Chapter 5, we describe a novel procedure based on statistical shape analysis
and image registration methodology to combine spatial information across multiple
images of cell nuclei into a representation that we refer to as an ‘aggregate map’,
which brings us closer to the description of the virtual cell nucleus. This combined
data reveals information about the spatial distribution of compartments in the nu-
cleus that we cannot infer from visual inspection of individual images. Constructing
the virtual cell nucleus demands that we appeal to a wide-range of methodology.
Next, in Chapter 6, we carry out an extensive analysis of nuclear architecture
in over 3,000 images using the exploratory SPP analysis and the image registration
procedure described in the previous two chapters in order to produce aggregate
maps for all nuclear compartments.
Finally, in Chapter 7, we summarise the contributions that the research pre-
sented in this thesis has made towards the study of nuclear architecture and our
understanding of PML NBs, and describe future research developments and oppor-
tunities. The stages of our proposed analysis methodology for nuclear architecture
are illustrated in Figure 1.2.
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Figure 1.1: CLSM images (shown as projections in the XY plane) of nuclear com-
partments in human fibroblast cell nuclei. The green objects are PML NBs, the
blue object is lamin B, the red objects are: (a) acetylated histones; (b) methylated
histones; (c) nucleoli; (d) RNA; (e) RNA polymerase II; (f) centromeres; (g) telom-
eres; (h) 11S proteasomes; (i) 19S proteasomes; (j) Cajal bodies; (k) SC35 domains
1.1 Thesis Structure 24
Figure 1.2: Investigation of nuclear architecture: (a) represents raw CLSM im-
age data; (b) represents an SCT-segmented 3-D CLSM image which is directly
amenable to quantitative analysis of nuclear architecture; (c) represents a summary
statistic used in SPP analysis to investigate the spatial organisation of PML NBs;
(d) represents combined information on the spatial distribution of PML NBs from
multiple cell nuclei images, which leads to our description of the virtual cell nucleus
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1.2 Contributions
Our research into nuclear architecture combines a series of important stages from
image processing to image analysis. Our first contribution to this field is the de-
velopment of a novel image thresholding algorithm, SCT, designed specifically for
CLSM images of the cell nucleus. In Chapter 3, we describe that current thresh-
olding algorithms are inadequate for this task and that user-defined thresholding,
while considered the gold-standard, is very time-consuming. SCT has been used to
segment over 3,000 images, saving considerable operator time. Moreover, SCT is
not subject to user bias.
In Chapters 4 and 6, we have investigated the nuclear architecture of PML NBs
in over 3,000 images using exploratory SPP analysis. To our knowledge, this repre-
sents the largest study of the spatial organisation of PML NBs to date. The results
of our analysis provide strong evidence regarding the function of PML NBs, which
has been a subject of much debate in cell biology [17, 25, 61]. Based on our re-
sults, we hypothesise that PML NBs are an important component in transcription
and post-transcriptional regulation.
Our most important contribution has been to develop a procedure that provides
a spatial normalisation of replicate cell nuclei image data by combining image reg-
istration and statistical shape analysis methodology in a novel way. Current image
analysis tools are generally based on exploring spatial organisation in individual
images. Investigation of nuclear architecture from replicate images of cell nuclei
probes absolute spatial organisation that cannot immediately be established from
analysis of individual images. In this way, spatial normalisation provides us with a
‘virtual cell nucleus’. Strikingly, this virtual nucleus provides new and exciting in-
sights about high-level nuclear architecture, suggesting that nuclear compartments
preferentially occupy distinct regions of the nucleus in normal cell nuclei and fur-
thermore that this organisation is largely disrupted in cancer-like cell nuclei.
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Chapter 2
Nuclear Architecture and Biological
Confocal Microscopy
This chapter introduces the principles of nuclear structure and function, and biolog-
ical confocal microscopy. For more background consult: [4], a standard reference
for cell biology, or, [125], a standard reference for biological confocal microscopy.
The cell nucleus contains the cell’s genetic material as well as a large number of
other substructures known as nuclear compartments. The spatial organisation of
these compartments is believed to be fundamentally associated with nuclear func-
tion, yet very little is understood about nuclear architecture. We are especially in-
terested in the spatial configuration of the promyelocytic leukaemia (PML) nuclear
bodies (NBs), which occur in ‘random’ numbers and locations in mammalian cell
nuclei. Despite widespread interest and research into PML NBs, the molecular and
biochemical underpinning for their involvement in nuclear function remains largely
unknown [79]. Investigation of the spatial organisation of PML NBs and their
association with other nuclear compartments may offer clues about the function
of the PML NB. Advances in microscopy and associated fluorescence techniques
have provided a wealth of nuclear image data. Our collaborators in the Centre for
Structural Biology at Imperial College London have captured a large amount of im-
age data of PML NBs and other nuclear substructures using immunofluorescence
techniques coupled with three-dimensional (3-D) microscopy. Such images offer
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the perfect opportunity to quantitatively investigate the 3-D spatial configuration of
these objects.
This chapter is structured as follows: in Section 2.1, we provide a description of
the cell nucleus, the nucleus’ contents (including PML NBs), nuclear architecture,
the nuclear envelope and the cell cycle (which is known to have impact on nuclear
structure and function). Next, in Section 2.2, is a synopsis of the confocal laser
scanning microscope and immunofluorescence techniques as well as a summary of
the image data that will be investigated throughout this thesis. Next, in Section
2.2.1, we describe the analysis tools that are commonly used to explore nuclear
architecture in biological microscopy images. Finally in Section 2.4, we conclude
the chapter.
2.1 The Cell Nucleus
The cell is the basic unit of all living organisms. Some organisms, such as bacteria,
are unicellular; whilst other organisms, such as mammals, are multicellular. There
are two types of cells, eukaryotic and prokaryotic. Prokaryotic cells are usually
independent, while eukaryotic cells are usually found in multicelluar organisms.
The major difference between prokaryotes and eukaryotes is that eukaryotic cells
contain membrane-bound structures, such as the nucleus, in which specific func-
tional activities take place. Figure 2.1 is a schematic of the mammalian cell and
its major intracellular structures, numbered as follows: 1) nucleus, 2) nucleolus, 3)
ribosome, 4) vesicle, 5) rough endoplasmic reticulum, 6) Golgi apparatus, 7) cy-
toskeleton, 8) smooth endoplasmic reticulum, 9) mitochondrion, 10) vacuole, 11)
cytosol, 12) lysosome and 13) centriole.
The cell nucleus (see Figure 2.1, label 1) houses the cell’s genetic material and
the associated machinery responsible for the duplication, maintenance, and expres-
sion of this genetic material. In the last twenty years, advances in biological mi-
croscopy have allowed cell biologists to explore the three-dimensional structure
of the mammalian nucleus, revealing morphologically distinct, membraneless sub-
structures (known as nuclear compartments) that are defined by their enrichment
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Figure 2.1: Schematic of the mammalian cell (key in text)
of a subset of proteins [39, 57]. These compartments include nucleoli, the nuclear
lamina, Cajal bodies, Promyelocytic leukaemia nuclear bodies and nuclear splicing
speckles (see Figure 2.2). The spatial configuration of these nuclear compartments
is thought to be fundamentally associated with nuclear function [124, 154], yet the
‘architectural organisation’ of the cell nucleus is only poorly understood. We define
‘architectural organisation’ as the knowledge of why objects are located where they
are.
Figure 2.2: Schematic of the mammalian cell nucleus, reproduced from [154]
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2.1.1 Nuclear Architecture
The complex and dynamic organisation of the cell nucleus into compartments with
specific biological functions represents a crucial regulatory hub for cellular func-
tion. These compartments are tightly packed within the nucleus; at the resolution
of the light microscope, two different compartments can occupy the same space.
However, the spatial and temporal configuration of nuclear compartments is dy-
namic and responsive to changes in the nuclear environment [136]. For an intra-
cellular compartment as important as the nucleus, the questions that remain unan-
swered about its architecture are remarkably basic [146]. First, it is still unknown
how nuclear compartments are distributed in the nuclear volume. A ‘completely
random’ configuration may suggest a lack of nuclear architecture. Conversely, a
‘regular’ or ‘aggregated’ configuration implies organisation (these terms are de-
fined in Section 2.3.4). A second question concerns the inter-relationships between
nuclear compartments. For instance, do certain compartments tend to associate,
and, if so, what are the functional implications? An advanced understanding of the
spatial arrangement of nuclear compartments may help to elucidate the role played
by nuclear architecture in nuclear processes and help to answer whether the spatial
configuration of nuclear compartments directs nuclear function, or vice-versa. This
understanding should also allow a description of how nuclear architecture correlates
with the functional state of the cell.
The size and distribution of nuclear compartments within the nucleus ranges
from highly diffuse to punctate or microspeckled patterns [146]. Research has
shown that certain nuclear compartments tend to occupy particular volumes of the
nucleus [33, 123]. For example, in higher eukaryotes, such as mammals, chromo-
somes preferentially position relative to the centre of the nucleus and relative to
each other [123]. However, simple mapping of nuclear compartments has shown
that there are no predefined 3-D locations for each component [109]. Such state-
ments about the global organisation of the nucleus are difficult since the nucleus
contains no functional ‘landmarks’. The geometric centre of the nucleus is often
used as a reference point (landmark) to which the location of nuclear compartments
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of interest can be calculated (‘radial analysis’ is discussed in Section 2.3.1). How-
ever, the centre of the nucleus has no precise functional relevance. Furthermore,
radial analysis offers a very limited description of spatial preference based on the
distance and angle(s) between the compartment of interest and the nuclear centroid.
In Chapter 5, we revisit the idea of global nuclear architecture and employ defined
nuclear landmarks in conjunction with image registration techniques in order to
investigate absolute spatial preference of nuclear compartments.
2.1.2 Promyelocytic Leukaemia Nuclear Bodies
In this research, the PML NB, has been used as a model nuclear compartment to
study nuclear architecture (see Figure 2.2). PML NBs are multi-protein aggregates
(5-30 per nucleus; 0.1-1µm diameter [172]) that are defined by their enrichment
of PML protein (see Figure 2.4). Other components of PML NBs include SUMO-
1, Sp100, Sp140, CBP, BLM, Daxx, pRB and p53 [177]. Since these different
components are involved in a wide variety of different biological pathways and do
not appear to share a common function, it has been proposed that PML NBs may act
as nuclear depots for storage and titration of nuclear proteins [177]. The formation
of PML NBs is believed to be governed by the action of SUMO-1 on PML protein
(see Figure 2.3). PML protein is covalently modified by SUMO-1 (‘SUMOylated’)
at three lysine sites. Subsequently, the noncovalent interactions between two PML
molecules promote the growth of ‘PML-networks’. Finally these networks recruit
other proteins that are SUMOylated and/or contain SUMO binding motifs to form
‘PML nuclear bodies’. ‘DeSUMOylation’ of PML protein causes disassembly of
PML NBs [145].
PML NBs are believed to be involved in a number of cellular processes includ-
ing transcription, apoptosis, tumour suppression and viral infection; for reviews see
[17, 25, 61]. Disruption or reorganisation of PML NBs is correlated with profound
cellular consequences [75, 88]. In patients with acute promyelocytic leukemia,
PML NBs are disrupted into a microgranular appearance [75]. Despite widespread
interest and research into PML NBs, the molecular and biochemical underpinning
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Figure 2.3: Model of PML NB formation, adapted from [145]
for PML’s involvement in nuclear function remains largely unknown. A common
approach to probe the function of a nuclear compartment is to use microscopy to in-
vestigate what other compartments are near to and ‘co-localise’ (this term is defined
formally in Section 2.3.2) with the compartment of interest. The obvious problem
with establishing function by spatial association is whether the spatial interactions
signify a functional role. Over fifty nuclear compartments have been reported to
position close to PML NBs with no unifying theme to determine the functional role
of PML NBs [75, 81, 89, 110]. Figure 2.4 is composed of six microscopy images of
mammalian cell nuclei, each image captures the following nuclear compartments
(also illustrated in Figure 2.2): PML NBs (in green), nucleoli (in red) and the nu-
clear lamina (in blue). Such image data and microscopy methods are discussed in
Section 2.2.
Three main models have been put forward for the function of PML NBs. The
first model proposes that they are aggregations of excess nucleoplasmic protein
[114]. Such aggregates allow the cell to regulate nucleoplasmic levels of proteins
and their release as required by the cell. In the second model, PML NBs are believed
to be the sites of post-translational modification and degradation of proteins, with
evidence coming from several observations, including the acetylation and phospho-
rylation of p53 at the bodies [55, 82, 126]. In the third model, PML NBs are said to
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Figure 2.4: Microscopy images of six mammalian cell nuclei containing: PML NBs
(shown in green), nuclear lamina (shown in blue) and nucleoli (shown in red)
be sites of specific nuclear activities, such as early gene transcription and replica-
tion [36]. This model is supported by the observation of nascent RNA around PML
NBs [19] and the association of PML NBs with regions of high transcriptional ac-
tivity [169]. Nevertheless, it is still unclear whether PML NBs play an active role
in nuclear events, whether they form as a result of nuclear events, or are simply
random accumulations of excess nuclear factors [114]. These three models of PML
body function need not be mutually exclusive.
2.1.3 Nuclear Lamina
The nuclear envelope is a double membrane that surrounds the cell nucleus [4, 30,
108]. Together with nuclear pores embedded in its surface, it functions to regulate
the exchange of materials between the nuclear volume and the cell cytosol [4]. The
inner nuclear membrane is connected to the nuclear lamina (see Figure 2.2). The
nuclear lamina is a scaffold-like network of protein filaments, namely lamin A/C
and B [4], surrounding the nuclear periphery. One of the most prominent features
of the eukaryotic cell nucleus is its periphery. The area is generally considered a re-
gion of transcriptional repression since condensed (transcriptionally repressed) het-
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erochromatin (tightly packed DNA) gathers extensively at the edge of mammalian
nuclei [109]. This notion is consistent with the observation that in human fibroblast
cells, gene-poor chromosomes position preferentially toward the nuclear periphery
[148]. Positioning of a gene to the most peripheral layer of the nucleus represents
an extreme case of localisation. Spatial mapping of several gene loci indicates that
many mammalian genes occupy preferential non-random positions relative to the
nuclear centre [138]. Gene loci also appear to be non-randomly ordered relative to
nuclear compartments [109].
For some parts of our analysis of nuclear architecture (in later chapters), it is
important to model the nuclear volume and nuclear shape explicitly. For this reason,
the protein, lamin B, was used as a marker to detect the edge of the nucleus so that
the nuclear volume could then be inferred (see Figure 2.4). Furthermore, we have
investigated the spatial organisation of PML NBs with respect to the nuclear lamina.
The lamin proteins form a complex mesh beneath the inner nuclear membrane
that provides mechanical support as well as helping to regulate DNA replication,
cell division and apoptosis [30, 108]. Additionally, the lamina has been shown
to participate in chromatin organisation by binding chromatin at specific DNA se-
quences. Recently, the lamin proteins, have gained tremendous interest since de-
fects in the DNA that encodes the lamin A protein have been shown to cause at least
ten different human diseases [30]. Analysis of these diseases strongly suggests that
as well as mechanical support, the lamina is a very important component in the
regulating nuclear function.
2.1.4 Cell Cycle
There are two main phases of the cell cycle (see Figure 2.5): interphase (the orange
band, marked ‘I’, in Figure 2.5) and mitosis (the yellow band, marked ‘M’, in Figure
2.5). During mitosis the cell nucleus divides its chromosomes into two identical sets
for two daughter nuclei. The remainder of the cell cycle is broadly categorised as
interphase, which can be subdivided into G1-, S- and G2-phases. In G1-phase, the
cell increases in size and prepares for DNA synthesis. In S-phase, the cell replicates
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its DNA. In G2-phase, the cell continues to grow and prepares to enter mitosis.
Additionally there is the G0-phase where the cell is described as quiescent — it is
not actively taking part in the cell cycle and thus is not growing or replicating its
DNA. In a typical human cell in culture, interphase will occupy 23 hours of a 24
hour cycle, with 1 hour for M-phase [4].
Figure 2.5: Phases of the cell cycle
Nuclear morphology varies throughout the cell cycle [94] so it is important to
consider the effects of the phase of the cell when investigating nuclear architec-
ture (see Appendix A for a description of how cell cycle aspects were handled in
producing our data). For example, the number, size and shape of PML NBs has
been shown to vary according to the phase of the cell cycle [48]. Furthermore,
Wang demonstrated that the spatial interactions between PML NBs and other nu-
clear compartments differ in accordance with the phase of the cell cycle [169].
2.2 Biological Confocal Microscopy
In the past twenty years, nuclear architecture has been studied extensively, aided by
the advances in cell imaging technology and microscopy. The confocal microscope
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has proven to be a remarkable innovation for imaging cell structure and physiology
in biological specimens. The imaging technique provides the opportunity to visu-
alise a specimen in three dimensions, and in time. The usefulness of the confocal
microscope depends on its capacity to remove out-of-focus light, thus allowing it
to capture sharp, high-contrast optical sections of cells and their subcellular com-
partments within thick samples [45]. These image sections can then be combined
into an ‘image stack’ that yields an accurate representation of the three-dimensional
(3-D) structure of the specimen. In combination with an expanding array of fluores-
cently labelled antibodies directed against specific antigens, confocal microscopy
is offering novel information about the spatiotemporal dynamics of the cell and the
cell nucleus.
2.2.1 The Confocal Laser Scanning Microscope
Confocal laser scanning microscopy (CLSM) [125] is a technique that provides true
3-D optical resolution. Confocal microscopes are able to non-invasively capture
sub-micron details of cells at multiple positions in the Z-axis. Confocal microscopy
employs two pinholes in the optical path, the first intercepts the light beam after
leaving the light source and before striking the specimen and the second intercepts
the light after leaving the specimen and before entering the detector. Therefore, at
any fixed distance between pinholes and fixed position of lenses, only one plane
normal to the light path will be in focus within the specimen, i.e. confocal with
respect to both pinhole positions. In scanning confocal microscopy, a laser is used
to form a spot that is scanned across a sample in two-dimensions to record an image.
The limiting resolution of all microscopes depends on the wavelength of the
light used and the ‘numerical aperture’ of the objective and condenser lenses. This
is the small detector pinhole that allows light in. A smaller hole is essential to
realise the maximum optical sectioning capability and resolution of the microscope.
However, a larger pinhole may be required to improve the signal when there is
limited light level, motion in the specimen, or fading [125]. Sources of noise in
CLSM are described in detail in Section 3.3 where we describe our development of
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an engine to simulate real CLSM images of immunofluorescently labelled nuclear
compartments.
Immunofluorescence
Applications of immunofluorescence techniques (fluorescently labelled antibodies
directed against specific antigens) in biological microscopy have been growing
rapidly in recent years. Most commonly, immunofluorescence employs two sets
of antibodies: a primary antibody that binds to the protein of interest (known as the
antigen) and a secondary, fluorophore-coupled antibody that binds to the primary
antibody (a fluorophore is a component of a molecule which causes that molecule
to be fluorescent). Red, green and blue (RGB) coloured fluorophores can be used
to label up to three specific nuclear proteins. It should be noted that different nu-
clear proteins can ‘occupy’ the same voxel. Cells can then be imaged in 3-D using
CLSM, which collects a series of image sections at different intervals in the Z-
direction (see Figure 2.6). In Figure 2.6(c), the image stack represented consists
of immunofluorescently labelled PML NBs (green), lamin B (blue) and a nucleolus
(red). It should be noted that visualisation of nuclear proteins by immunofluo-
rescence necessitates that cells are fixed and permeabilised, which may affect the
native state of the cell. Thus, cell preparation methods should be kept to a minimum
[146].
CLSM Image Data
A computer image can be considered as an array of values of a measured variate
[70, 125]. The variate in most microscopical images is the intensity of transmitted
light [125]. Other imaging methods measure, for example, emitted radiation after
radioactive labelling (electrophoretograms), reflected ultrasound and proton den-
sity (magnetic resonance imaging) [70]. Variates are usually measured at a finite
number of small geometrical subunits (referred to as pixels in 2-D images and as
voxels in 3-D images) arranged systematically on some form of lattice in the area
or volume of interest.
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Figure 2.6: The CLSM imaging process: (a) scan size is selected and the region of
interest is moved into the field-of-view; (b) the plane of focus is shifted up or down
the sample to obtain optical slices; (c) the resultant image stack is exported as a
sequence of RGB TIFF images
Immunofluorescent CLSM digitally records the intensity of light in a sample at
a 3-D subset of voxel locations. Intensity is recorded in the range [0, 1, 2, . . . , 255],
and thus the images are termed as 8-bit because there are 28 discrete intensity val-
ues. The image stacks we investigate are multispectral since the intensity variate is
measured in the RGB parts of the electromagnetic spectrum. This allows visuali-
sation of three different immunofluorescently tagged proteins in the nucleus. More
aspects of imaging are explored in Chapter 3.
In this research, all image data were provided by the Centre for Structural Bi-
ology at Imperial College London. Cell nuclei investigated contain three image
objects: PML NBs (stained in green), lamin B (stained in blue) and a third nuclear
compartment (stained in red), referred to as the ‘red nuclear compartment’, which
varies between datasets. The red nuclear compartments were imaged to represent
a number of important nuclear processes, namely, transcription, protein degrada-
tion, chromosome topology and post-transcription regulation (see Table 2.1). We
investigate the nuclear architecture of these red nuclear compartments (and provide
further description of their functional roles) in Chapter 6. Two different cell lines
were cultured in order to investigate whether nuclear architecture differs between
types of cells. The two cell lines are: MRC-5 (a normal human fetal lung fibroblast)
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[87] and WI-38 (a normal human fetal lung fibroblast) [78]. Fibroblast cells help to
maintain the structural integrity of connective tissues [4]. Furthermore, in order to
expand our understanding about the nuclear architecture of PML NBs in response to
extracellular treatment, we have considered the effects of several different cellular
perturbations on the compartment. These perturbations are described in Appendix
A.
Datasets are differentiated using the following nomenclature: Cell Line:Cell
State:Red Nuclear Compartment. For example, MRC-5:IFN:Nucleolus indicates
cell nuclei are derived from MRC-5 cells treated with interferon (IFN), where the
red object in the image stack is the nucleolus. CLSM image stacks were exported
as RGB 250 × 250 TIFF image sequences. Each stack was also saved as a Z-
projection image consisting of all the flattened image slices superimposed at maxi-
mum transparency (see Figure 2.4). A more complete description of the cells, cell
states, microscopy and laboratory methods can be found in Appendix A.
Cell Line Cell State Red Nuclear Compartment Function
11S Proteasome Protein Degradation
19S Proteasome Protein Degradation
Acetylated Histone Transcription
Asynchronous Cajal Body Post-Transcriptional Regulation
G0 Centromere Chromosome TopologyMRC-5
Heat-Shocked (HS) Methylated Histone Transcription
WI-38
IFN Nucleolus Transcription
VA RNA Transcription
RNA Polymerase II Transcription
SC35 Domain Post-Transcriptional Regulation
Telomere Chromosome Topology
Table 2.1: Summary of Datasets
2.3 Assessing Nuclear Architecture in Microscopy Images
The study of nuclear architecture has thus far been dependent almost entirely upon
‘observational studies’ using immunofluorescence microscopy methods to visualise
nuclear compartments [15]. This visual assessment of nuclear architecture can be
inherently unreliable; human operators can often miss objects and infer different
spatial relationships from the same image at different times. Thus, there is a sub-
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stantive need to employ quantitative methods that take into account the statistical
significance of a spatial ‘association’ between nuclear compartments, particularly
given the complexity and dynamic nature of nuclear function. In the following sec-
tions, a variety of methods used to assess nuclear architecture in the cell biology
literature are introduced.
2.3.1 Radial Analysis
Radial analyses are sometimes used to assess the spatial configuration of nuclear
compartments [41, 178]. The centre of the nucleus is used as reference point to
which the location of the nuclear compartment of interest can be calculated. Usu-
ally, location is expressed as the distance between the centroid of the compartment
and the nuclear centre, normalised to remove variation in nuclear size [146]. Al-
ternatively, the nucleus is divided into concentric shells of equal volume and the
amount of fluorescent signal in each shell is used to evaluate global radial position-
ing. Radial analyses provide a fast means to investigate the locations of nuclear
compartments between cell types or experimental conditions [146]. However, the
functional implications of the radial position of a nuclear compartment are very
difficult to decipher since the nuclear centre itself is thought to have no functional
role.
2.3.2 Co-localisation analysis
Co-localisation analysis is often employed to study whether two nuclear compart-
ments occupy the same space [122]. The degree of co-localisation can be judged
via visual examination, or using a threshold or intensity-based approach. Visual ex-
amination of the RGB image will indicate co-localisation since the overlap appears
as a different additive colour. For example, overlapping green and red pixels attain
a yellow appearance, which, to a first approximation indicates the presence of inter-
acting red and green species (in Figure 2.4, certain PML NBs are seen to co-localise
with the nucleolus — indicated by yellow pixels). Visual examination of overlaid
images is a relatively quick and straightforward method for detecting co-localisation
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between nuclear compartments, but it is strictly qualitative. ‘Threshold-based’ anal-
ysis can be applied in order to quantify the degree of co-localisation. This approach
usually reports a ‘percentage co-localisation’ value that is equal to the fraction of
pixels pertaining an intensity above a certain threshold. However, this approach
is still subject to user-bias since a technician generally defines the threshold value.
‘Intensity-based’ analysis removes this bias by analysing the intensity of all the pix-
els in the image though some authors consider this a this a disadvantage due to the
intrinsic uncertainty of pixel intensity, which makes comparisons between differ-
ent images difficult [100]. The largest disadvantage of all co-localisation analyses
is that co-localisation is a very specific example of spatial organisation and is not
capable of identifying more complex relationships. For example, nuclear compart-
ments may also be found near to, but not co-localised with other compartments. In
such cases, spatial association can only be quantified using distance-based methods.
2.3.3 Distance-Based Analysis
Distance-based methods analyse the distribution of distances measured between
the nuclear compartments of interest. Typically distances are measured from the
geometric centre of each compartment. Distance-based methods have been used to
investigate the nuclear architecture of genomic loci [103, 115], chromosome regions
[138, 116, 131, 20] and PML NBs [147, 169]. In [20], inter-chromosome territories
distances and Kolmogorov-Smirnov tests were used to assess the spatial distribution
of 46 chromosome territories simultaneously. In [169], the authors analysed the
distances between PML NBs and genomic regions and correlated these with the
transcriptional activity of the genomic loci to show that PML NBs associate more
closely with more active genomic regions.
2.3.4 Spatial Point Pattern Analysis
Recently, a spatial point process framework has been applied to assess the spatial
preference of nuclear compartments [65]. The spatial configuration of nuclear com-
partments, such as PML NBs, can be represented as a Spatial Point Pattern (SPP)
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in order to explore nuclear architecture quantitatively (described in Chapter 4). An
SPP is any data in the form of a set of points, distributed within a region of space
[51]. Examples of such data include locations of taste buds on a tongue, trees in a
forest, or stars in the sky [16]. Locations of objects are referred to as ‘events’ in
order to differentiate them from other points in the space. Processes that generate
SPPs can be broadly categorised as producing events that are: completely random
(events lie uniformly in the region and independently of each other), aggregated
(events are clustered together) or regular (events are arranged in a periodic fash-
ion), see Figure 2.7. The simplest spatial point process model is a homogeneous
spatial Poisson process, which exhibits what is known as complete spatial random-
ness (CSR). Under CSR, events are distributed independently and are equally likely
to occupy any part of the region.
SPP analysis often involves comparisons between empirical summary descrip-
tions of distance data and the corresponding theoretical summary descriptions of a
spatial point process model [51]. We differentiate ‘distance-based’ analysis (Sec-
tion 2.3.3) from SPP analysis since the former does not require a theoretical sum-
mary description (derived from an underlying model) of the distance data. ‘Distance-
based’ analyses are generally concerned with comparing distances from two differ-
ent samples. For example, in [169], the authors showed that the distances between
PML NBs and ‘active’ genomic regions were smaller than those for ‘inactive’ ge-
nomic regions [169].
Figure 2.7 illustrates three planar biological SPPs, which are described fully
in [51]: (a) represents the location of Japanese black pine trees in a unit square
of length 5.7m [118]; (b) shows the location of California redwood trees in a unit
square of length 23m [158, 134]; (c) illustrates the locations of the centroids of
42 biological cells in a histological Section [43, 134]. These different SPPs are
respectively often described as canonical examples of the three broad categories of
spatial data: completely random, aggregated and regular.
If a point pattern is shown to exhibit CSR in some bounded region then it is
a realisation of a homogeneous spatial Poisson process. This implies that the the
locations of the events are distributed uniformly and independently of one another
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Figure 2.7: Examples of SPPs: (a) 65 Japanese black pine trees; (b) 62 California
redwood trees; (c) 42 biological cell centroids. Data plotted from ‘spatstat’ package
in R [11, 83]
within the region. If CSR is rejected then the extent and direction of the departure
can guide the choice of alternative models to be formulated for the SPP. We have
employed this approach as an initial tool to study the SPPs of PML NBs with respect
to other nuclear compartments. Our application of spatial point pattern analysis for
the assessment of nuclear architecture is discussed in Chapter 4.
It is worth emphasising that no matter what type of analysis is used to assess
nuclear architecture, the interpretation of the findings is difficult. For example, if
nuclear compartments are shown to have a statistically significant association, fur-
ther biochemical studies are essential to translate such observations into a functional
interaction.
2.4 Concluding Remarks
We have seen that the analysis of nuclear architecture is a difficult problem that
requires a clear understanding of the different aspects of cell biology and biological
microscopy. The remainder of this thesis is concerned with developing improved
tools for probing nuclear architecture. In the next chapter, we turn our attention to
the challenging problem of image segmentation.
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Chapter 3
Segmentation of Fluorescence
Microscopy Images
Accurate image processing techniques as well as statistical and computational tools
are necessary to investigate nuclear architecture in fluorescence microscopy images.
We have developed a thresholding algorithm, Stable Count Thresholding (SCT), to
segment nuclear compartments in confocal laser scanning microscopy image stacks
to facilitate objective and quantitative analysis of the three-dimensional organisa-
tion of these objects using formal statistical methods. More background is given
in: [144], a survey over image thresholding algorithms, and, [170], on microscope
image processing. This chapter follows the presentation of research presented in
[141].
This chapter is structured as follows: in Section 3.1, we provide a synopsis
of image thresholding for the segmentation of fluorescence microscopy images.
In Section 3.2, we describe our novel algorithm, SCT, to threshold CLSM image
stacks. Next, in sections 3.3 and 3.4, we validate the efficacy and performance of
the SCT algorithm using simulated images of PML NBs as well as real images of
immunofluorescently-stained nuclear compartments and fluorescent beads. Finally,
in Section 3.5, we conclude the chapter.
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3.1 Image Segmentation
Quantitative image analysis is the process of making quantitative structural mea-
surements from an image [70]. Human vision is superb for qualitative tasks but
computers are often needed in image analysis to aid a human operator to extract
quantitative information from images [152]. Many practical applications of image
analysis in the biological sciences employ a semi-automatic system whereby the
computer generally carries out the tedious and quantitative tasks [70]. Image anal-
ysis can be described as a number of distinct stages, namely image visualisation,
image enhancement, segmentation, and measurement [140].
In the analysis of image data it is essential to distinguish between the different
objects of interest as well as the background. Techniques employed to distinguish
the objects are referred to as segmentation methods [140, 152]. Image segmentation
is a core problem in image analysis. In segmented images, parts of the image are
joined into meaningful, non-overlapping regions that are believed to belong to the
same objects. ‘Complete segmentation’ results in a set of disjoint regions uniquely
corresponding to objects in the input image.
Images can be segmented using a variety of approaches that can be categorised
according to the general principles they employ: threshold techniques, edge-based
methods and region-based techniques [70]. Threshold techniques are effective when
the the instensity of pixels of an object are significantly different from the intensity
of pixels belonging to the background (or another object). Edge-based methods
rely upon contour detection. Region-based methods usually partition the image
into connected regions by grouping neighbouring pixels of similar intensity levels
and then merge adjacent regions according to homogeneity or sharpness of region
boundaries [70]. Hybrid methods are also popular and employ a mixture of the
above methods.
3.1.1 Image Thresholding
The problem of automated image segmentation is made substantially easier when
the intensity of ‘object’ pixels/voxels are significantly different to the intensity of
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the ‘background’ pixels/voxels [144]. In such cases, thresholding is the most obvi-
ous segmentation technique to separate the object from background. Thresholding
is one of the most commonly used segmentation techniques and it is also the old-
est segmentation method [152]. It is a popular segmentation technique in document
image analysis (to extract printed characters), quality inspection (to detect defective
parts in materials) and nondestructive testing applications such as ultrasonic imag-
ing, thermal imaging, x-ray computed tomography, CLSM and endoscopic imaging
[144].
We denote voxel location by (X, Y, Z), where X, Y, Z indicate the row, column
and image section respectively. Thresholding segments an input image voxel to an
output binary image voxel (SX,Y,Z) as follows:
SX,Y,Z = 1 for IX,Y,Z ≥ T,
SX,Y,Z = 0 for IX,Y,Z < T,
X ∈ {0, 1, 2, . . . , Xmax}, Y ∈ {0, 1, 2, . . . , Ymax, Z ∈ {0, 1, 2, . . . , Zmax}. (3.1)
where IX,Y,Z is the voxel intensity with range [0, 1, 2, . . . , 255] for an 8-bit image,
T is the threshold, SX,Y,Z = 1 for image elements of objects, and SX,Y,Z = 0 for
image elements of the background (or vice versa) [152]. Computationally, thresh-
olding is less demanding than most other segmentation methods and it is often easier
to implement successfully. Its use is widespread in such areas as spatial-temporal
segmentation of video images [64], scene processing target detection [18], medical
imaging [120] and document analysis [91]. In many cases, the threshold is chosen
by a human operator but it can be chosen automatically.
Global thresholding is the most basic form of thresholding since it employs a
single threshold value to segment an entire image. It relies on the pixels in each
region having relatively homogeneous intensities, hence, global thresholding will
not work well when images have an uneven background.
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3.1.2 Image Segmentation of CLSM Images
Currently, user-defined global thresholding is a very common approach for seg-
menting CLSM images of the cell nucleus, e.g. [109, 147, 169]. Generally, the
user selects a global threshold such that individual image pixels are labelled as ob-
ject pixels if their intensity is greater than that threshold and as background pixels
otherwise (see Equation 3.1). The choice of threshold is crucial since further pro-
cessing and analysis of the distinct compartments entirely depends on the quality of
the segmentation. The importance of threshold selection is demonstrated in Figure
3.1. The sizes and numbers of the segmented nuclear compartments are heavily
affected by the choice of threshold. It is also very difficult, if not impossible, to
determine which threshold best segments the image since we have no knowledge
of the ground truth. Figure 3.1 also illustrates how threshold selection can influ-
ence subsequent spatial studies of the segmented nuclear compartments; too low a
threshold can result in background voxels being included in the analysis, while too
high a threshold may lead to low-intensity object voxels being discarded.
Figure 3.1: Thresholding of chromosome territories (green), PML NBs (blue) and
genomic loci (red) in a CLSM image stack. “T” indicates the 8-bit threshold value
employed [146]
User-defined thresholding is generally considered the gold standard for segmen-
tation of CLSM images since the human visual system outperforms most algorithms
at qualitative tasks [70]. While such thresholding may be accurate it is fundamen-
tally subjective, and this generates a demand for automated methods that perform
as well as manual thresholding. Furthermore, automated methods are becoming
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increasingly desirable to cope with high-throughput microscopy techniques since
they eliminate the time-consuming labour associated with manual thresholding.
Specimen preparation and microscopy procedures for successful automated image
analysis are stricter than for manual methods since computers are easily misled by
artifacts, variability, confounding objects and clutter [146]. Thus, it is important
to ensure that the objects of interest are delineated with a high degree of contrast
against the background.
Most automated segmentation algorithms have been designed for 2-D images.
Thus, these algorithms generally segment CLSM image stacks slice by slice, losing
valuable information about the 3-D image set. Some thresholding algorithms have
been designed for 3-D microscopy images but their applications are limited and
tend to focus on the task of cell or nucleus segmentation [98, 106, 171].
We have considered a number of thresholding algorithms that have been widely
implemented for the segmentation of fluorescent microscopy images [46, 106, 160,
161, 166, 171]: Otsu thresholding [130, 121], Isodata thresholding [129, 133] and
Mixture Modelling thresholding (MMT) [32, 128].
Otsu Thresholding
Otsu thresholding is regarded as the “best” and most commonly employed global
thresholding technique [54, 144]. Many thresholding algorithms, including Otsu
thresholding, work on the intensity histogram of the image [144]. The intensity his-
togram is derived from the number of pixels which have a specific intensity value,
against that value, for the entire range of intensity values [127]. Thus, the intensity
histogram of an 8-bit CLSM image — with 256 different intensity values — is a
graphical display of the distribution of 256 frequencies. When correctly normalised,
the intensity histogram is essentially the empirical probability mass function for a
certain intensity to occur [127]. Otsu thresholding segments the intensity histogram
into two classes — background and object — using a threshold that minimises the
weighted sum of within-class variances of the object and background pixels [121].
The Otsu algorithm achieves this by maximising a discrimination measure denoted,
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η, which can also be used a measure of the separability of the classes (or ease of
thresholding), i.e., the bi-modality of the histogram. A value of zero for η is possi-
ble if the picture has only a single constant intensity, while a value of one is possible
if the image has only two intensity levels. The Otsu method gives best results when
the numbers of pixels in each class are close to each other [144].
Isodata Thresholding
Isodata thresholding is an iterative thresholding method [133, 144]. The image is
segmented into two classes, C0 and C1 using an initial threshold, T1, that is equal to
the average intensity of the image. At iteration n, the sample mean of those pixels
classified as C0 (denoted µˆ0) and the sample mean of those pixels classified as C1
(denoted µˆ1) are calculated and the raw image is segmented again using a threshold,
Tn, derived from the component means:
Tn =
µˆ0 + µˆ1
2
.
The final threshold is determined when |Tn−Tn+1| becomes sufficiently small, i.e.,
when the threshold converges.
Mixture Modelling Thresholding
The MMT approach assumes that the intensities of the image pixels follow a finite
Gaussian mixture distribution [32]. MMT determines the mixture parameters using
the Estimation-Maximisation algorithm and chooses the threshold in accordance to
the maximum likelihood estimator [32, 49, 77].
In Section 3.4, we evaluate the application of Otsu thresholding, Isodata thresh-
olding and MMT for the segmentation of nuclear compartments in fluorescent CLSM
images. However, it was evident from preliminary testing that these, and other pop-
ular, image segmentation algorithms were inadequate for the task, which necessi-
tated the construction of the SCT algorithm developed in the next section.
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3.2 SCT Algorithm
Here we present a novel automatic thresholding method, based on attribute simi-
larity ideas [144], that has been designed specifically for the task of segmenting
nuclear compartments in 3-D CLSM image stacks. The algorithm, named Stable
Count Thresholding (SCT), delivers an accurate 3-D segmentation of nuclear com-
partments that is readily accessible to subsequent statistical spatial analysis of the
thresholded objects.
Let N denote the number of voxels in the image stack with an intensity greater
than or equal to a threshold, T (see Figure 3.2):
NT =
Xmax∑
X=1
Ymax∑
Y=1
Zmax∑
Z=1
SX,Y,Z (T ∈ {0, 10, 20, . . . , Tmax}),
where Xmax, Ymax and Zmax are the lengths of the X , Y and Z (image section)
axes respectively, Tmax is the maximum given intensity in the image stack, and S is
defined in Equation 3.1.
Figure 3.2: Plot of the number of voxels with an intensity greater than or equal to
the given threshold in an image stack of an MRC-5 cell nucleus containing immu-
nouorescently labelled PML NBs
The principle of the SCT algorithm is to establish when the voxel count, NT ,
becomes stable in T . For example, in Figure 3.2, NT appears to becomes stable
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in T between T = 50 and T = 100. At this intensity we propose that the image
objects become distinguished from the background. The SCT algorithm measures
‘stability’ in terms of WT :
WT =
∣∣∣NT−δ − 2(NT ) +NT+δ
δ2
∣∣∣, (δ ∈ {1, 2, . . . }).
WT is derived from the central difference formula for the numerical second deriva-
tive, based on three points [31] — NT−δ, NT , NT+δ. The SCT algorithm segments
the image stack using the smallest threshold satisfying WT and WT+δ < αT . If
no thresholds satisfy αT then the value of αT is increased until one does. We have
found that δ = 10 and αT = NT2000 return accurate segmentations for the image stacks
that we investigate. δ is akin to a smoothing parameter and αT dictates the point at
which NT is deemed to become ‘stable’ in T . Deciding when NT has become sta-
ble is a difficult problem — currently the value of αT has been guided by operator
assessment of SCT-segmentations.
The segmentation that results from applying the SCT algorithm to each color
channel of the image stacks shown in Figure 3.3(A) is illustrated in Figure 3.3(B).
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Figure 3.3: (A) Projection images of MRC-5 nuclei, the red nuclear compartments
are: nucleoli (A1), SC35 domains (A2:A4), telomeres (A5) and the green compart-
ments are PML NBs (A1:A5); (B) projection images of the segmentations produced
by applying the SCT algorithm to each color channel of the image stacks shown in
(A), yellow regions represent voxels that have been segmented as both green and
red object; (C) projection images of the segmentations produced by applying the
Otsu algorithm to each color channel of the image stacks shown in (A)
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The segmented images suggest that the green compartment (PML NBs) and the
red compartments (nucleoli, SC35 domains and telomeres) are thresholded accu-
rately by the algorithm. However, in order to objectively test the accuracy of the
SCT algorithm (and other segmentation methods), we need access to the ground
truth. We have therefore developed an engine to simulate fluorescent CLSM im-
ages of nuclear compartments, which we discuss next.
3.3 Simulation of Confocal Microscopy Data
We have developed an engine to simulate image objects (PML NBs and lamin B)
and replicate the major noise contributions that are intrinsically present in real
CLSM images of immunofluorescently labelled nuclear compartments, including
Poisson noise, non-specific staining (NSS), background noise and the point spread
function (PSF).
3.3.1 Simulation of PML NBs and Lamin B
Image objects to be simulated are nuclear lamin B and PML NBs. Cell nucleus
morphology is described by the immuno-staining of lamin B. MRC-5 fibroblast cell
nuclei are shaped like a flattened ellipsoid [44, 66, 76, 155], spanning approximately
half the slices in an image stack. Thus, nuclei were simulated as the middle section
of an ellipsoid with the centroid in the center of the field-of-view (FOV), XC =
125, YC = 125, ZC = 10 and simulated semi-axis lengths, XR, YR and ZR. The
nuclear volume was then derived for Z ∈ {5, 6, . . . , 15} using:
(X −XC)2
XR2
+
(Y − YC)2
YR2
+
(Z − ZC)2
ZR2
= 1,
where XR ∼ N (85, 102), YR ∼ N (100, 82) and ZR = 60; N (a, b) denotes the
normal distribution with mean a and variance b. These semi-axis lengths were
derived from measurements of real MRC-5 cell nuclei. Next, the simulated nucleus
was rotated in the XY plane to represent the random positioning of a real nucleus
in the microscope’s FOV.
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The nucleus usually contains roughly 5 to 30 PML NBs, ranging in diameter
from 0.1 to 1µm (equivalent to 2.4 to 12 pixels). The total number of PML NBs,
NP , and the diameter of each PML NB, Vi, were simulated:
NP ∼ U(5, 6, . . . , 30),
Vi ∼ N (5, 1.08), i ∈ {1, 2, . . . , NP},
where U denotes the discrete uniform distribution. The latter values were selected
such that P (2.4 < Vi < 12) ≈ 0.99. The location of the geometric center of each
PML NB was simulated uniformly within the volume of the nucleus and the volume
of the ith PML NB was constructed by marking the V 3i nearest voxels. The PML NB
voxels were given an intensity, IPML ∼ N (150, 202) to reflect the typical intensity
range of fluorescent PML NBs in real image stacks. If IPML > 255, IPML was set to
to 255, representing intensity saturation. The next step in the simulation procedure
was to degrade the ideal image stack generated above in a manner analogous to the
corruption imposed by the real system.
3.3.2 Simulation of Non-Specific Staining
One of the most prominent features of real image stacks is the accumulation of
fluorescent signal in the nucleoplasm (the fluid contained throughout the nuclear
volume), which we define as NSS [4]. The observed signal is most likely caused by
immunofluorescent labelling of non-SUMOylated PML protein in the nucleoplasm
[145]; we choose to define it as NSS since the signal is not specific to PML NBs
(see Section 2.1.2). We assume that NSS occurs uniformly within the nuclear vol-
ume with an intensity proportional to the intensity of object voxels. In real image
stacks, the intensity of NSS:Object was approximated as 0.07:1; NSS was negli-
gible outside the nucleus. Thus, in the simulations NSS was generated within the
nuclear volume with an intensity equal to IPML × 0.07. The intensity of the image
stack after modelling NSS is denoted as AX,Y,Z .
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3.3.3 Simulation of Point Spread Function
Any image obtained from a microscope is actually the convolution (denoted ⊗) of
the intensity in the specimen (AX,Y,Z) with the PSF (FX,Y,Z). FX,Y,Z is reasonably
approximated by a 3-D Gaussian blur [106]. To model the PSF, simulated image
stacks were convolved with a 3-D Gaussian smoothing kernel with a standard devi-
ation of 1 and a radius of 3 voxels (voxels further away effectively have zero effect
on the blurring). The intensity of the image stack after modelling the PSF is denoted
as BX,Y,Z :
BX,Y,Z = AX,Y,Z ⊗ FX,Y,Z .
3.3.4 Simulation of Poisson noise
Poisson noise, also known as shot or counting noise, affects the measurement of
the intensity in each voxel independently and can produce small bright features
in an image that are only one voxel large [125]. Poisson noise is considered the
most significant type of degradation in CLSM. Following the approach in [40], we
simulate the effects of Poisson noise with the noise matrix, UX,Y,Z . UX,Y,Z was
generated and applied to each voxel in BX,Y,Z as follows:
UX,Y,Z ∼ N (0, 1),
CX,Y,Z = BX,Y,Z +WF
√
BX,Y,ZUX,Y,Z ,
where CX,Y,Z is the intensity of the voxel after adding Poisson noise and WF is
a scaling coefficient known as the width factor. Varying WF allows us to explore
how Poisson noise affects the performance of the SCT algorithm.
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3.3.5 Simulation of Background noise
Finally, background noise was modelled using the approach in [40]. The noise
matrix, HX,Y,Z , was added to CX,Y,Z to generate the simulated image stack, DX,Y,Z :
HX,Y,Z ∼ N (0, 1),
DX,Y,Z = CX,Y,Z +HX,Y,Z ,
DX,Y,Z models the overall result of capturing real CLSM image stacks of fluores-
cently tagged PML nuclear bodies in MRC-5 fibroblast cell nuclei. Stages of the
simulation procedure are illustrated in Figure 3.4.
3.3 Simulation of Confocal Microscopy Data 56
Figure 3.4: Stages of the simulation procedure (viewed as projection images of
simulated 3-D stacks): (a) nuclear volume (as delineated by lamin B) and PML
NBs are simulated; (b) NSS is added to the nuclear volume; (c) PSF is applied to
image stack; (d) Poisson noise is generated; (e) background noise is added; (f) a
real MRC-5 nucleus image.
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3.4 Evaluation of the SCT Algorithm
Five sets of 100 image stacks were simulated, each set with a different degree of
Poisson noise (as defined by the scaling coefficient, WF ). When WF = 1, we
refer to the level of Poisson noise as standard (STD) noise. The PSF, NSS and
background noise were kept constant. Simulated images were then segmented using
the SCT algorithm and, Otsu thresholding, Isodata thresholding and MMT.
To quantify the results of the automated segmentation methods versus ground-
truth we assess performance using a number of measures, beginning with the prob-
ability of error (see Table 3.1), also known as the misclassification error [105]. This
is defined as:
P (error) = P (Obj)P (Backgndc|Obj) + P (Backgnd)P (Objc|Backgnd),
where
P (Obj)P (Backgndc|Obj)
is the proportion of voxels in the image stack erroneously labelled as background
voxels when they are in fact object (PML NB) voxels and
P (Backgnd)P (Objc|Backgnd)
is defined as the the proportion of voxels in the image stack erroneously labelled
as object (PML NB) voxels when they are in fact background voxels. The prob-
ability of error measure is often used in the evaluation of thresholding techniques
[173]. In general, Table 3.1 shows that the misclassification error for the SCT algo-
rithm increases as WF is increased, however, the probability of error for the Otsu
method, the Isodata algorithm and the MMT procedure are roughly three orders of
magnitude larger than the SCT algorithm.
The misclassification error does not capture all areas of performance so to fur-
ther evaluate the segmentation methods, we have examined the false positive (FP)
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and true positive (TP) rates of the procedures. The FP rate is defined as:
P (Backgnd)P (Objc|Backgnd),
which — as previously stated — is the proportion of voxels in the image stack
erroneously labelled as object (PML NB) voxels when they are in fact background
voxels. The TP rate is defined as:
P (Obj)P (Objc|Obj),
which is the proportion of actual object voxels correctly labelled as object. It is
clear from Table 3.1 that the alternative segmentation methods have much higher FP
rates than the SCT algorithm. With STD noise: the Otsu method drastically under-
segments the simulated images, incorrectly thresholding over 15% of the image
stack as object, the Isodata algorithm incorrectly assigns over 24% of the voxels as
object, MMT erroneously segments almost 50% of the voxels as object. The high
FP rate of these methods drive their high misclassifation error.
Figure 3.5 shows a typical image simulation with STD noise that has been seg-
mented using the Otsu method and the SCT algorithm. The Otsu method consid-
erably outperformed the Isodata algorithm and MMT with STD noise. The SCT
algorithm segments all of the PML NB voxels in Figure 3.5 but also segments a
number of background voxels adjacent to object voxels. This is caused by the PSF
which blurs the image and as a result increases the intensity of background voxels
that are close to object voxels. Deconvolution could be used to try to gain a more
accurate segmentation; however, deconvolution is inadvisable when the purpose of
the segmentation is to resolve object geometric centers [139]. The Otsu threshold
drastically under-segments the simulated image. A major reason for this is that
the Otsu method (like Isodata thresholding and MMT) thresholds each slice of the
stack separately and therefore loses important information about the 3-D image.
Slices of the image stack that do not contain object voxels are assumed to have a
bimodal intensity histogram and are thresholded at relatively very low intensity. In
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slices where object voxels do exist, the Otsu method appears to delineate the NSS.
This result is also pertinent when the Otsu method is applied to real image stacks
(see Figure 3.3(C)). Furthermore, as previously stated, the Otsu method gives best
results when the numbers of pixels in each class (background, object) are close to
each other [144]. However, for fluorescent CLSM images of nuclear compartments,
the object to background ratio is very small. Thus, Otsu thresholding may segment
the NSS since this segmentation results in roughly an equal number of pixels in
each class.
Figure 3.5: Projection images of a simulated image stack: (a) raw image; (b) seg-
mented using the SCT algorithm; (c) segmented using the Otsu method
3.4.1 User-Defined Thresholding
Currently, user-defined thresholding is considered the gold standard method for
segmenting fluorescence microscopy images of nuclear compartments. However,
manual thresholding is subjective and prone to inter- and intra-operator variabil-
ity [146]. We have generated synthetic image stacks (using the simulation engine
described in Section 3.3) and so can directly compare the SCT algorithm with user-
defined thresholding.
Ten image stacks with STD noise and ten image stacks with 10× noise were
segmented using the SCT algorithm, and manually thresholded by a trained expert
— only ten image stacks were included in the comparison since manual threshold-
ing is very time-consuming. The FP and TP rates as well as the misclassification
error for the two methods are summarised in Table 3.2. With STD noise, the SCT
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algorithm has a higher TP rate than user-defined thresholding although it also has a
higher FP rate. Overall, the SCT algorithm performs as well as manual threshold-
ing for image stacks with STD noise. Furthermore, a trained expert requires about
5 minutes to choose a threshold (per image stack). The SCT algorithm, on the other
hand, calculated a threshold in seconds (using a computationally non-optimised im-
plementation). When there is very high noise, manual thresholding proved slightly
better than the SCT algorithm for all measures. However, in such cases, we propose
that an operator may prefer (and find it quicker) to implement SCT and examine the
results, correcting the threshold when necessary. Moreover, we would not expect to
encounter real image stacks with such high levels of noise.
Chapter 3. Segmentation of Fluorescence Microscopy Images 61
Noise Method FP Rate TP Rate P (error)
STD SCT 4.62× 10−4 (5.44× 10−4) 9.56× 10−1 (7.09× 10−2) 5.52× 10−4 (4.89× 10−4)
Otsu 1.55× 10−1 (5.64× 10−2) 9.96× 10−1 (1.88× 10−3) 1.55× 10−1 (5.64× 10−2)
MMT 4.99× 10−1 (3.55× 10−2) 1.00 (0.00) 4.98× 10−1 (3.55× 10−2)
Isodata 2.43× 10−1 (3.66× 10−2) 9.99× 10−1 (1.08× 10−3) 2.43× 10−1 (3.66× 10−2)
2× SCT 3.30× 10−4 (2.51× 10−4) 9.46× 10−1 (1.71× 10−1) 4.39× 10−4 (4.41× 10−4)
Otsu 1.54× 10−1 (4.72× 10−2) 9.79× 10−1 (1.00× 10−2) 1.54× 10−1 (4.72× 10−2)
MMT 4.63× 10−1 (3.26× 10−2) 1.00 (7.03× 10−5) 4.62× 10−1 (3.62× 10−2)
Isodata 1.73× 10−1 (3.07× 10−2) 9.94× 10−1 (7.90× 10−3) 1.73× 10−1 (3.07× 10−2)
3× SCT 3.59× 10−4 (2.33× 10−4) 8.94× 10−1 (2.15× 10−1) 5.41× 10−4 (3.96× 10−4)
Otsu 1.64× 10−1 (3.83× 10−2) 9.64× 10−1 (2.52× 10−2) 1.64× 10−1 (3.83× 10−2)
MMT 4.20× 10−1 (3.08× 10−2) 1.00 (5.80× 10−4) 4.20× 10−1 (3.08× 10−2)
Isodata 1.51× 10−1 (2.36× 10−2) 9.88× 10−1 (1.77× 10−2) 1.50× 10−1 (2.36× 10−2)
5× SCT 1.69× 10−4 (1.44× 10−4) 6.98× 10−1 (1.79× 10−1) 6.85× 10−4 (4.09× 10−4)
Otsu 1.79× 10−1 (1.78× 10−2) 9.61× 10−1 (1.97× 10−2) 1.79× 10−1 (1.77× 10−2)
MMT 3.89× 10−1 (2.75× 10−2) 9.82× 10−1 (6.46× 10−3) 3.88× 10−1 (2.75× 10−2)
Isodata 1.41× 10−1 (1.52× 10−2) 9.58× 10−1 (2.03× 10−2) 1.40× 10−1 (1.52× 10−2)
10× SCT 2.81× 10−3 (6.54× 10−3) 4.68× 10−1 (1.40× 10−1) 3.75× 10−3 (6.39× 10−3)
Otsu 1.70× 10−1 (1.25× 10−2) 8.05× 10−1 (2.53× 10−2) 1.69× 10−1 (1.25× 10−2)
MMT 3.55× 10−1 (2.30× 10−2) 8.57× 10−1 (2.03× 10−2) 3.55× 10−1 (2.30× 10−2)
Isodata 1.32× 10−1 (9.57× 10−3) 7.92× 10−1 (2.59× 10−2) 1.32× 10−1 (9.52× 10−3)
Table 3.1: True positive (TP) and false positive (FP) rates and P (error) of the SCT
algorithm versus the Otsu method, the Isodata algorithm and MMT. SDs are shown
within parentheses
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Measure Noise SCT Manual
Accuracy STD 1.00 (3.91× 10−4) 1.00 (2.54× 10−4)
10× 9.97× 10−1 (6.45× 10−3) 9.99× 10−1 (5.87× 10−4)
FP rate STD 3.19× 10−4 (4.22× 10−4) 4.15× 10−5 (7.14× 10−5)
10× 2.20× 10−3 (6.63× 10−3) 1.52× 10−4 (5.21× 10−5)
TP rate STD 9.67× 10−1 (6.18× 10−2) 9.16× 10−1 (1.40× 10−1)
10× 4.49× 10−1 (1.38× 10−1) 4.64× 10−1 (5.96× 10−2)
P (error) STD 4.00× 10−5 (3.90× 10−4) 2.17× 10−5 (2.54× 10−4)
10× 3.41× 10−4 (6.43× 10−3) 1.37× 10−4 (5.87× 10−4)
Table 3.2: Evaluation of the SCT algorithm versus manual thresholding. Ten im-
age stacks were simulated for each noise level and the average accuracy, TP and
FP rates, and P (error) of each thresholding technique across the simulations is
summarised. SDs are shown within parentheses
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3.4.2 Segmentation of Fluorescent Beads
In order to further assess the performance of the SCT algorithm an image stack of
a 4µm fluorescent bead (see Figure 3.6) was captured and thresholded. For com-
parison, the same image stack was segmented using Otsu thresholding. The SCT
algorithm accurately delineates the spherical bead. The Otsu threshold, however,
greatly over-estimates the size of the bead; giving further support to the argument
that the method has a high FP rate. In particular, the Otsu method has a very high
FP rate in slices where no bead is present.
Figure 3.6: Projection images of a 4µm fluorescent bead: (a) raw image; (b) seg-
mented using the SCT algorithm; (c) segmented using the Otsu method
3.4.3 Segmentation of Asymmetric Nuclear Compartments
The task of thresholding PML NBs may be eased because they are roughly spher-
ical objects. The efficacy of the SCT algorithm is more completely demonstrated
when segmenting nucleoli, SC35 domains and fluorescence in situ hybridisation
(FISH) labelled telomeres (for examples, see Figure 3.3(B)). Unlike PML NBs, nu-
cleoli and SC35 domains are relatively large structures that are irregularly shaped.
SC35 domains are especially diffuse compartments (see Figure 3.3(A2:A4)). FISH-
labelled telomeres are also imaged and segmented using the SCT algorithm, show-
ing that this type of fluorescent labelling can also be handled by the algorithm (see
Figure 3.3(B5)). For comparison, the image stacks are also segmented using Otsu
thresholding in Figure 3.3(C). The Otsu method struggles to segment the objects of
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interest and instead roughly delineates the nucleoplasm in both color channels. We
have successfully used the SCT algorithm to segment approximately 5000 image
stacks of nuclear compartments including SC35 domains, nucleoli, FISH-labelled
telomeres, centromeres, RNA polymerase II sites and PML NBs.
3.4.4 Size Distribution of Segmented PML NBs
We have applied the SCT algorithm to real image stacks of PML NBs in popula-
tions of asynchronous, serum-starved and SV40-transformed MRC-5 cells (detailed
in Appendix A) in order to investigate the size distribution of SCT-segmented PML
NBs in these nuclei. Figure 3.7 illustrates the diameters (in microns) and counts of
4039 PML NBs from 348 segmented image stacks. PML NB diameter ranges from
0.189µm to 1.64µm with a mean diameter of 0.623µm. The number of PML NBs
per nucleus ranges from 2 to 35 with a mean of 11.6. These size and count dis-
tributions correspond remarkably well with fluorescence and electron microscopy
estimates which suggest that the number of PML NBs in the mammalian cell nu-
cleus typically varies between 5 and 30, ranging in diameter from 0.1 or 0.2 to 1µm
[172, 9] — over 95% of SCT-segmented PML NBs fall in the range 0.189 to 1µm.
One clear problem with such analysis is that output image from CLSM is not
a perfect representation of the real objects. For instance, the efficiency of the pri-
mary and secondary fluorescent antibodies that label the nuclear compartments is
affected by several factors such as avidity, suitability, and titer, which can greatly
influence the fluorescence intensity profile and therefore the overall size of the nu-
clear compartment stained and later visualised [146]. Compartments also tend to
have indistinct borders, with the fluorescence intensity profile tailing off gradually
[146]. These problems as well as the PSF can cause significant downstream er-
rors with the quantitative volumetric analysis of the image objects and can only be
reduced with careful experimental procedures and accurate image analysis. Addi-
tionally, the typical lateral resolution of the CLSM is only 0.2µm [125] which is
roughly the size of the smallest PML NB that we record (0.189µm). Our estimate of
PML NB size, however, fits well with the quoted range of the compartment by elec-
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tron microscopists [172] which suggests that the SCT algorithm delivers accurate
segmentations of PML NB volume.
Figure 3.7: Boxplots describing the sizes (left) and counts (right) of over 4000 PML
NBs in 348 segmented image stacks
The SCT algorithm directly lends itself to quantitative spatial analysis of the
thresholded objects. We discuss the application of a spatial point process framework
to assess the spatial preference of SCT-segmented nuclear compartments in Chapter
4.
3.5 Concluding Remarks
Image segmentation is a core problem in microscopy and the importance of thresh-
old selection cannot be over-emphasised since further processing and analysis of
the segmented objects entirely depends on the quality of the segmentation. User-
defined thresholding is a common approach for segmenting fluorescence microscopy
images. While such thresholding may be accurate it is also subjective and time-
consuming. Automated segmentation methods are objective and generally much
3.5 Concluding Remarks 66
faster than manual thresholding. The SCT algorithm is fully automated and yields
an accurate 3-D segmentation of nuclear compartments that may also be applicable
to fluorescent microscopy techniques other than CLSM, such as widefield fluores-
cent microscopy.
Image segmentation remains the heart of image analysis but, interestingly, has
started to become less important due to the increasing quality of image detectors
[97]. Recently, high-throughput microscopy has generated a need for image regis-
tration methods [97]. Imaging different cells (or the same cell at different times)
leads to images in different coordinate systems that need to be registered; image
registration is a task that we undertake to aggregate spatial information about nu-
clear architecture in Chapter 5.
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Chapter 4
Exploratory Analysis of PML NBs as
a Spatial Point Pattern
In Chapter 3, we described our novel thresholding algorithm, SCT, to segment nu-
clear compartments in CLSM image stacks to facilitate objective and quantitative
analysis of the three-dimensional organisation of these objects using exploratory
statistical methods. The mammalian cell nucleus is structurally and functionally
complex and contains numerous protein compartments constrained within a de-
fined nuclear volume. It is generally accepted that the spatial organisation of these
nuclear compartments is inherently connected to their role in gene expression and
cell regulation. CLSM of fluorescently labelled antibodies directed against specific
antigens has proven to be an especially valuable tool in the study of the mammalian
interphase nucleus. Such imaging not only provides the opportunity for visualising
nuclear compartments in situ but also facilitates quantitative approaches to investi-
gate the spatial interactions of these compartments. Until recently, cell nuclear ar-
chitecture has largely been assessed by subjective visual inspection of fluorescently
labelled components imaged by the optical microscope. There is a substantive need
to establish quantitative methods that take into account probabilistic spatial asso-
ciations of nuclear compartments, particularly given the complexity and dynamic
nature of nuclear function.
In this chapter we have employed statistical tests based on spatial point pattern
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(SPP) analysis to explore the 3-D spatial interactions of SCT-segmented PML NBs
with each other and with the nuclear boundary (as represented by lamin B), within
a spatial point process framework. We defer exploration of the SPP of PML NBs
with respect to red nuclear compartments until Chapter 6. Our analysis employs
a summary statistic, known as the Gˆ-function, which is the empirical distribution
function (EDF) of nearest neighbour distances (NNDs) between events. The Gˆ-
function is a standard tool for exploratory analysis of SPP data. Our approach
compares the observed distance distribution against a null distribution estimated by
Monte Carlo simulation in the given nucleus. Our null model is that of complete
spatial randomness (CSR), which states that events are distributed independently
and are equally likely to occupy any part of the region. Our Monte Carlo simulation
procedure is enhanced to take into account both volume and shape variability of the
given nucleus as well as variability in the number and volume of the given PML
NBs. More background on spatial point pattern analysis is given in many textbooks
including [51] and [84].
We must emphasise that our application of SPP methodology in this chapter is
wholly an exploratory analysis of PML NBs. The most significant limitation of our
analysis, reported in this chapter, is that — for the most part — we treat the data as
‘unreplicated’ [52], i.e., we explore each SPP in each nucleus separately. Pooling
information across all nuclei is a hard problem since our data consists of SPPs in
regions of variable size and shape. However, we consider a simple possibility to
pool spatial information across different cell nuclei in Section 4.5.
In this chapter, we investigate seven different samples of cell nuclei derived
from two different human fibroblasts that have been exposed to an array of differ-
ent experimental perturbations (see Appendix A for details). Around 3,000 image
stacks of PML NBs have been analysed. We find statistically significant but subtle
differences in the interactions of PML NBs depending on cell state.
This chapter is structured as follows: in Section 4.1, we introduce the principles
of spatial point pattern analysis and spatial point processes that generate SPPs. In
Section 4.2, we discuss applying a spatial point process framework for the analysis
of PML NBs. In Section 4.3, we investigate PML NBs as a ‘univariate’ SPP while in
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Section 4.4, we are interested in the ‘association-based’ analysis of PML NBs with
respect to the nuclear boundary. Next, in Section 4.5, we describe the limitations
of a nucleus-by-nucleus analysis of PML NB SPPs and describe a simple method
to aggregate our SPP data. Finally, in Section 4.6, we summarise the results of our
analysis.
4.1 Spatial Point Patterns: Models and Test Statistics
In Section 2.3.4, we introduced the description of data in the form of a set of points
(referred to as events), distributed within a region of space, as an SPP [42, 51].
Examples of the application of SPP analysis in biological settings include trees in
a forest, cells in a histological section, or nests in a colony of birds [16, 162]. The
centroids of PML NBs can also be represented as an SPP. Often SPP studies assume
that events occupy no space, which is a reasonable assumption when the size of the
events is small in comparison to the size of the study region. This assumption is not
valid for PML NBs as we discuss in Section 4.2.2.
As described in Section 2.3.4, processes that generate SPPs can be broadly cat-
egorised as producing events that are: completely random, aggregated or regular
(see Figure 2.7). The simplest spatial point process model is a homogeneous spatial
Poisson process, which exhibits what is known as CSR. Under CSR, events lie uni-
formly in the region and independently of each other, and all statistical properties of
the process are invariant under translation and rotation. CSR operates as a dividing
hypothesis between regular and aggregated patterns.
The data that we investigate consist of events with 3-D coordinates in a non-
uniform volume (see Figure 4.1). We discuss representing PML NBs as an SPP
in Section 4.2. To date, the majority of SPP literature has focused on 2-D SPPs;
3-D data have gained much less attention [51]. One reason for this is that a large
majority of data is well described in only two dimensions but also 3-D data can be
difficult to obtain. However, the principles behind SPP analysis of events in 3-D are
the same as for those in 2-D.
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Figure 4.1: Scatterplot of a segmented MRC-5:Asynchronous:Nucleolus image
stack. PML NBs are shown in green, nucleolus in red and lamin B in blue
4.1.1 Spatial Point Processes
Fitting models and theoretical probability distributions to data is essential in all
areas of statistics. In spatial point process statistics, models aid in the interpretation
and understanding of empirical patterns and their summary characteristics [84]. A
spatial point process is a stochastic mechanism which generates a set of events in
a region [51]. CSR represents the simplest possible stochastic mechanism for the
generation of SPPs. The hypothesis of CSR for an SPP asserts that:
i) The number of events in any region A with area |A| follows a Poisson distri-
bution with mean λ|A|.
ii) Given n events in A, the coordinates of locations of these events (x1, . . . , xn)
are an observed random sample from the uniform distribution on A.
In (i), the constant λ is the intensity, or mean number of events per unit volume, and
indicates that the intensity of events does not vary over the region. The second as-
sertion states that there are no interactions amongst the events. Following notation
in [51]: E[X] denotes the expectation of a random variable X; N(A) denotes the
number of events in the region A; |A| is the area or volume of A; dx is an infinites-
imal region which contains the point x; ‖x − y‖ denotes the Euclidean distance
between the points x and y. We can now define the first order intensity function of
a spatial point process:
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λ(x) = lim
|dx|→0
{
E[N(dx)]
|dx|
}
.
For a stationary process, λ(x) assumes a constant value λ, the mean number of
events per unit area.
If we test a SPP for CSR and fail to reject it, there is usually little need to con-
sider a more complicated model (though failure to reject CSR only indicates that
the SPP is ‘close to’ a spatial Poisson process sample at the chosen level of sig-
nificance) [84]. If CSR is rejected, we have reason to formulate an explicit model
for the underlying spatial point process, and can immediately examine the direc-
tion of deviation from CSR (aggregated or regular). The classification of SPPs as
completely random, aggregated or regular, as described in Section 2.3.4, is an over-
simplification but nevertheless is useful to begin exploratory SPP analysis.
4.1.2 Testing Complete Spatial Randomness
There are two distinct methods for testing an SPP for CSR: quadrats methods and
nearest neighbour distance methods. Quadrats methods are not appropriate here but
are a traditional approach, popular in plant ecology [135]. A quadrat is a sampling
unit (usually a marked square) frequently used in field biology to isolate a sample
area so that the population of different species within that area can be counted.
Quadrat sampling has largely been replaced by NND methods. Nearest neighbour
methods measure the distance between events and neighbouring events or between
events and arbitrary points in the region and then compute test statistics to examine
for departure from CSR.
We denote the NND from the ith event to the nearest other event, in a region
A, as ui. A traditional SPP test statistic was to examine the mean of these inter-
event NNDs, denoted u¯, where large values of u¯ suggest regularity and small values
suggest aggregation [37]. However, u¯ is an oversimplification of the information.
For example, it it easy to imagine two different SPPs that have the same u¯ but one
is known to be a realisation of CSR and the other is known to exhibit aggregation;
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the latter SPP would have an appropriate mix of aggregated and widely scattered
events such that its mean NND is equal to that of the SPP generated from CSR. A
better approach is to consider the entire distribution of inter-events NNDs.
One test for CSR which also serves as a summary description for spatial point
processes is the Gˆ-function: Gˆ(u) [51], which is the empirical distribution function
(EDF) of all event-to-event NNDs. The function, Gˆ1(u), represents the observed
proportion of inter-event NNDs which are less than or equal to u:
Gˆ1(u) = n
−1#(ui ≤ u), (4.1)
where # means ‘the number of’, i.e. the proportion of ui’s less than or equal to
u. Alternatively, there is the ‘empty space’ distribution function, the Fˆ -function,
which is an event-to-point distance function [51]. This function uses the distances,
vi, from each of m sample points in A to the nearest of the n events. The EDF,
Fˆ (v) = m−1#(vi ≤ v) measures the empty spaces in A, i.e. the sizes of gaps in A.
The shape of both the Gˆ-function and the Fˆ -function is informative about the SPP.
If events are clustered together, the Gˆ-function increases rapidly at short distances.
Conversely, if events are regularly spaced, the Gˆ-function increases slowly until it
reaches the distance at which most events are spaced, and at this point increases
rapidly. The Gˆ-function is slightly more powerful at detecting departures from
CSR in the direction of regularity [50]. Conversely, the Fˆ -function appears to be
more powerful at detecting departures in the direction of aggregation [164]. A
characterisation of the second-order properties of a stationary, isotropic process
is provided by the popular Ripley Kˆ-function, which is related to the distribution
function of the distances between pairs of events in a point pattern [84].
In this chapter, we employ the Gˆ-function to explore the SPP of PML NBs.
We prefer the Gˆ-function rather than say, the Fˆ -function or the Kˆ-function, since
it is arguably the most easy to interpret (for reasons that we will now explain).
In Section 2.1.2, we stated that a common approach to probe the function of a
nuclear compartment is to investigate what other compartments are near to, and co-
localise with, the compartment of interest. Since the Gˆ-function describes event-to-
Chapter 4. Exploratory Analysis of PML NBs as a Spatial Point Pattern 73
event NNDs, and can be extended to describe distances between different types of
events (i.e. different nuclear compartments — see Section 4.2.2), it is immediately
informative about this question. Furthermore, these NNDs are instructive about the
functional relationship between the given nuclear compartments since it is thought
that functional interactions between two given compartments cannot occur over
large distances. Besides these reasons, it is notable that researchers are only just
beginning to use and develop SPP analysis tools for the investigation of nuclear
architecture [65]. In the future, other functions may also be found to be useful.
4.1.3 Monte Carlo Methods
The theoretical distribution of inter-event NNDs in a region A, under CSR, depends
on the size and shape of A as well as the number of events. Often this theoretical
distribution is intractable and so Monte Carlo methods are employed in order to
obtain an approximation to the distribution for a statistical significance test. Monte
Carlo testing is asymptotically equivalent to permutation testing and is used when
there are too many possible rearrangements of the data to allow complete enumer-
ation in a realistic time scale [60].
Following notation in [51], given a null hypothesis,H, and a set of relevant data,
Monte Carlo tests simply rank the observed value, y1, of a selected test statistic Y
amongst a corresponding set of values generated by random sampling from the null
distribution of Y . When the distribution of Y is continuous, the rank of y1 amongst
the complete set of ordered values ({yi : i = 1, . . . , s}) determines the significance
level for the test. Let y(j) denote the jth largest amongst yi : i = 1, . . . , s. Then,
underH:
P (y1 ≥ y(j)) = j
s
: j = 1, . . . , s,
and rejection of H on the basis that y1 ranks jth largest or higher gives a one-sided
test of significance j/s. Typically, s need not be very large, s = 100 is considered
acceptable for a test at the 5% level, and s = 500 is recommended for a test at the
1% level [51].
For the application of Monte Carlo testing for CSR, we first calculate EDFs
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{Gˆi(u) : i = 1, . . . , s}, from each of s − 1 independent simulations of n events
independently and uniformly distributed on A (where the subtracted 1 accounts for
the observed SPP being tested, which is denoted by Gˆ1(u)). We can then define
upper and lower simulation envelopes:
U(u) = max{Gˆi(u)},
L(u) = min{Gˆi(u)}.
For each u:
P (Gˆ1(u) > U(u)) = P (Gˆ1(u) < L(u)) = s
−1.
By comparing Gˆ1(u) to the CSR-based distribution functions in a plot of Gˆ1(u),
U(u) and L(u) against u, we can assess the degree and direction of departure from
CSR for these SPPs (see ahead to Figure 4.3). If Gˆ1(u) lies below the lower simu-
lation envelope at short distances then there is a significant excess of large NNDs,
which is consistent with a regular pattern. If Gˆ1(u) falls above the upper simulation
envelope at short distances then there is a significant excess of small NNDs, which
is consistent with an aggregated pattern. Finally, if Gˆ1(u) is fully contained in the
envelopes then there is no evidence to reject the null hypothesis of CSR. In [84],
the authors suggest that s can be increased and the lower and upper simulation en-
velopes can be modified to attain the same level of significance. For example, for
a test at the 5% level, where s = 1, 000, we could replace L(u) by the 25th of the
ordered Gˆi(u) values and U(u) by the 975th . For a test at the 5% level, we refer to
the simulation envelope as the 95% simulation envelope.
4.2 Spatial Point Pattern Analysis of PML NBs: Preliminaries
In the following sections we introduce additional SPP theory important for ex-
ploratory analysis of PML NBs within a spatial point process framework, namely,
finite SPPs and marked SPP analysis. Note that SPP analysis of PML NBs requires
careful processing of image stacks, which is discussed in Appendix B.
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4.2.1 Finite Spatial Point Patterns
For finite SPPs, events naturally occur (and only exist) within a bounded region
which usually coincides with the observed window — the edge is therefore a nat-
ural well-defined boundary and not arbitrarily chosen [84]. The study region is
said to be the ‘region of existence’ of the SPP events considered [84]. In reason-
ing about the contents of the cell nucleus, we are certainly interested in a finite
SPP. Thus, the influence of the window (nuclear boundary) on the SPP (PML NBs)
should not be eliminated as ‘edge effects’. In many studies of SPPs, edge effects
arise because the observed inter-event distances are calculated from a defined study
area but the distribution of NNDs assumes an unbounded area. Edge effects can
be minimised using a buffer area surrounding the primary study region. The Gˆ-
function can readily be applied to finite SPPs to attempt to gain an understanding
of the spatial distribution of these events.
4.2.2 Marked Spatial Point Patterns
Our investigation of nuclear architecture is sometimes concerned with treating PML
NBs as a ‘marked’ SPP. Marked SPP analysis investigates the the locations of events
in space as well as additional variables, known as marks, characterising each event
[51, 84, 157]. The events xi are assigned a mark, m(xi), which provides addi-
tional information about the event. M is used to denote a set of random marked
points, M = {[xn;m(xn)]}. The mark may be categorical or continuous. Quali-
tative marks describe different types of events such as species of plant or type of
nuclear compartment. Quantitative marks, on the other hand, describe real-valued
properties of the events, such as the volume of PML NBs.
Quantitative Marks
Analysis of SPPs with quantitative marks is generally concerned with the numerical
differences among the marks dependent upon the distances of the corresponding
events. For example, events that are closer together may tend to be smaller in size
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than the mean mark due to inhibition between marks.
In our discussion thus far, we have assumed that SPP events occupy no space.
Treating events as points allows events to be an infinitesimally small distance from
each other. This assumption is reasonable when the size of the events is small
relative to the spacing between the events, such as the location of bird nests in a
forest. However, the assumption is not necessarily appropriate for PML NBs which
are relatively large when compared with the volume of the nucleus. If PML NB
events are assumed to be points then the analysis of this SPP would likely indicate
a tendency to regularity since no two events can occur within a small distance (the
physical volumes of the PML NBs) of each other. To overcome this problem we
consider the volume of PML NBs in our simulation procedure outlined in Section
4.2.3 (further details are given in Appendix B.1.4).
Qualitative Marks
As previously stated, qualitative marks describe different types of events. If only
two types of events are considered, the SPP is referred to as ‘bivariate’, if more than
two types of event are described it is referred to as a ‘multivariate’ pattern. The aim
of bivariate SPP analysis is often to identify interactions between the two types of
event — this is often a key objective in cell biology, for example, to determine if two
different types of nuclear compartment tend to occur close together (as discussed in
Sections 2.3.3 and 2.3.4), or, co-localise (as discussed in Section 2.3.2).
From [51], Figure 4.2 represents a SPP with a qualitative mark — solid circular
points and open triangular points indicate ‘on’ or ‘off’ amacrine cells in the retina
of a rabbit, respectively. This example is explored at length in [51]. In a bivariate
process, Np(A) denotes the number of type p events (e.g. ‘on’ cells) in a region
A and the number of type q events (e.g. ‘off’ cells) in the same region is denoted
Nq(A). Summary statistics based on NNDs are equally applicable for SPPs with
qualitative marks as they are for unmarked SPPs [84]. For example, we can simply
extend the Gˆ-function to measure distances between pairs of events of different
types. For instance, if upq represents the distance from an event of type p to the
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nearest event of type q then Gˆ(upq) represents the EDF of the bivariate NNDs [53].
Figure 4.2: Example of a 2-D bivariate biological SPP: the solid circular and trian-
gular points indicate two types of amacrine cells referred to as ‘on’ and ‘off’ cells,
respectively.
In our SPP analysis of PML NBs, we consider quantitative marks such as the
volume of PML NBs as well as qualitative marks (the type of nuclear compartment).
Inter-event NNDs are measured from the geometric centres (centroids) of PML NBs
so unmarked SPP analysis, as noted earlier, would lead to an under-estimation of
small inter-event NNDs. We demonstrate the importance of including the ‘volume
mark’ in the SPP analysis of PML NBs in Section 4.4.5. We also investigate the SPP
of PML NBs with respect to the nuclear boundary (lamin B) — to explore whether
there is evidence of aggregation (a significant excess of small upq) or regularity (a
significant excess of large upq) between the two compartments. Investigation of
the interactions of PML NBs with other nuclear compartments may provide insight
about PML NB function as well as the function of nuclear compartments that are
shown to associate with PML NBs. In Chapter 6, we describe our analysis of the
spatial interactions between PML NBs and red nuclear compartments.
4.2.3 Simulation of PML NBs Under CSR
In our SPP analysis of PML NBs (described in Sections 4.3, 4.4 and Chapter
6), each PML NB SPP (from each nucleus) is investigated separately and the Gˆ-
function is employed to look for departures from CSR. We describe our procedure
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to simulate PML NBs under CSR in Appendix B.1.4. The procedure respects that
PML NBs occupy a considerable region of space in the nucleus and so prevents
two events from occurring an infinitesimally small distance from each other. In
summary, the location of the first event is simulated uniformly in the nucleus and
the number of nearest surrounding voxels corresponding to the size of the PML NB
are marked. Subsequent events are then simulated in a manner that respects CSR
but additionally respects the volume marked by other PML NBs. NNDs (measured
in voxel units) are calculated from the geometric centres of each marked PML NB
volume.
The simulation procedure is carried out 999 times for each nucleus (s = 1, 000).
Then, to assess whether any given SPP rejects the null hypothesis of CSR, we ex-
amine the observed Gˆ-function using 999 simulated realisations to define upper and
lower limits of a 99% simulation envelope.
4.3 Univariate SPP Analysis of PML NBs
SPP analysis was carried out on each processed image stack (cell nucleus) from all
MRC-5 and WI-38 datasets as listed in Tables A.1 and A.2, respectively. The sim-
ulation procedure described in Section 4.2.3 was carried out to separately analyse
the univariate SPP of PML NBs in all these nuclei. To illustrate this analysis, for a
specific cell nucleus, we have investigated the SPP of the PML NBs shown in Fig-
ure 4.1. In Figure 4.3, Gˆ1(u) is illustrated by the black line and the 99% simulation
envelope is shaded in gray. The figure suggests that this SPP is consistent with the
null hypothesis since Gˆ1(u) is fully contained by the simulation envelope.
As a first step in our SPP analysis, we have repeated this procedure for the
univariate SPPs of PML NBs in 2896 different image stacks and have summarised
the results in Table 4.1. The different cell lines and perturbations are discussed in
Appendix A.1. It is immediately apparent from Table 4.1 that the SPP of PML NBs
is not easily categorised — CSR is rejected (at the 1% level) in both directions in
every dataset. We discuss these results in forthcoming sections.
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Figure 4.3: EDF plot of observed NNDs for the PML NB SPP shown in Figure 4.1.
The 99% simulation envelope is shaded in gray
4.3.1 Asynchronous and VA Nuclei
Asynchronous and VA cells can be regarded as cells which have not been perturbed.
In contrast, heat-shock, interferon-treated and G0 (serum-starved) cells have all
been subjected to extracellular perturbations (see Appendix A). We aim to explore
whether nuclear compartments in perturbed cells display different spatial distribu-
tions to those in asynchronous and VA cell nuclei.
In MRC-5:Asynchronous nuclei, CSR was rejected due to a significant excess of
small NNDs in 18.2% of nuclei which is suggestive of an aggregated point pattern
in these specific nuclei. However, in the same sample of nuclei, 8.1% rejected CSR
due to a significant excess of large NNDs, suggesting a regular structure in these
particular nuclei. Similar results are seen in MRC-5:VA cells in which CSR was
rejected due to a significant excess of small NNDs in 18.0% of nuclei and in the
same sample CSR was rejected due to a significant excess of large NNDs in 7.1%
of nuclei. In WI-38:Asynchronous and WI-38:VA cells, more nuclei reject CSR in
the direction of a regular SPP (rather than towards an aggregated pattern as seen in
MRC-5:Aysnchronous and MRC-5:VA cell nuclei).
It is clear that there are equivocal results for spatial distribution of PML NBs
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Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 435 18.2% (27.0%) 73.8% (25.8%) 8.1% (7.4%)
WI-38:Asynchronous 422 3.8% (3.9%) 84.4% (5.1%) 12.1% (5.5%)
MRC-5:G0 409 22.2% (26.0%) 55.3% (18.1%) 23.0% (17.8%)
MRC-5:HS 438 39.7% (20.3%) 46.8% (16.7%) 17.6% (15.6%)
MRC-5:IFN 378 3.2% (3.3%) 55.0% (15.2%) 42.1% (16.0%)
MRC-5:VA 438 18.0% (10.1%) 75.6% (10.4%) 7.1% (3.3%)
WI-38:VA 376 8.5% (9.2%) 68.4% (9.7%) 23.4% (7.4%)
Table 4.1: Univariate SPP analysis of PML NBs. Standard deviations (SDs) are
shown within parentheses
in these four datasets, which makes it very difficult to tease out information about
the SPPs as a whole. However, there is some evidence to suggest that there is an
underlying non-CSR pattern for the spatial distribution of PML NBs in these nuclei.
However, this distribution appears to be more complex than a regular or aggregated
SPP. In Chapter 5, using very different methods, we demonstrate how complex this
distribution actually is.
4.3.2 G0 Nuclei
In MRC-5:G0 cells, the SPP results are further confusing, CSR is rejected in 22.2%
of these nuclei due to a significant excess of small NNDs and in 23.0% of these nu-
clei due to a significant excess of large NNDs, suggesting that there is no tendency
towards an aggregated or regular SPP in these nuclei.
4.3.3 Interferon-Treated Nuclei
Unlike the MRC-5:Asynchronous, MRC-5:VA and MRC-5:G0 cells, MRC-5:IFN
cells generally reject CSR in one particular direction. In these nuclei, CSR was
rejected due to a significant excess of small NNDs in just 3.2% of nuclei whilst
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42.1% rejected CSR due to a significant excess of large NNDs. This is the strongest
rejection of CSR (in one direction) that we observe. It is interesting to note that the
distribution of PML NB NNDs in MRC-5:IFN cells appears similar to the corre-
sponding distribution in MRC-5:G0 cells (see Figure 4.4). However, PML NBs in
MRC-5:IFN cell nuclei display a strong tendency towards a regular SPP, which is
not apparent in MRC-5:G0 cell nuclei. This demonstrates the power of SPP analysis
over distance-based methods that do not utilise a theoretical summary description
— derived from an underlying model — of the distance data. To date, no research
has purported that interferon-treatment affects the spatial distribution of PML NBs.
However, we see that PML NBs in MRC-5:IFN cells tend to favour a regular SPP.
We discuss the biological implications of this characterstic in Section 4.6.
Figure 4.4: Boxplots of observed PML NB inter-event NNDs
4.3.4 Heat-Shocked Nuclei
Asynchronous cells subjected to heat-shock are known to exhibit marked changes
in nuclear architecture [113]. Following heat-shock, the number of PML NBs has
been shown to increase up to four-fold [113]. We observe a six-fold increase in the
number of PML NBs in these cells (see Appendix C.1.2). Heat-shock causes PML
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NB integrity to be affected, manifesting as the generation of several smaller PML-
containing ‘bodies’ which dissociate from the surface of their parent PML NBs (see
Figure 4.6). These small bodies lack normal PML NB components, such as Sp100
and SUMO-1 and are not therefore regarded as true PML NBs [58]. However, we
are interested in their spatial distribution and therefore treat them as ‘PML NB’
events in our SPP analysis.
Thus far, we have focused on deviations from CSR that point to aggregation or
regularity. However, a SPP can display both these characteristics simultaneously
[84]. Although we do not observe this in MRC-5:Asynchronous, MRC-5:VA, MRC-
5:G0 or MRC-5:IFN cells, we have observed deviations that simultaneously point
to aggregation and regularity in some MRC-5:HS cell nuclei. For such a SPP, there
is a significant excess of small NNDs as well as a significant excess of large NNDs
(for example, Figure 4.5).
In MRC-5:HS cells, CSR was rejected due to a significant excess of small NNDs
in 39.7% of nuclei and in 17.6% due to a significant excess of large NNDs. How-
ever, 13.6% of the nuclei that rejected CSR due to a significant excess of large
NNDs also rejected CSR due to an excess of small NNDs.
Figure 4.5: EDF plot of observed nearest neighbour distances for the PML NB SPP
shown in Figure 4.6. The 99% simulation envelope is shaded in gray
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It is unsurprising that almost 40% of MRC-5:HS cells display a tendency to-
wards an aggregated SPP. This can be explained by the small ‘bodies’ generated by
heat-shock — these bud off from the surface of PML NBs and accumulate close to
their parent PML NBs which is likely to lead to the observed significant excess of
small NNDs.
Figure 4.6: Projection image of PML NBs in an MRC-5 HS cell nucleus
4.3.5 Summary of Univariate SPP Analysis of PML NBs
One obvious difficulty with interpreting the results of our SPP analysis of PML
NBs is that CSR is never rejected in one direction across all nuclei in any given
dataset. For example, in MRC-5:G0 cells, CSR is rejected in 22.2% of the data due
to a significant excess of small NNDs and in the same population CSR is rejected
due to a significant excess of large NNDs in 23.0% of the data. Thus, it is diffcult
to make simple statements about the pattern of PML NBs across any given sample
of nuclei. However, in all datasets CSR is rejected a significant number of times
(albeit never in only one direction) which suggests that we need to consider a more
complicated model for the underlying spatial point process. We consider a simple
possiblity to pool spatial information across different cell nuclei in Section 4.5.
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4.4 SPP Analysis of PML NBs with respect to the Nuclear Bound-
ary
Multivariate SPPs consist of events that have been classified into two or more dif-
ferent types using a qualitative mark. We are interested in investigating the SPP of
PML NBs with respect to the nuclear boundary. Interactions between SPP events
(such as PML NBs) and a non-point stochastic process (such as the the nuclear
boundary) can be investigated using the extended Gˆ-function: Gˆ(upq) (described
in Section 4.2.2), where upq is the NND from each event (type p) to its nearest
counterpart of the second process (type q) [53].
In the simulations described in Section 4.2.3, as well as capturing PML NB
inter-event NNDs, we also capture NNDs between PML NB events and the nuclear
boundary. Then, to assess the SPP of PML NBs with respect to the nuclear bound-
ary, Gˆ1(upq) is compared using 999 simulated Gˆi(upq) realisations (s = 1, 000)
to define a 99% simulation envelope (where type p events are PML NBs and the
nuclear boundary is a type q event).
To illustrate our analysis of PML NBs with respect to the nuclear boundary, we
have investigated the SPP of the PML NBs shown in Figure 4.1 with respect to the
nuclear boundary (extraction of the nuclear boundary is described in Appendix B).
In Figure 4.7, Gˆ1(upq) is illustrated by the black line and the 99% simulation enve-
lope is shaded in gray. The figure provides no evidence to reject CSR since Gˆ1(upq)
is fully contained by the simulation envelope. We have repeated this analysis in
2896 different image stacks; see Table 4.2, with discussion in subsequent sections.
It is immediately apparent from Table 4.2 that there is often evidence of regularity
for PML NBs with respect to the nuclear boundary — i.e., CSR is often rejected due
to a significant excess of large NNDs. Figure 4.8 displays the boxplots of all PML
NB to boundary NNDs in each dataset. The figure suggests that the distribution of
these NNDs is very similar across all datasets. However, Table 4.2 suggests that the
spatial distribution of PML NBs with respect to the nuclear boundary varies across
the different datasets.
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Figure 4.7: EDF plot of observed NNDs between PML NBs and the boundary
shown in Figure 4.1. The 99% simulation envelope is shaded in gray
4.4.1 Asynchronous and VA Nuclei
In MRC-5:Asynchronous nuclei, CSR was rejected due to a significant excess of
large NNDs in 35.6% of nuclei while 4.1% rejected CSR due to a significant excess
of small NNDs. In MRC-5:VA nuclei, CSR was rejected due to a significant excess
of large NNDs in 34.5% of nuclei while only 1.1% rejected CSR due to a significant
excess of small NNDs. Similar results are seen in WI-38:Asynchronous and WI-
38:VA cells. These results suggest that the spatial distribution of PML NBs favours
a position away from the nuclear boundary. This is also implied by Figure 4.8.
4.4.2 G0 Nuclei
In MRC-5:G0 cells, CSR was rejected in 76.0% of nuclei due to a significant excess
of large NNDs and in a further 5.1% of nuclei due to a significant excess of small
NNDs. These results suggest that PML NBs may be further from the nuclear bound-
ary in MRC-5:G0 cell nuclei than they are in MRC-5:Asynchronous and MRC-5:VA
cell nuclei. In [29], the authors argued that nuclear architecture is altered in G0
cells by showing that gene-poor chromosomes translocate from the nuclear periph-
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Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 435 4.1% (9.2%) 59.3% (12.0%) 35.6% (15.0%)
WI-38:Asynchronous 422 1.7% (2.2%) 77.3% (13.5%) 22.1% (12.1%)
MRC-5:G0 409 5.1% (2.8%) 21.0% (8.3%) 76.0% (7.8%)
MRC-5:HS 438 59.8% (12.7%) 27.4% (3.42%) 92.0% (4.8%)
MRC-5:IFN 378 30.2% (23.0%) 22.5% (10.5%) 57.7% (11.4%)
MRC-5:VA 438 1.1% (2.5%) 64.6% (12.6%) 34.5% (12.6%)
WI-38:VA 376 4.8% (5.0%) 41.0% (16.7%) 55.6% (20.0%)
Table 4.2: SPP analysis of PML NBs with respect to the nuclear boundary. SDs are
shown within parentheses
ery towards the interior of the nucleus. Furthermore, in [99], it was shown that the
average nuclear radial distances of PML NBs was shortest (i.e., PML NBs were
furthest from the nuclear boundary) in G0 cells as opposed to G1, S and G2 cells
(see Section 2.1.4 for description of the cell cycle).
4.4.3 Interferon-Treated Nuclei
In MRC-5:IFN cell nuclei, CSR was rejected due to a significant excess of small
NNDs in 30.2% of nuclei while 57.7% rejected CSR due to a significant excess of
large NNDs. As stated in Section 4.3.3, no research has purported that interferon-
treatment affects the spatial distribution of PML NBs. However, in Section 4.3.3,
we observed that PML NBs in MRC-5:IFN cells tend to favour a regular SPP with
respect to each other. We now observe that 30.2% of MRC-5:IFN cell nuclei reject
CSR due to a significant excess of small (PML NB to boundary) NNDs. Notably,
rejection of CSR in this direction occurs far less in MRC-5:Asynchronous, MRC-
5:VA and MRC-5:G0 cells.
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Figure 4.8: Boxplots of PML NB to nuclear boundary NNDs
4.4.4 Heat-Shocked Nuclei
In MRC-5:HS nuclei, CSR was rejected due to a significant excess of large NNDs
in 92.0% of nuclei. However, in the same sample, 59.8% rejected CSR due to a
significant excess of small NNDs. In Section 4.3.4, we noted that SPPs can display
both aggregated and regular characteristics simultaneously. In MRC-5:HS cells,
52.3% of the nuclei that rejected CSR due to a significant excess of large NNDs
also rejected CSR due to an excess of small NNDs (for example, see Figure 4.9).
Visual examination of MRC-5:HS image stacks suggests that the small, fragmented
PML ‘bodies’ distribute closer to the boundary than larger PML NBs, which could
explain why CSR is rejected in both directions for these cell nuclei.
Overall, the results across all datasets suggest that PML NBs tend to be further
from the boundary than expected under CSR. We discuss the biological implica-
tions of this characterstic in Section 4.6 and provide further evidence to support this
suggestion in Section 5.4.
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Figure 4.9: EDF plot of observed NNDs between PML NBs and the boundary
shown in Figure 4.6. The 99% simulation envelope is shaded in gray
4.4.5 Unmarked SPP Analysis of PML NBs with respect to the Nu-
clear Boundary
We wanted to assess the importance of considering the volume of PML NBs as a
mark in their SPP analysis. To do this, we investigated the PML NB SPP, shown
in Figure 4.1, with respect to the boundary using Monte Carlo simulation that con-
sidered and did not consider the volume mark (as described in Appendix B.1.4).
We then constructed 99% simulation envelopes based on both these approaches.
Figure 4.7 illustrates that these simulation envelopes are considerably different in
shape and size. Notably, the 99% simulation envelope that was constructed from
simulations that did not take the volumes of PML NBs into account (shown by the
dashed yellow lines) has appreciably smaller variance. Furthermore, this simulation
envelope infers that we have evidence to reject CSR because of a significant excess
of large NNDs whilst the simulation envelope constructed when we consider the
volume of the events infers that we have no evidence to reject CSR.
We repeated this comparative analysis for a sample of fiftyMRC-5:Asynchronous
cell nuclei. We found that CSR was rejected due to a significant excess of large
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Figure 4.10: EDF plot of observed NNDs between the PML NBs and boundary
shown in Figure 4.1. The 99% simulation envelope when the PML NB ‘volume
mark’ is included in the simulation is indicated by the dashed blue lines. The 99%
simulation envelope when the events are treated as unmarked points in the simula-
tion is shown by the dashed yellow lines
NNDs in 15 nuclei for the marked SPP whilst for the unmarked SPP, 31 nuclei re-
jected CSR due to a significant excess of large NNDs. These results suggest that
treating events as points with no size (i.e., not including the volume mark) in sim-
ulations leads to an over-estimation of small NNDs, which significantly affects our
conclusions about the SPP. Monte Carlo simulation is computationally more de-
manding for marked analysis. However, as these results demonstrate, it is a very
important consideration for SPP analysis of PML NBs.
4.5 Simple Pooling Across Replicated SPPs
One obvious difficulty with interpreting the results of our SPP analysis of PML NBs
is that CSR is never rejected in one direction across all nuclei in any given dataset.
The analysis of replicated data offers a stronger argument to support the outcome
of CSR tests. However, pooling information across cell nuclei, as discussed at the
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beginning of this chapter, is a hard problem. If we assume that the observed SPPs
(in a given dataset) are a collection of independent and identically distributed (i.i.d.)
replicates then we can combine information across cell nuclei. The assumption
of i.i.d. replicates has been investigated for our data; tests on a subset of SPPs
suggested that there is not strong evidence to reject this assumption [163].
One simple possibility to pool inference is to treat each dataset as a population
and carry out Monte Carlo testing for the whole process, i.e., we compare the EDF
of an observed test statistic for all cell nuclei against a simulation envelope derived
from Monte Carlo testing in all these nuclei. We have extracted the minimum NND
for PML NB to PML NB events and for PML NB to the nuclear boundary events
from each nucleus of fifty MRC-5:Asynchronous image stacks, and have examined
the pooled EDF of each test statistic across the fifty SPPs (see Figure 4.11).
Figure 4.11(a) suggests rejection of CSR for the univariate SPP of PML NBs
across all these nuclei. The observed function is seen to penetrate the lower and
upper simulation envelopes at short and large distances, respectively. Thus, while
we can reject CSR for all these SPPs of PML NBs, we are still unable to broadly
characterise the type of pattern observed. Figure 4.11(b), on the other hand, of-
fers better insight into the SPPs of PML NBs with respect to the nuclear boundary
across. The observed function suggests an emphatic rejection of CSR since there is
a significant excess of minimum NNDs, suggesting that there is inhibition between
PML NBs and the nuclear boundary.
An alternative possibility for handling replicate SPPs is to appeal to likelihood
modelling. However, finding an alternative model to CSR is non-trivial and compu-
tationally demanding [163]. Since the cell nucleus is an extremely complex struc-
ture that we have very little understanding of, the key difficulty encountered in
likelihood modelling is finding an appropriate model for the spatial distribution of
PML NBs. Moreover, subsequent inference is completely contingent on this model.
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Figure 4.11: EDF plot of observed pooled minimum NNDs between: (a) inter-event
PML NBs; (b) PML NBs and the boundary, in fifty cell nuclei. The 99% simulation
envelope is shaded in gray
4.6 Concluding Remarks
In this chapter we have demonstrated that preliminary SPP analysis is a useful first
step for quantitative investigation of nuclear architecture. To date, most spatial
organisation in the nucleus has been defined as significant by human visual assess-
ment. Such observations are subjective and can be misleading. Currently we have
extremely high-resolution imaging technology to visualise the cell nucleus and a
wide range of statistical approaches with which to study the derived data. Our ex-
ploratory analysis has suggested that the spatial distribution of PML NBs in cell
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nuclei is not consistent with CSR. Most notably, in Section 4.4, our analysis of
PML NBs with respect to the nuclear boundary indicated that PML NBs are often
found further from the boundary than expected under CSR. In [148, 169], the au-
thors showed that PML NBs tend to colocalise with transcriptionally active genome
regions. Our results support this statement since, as stated in Section 2.1.3, the nu-
clear periphery is known to be a region of transcriptional repression. We observed
also that PML NBs in MRC-5:IFN cells tend to favour a regular SPP (see Section
4.3.3). We propose that this pattern could be related to the biological function of
PML NBs (outlined in Section 2.1.2) — in one model of PML NB function, it is
theorised that these bodies act as aggregations of protein allowing the cell to regu-
late the levels of nucleoplasmic proteins as required by the cell. Since interferon-
treatment is known to increase the concentration of PML protein in the nucleoplasm
[35, 104] we suggest that PML NBs distribute in a regular pattern in order to max-
imise their coverage of the nucleus and ability to ‘mop up’ the interferon-induced
excess nucleoplasmic PML protein.
In Section 4.5, we employed a simple approach to pooled SPP information
across different cell nuclei. However, the results of the analysis for the univari-
ate SPP of PML NBs were difficult to interpret. We adopt a different approach to
pool information in Chapter 5. The method known as landmark-based image reg-
istration allows us to transform the SPPs of nuclear compartments into a common
co-ordinate system. This allows a sophisticated comparison and integration of our
image data [179], and directly provides an approximation to the underlying spatial
distribution of nuclear compartments.
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Landmark-Based Analysis of Cell
Nuclei
One overwhelming difficulty with our exploratory SPP analysis of PML NBs (as de-
scribed in Chapter 4) was that, for the most part, the inference was wholly based on
relative spatial preference between events in individual cell nuclei. This approach
gives little insight into the underlying spatial distribution of PML NBs in the nu-
cleus. The analysis of replicated SPPs offers a stronger argument to support the
outcome of CSR and other tests. However, modelling methodology for replicated
SPPs, in comparison to a single pattern, is very limited [16]. Furthermore, finding
an appropriate model for the spatial distribution of a given nuclear compartment
— when we have very little understanding of nuclear architecture in general —
is a difficult task. For this reason, we favour a more radical approach to data ag-
gregation than the construction of likelihood-based statistical models. As stated in
Chapter 1, our ultimate objective for the analysis of nuclear architecture is to vi-
sualise the regions of the nucleus preferentially inhabited by PML NBs and other
nuclear compartments. In this way, we wish to generate a visual description of the
‘average’ cell nucleus, which we refer to as the ‘virtual cell nucleus’. This virtual
cell nucleus will be complementary to the traditional schematic representation of
the nucleus as shown in Figure 2.2.
In this chapter, we deploy image registration methodology in order to combine
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spatial information across multiple cell nuclei. Image registration is the process
of bringing two or more images into spatial alignment. There are two generic ap-
proaches to image registration: intensity-based and feature-based [68, 137, 179].
Intensity-based approaches operate directly on image intensities and therefore an
explicit segmentation of the images is not required. In contrast, feature-based meth-
ods involve specific processing of the raw images to identify physical homologous
features. Generally, intensity-based methods are only used when feature-based
methods are unavailable since the former are sensitive to image noise and varia-
tions in the image such as lighting conditions [137].
Recently, an intensity-based image registration method has been applied to flu-
orescent CLSM images of cell nuclei [174]. In this research, the authors investigate
the 3-D structure of the X-chromosome. They argue that feature-based approaches
are difficult because identification of homologous features usually requires some
kind of user-interaction. Since intensity-based approaches are sensitive to image
noise, we address the question, “is it possible to construct an automatic feature-
based image registration procedure to combine images of cell nuclei?”. In tackling
this question we employ a number of mathematical techniques used in statistical
shape analysis and image registration. For brevity, we introduce these tools as and
when required by our proposed procedure to register cell nuclei.
The first stage of the registration procedure identifies homologous shape ‘land-
marks’ from the boundary of each nucleus, which can be deployed for feature-based
image registration. The second stage estimates the mean boundary shape of any
given sample of cell nuclei. This is achieved with Procrustes analysis of the col-
lection of extracted landmarks [56]. The third stage involves a non-linear spatial
transformation (known as a deformation) of the landmarks from each nucleus to
match the landmarks of the mean shape. The final stage is ‘image fusion’, in which
transformed nuclear compartments from all nuclei are combined. We refer to this
aligned data as an ‘aggregate map’ (AM). This AM is amenable to a range of spatial
analysis tools, such as kernel smoothing, that were unsuitable prior to image fusion
due to a paucity of data. We demonstrate the effectiveness of AMs for the study
of the architecture of nuclear compartments in Chapter 6. This exploration offers
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an elegant description of the virtual cell nucleus and uncovers remarkable spatial
organisation of nuclear compartments.
This chapter is structured as follows: in Section 5.1, we define what we mean
by ‘shape’ and describe the use of landmarks for shape analysis; we then describe
a procedure to extract landmarks from the lamin-delineated boundary of cell nu-
clei. In Section 5.2, we use these landmarks to derive a mean nuclear shape us-
ing a technique called Generalised Procrustes analysis. In Section 5.3, we discuss
feature-based image registration to transform each nucleus (shape) and the nuclear
compartments it contains into the coordinate system of the mean nuclear shape.
Next, in Section 5.4, we describe combining registered compartments from all cell
nuclei into a single image, which we subsequently explore using kernel density
estimation. Extensive simulations validate the registration procedure. Finally, in
Section 5.5, we conclude the chapter. The methodology described in this chapter is
deployed on a large database of images in Chapter 6.
5.1 Combining Information on Nuclear Shape
In order to combine information across images, we need to reason about nuclear
shape. If cell nuclei were of the same shape and size then combining information
on nuclear architecture would be an easy task — spatial information on nuclear
compartments could be very quickly combined after removing differences in the
orientation and location of imaged nuclei. However, cell nuclei vary substantially
in shape and size (for example, see Figure 2.4). To aggregate information, we
wish to combine our raw data such that the imaged nuclei are ‘normalised’; i.e.,
transformed to have the same shape and size. The alternative approach is to analyse
the nucleus in each image stack separately and then aggregate this information for
all nuclei. For reasons already stated, we are interested in the former approach.
This task is made difficult since, until now, no ‘landmarks’ (defined below) have
been identified to allow the spatial normalisation of nuclear shape and size [7].
Shape has been defined as “all the geometrical information that remains when
location, scale and rotational effects are filtered out from an object” [92]. Accord-
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ing to this definition, shape is unchanged by translation, scaling and rotation (the
Euclidean similarity transformations) [56]. Statistical shape analysis is particu-
larly useful in medical and biological image analysis [12, 137, 176]. For example,
researchers may be interested in investigating whether (and how) shape changes
during growth, evolution or disease, or, how shape is related to size, sex or age.
In order to describe and investigate shape in a statistical framework, it is com-
mon practice to locate a number, l say, of points of correspondence on each shape,
known as landmarks [56, 137, 156]. These landmarks reduce the complicated con-
tinuous structure of a shape to a discrete set of points, common across replicate
objects. There are three basic types of landmarks: anatomical, mathematical and
pseudo-landmarks, which are illustrated in Figure 5.1 (adapted from [56]) [56]:
• Mathematical landmarks correspond to a geometrical property of the object,
e.g. a point of high curvature. These landmarks are usually automatically
extracted from an image.
• Anatomical landmarks are homologous points of correspondence between
organisms which have some biological meaning. For example, the corners of
the mouth and tip of the nose are anatomical landmarks on the human face.
These landmarks are usually assigned by an expert.
• Pseudo-landmarks are derived from the outline of the object or are points in
between anatomical or mathematical landmarks, e.g. equally spaced points
on the outline of a shell or points on the shell outline spaced according to
equally-spaced angles between segments departing from the centroid to the
outline [12]. These landmarks are usually automatically extracted from an
image.
Prior to the 1980s the most popular approach to shape analysis was to calculate
ratios of distances between landmarks and submit these to a multivariate analysis
[107]. This approach, known as multivariate morphometrics, is usually sufficient
to identify some shape characteristics but the interpretation of the ratios can often
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Figure 5.1: Examples of different types of landmarks: (a) and (d) six mathemat-
ical landmarks on a second thoracic mouse vertebra; (b) and (e) eight anatomical
landmarks on a midline section of a gorilla skull; (c) and (f) five mathematical land-
marks (labelled in black: 1, 4, 7, 10 and 13) and eight pseudo-landmarks (labelled
in red: 2, 3, 5, 6, 8, 9, 11 and 12) on a handwritten digit ‘3’ [56]
be difficult. Moreover, the measurements convey no information about the geo-
metric structure of the landmarks and so the analysis discards useful information
regarding the locations of the landmarks [107, 176]. In the 1980s and 1990s, geo-
metric morphometrics evolved [21, 23, 71, 93]. This approach considers the com-
plete geometrical description of the shape by considering the Euclidean coordinates
of homologous landmarks as ‘variables’ rather than ratios derived from this infor-
mation [2, 56, 107]. An enormous advantage of geometric morphometrics over
multivariate morphometrics is that the former offers a visualisation and a geomet-
rical interpretation of shape across the whole configuration of landmarks. This is a
hugely important consideration for our analysis of nuclear shape — cell biologists
are usually very keen on visual interpretation of their data. Additionally, visual
examination can quickly identify interesting aspects of the shape. Algorithms can
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then be sought to quantitatively investigate these features.
Our aim is to extract landmarks from the cell nucleus. Subsequently, these
landmarks can be used to establish a ‘mean shape’, which — as well as being of
interest in its own right — creates the opportunity to combine spatial information
on nuclear architecture across multiple cell nuclei, as described in Section 5.3.
One of the most prominent features of the cell nucleus is the nuclear lamina
[111]. In Section 2.1.3, we described that the nuclear lamina forms a complex rigid
mesh that surrounds the nuclear periphery and provides mechanical support as well
as helping to regulate DNA replication, cell division and apoptosis [30, 108]. The
nuclear periphery is often described as a ‘nuclear landmark’ [3, 96, 111, 143] but not
in the shape analysis sense. Instead, it has been used as a reference to examine the
spatial organisation of nuclear objects (as we did for our investigation of the SPP
of PML NBs with respect to the nuclear boundary in Section 4.4). For example,
in [96], the authors demonstrate that in human fibroblasts (such as MRC-5 cells),
gene-poor chromosomes locate preferentially toward the nuclear periphery. The
lamina provides us with an ideal structure to extract landmarks for feature-based
image registration.
5.1.1 Extraction of Nuclear Landmarks
We wish to extract distinct locations on the nuclear lamina so that we can carry
out feature-based image analysis of cell nuclei. The acquisition of nuclear land-
marks is a difficult task since the cell nucleus has no biologically homologous
points of correspondence. We employ a common operation in morphometrics to
select pseudo-landmarks from the nuclear boundary. This approach extracts a set of
pseudo-landmarks (hereafter simply referred to as ‘landmarks’) that are spaced at
a regular sequence of angles between the boundary outline and the centroid of the
shape [1, 165].
Nuclei are randomly orientated and positioned in the XY plane of the image
stack. Hence, it is necessary to remove variation in specimen location and orien-
tation before extracting pseudo-landmarks. This can be achieved using principal
Chapter 5. Landmark-Based Analysis of Cell Nuclei 99
component analysis (PCA). This procedure rotates points onto their longest axis
(the direction of greatest variance), which is known as the first principal component
(PC1) [90]. The second principal component (PC2) is orthogonal to PC1. Figure
5.2 illustrates our procedure for the automatic extraction of, l = 64, 2-D landmarks
from the SCT-segmented nuclear lamin (in the XY plane). Extraction of landmarks
proceeds as follows (referring to Figure 5.2):
a) The SCT-segmented lamin B voxels are projected in the XY plane. The points
appear as multiple polygons since our segmentation procedure delineates the
nuclear boundary as a series of 2-D convex hulls (see Appendix B for lamin B
segmentation details). In the following, we refer to these points as the shape.
b) The 2-D lamin points are mean-centered and PCA is employed to rotate the
data into a new 2-D coordinate system. The rotation maps the points onto their
longest axis in dimension one (PC1), while their second dimension (PC2) is
orthogonal to PC1.
c) Landmarks are extracted from the shape outline (this outline is the overall 2-D
convex hull of all shape points). Landmarks are defined according to a regularly
spaced sequence of l = 64 angles (between 0 and 2pi radians) taken between
the origin and the outline of the rotated shape. In summary, the landmarks are
l points on the outline that are nearest to l lines (defined by l different angles)
radiating from the origin. Visual examination suggests that l = 64 landmarks
provide comprehensive coverage of nuclear morphology and capture localised
differences in shape.
d) The landmarks are ‘labelled’ such that the ith landmark will correspond to the ith
landmark of every other shape analysed (this step is discussed further in Section
5.1.2).
Geometric morphometrics requires that the set of landmarks, denoted L, is an
ordered set such that the ith landmark will correspond to the ith landmark of every
other object under investigation. The set of landmarks, L = {L1, L2, . . . , Ll},
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of a particular shape is known as the ‘configuration’ of landmarks. Labelling of
landmarks is either naturally apparent (such as for anatomical landmarks), or, an
objective method of labelling can be used [56]. We have constructed a procedure
— described below — to objectively label the pseudo-landmarks from our image
data.
5.1.2 Labelling of Landmarks
The pseudo-landmarks shown in Figure 5.2(c) require labelling. One method would
be to number the landmarks clockwise starting with the landmark with minimum
score in PC1. However, the sign of PC1 is arbitrary (i.e., there is a rotational sym-
metry) and therefore the landmark with minimum score on PC1 (denoted, %) and
the landmark with maximum score in PC1 (denoted, ς) are not distinguished when
multiple nuclear images are processed. To distinguish the landmarks, we calcu-
late the Euclidean norm of % and ς , and if ‖%‖ > ‖ς‖, the landmarks are numbered
clockwise starting with %. Otherwise the shape is rotated by 180◦ and the landmarks
are subsequently numbered clockwise starting with ς . In this way, the ‘longer’ half
of the nucleus always lies on the left hand side. For example, in Figure 5.2(d), the
non-labelled landmarks shown in Figure 5.2(c) have been rotated by 180◦, before
numbering, since ‖ς‖ > ‖%‖. We explored other approaches to label the landmarks,
but this method has the merit of simplicity and speed of computation.
In order to extract 3-D landmarks, we simply repeat steps c) and d) of the pro-
cedure outlined in Section 5.1.1 for the XZ and YZ planes (see Figure 5.3). It is
unnecessary to remove variation in the rotation component of the points in these
planes since specimens are adhered to a microscope slide (such that their orienta-
tion in these dimensions is fixed). We could extend the procedure to identify addi-
tional landmarks that do not fall on planes passing through the origin. However, as
stated earlier, the extracted landmarks appear to provide comprehensive coverage
of nuclear morphology and capture localised differences in shape. Furthermore,
subsequent image registration is computationally efficient with l = 192 landmarks.
The landmarks from each plane are combined into a labelled configuration ma-
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trix of l = 192 landmarks. This configuration matrix, C, is the l × d matrix of
Euclidean coordinates that describe a set of l landmarks in d dimensions [176]. The
configuration matrix is ordered such that the ith row will correspond to the ith row
of every other configuration matrix under investigation. Thus, we now have the
means to construct the configuration matrix to capture the shape of each nucleus in
a data set. These configuration matrices are immediately accessible to the statistical
shape analysis and image registration methodology discussed in Sections 5.2 and
5.3, respectively.
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Figure 5.2: Stages of the landmark extraction procedure: (a) lamin B voxels are pro-
jected in the XY plane; (b) points are rotated onto their longest axis; (c) sixty-four
landmarks are extracted according to a regular sequence of angles taken between
the origin and the outline; (d) pseud-landmarks are uniquely labelled
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Figure 5.3: Representations of 3-D landmarks extracted from the nucleus shown in
Figure 5.2
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5.2 Establishing a Common Coordinate System for Image Reg-
istration
We seek to register cell nuclei to a common coordinate system. Commonly in image
registration, one image from the dataset is arbitrarily chosen to be the common co-
ordinate system to which other images are registered to, which leads to inconsistent
registrations [117]. In this section, we describe a procedure known as Procrustes
analysis [24, 56, 71] to find the average shape of a dataset of nuclear images, which
we use as a common coordinate system to register all nuclei to. This brings us
closer to our ‘average’ virtual cell nucleus. The idea of registering multiple images
to a single average template has been explored before (e.g., [10, 47, 80]) but never
for cell nuclei images. Estimation of a mean nuclear shape represents the second
major step in our procedure to pool spatial information on nuclear compartments.
The third step is registration of each nucleus and its nuclear compartments to the
coordinate system of the average nuclear shape, which is discussed in Section 5.3.
Two of the most important applications of geometric morphometrics are to es-
timate an average shape and to obtain a measure of shape variability from a dataset
[56]. Procrustes analysis is a least-squares method to quantify shape difference as
well as calculate a mean shape. This popular method employs scaling, translation,
and rotation to establish the ‘best’ fit (also known as superimposition) between two
or more configurations of landmarks by minimising the ‘squared Procrustes dis-
tance’ between the configurations (Ci say) that consist of 3-D ordered landmarks.
The squared Procrustes distance, denoted PD2, is equal to the summed squared
distances between l corresponding landmarks [156]. In three dimensions, the PD2
between C1 and C2 is given by:
PD2 =
l∑
k=1
[(xC1k − xC2k )2 + (yC1k − yC2k )2 + (zC1k − zC2k )2],
where xC1k and x
C2
k refer to the x-location of the k
th landmark on C1 and C2, re-
spectively (and similarly for y and z). The optimal Procrustes fit is the particular
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combination of translation, scaling and rotation that minimises PD2.
Below, we present an introduction to Procrustes analysis. Then, in Section 5.3,
we describe a feature-based registration method to transform all nuclei to the coor-
dinate system of their mean shape (for example, see Figure 5.4), thereby bringing
the images into spatial alignment.
5.2.1 Generalised Procrustes Analysis
Generalised Procrustes analysis (GPA) is a Procrustes method that can be applied
to two or more configuration matrices, Ci, so that they are as close to each other as
possible in terms of the Euclidean norm. When a single shape is fitted to a second
shape, the method is known as ordinary Procrustes analysis (OPA), whereas when
several shapes are fitted to find the mean shape, the method is referred to as GPA.
GPA, unlike OPA, is invariant under different orderings of the shapes.
Full GPA finds the ‘full’ set of Euclidean similarity transformations, ai, Ri and
vi, which correspond to scale, rotation and translation, respectively, to minimise the
squared Procrustes distance PD2 of n configurations matrices:
PD2(C1, . . . , Cn) =
1
n
n∑
i=1
n∑
j=i+1
‖(aiCiRi + 1lvTi )− (ajCjRj + 1lvTj )‖2, (5.1)
where v is a d×1 translation vector: (v1, v2 . . . vd)T , and 1l is the l×1 vector of ones
(so 1lvT is the l × d matrix with each row equal to vT ). The minimum of Equation
5.1, subject to a size constraint (discussed below), is denoted: GSS(C1, . . . , Cn),
which stands for Generalised (Procrustes) Sum of Squares. A size constraint is
necessary to prevent ai from becoming close to zero. Partial GPA only translates
and rotate configuration matrices in the superimposition (i.e., it does not scale the
shapes).
The most popular size constraint employed for GPA is to scale all configuration
matrices to have a ‘centroid size’ equal to one [56, 176]. For centered configuration
matrices (denoted, Ccent), centroid size is given by:
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S(Ccent) =
√√√√ l∑
k=1
(xCcentk )
2 + (yCcentk )
2 + (zCcentk )
2,
where S(Ccent) represents the centroid size of a centered configuration matrix.
Other scaling variables could be used, such as the cube root of the volume, or,
overall length. However, centroid size is the most popular, possibly because it is
the only scaling variable that — in the absence of allometry (the change in shape
being dependent on size) — does not induce a correlation between size and shape
[23, 176].
The full Procrustes fit of each of the Ci, is denoted CPi , and given by:
CPi = aˆiCiRˆi + 1lvˆ
T
i , i = 1, . . . , n,
where aˆi, Rˆi and vˆTi denote the scale, rotation and translation that minimises PD
2
i .
The full Procrustes mean shape is then:
C¯ =
1
n
n∑
i=1
CPi .
For shapes with d ≥ 3 dimensions, no explicit solution is available for C¯, and
therefore it is estimated iteratively. Several algorithms have been described for
finding C¯ of 3-D shapes. These algorithms iteratively rotate configurations with a
trial average shape which is re-estimated from the superimposed coordinates until
GSS(C1, . . . , Cn) cannot be reduced further. Algorithms usually converge in two
iterations [24]. For further details see [56].
We have extracted 3-D landmarks for all imaged cell nuclei using the landmark
extraction procedure described in Section 5.1.1. GPA, using the algorithm described
in [73], is then employed to calculate the mean shape of each dataset. For example,
the landmarks of MRC-5:Asynchronous nuclei and their corresponding mean shape
are shown in Figure 5.4.
The Procrustes mean shape for every dataset is shown in Figure 5.5. It is ex-
tremely interesting to note that VA cell nuclei are rounder than other nuclei (and
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Figure 5.4: The Procrustes mean shape (shown in red) of 435 MRC-5:Asynchronous
cell nuclei (shown in black), in the XY plane
larger, see Appendix C.1.1), while G0 and HS nuclei appear more elongated, sug-
gesting that cellular stress (serum-starvation and heat-shock, respectively) cause
deformation of normal nuclear shape. We have carried out some preliminary statis-
tical analysis of shape differences between the datasets, which suggest that there are
significant differences in their shapes. However, our main interest in nuclear shape
is to employ the Procrustes mean shapes shown in Figure 5.5 as ‘target’ coordinate
systems to align cell nuclei images. This approach requires the use of image regis-
tration techniques to transform the coordinate system of each individual ‘reference’
image to the coordinate system of the target image (described below in Section 5.3).
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Figure 5.5: The Procrustes mean shapes, in the XY plane, for: (a) 435 MRC-
5:Asynchronous nuclei; (b) 422 WI-38:Asynchronous nuclei; (c) 438 MRC-5:VA
nuclei; (d) 376 WI-38:VA nuclei; (e) 409 MRC-5:G0 nuclei; (f) 438 MRC-5:HS
nuclei; (g) 378 MRC-5:IFN nuclei. Shapes are shown separately for clarity
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5.3 Landmark-Based Image Registration of Cell Nuclei
In Section 5.1.1, we identified landmarks from the cell nucleus. These landmarks
can be used as features to register nuclei to a common coordinate system (their Pro-
crustes mean shape), thereby aggregating spatial information. Image registration,
also known as image matching, or, spatial normalisation, determines an optimal ge-
ometric transformation to put two or more images in spatial correspondence, i.e., it
finds a spatial mapping to transform all points in a reference image onto the corre-
sponding points of the target image [8, 137]. Landmark-based registration can be
regarded as an interpolation problem, as we will now describe.
Figure 5.6 demonstrates the application of a specific type of interpolation method
that will be described later. In this example, the ‘deformation grid’ (shown in Figure
5.6(b)) illustrates the interpolation that occurs at the grid points when landmarks are
interpolated from the reference image in Figure 5.6(a) to the target image in Figure
5.6(c).
Figure 5.6: Interpolation of landmarks (illustrated by solid circles) from the mid-
sagittal profiles of a human skull in (a), to a chimpanzee skull in (c). In (b) is shown
the thin-plate spline deformation grid [167]
We have employed the nuclear landmarks extracted in Section 5.1.1 for feature-
based image registration. Given the l = 192 nuclear landmarks of any given nu-
cleus, Ci, from our reference image and the landmarks of their Procrustes mean
shape, C¯, in our target image, feature-based image registration exactly maps land-
marks Ci onto C¯:
C¯k = t(Cki ), k = 1, 2, . . . , l.
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The transformation, t, that maps landmarks from Ci onto C¯ can be achieved by
a number of interpolation methods. The difficulty is that we also want to map
points between and within these landmarks in a ‘sensible’ manner. To demonstrate
important concepts, we illustrate aspects of interpolation with simple examples.
Piecewise linear interpolation is the simplest method of interpolation (for ex-
ample, see Figure 5.7). For piecewise linear interpolation, the points between land-
marks are simply mapped by straight line segments, and each segment can be in-
terpolated independently. For example, the interpolant between two landmarks in
2-D, say (xa, ya) and (xb, yb) is solved for y by:
y = ya + (x− xa) (yb − ya)
(xb − xa) ,
and simply extended into higher dimensions by applying it to each of the x, y, z
coordinates independently. Piecewise linear interpolation is not very precise [142],
and often a smoother interpolating function is desirable. We certainly require a
smoother interpolation function for the application of nuclear image registration.
For distinct regression data, perhaps the simplest example of a smooth function is a
polynomial of degree one less than the sample size. However, as illustrated in Fig-
ure 5.7, an interpolating polynomial can display erratic behaviour. This is certainly
undesirable for our registration problem. Instead, we consider thin-plate splines,
also displayed in Figure 5.7. Thin-plate splines are a particular type of radial basis
function, which have the particular merit of inherent control of the flexibility of the
function. Thin-plate spline (TPS) interpolation exactly maps all landmarks from
one image to the target image, with deformation between the landmarks (in each
segment) being smoothly interpolated using low-degree polynomials [12]. TPS in-
terpolation is one of the most widely used and recommended functions for feature-
based image registration [56, 137, 179].
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Figure 5.7: Interpolation of points between six landmarks (indicated by open cir-
cles). The black line illustrates piecewise linear interpolation; the red line illustrates
a fifth degree polynomial interpolation; the green line is the thin-plate spline inter-
polation
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5.3.1 Interpolating Thin-Plate Splines
While thin-plate splines are usually described directly in shape analysis, they are
part of the polyharmonic class of radial basis functions [86]. Thin-plate splines can
be used to interpolate the deformation that occurs in the whole of a reference cell
nucleus image when its landmarks, Ci, are exactly mapped to those of its target
mean shape image, C¯. The application of TPS interpolation for image registration
was pioneered in [22] and has since become a very popular method for medical
image registration (for example, see Figure 5.6).
Following the description in [34], 3-D TPS interpolation provides a continuous
transformation, φ : R3 → R3 such that reference landmarks are exactly interpolated
to target landmarks while mapping all other points in the reference image to the
target image:
(xi, yi, zi)→ φ(xi, yi, zi) ≡ (xt, yt, zt),
where (xi, yi, zi) represents the set of points in the reference image and (xt, yt, zt)
represents the set of points in the target image. The TPS interpolation is given by
the function:
φ(xi, yi, zi) = A[1 | xi yi zi] +
l∑
k=1
wkU(‖(xi yi zi)− Cki ‖),
where A denotes a matrix containing linear transformation parameters for transla-
tion, rotation, scale and shear1, [1 | xi yi zi] denotes the matrix of all points in
the reference image (i.e., the coordinates of nuclear compartments to be registered)
augmented with a column of ones, w contains parameters for the non-linear trans-
formation and U(·) is a function of the distance between the reference points under
transformation and reference landmark k. A and w are parameters to be determined
from the transformation that maps reference landmarks to target landmarks as we
now sketch. Let us define Y , P and K:
1shear refers to translating points along a particular plane by a distance proportional to their
perpendicular distance from a second plane [176]
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1 xCi1 y
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1 z
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1
1 xCi2 y
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2 z
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2
...
...
...
...
1 xCil y
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l z
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l
 ,
K =

0 U(‖C1i − C2i ‖) . . . U(‖C1i − C li‖)
U(‖C2i − C1i ‖) 0 . . . U(‖C2i − C li‖)
...
... . . .
...
U(‖C li − C1i ‖) U(‖C li − C2i ‖) . . . 0
 .
Y is an (l + d+ 1)× d matrix of the target landmarks (C¯) augmented with (d+ 1)
rows of p zeros, P is an l × (d + 1) matrix of a (1 × l) column of ones added
to the reference landmarks (Ci) and K is an l × l matrix of the U(·) functions of
the distances between all landmarks in the reference image. The matrix Γ is then
constructed from P and K:
Γ =
[
K P
P T O
]
,
where O is a d × d matrix of zeros. Remarkably the parameters A and W can be
obtained by solving a linear system, provided Γ is invertible, yielding [56]:
Γ−1Y = [W |A]T ,
where W is an l × 3 matrix of the coefficients, wk. While the theory of radial basis
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functions allows a range of choices for U(·) [59, 137], most 3-D TPS interpolations
use U(·) = ‖ · ‖. Further details are given in [34, 56, 59, 137]. The transformation
in Equation 5.2 can be shown to be equivalent to the deformation of an infinitely
thin metal plate in a way that minimises the physical bending energy of the plate
[137, 176]. It is this interpretation, in terms of minimising bending energy, that
makes TPS interpolation so suitable for shape registration. Moreover, TPS interpo-
lation reduces to the Euclidean similarity transformations when these are sufficient,
namely when no deformation is required [137]. Additionally, thin-plate splines are
computationally efficient — at least for a moderate number of landmarks — when
compared with other techniques such as those based on finite differences or on the
finite element method [137].
In Figure 5.8, we examine the TPS interpolation of a single cell nucleus to the
the mean shape of all MRC-5:Asynchronous cell nuclei. We have employed TPS
interpolation to register all cell nuclei in 3-D to their Procrustes mean shape in order
to pool spatial information about nuclear architecture.
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Figure 5.8: TPS registration of an MRC-5:Asynchronous nucleus and its PML NBs
(shown in blue and green, respectively) to the coordinate system of the dataset’s
Procrustes mean shape (shown in red), all shown in the XY plane. The registered
PML NBs are shown in orange and the arrows indicate the local direction of TPS-
based deformation
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5.4 Image Fusion and Analysis of Aggregate Maps
Figure 5.9 illustrates, in the XY plane, the 3-D TPS interpolation of four MRC-
5:Asynchronous nuclei and their constituent PML NBs points to the Procrustes
mean shape of all MRC-5:Asynchronous nuclei. This is known as ‘image fusion’,
whereby multiple registered images are combined [112]. Figure 5.10 combines the
registered coordinates of PML NB voxels from all MRC-5:Asynchronous nuclei.
We refer to this spatially-aligned combined data as an ‘aggregate map’ (AM). The
AM consists of the Procrustes mean shape of n different nuclei, and all nuclear
compartments from these n nuclei mapped into it. This representation of the ‘vir-
tual cell nucleus’ is amenable to a range of spatial analysis tools, such as kernel
density estimation to compute a smoothed intensity estimate for a point pattern,
that were unsuitable prior to image fusion due to a paucity of data [51].
In Figure 5.10, any underlying spatial preference for PML NBs is masked due
to the vast number of registered points. However, it is interesting to note that the
only region that appears to contain no PML NBs is the nuclear periphery. This ob-
servation correlates with our SPP analysis of PML NBs with respect to the nuclear
boundary (described in Section 4.4), which suggested that PML NBs are repelled
from the boundary. In order to better establish spatial preference in AMs such as
this, we have used kernel smoothing to identify the underlying ‘hot spots’ [51].
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Figure 5.9: TPS registration of four MRC-5:Asynchronous nuclei (landmarks shown
in blue) and their PML NBs (shown in green), in (a), (b), (d) and (e), to the coor-
dinate system of the dataset’s Procrustes mean shape (landmarks shown in red), in
(c), registered PML NBs are shown in orange. All shown in the XY plane
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Figure 5.10: TPS registration of all PML NBs (green) in all MRC-5:Asynchronous
nuclei to the coordinate system of their population’s Procrustes mean shape (shown
in blue), shown in the XY plane
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5.4.1 Kernel-Smoothed Aggregate Maps
We have calculated the Procrustes mean shapes for all datasets. Nuclear compart-
ments from these cell populations are then registered to the coordinate system of
their corresponding mean shape. These AMs, as exemplified by Figure 5.10, are
generally difficult to interpret due to the large number of registered points. To bet-
ter interpret underlying spatial preferences in AMs, we have projected them into
the XY plane and used Gaussian kernel smoothing [11, 51]. The kernel-smoothed
AM (KSAM) yields an image whereby the intensity of each pixel is formed from
a count of the number of points in a kernel centered at the location where the in-
tensity is required. The KSAM is thereby a local estimate of the intensity function
λ(x) (as introduced in Section 4.1). On a nucleus-by-nucleus basis there are insuf-
ficient points to make kernel smoothing worthwhile. However, for registered data
in AMs the KSAM has good prospects for intensity estimation. The kernel density
estimator is given by:
λˆh(x) =
1
h2
n∑
i=1
K
(
x− xi
h
)
,
where x1, . . . xn are the locations of the observered registered points and K is the
kernel with bandwidth h [27]. We carry out Gaussian kernel smoothing of the AM
points in the XY plane. The Gaussian kernel has the form:
K(x) =
1
2pi
e
−xT x
2 .
This results in a ‘smoothed’ estimate of intensity that may help to identify spatial
trends. The choice of the kernel bandwidth (the width of the kernel) determines
the amount of smoothing [150]. We have employed a kernel bandwith size of 5
pixel units, which is approximately equal to 0.5 microns, since examination of the
KSAMs suggest that global trends become apparent at this degree of smoothing
without losing local distribution detail. The intensity estimate is corrected for edge
effect bias using a standard correction technique [11]. We have also explored the
kernel-smoothed aggregate maps for the XZ and YZ planes. However, it is apparent
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that variation in the spatial distribution of nuclear compartments in the Z-dimension
contributes very little to the description of overall variation, probably because dis-
tances in this dimension are much smaller.
Figure 5.11 shows the KSAMs of PML NBs in different datasets. These suggest
that PML NBs tend to occupy an annular (or polar) distribution in all cell nuclei
(other than MRC-5:VA and WI-38:VA nuclei). This is a surprising and exciting
result that could not be readily inferred from visual inspection of multiple individual
images, which demonstrates the enormous power of AMs for the analysis of nuclear
architecture. Furthermore, this spatial preference has not been suggested in the
literature. Figure 5.11 also implies that PML NBs tend not to be found at the nuclear
periphery (where the local intensity estimate is much lower), supporting our SPP
results in Section 4.4, which indicated that there is often a significant excess of large
(PML NB to boundary) NNDs in cell nuclei at short distances.
It is worth noting at this point that we need to be careful when interpreting the in-
tensity estimate in KSAMs. Intensity estimates are not comparable across datasets
since the number of points in each KSAM is known to vary significantly accord-
ing to the cellular perturbation (see Appendix C.1.2). For example, Figure 5.11(g)
shows the KSAM of PML NBs in MRC-5:IFN cell nuclei. Interferon-treatment is
known to increase the size and number of PML NBs so we see a much higher in-
tensity estimate in this KSAM than we do in the KSAM of MRC-5:Asynchronous
cell nuclei. Thus, comparisons of KSAMs across different datasets are restricted
to comparing the broad spatial preferences (‘patterns’ of spatial distribution) and
not comparing intensity estimates. A point of future work, described in Chapter 7,
revisits this issue. We explore KSAMs of red nuclear compartments in Chapter 6
which provides remarkable evidence for high-level nuclear architecture.
5.4.2 KSAM of Simulated Cell Nuclei
As previously stated, KSAMs offer a local estimate of the intensity function λ(x).
To better understand the sampling behaviour of this intensity estimate and provide
validation for our registration procedure we appeal to simulation. Firstly, we simu-
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lated 1,000 image stacks of PML NBs (using the engine described in Section 3.3)
with standard noise and then calculated the KSAM of this simulated data (see Fig-
ure 5.12). If our procedure to register cell nuclei is accurate, we would expect to see
a roughly uniform intensity estimate for PML NBs in the KSAM. This is suggested
by Figures 5.12 and 5.13. Further evidence of the validity of AMs is suggested in
Chapter 6 where we apply the image registration procedure described here to real
image stacks.
5.5 Concluding Remarks
We have developed an effective method in answer to the question posed at the begin-
ning of this chapter, “is it possible to construct a feature-based image registration
procedure to combine images of cell nuclei?”. The most significant difficulty in
developing such a procedure is automatically identifying landmarks from the seg-
mented image data. To our knowledge, this is the first time that shape landmarks
have been extrapolated from the cell nucleus in this way. These landmarks can be
used to register images of different cell nuclei to a common coordinate system (the
nuclear mean shape), which uncovers information about the spatial distribution of
nuclear compartments that is difficult to establish from individual images.
In Chapter 6, we apply our registration procedure to produce AMs of all red
nuclear compartments, bringing us closer to a detailed description of the virtual
cell nucleus. Our investigation of these AMs, combined with SPP analysis of PML
NBs with respect to red nuclear compartments, reveals dramatic underlying spatial
preferences and presents new and clear insights into nuclear architecture.
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Figure 5.11: KSAM of PML NBs in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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Figure 5.12: KSAM of PML NBs from 1,000 simulated cell nuclei
Figure 5.13: Contour plot of AM of PML NBs from 1,000 simulated cell nuclei
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Chapter 6
Quantitative Analysis of Nuclear
Architecture
In Chapter 5, we described our novel landmark-based procedure to transform cell
nuclear image data into a common coordinate system; we refer to this registered
data as an ‘aggregate map’ (AM). In this chapter, we investigate the spatial organ-
isation of imaged nuclear compartments using kernel smoothed AMs (KSAMs) as
well as exploratory SPP analysis in order to explore the question: “what common
principles of nuclear architecture exist?” As stated in Chapter 1, a crucial reason
why this question has remained largely unanswered is the lack of quantitative tools
to cope with the plethora of data produced by modern microscopy techniques. In
this chapter, we demonstrate the utility of KSAMs and SPP analysis to decipher the
complex principles of nuclear architecture.
We have analysed over 3,000 image stacks, capturing more than 60,000 PML
NBs. To our knowledge, this research represents the most extensive study of mam-
malian nuclear architecture to date. We have examined the spatial organisation
of compartments with chromosomal topological markers (centromeres and telom-
eres), transcriptional (acetylated histone, methylated histone, nascent RNA, RNA
polymerase II and nucleoli), post-transcriptional regulation (SC35 domains and Ca-
jal bodies), and protein degradation (11S and 19S proteasomes) functions. We have
divided this chapter into different sections according to the functional groupings
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of the different compartments. Due to the vast amount of data, we have concen-
trated our discussion on the most interesting results. We introduce some biological
background on each compartment as we proceed in order to guide the functional
implications of our results. Much of the nuclear architecture suggested by our
KSAMs and SPP analysis has never been observed before. Naturally, the results
that are in agreement with published literature, offer further validation of our reg-
istration and SPP methodology. For example, the KSAM of RNA polymerase II
demonstrates that this compartment tends to reside towards the nuclear periphery.
This peripheral spatial distribution of RNA polymerase II has also been observed by
high-resolution electron microscopy in [38] and more recently using immunofluo-
rescent microscopy in [153]. It is important to emphasise that our analysis provides
new and exciting insights into the spatial organisation of the human cell nucleus.
This chapter is structured as follows: in Section 6.1, we investigate the spa-
tial organisation of the 11S and 19S proteasomes. In Section 6.2, we explore the
distribution of centromeres and telomeres. Next, in Section 6.3, we examine the nu-
clear architecture of the compartments involved in transcription (acetylated histone,
methylated histone, nascent RNA, RNA polymerase II and nucleoli). In Section 6.4,
we probe the spatial distribution of Cajal bodies and the SC35 domain. Finally, in
Section 6.5, we summarise the novel results of our analysis.
6.1 Protein Degradation: Nuclear Architecture of Proteasomes
Proteasomes are large protein complexes found in both the nucleus and the cell cy-
toplasm of eukaryote cells (see Figure 6.1) [4]. Their main function is to degrade
unwanted or damaged proteins by proteolysis, a chemical reaction that breaks pep-
tide bonds. Every proteasome is made up of a central hollow cylindrical structure
known as the 20S core proteasome. The most common proteasome is the 26S pro-
teasome, which consists of a single 20S core and two 19S proteasomes, one at each
end of the 20S cylinder. These 19S caps recognise proteins for degradation and
transfer them to the catalytic 20S core. The 11S proteasome is an alternative cap-
ping subunit that is believed to specialise in recognising foreign proteins such as
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those produced following viral infection; this proteasome complex is referred to as
the immunoproteasome [168].
Figure 6.1: Projection images of MRC-5:Asynchronous cell nuclei of PML NBs
(green), lamin B (blue), the red nuclear compartments are: (a) 11S proteasomes;
(b) 19S proteasomes
From this point forward, for succinctness and to make substantive claims about
functional relationships in the nucleus, when the observed PML NB SPP rejects
the null hypothesis of CSR with relation to the ‘red’ nuclear compartment of inter-
est, we suggest that there is evidence of inhibition between the two compartments.
Conversely, if CSR is rejected due to a significant excess of small NNDs, we sug-
gest that there is evidence of attraction between the two compartments. This is in
contrast to our usual description of such SPPs as ‘regular’ and ‘aggregated’, respec-
tively.
We have investigated the SPP of PML NBs with respect to the 11S and 19S
proteasomes (see Tables 6.1 and 6.2, respectively). Table 6.1 suggests that there
is an attraction between PML NBs and the 11S proteasome in all cells. This re-
sult is consistent with research in [101], that demonstrated that the 11S proteasome
co-localises with PML NBs. The attraction between PML NBs and 11S is most
significant in MRC-5:IFN nuclei where 92.9% of nuclei reject CSR due to a sig-
nificant excess of small NNDs. This result firmly supports research in [63], where
the authors showed that 11S proteasomes are recruited to PML NBs upon treatment
with interferon.
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Table 6.2 suggests that PML NBs and the 19S proteasome are also attracted to
each other, but in general, this attraction is weaker than for the 11S proteasome.
Together these results suggest that PML NBs have a role in protein degradation,
especially in the proteolysis of foreign proteins.
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 44 86.4% 13.6% 0.0%
WI-38:Asynchronous 32 56.3% 43.7% 0.0%
MRC-5:G0 49 83.7% 16.3% 0.0%
MRC-5:HS 39 79.5% 20.5% 0.0%
MRC-5:IFN 42 92.9% 7.1% 0.0%
MRC-5:VA 39 23.1% 74.4% 2.6%
WI-38:VA 34 52.9% 47.1% 0.0%
Table 6.1: SPP analysis of PML NBs with respect to the 11S proteasome
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 43 30.2% 67.4% 2.3%
WI-38:Asynchronous 38 26.3% 73.7% 0.0%
MRC-5:G0 47 38.3% 61.7% 0.0%
MRC-5:HS 48 83.3% 16.7% 0.0%
MRC-5:IFN 43 34.9% 62.8% 2.3%
MRC-5:VA 38 21.1% 73.7% 5.3%
WI-38:VA 31 25.8% 71.0% 3.2%
Table 6.2: SPP analysis of PML NBs with respect to the 19S proteasome
The KSAMs of the 11S and 19S proteasomes are shown in Figures 6.2 and 6.3,
respectively. The two sets of plots suggest that the proteasomes tend to occupy
roughly the same regions of the nucleus as each other. Additionally, cellular pertur-
bations appear to impact on where these compartments tend to reside. For example,
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both proteasomes tend to favour the interior of HS cell nuclei (rather than an annu-
lar region as seen in asynchronous cell nuclei). The plots are hugely informative,
especially when considered in conjunction with our SPP analysis results. As stated,
the 11S proteasome appears to have a greater spatial association with PML NBs
than the 19S proteasome, yet the two compartments are seen to occupy roughly the
same regions in the nucleus.
Figure 6.2: KSAM of the 11S proteasome in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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Figure 6.3: KSAM of the 19S proteasome in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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6.2 Chromosomal Topology: Nuclear Architecture of Centromeres
and Telomeres
Centromeres and telomeres are known as chromosomal topological markers (see
Figure 6.4). Centromeres are generally found towards the centre of the chromo-
some and help align chromosomes during cell division [4]. Centromeres have been
shown to associate with PML NBs in cell nuclei in the G2-phase of the cell cycle
[62]. Table 6.3 suggests that PML NBs and centromeres show a degree of attrac-
tion in all cells except MRC-5:VA cells. Since, in WI-38:VA cells, PML NBs shown
some association with centromeres, we propose that this interaction is cell-line spe-
cific. Figure 6.5 suggests that centromeres in all cell nuclei tend to align towards
the nuclear centre (most notably in MRC-5:Asynchronous cells). This observation
disagrees with research in [151], which suggests that centromeres are located near
the nuclear periphery, albeit in blood cell nuclei. However, research in [13], demon-
strated that centromeres in nuclei of human fibroblasts in the G1-phase of the cell
cycle tend to associate with nucleoli, which are known to distribute in the nuclear
centre (see Section 6.3).
Figure 6.4: Projection images of MRC-5:Asynchronous cell nuclei of PML NBs
(green), lamin B (blue), the red nuclear compartments are: (a) centromeres; (b)
telomeres
Telomeres are found at either end of the chromosome and consist of repetitive
sequences of DNA. Replication of DNA results in shortening of the ends of chro-
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Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 45 46.7% 53.3% 0.0%
WI-38:Asynchronous 46 30.4% 69.6% 0.0%
MRC-5:G0 49 38.8% 61.2% 0.0%
MRC-5:HS 41 58.5% 41.5% 0.0%
MRC-5:IFN 47 46.8% 53.2% 0.0%
MRC-5:VA 38 0.0% 97.4% 2.6%
WI-38:VA 39 23.1% 76.9% 0.0%
Table 6.3: SPP analysis of PML NBs with respect to centromeres
mosomes, therefore, telomeres protect coding regions of the chromosome by acting
as expendable buffers [4]. Chromosomes in certain immortalised cells (such as VA
cells) are able to maintain the length of their telomeres via a mechanism known
as ‘alternative lengthening of telomeres’ [15]. A number of PML NBs are known
to co-localise with telomeres in such cell nuclei but the reason for this associa-
tion is unknown [175]. Our SPP analysis of PML NBs with respect to telomeres,
summarised in Table 6.4, strongly supports this described interaction. In MRC-
5:VA and WI-38:VA cells, over 95% of nuclei reject CSR due to significant excess
of small NNDs, while less than 25% of nuclei reject CSR in this direction in the
asynchronous cell nuclei. This association is made more interesting by Figure 6.6,
which suggests that the spatial distribution of telomeres in VA cells is fairly uni-
form throughout the nuclear volume. Generally, telomeres are thought to occupy
a peripheral area of the nucleus [72] and we observe this in asynchronous cells.
However, our results suggest (for the first time) that this preference appears to be
disrupted in transformed cells.
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Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 47 23.4% 74.5% 2.1%
WI-38:Asynchronous 46 23.9% 76.1% 0.0%
MRC-5:G0 46 63.0% 37.0% 0.0%
MRC-5:HS 40 75.0% 25.0% 0.0%
MRC-5:IFN 34 64.7% 35.3% 0.0%
MRC-5:VA 28 96.4% 3.6% 0.0%
WI-38:VA 43 97.7% 0.0% 2.3%
Table 6.4: SPP analysis of PML NBs with respect to telomeres
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Figure 6.5: KSAM of centromeres in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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Figure 6.6: KSAM of telomeres in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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6.3 Transcription: Nuclear Architecture of Modified Histones,
RNA, RNA Polymerase II and Nucleoli
Research has shown that PML NBs tend to associate with sites of active transcrip-
tion [19, 95, 169]. We have investigated the spatial relationship between PML NBs
and the following nuclear compartments that are known to be involved in tran-
scription: acetylated histone, methylated histone, nucleoli, nascent RNA and RNA
polymerase II (see Figure 6.7).
6.3.1 Modified Histones
Histones are proteins that bind DNA to form chromosomes; the complex of histones
and DNA is known as chromatin. Modifications of histones (for example, methy-
lation and acetylation) remove positive charges from these proteins, which reduces
the stability of chromatin. Importantly, such processes make it easier for compart-
ments involved in transcribing DNA, such as RNA polymerase II, to gain access
to the stretch of modified chromatin [4]. We have investigated the spatial interac-
tion of PML NBs with acetylated as well as methylated histones since it has been
hypothesised that PML NBs may have a role in histone modification [15]. Tables
6.5 and 6.6 suggest that PML NBs are associated with modified histones and that
this attraction is stronger in MRC-5:G0 and MRC-5:HS cells. These results provide
quantitative evidence for the first time that PML NBs are associated with histones,
and moreover, that this association is increased in MRC-5:HS and MRC-5:G0 cells.
KSAMs of the two histones suggest that both tend to occupy a space towards the
nuclear periphery (see Figures 6.8 and 6.9). However, in MRC-5:VA cells, acety-
lated and methylated histones tend to occupy a central region of the nucleus, which
is strikingly different to the corresponding distributions in WI-38:VA cells. This
suggests that compartments can display different nuclear organisation dependent
on the cells they are derived from. This highlights the importance of carrying out
spatial analysis in different cells since it appears that nuclear architecture of certain
compartments can be cell-line specific.
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Figure 6.7: Projection images of MRC-5:Asynchronous cell nuclei of PML NBs
(green), lamin B (blue), the red nuclear compartments are: (a) acetylated histones;
(b) methylated histones; (c) nucleoli; (d) nascent RNA; (e) RNA polymerase II
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 45 33.3% 62.2% 4.4%
WI-38:Asynchronous 39 46.2% 53.8% 0.0%
MRC-5:G0 43 83.7% 16.3% 0.0%
MRC-5:HS 39 71.8% 28.2% 0.0%
MRC-5:IFN 38 52.6% 47.4% 0.0%
MRC-5:VA 38 39.5% 60.5% 0.0%
WI-38:VA 31 45.2% 54.8% 0.0%
Table 6.5: SPP analysis of PML NBs with respect to acetylated histones
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Figure 6.8: KSAM of acetylated histones in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 39 20.5% 79.5% 0.0%
WI-38:Asynchronous 46 23.9% 73.9% 2.2%
MRC-5:G0 46 67.4% 32.6% 0.0%
MRC-5:HS 45 80.0% 17.8% 2.2%
MRC-5:IFN 46 56.5% 43.5% 0.0%
MRC-5:VA 34 32.4% 64.7% 2.9%
WI-38:VA 34 14.7% 82.4% 2.9%
Table 6.6: SPP analysis of PML NBs with respect to methylated histones
Chapter 6. Quantitative Analysis of Nuclear Architecture 139
Figure 6.9: KSAM of methylated histones in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
6.3 Transcription: Nuclear Architecture of Modified Histones, RNA, RNA
Polymerase II and Nucleoli 140
6.3.2 Nascent RNA
Nascent RNA transcripts indicate the sites of transcriptional activity. Table 6.7
suggests that PML NBs are associated with nascent RNA and that this attraction
is significantly greater in MRC-5:HS cells. Research has previously shown that
nascent RNA localises around PML NBs [19]. However, no research has investi-
gated the effects of heat-shock on this association. We suggest that the attraction
between PML NBs and RNA is greater in MRC-5:HS cells since heat-shock causes
the nucleus to transcribe a number of proteins aptly known as ‘heat-shock proteins’
[4]. The increased attraction between PML NBs and RNA in HS cells may there-
fore be a result of PML NBs associating with RNA transcribed from the genes that
encode these proteins. Figure 6.10 illustrates the KSAMs of nascent RNA. MRC-
5:VA:RNA and MRC-5:IFN:RNA datasets were not captured but we have left gaps
in Figure 6.10 (and subsequent figures with missing data) to maintain the ordering.
It is interesting to note that the distribution of RNA in MRC-5:VA, MRC-5:G0 and
MRC-5:HS cell nuclei is markedly different to that in MRC-5:Asynchronous cell
nuclei.
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 33 45.5% 54.5% 0.0%
WI-38:Asynchronous 46 32.6% 67.4% 0.0%
MRC-5:G0 45 22.2% 77.8% 0.0%
MRC-5:HS 47 80.9% 19.1% 0.0%
MRC-5:VA 48 10.4% 89.6% 0.0%
Table 6.7: SPP analysis of PML NBs with respect to nascent RNA
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Figure 6.10: KSAM of nascent RNA in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA (data not
captured); (e) MRC-5:G0; (f) MRC-5:HS; (g) MRC-5:IFN (data not captured)
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6.3.3 RNA Polymerase II
RNA polymerase II is one of three enzymes that catalyse the transcription of DNA
to synthesise RNA in eukaryotes. We are interested in RNA polymerase II since it
transcribes the vast majority of human genes [4]. Table 6.8 suggests that there is an
attraction between PML NBs and RNA polymerase II but the strongest interaction
is seen in MRC-5:HS and MRC-5:IFN cell nuclei. The interaction in HS cells is
possibly a result of the transcription of HS proteins, as described above. Interferon-
treatment up-regulates transcriptional activity so we would expect to see a stronger
attraction in these cells if PML NBs were important for transcription.
The KSAMs of RNA polymerase II are shown in Figure 6.11. Interestingly,
and unlike other nuclear compartments (except nucleoli), RNA polymerase II dis-
play roughly the same spatial distribution across all cells, which is a preference for
the nuclear periphery. Research in [38] demonstrated, using electron microscopy,
that RNA polymerase II is found at the nuclear periphery in mouse and human fi-
broblasts, and our KSAMs strongly support this observation. This result, therefore,
further validates our registration methodology.
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 40 25.0% 75.0% 0.0%
WI-38:Asynchronous 33 9.1% 90.9% 0.0%
MRC-5:HS 47 87.2% 12.8% 0.0%
MRC-5:IFN 36 80.6% 19.4% 0.0%
MRC-5:VA 47 17.0% 83.0% 0.0%
WI-38:VA 41 41.5% 58.5% 0.0%
Table 6.8: SPP analysis of PML NBs with respect to RNA polymerase II
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Figure 6.11: KSAM of RNA polymerase II in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0 (data not captured); (f) MRC-5:HS; (g) MRC-5:IFN
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6.3.4 Nucleoli
Nucleoli generate ribosomes, which associate with transcribed messenger RNA and
catalyse the synthesis of proteins [4]. We wish to investigate whether there is any
relationship between PML NBs and nucleoli since it has been hypothesised that
PML NBs do not co-localise with nucleoli in transformed cells but are reported
to co-localise in asynchronous and senescent cells [88]. Our results in Table 6.9
suggest that PML NBs display only a slight spatial interaction with nucleoli in
MRC-5:Asynchronous and MRC-5:VA cells. However, the two compartments dis-
play a much closer attraction in MRC-5:G0, MRC-5:HS and MRC-5:IFN cell nuclei.
These perturbations appear to strengthen the association of PML NBs with nucleoli.
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 50 6.0% 88.0% 6.0%
WI-38:Asynchronous 49 10.2% 83.7% 6.1%
MRC-5:G0 35 42.9% 57.1% 0.0%
MRC-5:HS 46 60.9% 30.4% 8.7%
MRC-5:IFN 43 51.2% 46.5% 2.3%
MRC-5:VA 46 6.5% 84.8% 8.7%
WI-38:VA 30 23.3% 73.3% 3.3%
Table 6.9: SPP analysis of PML NBs with respect to nucleoli
The KSAMs of nucleoli are shown in Figure 6.12. Nucleoli display a clear
preference to distribute at the nuclear centre. This is also apparent from visual
examination of individual images, which indicate that nucleoli are generally always
found towards the centre of the nucleus.
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Figure 6.12: KSAM of nucleoli in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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6.4 Post-Transcriptional Regulation: Nuclear Architecture of
Cajal Bodies and SC35 Domains
Post-transcriptional domains help control the synthesis of proteins after their tran-
scription. Cajal bodies (CBs) and SC35 domains are both known to be involved in
post-transcriptional regulation [4]. We have investigated the spatial association of
PML NBs with SC35 domains in more detail in research presented in [141].
Figure 6.13: Projection images of MRC-5:Asynchronous cell nuclei of PML NBs
(green), lamin B (blue), the red nuclear compartments are: (a) Cajal bodies; (b) the
SC35 domain
CBs are multi-protein aggregates (0-10 per nucleus; 0.1-2µm diameter [119],
see Figure 6.13(a)) that are thought to partially co-localise with PML NBs [15, 74,
159]. They are prominent in cells possessing high levels of transcriptional activ-
ity, including rapidly dividing cells (such as MRC-5:VA and WI-38:VA cells), but
are less abundant or absent in certain primary cells (such as MRC-5:Asynchronous
and WI-38:Asynchronous cells). Research purports that generally at least one PML
NB is localised next to a CB [15]. However, this association has only ever been
established qualitatively.
Our SPP analysis results in Table 6.10 indicate that a significant excess of small
PML-Cajal bodies NNDs occurs in only 6.00% and 12.5% of MRC-5:VA and WI-
38:VA cell nuclei, respectively. Furthermore, the Gˆ-function is particularly sensi-
tive to investigating the purported interaction between PML NBs and CBs (at least
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one PML NB is localised next to a CB). This is because the distribution of the
minimum NND (the distance between the closest pair of PML NB and CB) un-
der CSR is directly compared with the observed minimum NND by construction
of the Gˆ-function — i.e., if the observed minimum NND was significantly smaller
or greater than expected under CSR then Gˆ1(u) (the observed EDF of intra-event
NNDs) would not be contained by the simulation envelope at the smallest non-zero
value that the function takes. Thus, our results do not support the hypothesis that
one PML NB always localises with a CB.
Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:VA 50 6.0% 92.0% 2.0%
WI-38:VA 48 12.5% 85.4% 2.1%
Table 6.10: SPP analysis of PML NBs with respect to Cajal bodies
Figure 6.14 shows the KSAMs of CBs. Since the numbers and sizes of CBs are
small, we cannot learn very much from these KSAMs — more replicate images are
necessary.
Figure 6.14: KSAM of Cajal bodies in the following cell nuclei: (a) MRC-5:VA; (b)
WI-38:VA
SC35 domains are relatively large, irregularly shaped structures (see Figure
6.13(b)). They are involved in pre-messenger RNA processing [69]. Upon inhi-
bition of transcription SC35 domains have been shown to enlarge [28] hinting that
they are not sites of pre-messenger RNA modification, but are instead the storage
locations for the key components of this process [102]. PML NBs have previously
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been observed juxtaposed with SC35 domains [25, 147, 85, 74, 99]. However, this
association was inferred qualitatively. Both transcription foci and certain genomic
regions and genes share spatial associations with SC35 domains and PML NBs.
The positioning of both SC35 domains and PML NBs together with transcription-
ally active and genomic regions suggests that both compartments play important
roles in transcriptional processes. Interestingly, PML NBs and SC35 domains have
also jointly been implicated as sites for the transcription and replication of DNA
viruses, such as human cytomegalovirus (HCMV) [61, 85]. HCMV genomes have
been shown to deposit between PML NBs and SC35 domains and early RNA tran-
scripts are produced [85].
Table 6.11 suggests that PML NBs are strongly associated with SC35 domains.
It is interesting to note that the association in MRC-5:VA cell nuclei is much lower
than in WI-38:VA cell nuclei, indicating that their degree of attraction may be cell-
line specific. In research presented in [141], we hypothesised that the juxtaposition
of PML NBs and SC35 domains may form a transcriptional processing hub that
is able to respond to the requirements of the cell as appropriate. Both PML NBs
and SC35 domains have been shown to associate closely with sites of nascent RNA
transcription [19, 95], and nascent transcripts are often found at the edges of either
compartment, but not typically within. The HCMV viral genome is also found
to locate between PML NBs and SC35 domains upon entry to the nucleus [85],
and this bears relevance to its transcription. Certain genomic regions and genes are
spatially associated with PML NBs and SC35 domains [147, 148, 169]. Hence both
PML NBs and SC35 domains are implicated in transcription, albeit potentially in
distinct processes (with PML NBs most likely to be involved in the events preceding
and during production of nascent transcripts, whereas SC35 domains play a role in
post-transcriptional pre-messenger RNA processing). Alternatively PML NBs may
themselves also show involvement in pre-messenger RNA processing [26], which
could account for their neighboring of SC35 domains.
The KSAMs of the SC35 domain are shown in Figure 6.15. The SC35 domain
displays a preference to distribute at the nuclear centre in MRC-5:Asynchronous
and WI-38:Asynchronous cell nuclei. However, SC35 domains appear to occupy a
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Image Data Number of Nuclei Percentage of Nu-
clei with a Signifi-
cant Excess of Small
NNDs
Percentage of Nu-
clei Failing to Reject
CSR
Percentage of Nu-
clei with a Signifi-
cant Excess of Large
NNDs
MRC-5:Asynchronous 49 85.7% 14.3% 0.0%
WI-38:Asynchronous 47 46.8% 53.2% 0.0%
MRC-5:G0 49 91.8% 4.1% 2.0%
MRC-5:HS 48 100.0% 0.0% 0.0%
MRC-5:IFN 49 87.8% 10.2% 2.0%
MRC-5:VA 34 23.5% 64.7% 2.9%
WI-38:VA 45 91.1% 6.7% 2.2%
Table 6.11: SPP analysis of PML NBs with respect to the SC35 Domain
less central region of the nucleus in other cells and their distribution becomes more
diffuse.
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Figure 6.15: KSAM of SC35 domain in the following cell nuclei: (a) MRC-
5:Asynchronous; (b) WI-38:Asynchronous; (c) MRC-5:VA; (d) WI-38:VA; (e) MRC-
5:G0; (f) MRC-5:HS; (g) MRC-5:IFN
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6.5 Concluding Remarks
Our exploratory SPP analysis suggests that PML NBs associate with many differ-
ent nuclear compartments. This is unsurprising considering that over fifty nuclear
compartments have been reported to position close to PML NBs [75, 81, 89, 110].
However, we also find that PML NBs show subtle but significant differences in their
associations, according to cell state, demonstrating that statistical approaches can
quantify and differentiate spatial relationships that would be extremely difficult to
interpret by eye.
Throughout this chapter, we have considered the three main models that have
been put forward for the function of PML NBs (see Section 2.1.2). Our results in
Section 6.1 provide significant evidence to support the model that PML NBs are
sites of post-translational modification and degradation of proteins. While in Sec-
tions 6.3 and 6.4, our analysis substantiates the model that PML NBs are associated
with specific sites of transcription and transcriptional regulation. Thus, we hypoth-
esise that PML NBs have a functional role in protein degradation, transcription and
transcriptional regulation. We have little evidence to support the final model which
proposes that PML NBs are simply aggregations of excess nucleoplasmic proteins.
Perhaps our most exciting insight into nuclear architecture comes from KSAMs
of nuclear compartments. From our examination of KSAMs, we have identified
that nuclear compartments broadly display one of four spatial preferences (referred
to as their ‘spatial pattern’), namely:
i) Diffuse: compartments distribute throughout the nucleus with little indication
of local preferences, i.e., the intensity estimate appears to be roughly uniform
across the nucleus (discounting boundary inhibition).
ii) Annular: compartments have a doughnut-like distribution, i.e., the intensity
estimate towards the centre of the nucleus and at the periphery is low but is
high in between these regions.
iii) Core: compartments position towards the centre of the nucleus, i.e., the inten-
sity estimate is very high in the middle and low elsewhere.
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iv) Polar: compartments locate towards the nuclear poles, i.e., the intensity esti-
mate is much higher at each end of the nucleus.
The latter three patterns are illustrated in Figure 6.16. The spatial patterns of nuclear
compartments in asynchronous and VA cell nuclei are shown in Table 6.12. This
comparison is informative about nuclear architecture in a ‘normal’ (asynchronous)
cell versus an immortal, cancer-like (VA) cell.
Spatial Pattern of in:
Nuclear Compartment MRC-5:Asynchronous WI-38:Asynchronous MRC-5:VA WI-38:VA
11S Proteasome Polar Diffuse Diffuse Diffuse
19S Proteasome Annular Diffuse Diffuse Diffuse
Centromere Core Core Core Core
Telomere Annular Annular Diffuse Diffuse
Acetylated Histone Annular Annular Diffuse Annular
Methylated Histone Annular Annular Core Diffuse
RNA Annular Annular Diffuse N/A
RNA Polymerase II Annular Annular Annular Annular
Nucleolus Core Core Core Core
Cajal Body N/A N/A Diffuse Diffuse
SC35 Domain Core Core Diffuse Diffuse
Table 6.12: Spatial patterns of nuclear compartments in MRC-5:Asynchronous, WI-
38:Asynchronous, MRC-5:VA and WI-38:VA cell nuclei
Table 6.12 indicates that nuclear compartments in asynchronous cell nuclei tend
to display a core or annular pattern (with some exceptions) but in VA cell nuclei,
compartments tend to display a diffuse pattern. This is a fascinating result that
has important implications about the nuclear architecture of immortal cells such
as cancer cells. Furthermore, taken together KSAMs of MRC-5:Asynchronous and
WI-38:Asynchronous cell nuclei provide for the first time a ‘virtual nucleus’ view of
nuclear architecture in a normal human cell. This virtual nucleus clearly uncovers
high-level organisation of functional compartments, which until now have not been
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known. Our virtual nucleus (see Figure 6.16) has the nucleolar compartment at its
core associated with the post-transcription splicing compartment (SC35 domains)
and also centromeres of chromosomes. The nucleolar compartment is surrounded
by an annular transcription compartment which comprises transcription foci and
related modified chromatin including telomere of chromosomes. At each pole we
observe PML NBs and in MRC-5:Asynchronous cells, we also note the associated
immunoproteosome. Strikingly, in the transformed cells, we observe large-scale al-
terations in functional organisation with a diffuse pattern being the preferred spatial
preference for many of the components we studied (with the notable exceptions of
RNA polymerase II, which remains annular and nucleoli and centromeres which re-
main core). These results provide the strongest evidence to date that the nucleus has
a defined spatial organisation program that is disrupted in cellular transformation.
Figure 6.16: Schematic of nuclear architecture in asynchronous cell nuclei. Tran-
scriptional compartments (other than nucleoli) display an annular spatial pattern
(illustrated in yellow), PML NBs have a polar spatial pattern (illustrated in green),
while centromeres, nucleoli and SC35 domains occupy a core spatial pattern (illus-
trated in red)
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Conclusion
As stated in Chapter 1, the rules that govern nuclear architecture remain unclear.
This thesis has presented new image processing techniques as well as statistical and
computational tools to explore and uncover the rules that oversee nuclear architec-
ture in biological confocal microscopy image data. This research combines a series
of stages from image processing to image analysis. As such, we have addressed
each stage of this process in order to have a consistent and objective approach to
the exploration of nuclear architecture. The key starting point for our analysis was
image segmentation. We have developed a thresholding algorithm, SCT, to segment
nuclear compartments in CLSM images. Image segmentation is crucial since fur-
ther processing and analysis of the distinct compartments entirely depends on the
quality of the segmented image. The SCT algorithm was evaluated by processing
real image stacks of PML NBs, simulated image stacks and image stacks of flu-
orescent beads. In all three cases the SCT algorithm was shown to replicate the
accuracy of manual thresholding by an experienced operator, and to outperform the
popular and well-established Otsu method, the Isodata thresholding algorithm and
Mixture Modelling Thresholding. Additionally, the SCT algorithm is deterministic,
i.e. it will always choose the same threshold for any given image stack. This is an
advantage over user-defined thresholding (with inter- and intra-operator variability)
since any subsequent analysis of the segmented image stacks will give consistent
conclusions. We have applied the SCT algorithm to over 3,000 real image stacks
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of nuclear compartments with great success. The algorithm is general and flexible,
and can be applied to any similarly structured data. Moreover, it is not subject to
user bias and arguably subsumes the human operator; at the very least it serves as a
powerful tool to assist segmentation of complex cell biology images.
In Chapter 4, we carried out an exploratory analysis of PML NBs as an SPP. Our
analysis suggested that the SPP of PML NBs is not consistent with the hypothesis
of CSR and implied that PML NBs tend to locate away from the nuclear boundary.
Furthermore, in Chapter 6, our exploratory SPP analysis of PML NBs with respect
to red nuclear compartments provides strong evidence that PML NBs have a func-
tional role in protein degradation, transcription and transcriptional regulation. More
details are given in Section 6.5.
Unfortunately, our analysis of nuclear architecture using SPP analysis — with-
out appealing to modelling methodology for replicated SPPs — brought us no closer
to our objective of obtaining a description of the ‘virtual cell nucleus’. For this rea-
son we chose instead to develop a procedure to register nuclear image data into
a common coordinate system using landmark-based image registration methodol-
ogy. Using our novel procedure, we were able to extract nuclear landmarks from
the nuclear boundary and then combine spatial information across a dataset using
TPS-based registration. In doing so, we constructed a representation of the vir-
tual cell nucleus which we refer to as an aggregate map (AM). Investigations of
the kernel-smoothed aggregate maps (KSAMs) of imaged nuclear compartments
have provided new, powerful evidence that the normal human cell nucleus has a
defined spatial organisation, which is disrupted in transformed (cancer-like) cells.
Most interestingly, our virtual nucleus (see Figure 6.16) offers compelling evidence
— for the first time — that nuclear compartments involved in transcription occupy
an annual region in the normal cell nucleus and that PML NBs tend to position at
the nuclear poles. Astonishingly, in transformed cells, this obvious organisation is
largely disrupted, with a diffuse pattern being the observed spatial pattern for many
of the compartments.
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7.1 Future Research Developments and Opportunities
We propose improvements and future research opportunities for each stage of our
process to explore nuclear architecture.
7.1.1 Segmentation
First, we suggest that the utility of SCT may be increased with the removal of user-
defined parameters. Currently, the SCT algorithm measures ‘stability’ in terms of
WT (see Section 3.2). The values of αT and δ that determine stability have been
guided by operator assessment of SCT-segmentations. Removing these user-defined
parameters is a desirable but non-trivial task. One possibility is to re-configure SCT
to be more akin to a uniformity test over the range of NT . However, this and other
related approaches replace finding stability in WT with finding stability expressed
in some other function. Alternatively, we could seek a direct optimisation that uses
a different statistic.
It would also be beneficial to include a diagnostic to suggest when SCT may
have provided an ‘inaccurate’ segmentation. At the simplest, this could involve a
user-defined parameter that compares the number of SCT-segmented voxels with
an expected number, or, a more data-orientated approach could be to learn this
information based on other segmented images.
7.1.2 Registration
Further research opportunities concern the construction of AMs. We suggest that
the methodology could be enhanced with diagnostic tools that ask, for example,
“is the shape of a given cell nucleus significantly different to other shapes in the
dataset?”. We can attempt to answer such questions by examining the Procrustes
residuals. If a given nucleus’ residual is large, then it could suggest that this cell
is functionally distinct from others in the same dataset. Indeed, such diagnostics
could feedback to the image acquisition process.
Another important piece of future work involves calibrating the intensity esti-
Chapter 7. Conclusion 157
mate in KSAMs. We are interested in how a KSAM compares with a null model
for the spatial distribution of the registered nuclear compartment. One simple but
computationally demanding means to calibrate the intensity estimate in KSAMs
is to appeal to simulation. To demonstrate this, we have simulated the observed
number of centroids of registered PML NBs, under CSR, in the mean shape of
MRC-5:Asynchronous and MRC-5:VA cell nuclei. The kernel density estimate of
the two simulated aggregate maps is computed and the upper and lower 0.1% quan-
tiles of the intensity estimate are captured. This is repeated a large number of times
and these quantiles are then examined against the real intensity estimate of regis-
tered PML NB centroids in the given mean shapes. Figures 7.1 and 7.2 illustrate
the observed KSAMs of PML NB centroids in MRC-5:Asynchronous and MRC-
5:VA cell nuclei, respectively. The figures are coloured according to the quantiles
derived from the simulated intensity distribution in their corresponding KSAMs.
For example, in Figure 7.1, an intensity estimate of 7.72 represents the lower 0.1%
quantile of the simulated KSAM and 8.95 represents the upper 0.1% quantile of the
simulated KSAM.
Figure 7.1: KSAM with colours pegged at quantiles derived from simulation test-
ing. The upper and lower 0.1% quantiles of the intensity estimate, derived from
CSR simulations, are numbered in red
Figures 7.1 and 7.2 clearly demonstrate that the observed intensity estimate of
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Figure 7.2: KSAM with colours pegged at quantiles derived from simulation test-
ing. The upper and lower 0.1% quantiles of the intensity estimate, derived from
CSR simulations, are numbered in red
PML NB centroids in the mean shape is significantly different to CSR in both MRC-
5:Asynchronous and MRC-5:VA cell nuclei. Moreover, in MRC-5:Asynchronous
cell nuclei, PML NBs have a much lower intensity estimate, compared to the dis-
tribution of the estimate under CSR, at the periphery of the nucleus and a much
higher intensity estimate, than expected under CSR, at the nuclear poles. Similarly,
in MRC-5:VA cell nuclei, PML NBs have a low intensity estimate at the very edge
of the periphery, although the observed ‘inhibition’ between the boundary and PML
NBs appears to be less than in MRC-5:Asynchronous cell nuclei. Taken together,
Figures 7.1 and 7.2, and, Figure 5.11 suggest that careful interpretation of KSAMs
— without the need for simulation testing, which is computationally demanding —
may be sufficient to identify non-CSR spatial preferences. A computationally less
demanding alternative is to use approaches more familiar in intensity-based regis-
tration, such as those common in statistical parametric mapping [68]. This approach
has proven particularly successful in brain imaging. Another important future de-
velopment will be to develop calibration methodology to compare KSAMs across
different cellular perturbations for a given compartment.
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7.1.3 SPP Analysis
A further piece of hugely interesting future work involves investigation of the SPP
of PML NBs using an alternative model to CSR for their null spatial distribution.
Clearly the intensity estimate for PML NBs in their KSAM is not consistent with
CSR, as Figures 7.1 and 7.2 demonstrate. Re-examination of the SPP of PML NBs
with respect to other nuclear compartments using their KSAM as a model for their
spatial point process represents the next exciting stage of analysis. Undoubtedly,
this will impact on inference made in Chapters 4 and 6. Intuitively, we might think
that compartments sharing a similar spatial distribution in the nucleus, such as PML
NBs and RNA polymerase II in MRC-5:Asynchronous cell nuclei, will display less
of a tendency towards aggregation under the alternative model for the SPP of PML
NBs. However, this is an over-simplification of a complicated process. Certainly,
the results of such analysis — using a ‘better’ model for the spatial point process
that generates PML NBs — will be more powerful at detecting meaningful spatial
associations than inference based on CSR.
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Appendix A
Further Description of Laboratory
Methods and Datasets
All image data were provided by the Centre for Structural Biology at Imperial Col-
lege London. Cells, perturbations, microscopy and image preparation procedures
are summarised here. Further details can be found in [14]. Details of data naming
conventions are given in Table 2.2.1.
A.1 Cell Lines
Two distinct cell lines were cultured in order to investigate whether nuclear architec-
ture varies between different types of cells. The two cell lines we have studied are:
MRC-5 (a normal human fetal lung fibroblast) [87] and WI-38 (a normal human
fetal lung fibroblast) [78]. Fibroblast cells help to maintain the structural integrity
of connective tissues [4].
A.1.1 Cellular Perturbations
Cellular perturbations were applied to the above cell lines in order to investigate
PML NB response to such treatments (listed in following sections).
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Cell Cycle: Asynchronous and G0 Cells
The number of PML NBs has been shown to vary throughout the cell cycle [48].
Many studies of nuclear architecture are carried out on ‘unsynchronised’ cells,
where the phase of the cell cycle is unknown, making it impossible to study whether
there is a temporal aspect to PML NBs’ interactions with other nuclear compart-
ments [15]. Asynchronous cells are unsynchronised but are often assumed to be-
long to the interphase stage of the cell cycle (see Figure 2.5). Nuclear morphol-
ogy varies throughout the cell cycle so synchronisation methods (serum-starvation)
were applied to capture cells in the G0-phase (MRC-5 cells only). This comparison
is intended to make trends more apparent.
VA Cells
A subset of cells were transfected with SV40 large T antigen [5]. These ‘SV-40
transformed’ cells are referred to as ‘VA’ cells. Expression of SV40 large T antigen
causes binding and inactivation of the retinoblastoma family proteins (p130, Rb and
p107) and the tumor suppressor, p53, to produce immortal cell lines with significant
effects on the cell cycle – significantly reducing cell doubling time [67]. VA cells
were collected to serve as a ‘paired’ cell line comparison to the asynchronous/G0
populations. This comparison is intended to highlight nuclear architectural differ-
ences that may result from the transformation of a cell.
Heat-Shocked Cells
Asynchronous cells subjected to heat-shock are known to exhibit marked changes
in nuclear architecture [113]. For example, after heat-shock, the number of PML
NBs has been shown to increase up to four-fold [113]. We wish to quantify PML
NB response in heat-shocked (HS) cells and explore whether PML NB architecture
is disrupted by such stress (MRC-5 cells only). Cells were heat shocked at 37◦C for
30 minutes.
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Interferon-Treated Cells
We are interested in analysing the nuclear architecture of beta interferon-treated
cells, referred to as MRC-5:IFN cells, in order to further investigate the effects of
beta IFN on the spatial organisation of PML NBs (MRC-5 cells only). Interferons
(IFNs) are a family of proteins involved in antiproliferative, immunomodulatory
and antiviral activities [132]. These actions of IFNs are believed to be mediated by
the products of specifically induced cellular genes in the target cells. PML protein
production is induced by the alpha/beta IFNs [35, 104], as a result, the number and
size of PML NBs increase [132]. In MRC-5:IFN cells, we see roughly a doubling
in the number of PML NBs and more than a 50% increase in mean PML NB size
compared to MRC-5 asynchronous cells (see Appendix C.1.2).
A.2 Microscopy of Cell Nuclei
In our experiments with real image stacks, human primary fibroblast cells were
captured using a Zeiss LSM 510 (Carl Zeiss Ltd., Hertfordshire, U.K.) confocal
microscope with a Zeiss Plan Apochromat 63 × oil immersion objective with nu-
merical aperture of 1.4. Z stacks were obtained by capturing slices taken at 0.4µm
intervals through each nucleus, and consisted of approximately 20 slices collected
sequentially. The pixel resolution was 0.283 µm/pixel, with a digital zoom of 3.4
× being used to achieve a resolution of 0.083 µm/pixel.
Cell nuclei to be imaged were chosen at ‘random’ by the operator. However,
cells with nuclei that did not fit the FOV, an area of 250 × 250 pixels, were ex-
cluded. To ensure that both the upper and lower boundaries of the nucleus were
not excluded from the imaging, the fluorescence-free regions directly above and
below the nucleus were included in the Z-stack. The Z-stack boundaries were de-
fined, using the manufacturer’s acquisition software. Image stacks were exported
as RGB (24-bit) 250 × 250 TIFF image sequences. Each stack was also saved as
a Z-projection image consisting of all the flattened image slices superimposed at
maximum transparency (see Figure 2.4).
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The nuclear lamin B (stained in blue) and PML NBs (stained in green) were cap-
tured in all datasets. A third nuclear compartment (stained in red) was also captured
in order to investigate the SPP of PML NBs with respect to these compartments (see
Chapter 6 for analysis). The imaged nuclear compartments are summarised in Ta-
bles A.1 and A.2.
Red Nuclear Compartment Asynchronous G0 HS IFN VA
11S Proteasome 44 49 39 42 39
19S Proteasome 43 47 46 43 38
Acetylated Histone 45 43 39 38 41
Cajal Body N/A N/A N/A N/A 50
Centromere 45 49 41 47 33
Methylated Histone 39 46 45 46 34
Nucleolus 50 35 46 43 46
RNA 33 45 47 N/A VA
RNA Polymerase II 40 N/A 47 36 47
SC35 Domain 49 49 48 49 34
Telomere 47 46 40 34 28
Table A.1: List of MRC-5 image data: numbers indicate the number of image stacks
analysed for each dataset, N/A indicates that this dataset was not captured
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Red Nuclear Compartment Asynchronous VA
11S Proteasome 32 34
19S Proteasome 38 31
Acetylated Histone 39 31
Cajal Body N/A 48
Centromere 46 39
Methylated Histone 46 34
Nucleolus 49 30
RNA 46 N/A
RNA Polymerase II 33 41
SC35 Domain 47 45
Telomere 46 43
Table A.2: List of WI-38 image data: numbers indicate the number of image stacks
analysed for each dataset, N/A indicates that this dataset was not captured
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Appendix B
Further Image Processing
B.1 Preparing SCT-Segmented Image Stacks for Analysis
Image stacks consist of three objects (as described in Section 2.2.1 and Appendix
A): a red nuclear compartment, PML NBs and lamin B. For the analysis of PML
NBs as an SPP, segmented image stacks need to be further processed so that each
voxel is labelled. Voxels are marked as belonging to the nuclear volume, to the
nuclear boundary (lamin B), to the red nuclear compartment (see Table 2.1), to a
disparate PML NB, to the region external to the nucleus, or a combination of these
labels.
B.1.1 Segmentation of Lamin B
In general, immunofluorescent labelling of lamin B is subject to much greater noise
than for that of PML NBs and red nuclear compartments (for example, see Figure
B.1). Following the notation in Section 3.2, in order to segment lamin B, instead
of measuring WT using the number of voxels in the image stack with an intensity
greater than or equal to a threshold, T , denoted NT , we measure WT using the area
of the 2-D convex hull that encloses these thresholded voxels (when projected in the
XY plane), denoted CAT . Figure B.2 illustrates the convex hull for lamin B voxels
with increasing T — as the threshold is increased the number of segmented object
voxels is ‘stable’ according to the unmodified SCT when T = 20. However, when
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WT is measured using CAT , the area of the convex hull is only ‘stable’ when T = 60.
Figure B.1: Projection image of lamin B in an MRC-5:Asynchronous cell nucleus
B.1.2 Defining the Nuclear Volume
The approach we take to investigate the SPP of PML NBs requires a precise de-
scription of the nuclear volume. We therefore compute the convex hull of the points
segmented as lamin B (using the modified SCT algorithm) in order to obtain an
accurate delineation of the nuclear boundary. Given the segmented lamin voxels,
a 2-D convex hull is calculated for these points in each slice of the image stack.
All voxels internal to this hull are labelled as nuclear volume, points falling on the
vertices of the hull are defined as the nuclear boundary, and voxels external to the
hull are discarded. This procedure is illustrated in Figure B.3.
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Figure B.2: Effect of T on the convex hull of the thresholded voxels (projected in
XY plane)
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Figure B.3: (a) Subset of Z-slices (9 to 13) of an MRC-5:Asynchronous:Nucleolus
cell nucleus image stack; (b) corresponding SCT-segmented slices including: 2-D
convex hulls of segmented lamin B (blue), PML NBs (green) and nucleoli (red)
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B.1.3 Defining Disparate PML Bodies
For SPP analysis, SCT-segmented PML NB voxels need to be identified as disparate
bodies. We have grouped SCT-segmented PML NB voxels into their constituent
disparate body by single-linkage hierarchical clustering [6]. Specifically, the den-
drogram produced by the clustering (see Figure B.4) is cut at a height equal to
the pixel-scaled (XY) distance between image slices. The observed volume (voxel
count) of each disparate PML NB denoted, mv(xi), is recorded and is employed in
Monte Carlo testing where mv is referred to a the volume ‘mark’ (see Section 4.2).
Figure B.4: A dendrogram returned by hierarchical clustering of PML NB voxels.
The red line indicate where the dendrogram is cut
A fully processed image stack is shown in in Figure B.5, boundary voxels (con-
vex hulls) are shown in blue, PML NBs in green, and nucleoli voxels in red.
B.1.4 Monte Carlo Simulation of PML NBs under CSR
Simulation of PML NBs under CSR proceeds as follows. The location of the first
event, x1 (i.e., the first PML NB) is simulated uniformly in the grid of ‘nuclear
volume’ voxels. The volume mark of this event, denoted mv(x1), is considered
by marking the mv(x1) nearest nuclear volume voxels to this simulated location.
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Figure B.5: (a) Projection image of an MRC-5:Asynchronous:Nucleolus cell nu-
cleus; (b) Representation of the 3-D SCT-processed image stack projected in (a)
The location of x2 is then simulated according to CSR in the remaining, unmarked
nuclear volume which is deemed ‘valid space’; i.e., the location (and volume) of
subsequently simulated events cannot occur in the volume marked as belonging to
formerly simulated events. Finally, in order to respect the volume mark, geometric
centres of each marked volume are calculated and inter-event NNDs are recorded
from these points. In some circumstances, this geometric centre will be different
to the location of the point originally simulated. For example, if the location of
an event is simulated very close to a previously simulated PML NB, it is possi-
ble that its volume would naturally overlap with the adjacent PML NB. However,
these adjacent voxels are not valid space. In this example, the geometric centre
after marking the nearest available (valid space) voxels will be further away from
the adjacent PML NB than the originally simulated point was. In this way, our
simulation procedure avoids an under-estimation of small inter-event NNDs (and
intra-event NNDs) since no two events can occur within a distance smaller than the
physical size of the simulated PML NBs. PML NB-to-nuclear boundary and PML
NB-to-red nuclear compartment NNDs are also measured for the SPP analysis PML
NBs with respect to these compartments (described in Section 4.4 and Chapter 6,
respectively).
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Appendix C
Further Description of Nuclear
Features
C.1 Cross-Population Comparisons
Such a vast amount of data offers important and interesting insights into cell biol-
ogy. For instance, the SCT-segmented image stacks are immediately informative
about the volume and number of the captured nuclear compartments. Simple vol-
ume measurements (using the number of voxels as a proxy for size/volume) indi-
cated differences in the nuclear volumes and PML NB volumes across the different
datasets.
C.1.1 Nuclear Volumes
It is well known that the nuclear volume of a transformed cell tends to be greater
than in normal cells [178], which Figure C.1 suggests.
C.1.2 Number and Volume of PML NBs
Interestingly, the volumes of PML NBs vary between cell populations. We observed
that the volumes of PML NBs were much lower in VA cell nuclei compared to the
asynchronous cell nuclei (see Figure C.2).
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Figure C.1: Boxplots of nuclear volumes in different datasets
Image Data Mean Number of PML NBs Mean Size of PML NBs
MRC-5 Asynchronous 9.6 (3.9) 94.2 (111.0)
MRC-5 G0 17.2 (5.8) 76.1 (82.4)
MRC-5 Heat Shock 59.5 (25.4) 95.5 (205.2)
MRC-5 IFN 19.6 (7.0) 151.3 (161.8)
MRC-5 VA 8.3 (3.5) 34.9 (44.2)
WI-38 Asynchronous 8.8 (3.4) 104.7 (113.4)
WI-38 VA 26.3 (10.5) 34.3 (44.0)
Table C.1: Mean number and size of PML NBs in different datasets. SDs are shown
within parentheses
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Figure C.2: Boxplots of the volumes of PML NBs in different datasets
Figure C.3: Boxplots of the number of PML NBs in different datasets
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