This article brings together two areas of research: studies on risk perception of technologies and studies on vocational/career choice. This is an important link since decisions concerning technologies are influenced by decision makers' risk perceptions and these in turn may be related to educational and career paths.
Introduction
Research on risk perception has become increasingly important for technology management since risk perception affects decision making of people involved in activities related to the research, development, introduction, regulation and use of technologies. Decisions regarding technologies affect various stakeholders (researchers, a company's managers of different functions, customers, 'the public') whose risk perceptions may differ to a great extent and are subject to many influences. While the psychometric paradigm has produced cognitive maps of hazards on an aggregate level, it is the individual predisposition toward various risks that influences behaviour.
Perceptions, based on a frame of reference and on (incomplete) information, will be influenced by e.g. additional information 1 (Chatterjee and Eliashberg 1990, Roberts and Urban 1988), affect-laden imagery (Peters and Slovic 1996) and socialization processes (Chatard and Selimbegovic 2007) . Culture moulds individuals' beliefs about risk (Kahan 2009 ). Furthermore, the relationship between knowledge and risk perception has to be taken into account. If people are overconfident, i.e., they think they are more knowledgeable than they actually are 2 , that overconfidence may lead to an overly optimistic or pessimistic view on a technology. For example, being familiar with renewable energies on account of reports in the media that it is a desirable approach to 1 The expectation that knowledge (relevant information) plays a key role in risk perception has led to numerous studies with mixed results (Schütz et al. 2000) and to initiatives such as the Public Understanding of Science campaign launched by the British government. 2 Alba and Hutchinson (2000, 123) analyze that proposition with respect to consumers: "Are consumers overconfident?". energy generation may lead to people thinking that they know a fair amount about the technologies involved and attributing low risk to the respective technologies. Similarly, being aware of the controversial discussions around genetic engineering may lead to attributing high risk to the technology.
In the future, many of today's students will be involved in activities and decisions concerning new technologies. Especially top management positions, engineering and high positions in regulatory institutions are associated with university degrees. Hence knowledge about technologies, risk perception and risk attitude of the students will affect innovation processes and thus technology developments. Since in the long run the technological development also affects growth and welfare of entire economies, risk perception of today's students might well be interpreted as one key factor in shaping future technology development.
Earlier studies have shown that students in various academic disciplines differ regarding motives, career expectations and cognitive abilities (Windolf 1995) , socio-political attitudes (Haley and Sidanius 2005) or (political) worldviews (Kemmelmeier et al. 2005 ). We propose that those expectations and worldviews may relate to risk perceptions and thus, students choosing different topics at a university will differ with regard to their perceptions and attitudes of technologies (self-selection) and that within an area of study, risk perception will be different between beginners and advanced students (socialization).
This article addresses antecedents of potential actors' and stakeholders' behavior by analyzing the effects of self-selection into an academic discipline and subsequent socialization on the perceived risks of four important new technologies: renewable energies, genetic engineering, nanotechnologies, and ICT. These technologies are part of the so-called high technologies sector. They are key change drivers and possible convergence of them is expected to "bring about tremendous improvements in transformative tools, generate new products and services, enable opportunities to meet and enhance human potential and social achievements, and in time reshape societal relationships" (Roco 2007 , see also Lipsey et al. 1998) . For each technology we distinguish between risks in three areas: health, environment, and society.
The analysis focuses on student groups in Germany. They all have acquired a certain educational degree (usually 'Abitur' or 'Fachabitur', a prerequisite to enrol at university or polytechnic) that makes them a more homogeneous group regarding knowledge compared to the general public, thereby providing the opportunity to look for other influencing factors on risk perception. The analysis differentiates between students in several academic disciplines (i.e. with different majors), namely Cultural Sciences, Business Administration and Economics, Social Work, Environmental Sciences, Teaching, and Technical Studies (engineering), on the one hand, as well as between first term students (beginners) and advanced students, on the other hand.
The remainder of the paper is as follows. Section 2 summarizes key findings in the area of risk perception and section 3 describes vocational or career choice and the associated processes of self-selection and socialization as potentially important factors in the explanation of attitudes and behaviours. Section 4 gives a short description of the four technologies investigated here. Section 5 presents the empirical study and section 6 provides a discussion of results. Section 7 draws conclusions.
Risk Perception
There is no perfect knowledge about the development and use of technologies. Owing to high complexity, there is a lack of information at any point of time. Different people have different bits of knowledge, leading to asymmetry of information. If one were to collect all the information, things would be already in the process of changing which involves uncertainty. Thus, information asymmetry (varying information about the status quo) and uncertainty (lack of information about the future) lead to risk being an ubiquitous phenomenon. Technologies create environments and new risks, and the resulting complexity and uncertainty make technological developments less and less predictable and manageable. Of major importance for future technology development is therefore the stakeholders' risk perception which is influenced by various factors and which evolves over time.
'Experts' often assess risk as the expected value of the negative outcomes (the harms) of a decision. This process involves judgement (Fischhoff et al. 1978) , and thus the results will vary between individuals, across contexts, and over time. Information is incomplete and developments are uncertain, hence predictions are based on assumptions. Experts might differ on account of different (scientific) judgement, different reference systems, or their dissent might involve politics. Even if there was a consensus amongst experts: the technical concept of risk is of limited use for policy making (Kasperson et al. 1988) , rather, the perception of risk is influenced by other factors next to probabilities and magnitudes of risks. To outline the research context, we briefly review the psychometric paradigm, cultural theory and cultural cognition, and individual factors such as an individual's knowledge or socio-demographic variables.
The psychometric paradigm posits that, "risk is subjectively defined by individuals who may be influenced by a wide array of psychological, social, institutional and cultural factors" (Slovic 2000, xxiii) . Analyses of hazards with different characteristics (interhazard variation) produce a cognitive map with a limited number of risk dimensions such as voluntariness of taking a risk, controllability and familiarity with risk (Slovic 1987 , Renn 1990 . Risk perception of hazardous technologies involve dread as a key psychological factor (Peters and Slovic 1996) in 'risk as feelings' (Loewenstein et al. 2001 ).The social amplification or attenuation of a particular risk (Kasperson et al. 1988) may change public perceptions of that risk.
3
While the psychometric paradigm differentiates between different types of risks (and provides no information on individual or group behavior), cultural theory and its variants differentiate between types of groups. With cultural theory, Douglas and Wildavsky (1982) put forward the idea that worldviews (positions in the so-called group-grid) describe sets of attitudes that reflect ways of life and that are relevant in risk perception. Thus, there are groups of people with different worldviews (or cultural biases) holding or developing predictable risk perceptions, i.e. there is inter-group variation. People attend selectively to risks in a way that reflects their way of life: An individual with a certain worldview will pay attention to one type of risk but dismiss another 4 . A key question is how to assess cultural worldviews. Dake (1991) proposed different scales for cultural biases (hierarchy, individualism, egalitarianism), possibly resulting in individuals scoring high on competing scales. Kahan et al. (2007) use two scales to assign each individual one position within the group-grid, possibly leading to many positions scattered over the group-grid instead of clearly separable groups.
Further problems are the failure to categorize respondents that show no cultural bias 5 (Marris et al. 1998 ) and low scale reliabilities 6 . Measuring cultural worldview and risk 3 Amongst the four technologies chosen, genetic engineering in particular is subject to affect-laden imagery and amplification of risk (Frewer et al. 2002) . 4 "Common values lead to common fears (and, by implication, to a common agreement not to fear other things)", Douglas and Wildavsky 1982, 8. 5 "our results suggest that world views are not innate attributes of individuals and/or that they cannot be measured using a psychometric instrument, since it was impossible to categorize (most) respondents according to their world view" (Marris et al. 1998, 646) . 6 As reported e.g. in Peters and Slovic (1996, 1434) . perception in one questionnaire using the same rating scale format may lead to inflated correlations 7 .
In cultural cognition 8 as one conception of cultural theory, social and psychological mechanisms are expected to shape individuals' beliefs about risk, that is, the conception incorporates aspects of the psychometric paradigm (Kahan 2009 ). People tend to base their beliefs about benefits and risks of an activity on their cultural appraisals of these activities Dake 1990, DiMaggio 1997) . Increasing the knowledge base by providing more information may lead to polarization of views.
9
Analyses of individuals (inter-individual variation) yield mixed results with regard to the relationship between factual knowledge and risk perception. Schütz et al. (2000) assume that next to methodological differences between studies, the type of risk and situational factors may play a role. The familiarity hypothesis holds that support for a technology will increase with growing awareness of the technology. For example, support for nanotechnology was positively correlated with the perception that nanotechnology's benefits outweigh its risks, a finding consistent with public opinion studies (Cobb and Macoubrie 2004, Macoubrie 2006) . Regarding knowledge about science and technology on the one hand and respective risk perceptions on the other hand Allum et al. (2008) in a meta-analysis across cultures find a small but positive relationship between knowledge and attitude towards technology. However, they note that cross-country variation is only 10% which in turn can be accounted for by the percentage of people in tertiary education.
10
Other factors influencing individual risk perceptions are personal experience with the technology and judgement of one's reference group (Renn 1990 ). Analyses of sociodemographic variables show differences in risk perception particularly with regard to 7 Sjöberg (2004, 49) suggested such a methodological problem regarding the assessed relationship between risk perception and trust: "In those cases, perceived risk and trust were both measured by attitude scales that were formally similar and had the same response scale". 8 "Cultural cognition refers to the tendency of individuals to conform their beliefs about disputed matters of fact (e.g., whether global warming is a serious threat; whether the death penalty deters murder; whether gun control makes society more safe or less) to values that define their cultural identities." http://culturalcognition.net/, accessed 15.06.09. 9 Amongst the four technologies chosen, nanotechnology is the least well known and for many people the 'no information condition' applies. Applied to nanotechnology, Kahan et al. (2009) found that predispositions towards nanotechnology affect information selection and interpretation. In a 'no information condition' subjects defined by cultural group showed similar perceptions of benefits and risks of nanotechnology; being exposed to balanced information on nanotechnology individuals attended to that information in a selective fashion mirroring their cultural worldviews (Kahan 2009) . 10 Here we focus on this group; variation of knowledge in this group is expected to be smaller than the variation in the population as a whole.
gender (Pidgeon 2007) 11 . Thus, the way people develop and express perceptions of risk is determined by individual, social, cultural and situational factors. In conclusion, risk perception is a complex construct and there is a whole range of variables that may explain some part of variance.
The present study relates to the psychometric paradigm by looking at four technologies that differ regarding 'dread' and 'familiarity'. Instead of assessing worldviews, we analyse groups of people with supposedly differing values and science orientation as indicated by their choice of academic discipline (inter-group variation; with special attention to self-selection and socialization). Furthermore, we take additional information about the individuals such as gender into account.
3. Academic discipline (vocational and career choice) Holland (1973) 12 developed a theory of careers and vocational choice and proposed that (six) types of people are attracted to (six) specific working environments: People with certain inclinations and motivations look for a matching workplace and this personenvironment fit has a positive impact on job satisfaction as well as on employee performance (Haley and Sidanius 2005) . However, a fit between people and environments may also be achieved by institutional selection, socialization and differential success (van Laar et al. 1999 ). Thus, a person being good in a job may have been socialized or well chosen by the employer, rather than having self-selected into the job. Holland's proposition that individuals select environments congruent with their type of personality provides a clue for analyzing students' choice of academic discipline: Students select academic disciplines on the basis of their expectations and inclinations (Pike 2006) . The person-environment fit is thought to contribute significantly to educational persistence, satisfaction, and achievement of students 13 .
Self-selection refers to individuals selecting themselves into a group. For self-selection to happen there has to be a choice between alternative options such as between jobs or between the study of various academic disciplines. Socialization refers to the process by which values, attitudes and practices of individuals are brought into line with those of the group they belong to.
11 Other variables are e.g., income and race; Flynn et al. (1994) call the combined effect of race and gender the 'White male effect'; see also Kahan et al. (2007) for the white male effect in risk perception.. 12 For a summary of Holland's work see Gottfredsen (1999) . 13 Therefore, institutional selection of students based on school grades rather than on motivation and inclination might be counterproductive (Gottfredsen 1999 ).
Already when enrolling in university and selecting a subject, students of various disciplines display significant differences regarding values: "Students choose a subject the disciplinary culture of which has an affinity to their own values and norms or, alternatively, reject subjects with an image that stands in contrast to their own orientations" (Windolf 1995, 225) . Unlike the USA, UK or France, Germany still has a relatively homogeneous university sector (Windolf 1995, 208) . Even if this is about to change (Deutschland magazine 2008), so far a key determinant for enrolment in a university is the subject studied and not the university per se. Choosing a subject to study (self-selection), be it sciences, engineering, business, culture or social relations, is associated with cognitive orientations, values and norms. Students enrolling in different subjects differ regarding career expectations, cognitive abilities, preferred lifestyle and with respect to their attitude towards science (Zarkisson and Ekehammar 1998) . This attitude evolves and may vary over time: During their studies, students do not only acquire specialized knowledge but are also exposed to the standards, supervision and peer culture of their disciplines amongst which are considerable differences (Weidman et al. 2001) . That disciplinary culture as a 'code of ethics' is important for the production, acquisition and use of knowledge (Windolf 1995, 210) .
Investigating the relationship between academic discipline and socio-political attitudes, Elchardus and Spruyt (2009) identified both selection and socialization effects of education: Social Science students are more likely to expose an egalitarian view while students in Law or Economics are more likely to hold an individualistic position. 14 Similarly, Kemmelmeier et al. (2005) ascertained that students with hierarchyenhancing (HE) beliefs sort themselves into respective HE courses (Business and Economis) and students with hierarchy-attenuating (HA) beliefs choose HA majors such as Sociology. Windolf (1995) found a strong career orientation both for students of Business and Engineering. Trautwein and Lüdtke (2007) analyzed the relationship between study field chosen and students' epistemological beliefs for beginners (selfselection) and for advanced students (socialization). The results indicate that both selfselection and socialization are at work in the context of attitudes towards science:
Certainty scores, i.e. high scores indicating the belief that scientific knowledge is certain and not subject to change, were lower for 'soft' disciplines like humanities, arts, and social sciences and decreased with time.
14 The authors also stated significant differences of the effects between different academic disciplines Furthermore, the observed socialization effects were weak.
Risks are matters of social conflict, and the definition of 'the problem' provides legitimacy (Dietz et al. 1989) for positions (for example pro or against a technology) and actions (for example promoting research or destroying genetically modified crops).
Studies have found significant relationships between academic discipline on the one hand and political orientation (Kemmelmeier et al. 2005) , racial prejudices (Sindanius et al. 1991) , egalitarian attitudes (Chatard and Selimbegovic 2007 ) and values and norms (Windolf 1995) on the other hand. The social identity approach posits that people adopt attitudes and beliefs typical for their group as their own (Wood 2000, 557) .
Socialization then contributes to the development of perceptions and goals which are of course key to actions and strategies of people in various positions. Thus, self-selection and socialization are important factors in the explanation of choice of an academic discipline and for risk perception.
We are specifically interested in the relationship between academic discipline and risk perception of technologies: To analyze this, we investigate students from six majors in technical and non-technical academic disciplines regarding their risk perceptions of four different technologies. We briefly describe the technologies in the following section.
Technologies
In what follows we sketch some of the opportunities and threats associated with those technologies considered in our survey, namely renewable energies, nanotechnologies, ICT, and genetic engineering. These technologies differ regarding both familiarity of people (i.e. factual and self-assessed knowledge) and the degree of public discussions being characterized by dread (inter-hazard variation): Nanotechnologies are little known in the public, ICT are well known and much used, genetic engineering incorporates 'dread', and renewable energies have positive connotations.
The term renewable energies covers forms of energy generated from resources that are naturally replenished such as sunlight, wind, water, or geothermal heat. Non-renewable energies are naturally scarce and are associated with huge environmental burden. Rickersen et al. 2005, 47 , state that "the risk profiles of renewable technologies differ significantly from those of fossil fuel and nuclear plants. In particular, use of renewable energy options generally pose little or no environmental, fuel price or security risks."
Lower dependency on foreign energy sources, greening of industries and increasing public environmental awareness are key drivers for the development and diffusion of renewable energies (Greenwood et al. 2007 ). Yet, the materials, industrial processes, and construction equipment used to create them may generate waste and pollution with the consequence that some renewable energy systems may create environmental problems. Risks are mostly discussed in the context of investment failure (UNEP 2006) which could hamper further development of the technology.
ICT cover technologies for the generation, transmission, storage and manipulation of information and communication. During the last decades the wide-spread diffusion of ICT and its rapid further development had a great impact on societies, and ICT are still major drivers of economic and social change. The implementation of ICT also plays a key role in the shift towards knowledge-based societies, but "as the digital access divide decreases a digital use divide is emerging" (OECD 2008) . Nevertheless, so far the risks inherent in ICT as perceived by the public are not very extent. Most objections refer to societal risks such as loss of control, technological dependence or surveillance associated with 'smart objects'.
Genetic engineering "refers to the process of inserting new genetic information into existing cells for the purpose of modifying one of the characteristics of an organism" (United Nations 1997). It plays a key role in many areas such as agriculture, food, medicine, and chemical industry. While many actors and institutions support its developments, others oppose it fiercely. Worldwide, albeit to a different degree, it has been debated very controversially. The issues cover economic, ethical, health and social concerns. The application of genetic engineering to the agro-food sector and the health sector is a prominent example of the importance and complexity of stakeholder issues.
While medical applications are favorably, even uncritically, judged (TAB 2002) , genetically modified food is seen as not necessary or even as being dangerous.
However, the knowledge about genetic engineering can be described as vague, with little connection between bits of knowledge (Eurobarometer, Pfister et al. 2000) .
The term nanotechnologies covers technologies and devices working at an atomic and molecular scale (dimensions smaller than 100 nanometers). The manipulation of nanostructures allows for ongoing miniaturization, leads to using newly discovered properties of materials and provides multiple possibilities in animate and inanimate contexts. Nanotechnologies form part of technological platforms (Robinson et al. 2006) . While genetic engineering is based on the 'code of life', nanotechnologies are concerned with molecular structures. Thus, both technological fields really are at the centre of 'things' and may be used in many fields. They differ with regard to the public awareness: Genetic engineering has been discussed for more than three decades, whereas nanotechnologies are hardly known by the public ). Recent discussions are carried out mostly by experts and include both assumed opportunities and the search for appropriate rules of regulation in order to cope with the risks incorporated in the still quite young technology.
All in all, renewable energies have a positive image, there are hardly any risks perceived but significant benefits. ICT have mainly a positive image, there are some societal risks associated with them. Genetic engineering is controversially discussed; risks are perceived with regard to health, the environment and society (e.g. human enhancement).
Nanotechnologies, despite incorporating some facets of controversial discourses, are still rarely known by the public and debates on possible risks are mainly carried out by specialists.
Empirical Study

Context of the Study and Propositions
In 2005 the European Commission published the results of an empirical study on Europeans, Science and Technology. Citizens from 25 European countries were asked about their knowledge (including a knowledge quiz), interests and perceptions regarding science and technologies. Aiming at a representative study of citizens of 15 years of age and over (Eurobarometer 224, 2005, 130) and assessing variables such as age, gender, education and occupation, results for a number of socio-demographic groups are available. The report concludes that "Europeans consider themselves poorly informed on issues concerning science and technology" and that "the gap between science and society still exists. Efforts must namely be made in order to bring science and technology closer to certain categories of people who are less exposed to the scientific field, and who therefore have a more sceptic perception of science and technology" (Eurobarometer 224, 2005, 125) . However, detailed analyses of specific population groups are not carried out.
Such an investigation of special groups has been performed by Lüthje (2008) :
Differentiating between people with a technical and an economic background, Lüthje asked engineering and business administration students (beginners and advanced students) as well as professionals (engineers and managers) about various aspects of cooperation (amongst others: task preferences, information style, risk attitude in innovation projects, goal orientation and time preferences). With regard to risk attitude in innovation projects 15 there are no significant differences between engineering and business student beginners, but in the group of advanced students and in the group of professionals, (prospective) engineers display a lower preference for (financial) risks than (prospective) managers. However, risk has been limited to financial risk of innovation projects and the student sample consists of two disciplines that are to some extent similar to each other 16 .
The present study investigates German students' risk perception of the four previously described technologies and in the three areas health, society, and environment. The students differ regarding their choice of academic discipline as represented by their major (self-selection) and regarding the study progress (socialization). We interpret the choice of an academic discipline as self-selection thereby indicating a certain attitude towards technology and possible inherent risks. Study progress is assumed to reflect some kind of socialization and we capture this issue by distinguishing between beginners (first term) and advanced (third term and above) students.
Given the presented context we propose that
Students of different academic disciplines differ regarding risk perception:
Individuals select an academic discipline congruent with their type of personality which in turn is related to risk perception.
Propostion 2 (socialization):
The differences in risk perception between choice of academic disciplines increase with time spent at university: In HE disciplines (Technical Studies, Business and Economics) risk perception will be lower and in HA disciplines (Cultural Sciences, Social Work) risk perception will be higher for advanced students.
17
Proposition 3 (inter-group variation):
Significant factors in the prediction of risk perception are academic discipline and inter-individual factors.
15 Assessed through three items, e.g. "I prefer projects with relatively low risk (and moderate, but certain profit)". 16 Engineering and business being similar regarding career orientation (Windolf 1995) and socio-political orientation (hierarchy-enhancing: Kemmelmeier et al. 2005) . 17 Individuals are influenced by course content and internalize some values common in their discipline For 'Teaching' no effects are proposed because of (i) lack of evidence in the literature and (ii) heterogeneity of subjects taught in that discipline. See also the discussion below, section 5.2.
Proposition 4 (inter-hazard variation):
The relationship between academic discipline, individual factors and risk perception varies between technologies.
Data
Questionnaire and sample
We collected the data within three months ( Table 1 gives the numbers of students in the various disciplines.
The questionnaire included questions on risk perception in the three areas and for the four technologies and questions concerning self-assessed knowledge on these technologies as well as on science and technology in general. Factual knowledge was assessed via a knowledge quiz.
18
In addition, data on socio-demographic characteristics was collected.
[ Table 1 about here]
The total sample consists of 1400 questionnaires. 45 questionnaires (º3%) were excluded from the analysis because respondents filled in less than 75% of the questions which indicates low data quality.
19
For the remaining sample, we ran analyses with dropped cases and with imputed values (multiple imputation). The coefficients and R 2 s of the original data (dropped cases) were within the range of the imputed data sets.
Hence, we report the results of the original data.
20
Individual factors: Self-assessed and factual knowledge
We distinguished between two types of knowledge (see Table 2 ): (i) Self-assessed knowledge: Participants were asked to indicate on a scale from 1 to 11 how well they are informed about the four technologies thereby indicating familiarity or self-assessed knowledge, (ii) Factual knowledge: Students completed a knowledge quiz (Table 3 reports the questions posed). The quiz score represents the number of correct answers and ranges between 0 and 8. 21 Table 2 reports average ratings for the entire sample as well as by academic disciplines. Highest and lowest values are in bold type.
[ Table 2 about here]
Respondents seem to be more familiar with ICT and renewable energies whereas they seem to know less about genetic engineering and particularly about nanotechnologies. It is remarkable that the most common rating of familiarity with nanotechnologies is 1, that is 296 respondents (º22%) indicated that they are not informed.
Almost in every area, Technical Studies students dispose of the highest knowledge whereas students of Social Work are poorly informed within our sample. Analyses of variance show that the differences between academic disciplines regarding factual knowledge and self-assessed knowledge are significant for all variables except for selfassessed knowledge in genetic engineering.
[ Table 3 about here] Four questions of the knowledge quiz (Q2, Q3, Q4, Q5, Table 3 ) were adapted from the Eurobarometer (2005), and four additional questions relate to the four technologies 20 Analyses were performed using SPSS 17. 21 Note that correlation analysis shows highly significant correlations between knowledge (both selfassessed and factual) about science and technology on the one hand and the choice of any field of study on the other hand: Those students choosing a technical field also dispose of more knowledge on technological topics. investigated in the sample. The highest percentage of right answers is given for the question on radioactivity (Q4), followed by the question on genetic engineering (Q1).
This might be owed to the fact that radioactivity and genetic engineering are issues that have been discussed intensely in the media. In contrast, the lowest percentage of right answers is given for the question on nanotechnology (Q7). This corresponds well with the self-assessed knowledge where nanotechnology also ranks last. Compared with the Eurobarometer 2005 (see last column of Table 3), the percentage of right answers is for all four questions higher in our survey.
22 Table A3a in the Appendix provides the quiz results by academic discipline. Again, students of Technical Studies and of Environmental Sciences score higher than students of the other academic disciplines.
Risk perception of the technologies
For each technology, the respondents were asked to rate the health risk, environmental risk and the societal risk as follows (example here: type of risk = health risks and technology = genetic engineering):
I rate the health risks of genetic engineering as … (1-no risk at all to 11-very high risk) Table 4 reports the mean ratings of risks by areas (health, environment, and society) for the four technologies for the entire sample. The mean ratings are highest for genetic engineering and lowest for renewable energies. This holds for all the risks studied (environmental, health, societal risks). A detailed analysis by academic discipline can be found in the Appendix (Tables A4a-c). In the case of renewable energies, the differences between lowest and highest mean rankings are very small (health risks: 0.57, environmental risks: 0.53, societal risks: 0.38). With regard to the other three technology fields, students in Technical Studies tend to perceive lower risks and students in Environmental Sciences tend to see higher risks.
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[ Table 4 about here] 22 However, in the three years between the Eurobarometer survey and our survey, discussion went on and the respondents in our survey may have taken notice of these discussions. 23 Students of Technical Studies and of Environmental Sciences both score higher in factual knowledge than students of the other academic disciplines, implying that knowledge per se is not a good predictor of risk perception..
Dimensions of risk perception
A factor analysis of risk perception variables shows that it is the technological areas and not the types of risk that are the relevant dimensions of risk perception (Table 5) .
[ Table 5 about here]
The factor loadings are based on twelve questions on risk perception and not on the areas health, environment and society.
Relationship between risk perception, study area and study progress
Risk perception and self-selection
Proposition 1 states that students of different academic disciplines differ regarding risk perception. Table 6 shows the mean risk perception factor values reported in Table 5 for students in different academic disciplines. Table 7 shows the results of the differences in means.
[ Table 6 about here]
[ Table 7 about here] Technical students seem to be significantly less concerned with risks of nanotechnologies; the differences in means compared to the five remaining groups are all significant. Students of Environmental Sciences and of Social Studies perceive risks to be relatively high. With regard to genetic engineering, students of Technical Studies and the Business/Economics group display lower means than the other groups. Again, students of Environmental Sciences and of Social Work perceive risks to be relatively high. For ICT, Technical Studies and Business/Economics students see low risks, students of Environmental Sciences and of Cultural Studies perceive risks to be relatively high.
There are no significant differences in risk perceptions between the various academic disciplines regarding renewable energies. We therefore exclude renewable energies from subsequent analyses.
With regard to the remaining three technologies, the group of Technical Studies shows low risk perception whereas the Environmental Sciences group shows high risk perception. Thus, students of different academic disciplines differ in their risk perception, and the pattern of differences varies with the technology under study.
To conclude: We find Proposition 1 supported.
Risk perception and socialization
Proposition 2 refers to the development of attitudes and perceptions during the students' studies. Depending on their academic discipline, risk perceptions are expected to increase or decrease, that is, pre-existing perceptions will be amplified as a consequence of socialization. Hence in HE disciplines (Technical Studies, Business/Economics), we expect advanced students to display lower risk perceptions than first-term students:
During their studies students become more familiar with the technical or economic side of technologies, they identify themselves with their study subject and adopt attitudes and beliefs typical for their group as their own. With the same reasoning, we expect first-term students in HA disciplines to display lower risk perceptions than advanced students in that field. Students in the academic disciplines of Cultural Studies and Social Work get more exposed to the non-technical side of technology including topics such as various stakeholders' positions and society's acceptance. Following the logic of the cultural cognition hypothesis we thus expect any initially existing risk perception to be amplified as a consequence of socialization. We therefore compare the mean rating of the two groups 'beginners' and 'advanced' by academic discipline and do the same for students in the other fields of study (Table 8 ) .
[ Table 8 about here] With respect to the entire sample, significant differences in mean ratings arise between beginners and advanced students, the latter perceiving lower risks for genetic engineering, nanotechnologies, and ICT. In fact, over all academic disciplines, significant differences in means show lower risk perception for advanced students compared to the beginners in their respective discipline. While this confirms our proposition with regard to HE majors, it is contradictory to our proposition regarding HA majors. Specifically, in Cultural Studies the perceived risk also decreases with study progress. This result contradicts our proposition that predispositions are amplified throughout the studies. Hence, Proposition 2 has to be rejected.
Regression analyses
Proposition 3 states that significant factors in the prediction of risk perception are academic discipline (inter-group variation) as well as inter-individual factors.  and interactions (IA) between academic discipline and gender as well as between academic discipline and study progress on risk perception. Table 9 provides the results.
[ Table 9 about here] For nanotechnology, factual knowledge is the most important variable for explaining risk perception (Beta = -0.185): The more factual knowledge in science and technology, the lower the risk perception. Gender has a significant impact (Beta = -0.132): Male students perceive risks to be lower. 25 Three majors contribute (in interaction) to the explanation of risk perception: Technical Studies students (Beta = -0.079), particularly advanced technical students (interaction with study progress: Beta = -0.120) see risks to be lower, advanced students of Cultural Studies perceive risks to be lower (Beta = -0.070) and male students of Social Studies see higher risks (Beta = +0.056).
For genetic engineering, neither factual knowledge, nor gender on its own is a significant factor for explaining risk perception. Therefore the coefficients are not reported in Table 9 . Again, three majors contribute (in interaction) to the explanation of risk perception: Environmental Sciences students (Beta = +0.084) see higher risks, but not male Environmental Sciences students (interaction with gender: Beta = -0.095).
Male technical students (interaction of Technical Studies and gender: Beta = -0.169) and advanced Business/Economics students (interaction of Business/Economics and study progress: Beta = -0.081) see risks to be lower. Finally, self-assessed knowledge is positively related to risk perception: The more people think they know the higher they see the risks associated with genetic engineering (Beta=0.062).
With regard to ICT, study progress is the most important variable for explaining risk perception (Beta = -0.150): The more advanced students are in their studies, the lower the risk perception. Both students of Cultural Studies and on Environmental Sciences see higher risks.
We might conclude that Propositions 3 and 4 are basically supported but that in the context of the regression analyses the extent to which the effects arise vary between the technologies. Anyway, the results of the factor analysis clearly support Proposition 4.
Discussion
The propositions outlined above have been partly supported. Our proposition regarding socialization (Proposition 2) is not confirmed, but we were able to identify selection effects (Proposition 1): On average, students from various academic disciplines differ in their risk perceptions of technologies. Inter-group variation and individual factors are 25 This confirms other studies on risk perceptions that clearly highlight that on average women dispose of a higher degree of risk aversion then men (e.g. Pidgeon 2007 ). significant predictors of risk perception (Proposition 3) and the pattern of differences varies among the technologies considered here (Proposition 4).
However, the explained variances reported in Table 9 are low. Possible explanations are:
 With regard to self-selection (independent variable: academic discipline):
Students may discover that their individual person-environment fit is not achieved and with more experience may decide to change the academic discipline. Thus, especially in the first term, the self-selection result is likely to change. Since we collected data at the beginning of the term, there may be more a-typical (first year) students than towards the end of study.
 With regard to socialization (independent variable: study progress):
Socialization is measured only within a relatively short time span (a few terms) which might be too short to capture the full extent of the process.
 With regard to knowledge (independent variables: (a) self-assessed, (b) factual knowledge): The sample is more homogeneous than the general population and especially at the beginning of the first term, students usually have similar starting conditions.  With regard to risk perception (dependent variable: factor values): The technologies differ regarding 'dread' and 'familiarity, but they are similar to each other in that they are 'man-made', and decisions to make use of them usually are not down to the individual (unlike e.g. smoking or riding motorbikes).
These possible explanations point to short-comings of the study: We didn't assess whether students exercised a conscious decision or whether they were indecisive regarding their choice of academic discipline (and might drop out subsequently).
Assessing socialization effects in the third term might be too early. Especially towards the end of studies, when writing their bachelor thesis, students need to apply acquired knowledge and develop critiques and this might be a better time for measuring effects.
Finally, a long-term study collecting data from individuals at entry and exit of university would provide insights on intra-individual changes.
As illustrated above, the relationship between self-selection and socialization on the one hand and risk perception of technologies on the other varies between technologies. The results presented show that there is consensus amongst the groups about renewable energies posing hardly any risk and genetic engineering being the most risky technology of the four technologies investigated here. However, there are differences regarding the level of risk perception:
Renewable energies have a positive image, people indicate a relatively high degree of familiarity, there are hardly any risks perceived; this holds for all groups analyzed here.
There are no significant differences in risk perception between different study areas or with regard to study progress. As shown in Table 2 , nanotechnologies are the least understood technology with a median familiarity ranking of 3. However, it is also the technology for which the range of average familiarity rating (Technical studies: 5.15 and Social Work: 2.51) is greatest. In this case, higher familiarity goes with lower risk perception (Technical studies: -0.45 and Social Work: +0.44, see Table 6 ). Genetic engineering is the most dreaded technology and in all groups, familiarity is rated higher than nanotechnologies. Since genetic engineering is not part of the technical study areas investigated here, it is neither a particular interest in that technology, nor a growing familiarity owing to studying the topic that could account for differences in familiarity.
Rather, it might be the exposure to discussions in the media that lead to respondents indicating similar levels of familiarity. With regard to ICT, in both HE and HA disciplines advanced students perceive lower risk than beginners. ICT is a general purpose technology that is wide-spread and many people are accustomed to using it on a daily basis. Performing studies at university usually comes with intense usage of ICT which might put risks into a different perspective. This holds independent of the chosen academic discipline.
Conclusion
In our study we considered and combined elements of inter-hazard, inter-group and inter-individual variation of risk perception.
Analyzing technologies that differ on the dimensions 'dread' and 'familiarity', we expected to find differences between the technologies. Results of both factor analysis and regression analyses support this. Analysis of risk perception variables resulted in four 'technology factors' each representing one technology (rather than 'health', 'environment' and 'society' factors), and regression analyses showed that the independent variables not only vary in their level of influence but in the structure of influence on risk perception, depending on the technology investigated.
Instead of assessing worldviews and risk perceptions in one questionnaire (thereby risking inflated coefficients), we used pre-defined groups and compared risk perceptions among academic disciplines. Results support our proposition that this kind of selfselection (and associated type of personality) is partly reflected in perceptions concerning risks.
People are exposed to information and fit this into their frame of mind, they select and interpret additional information and may develop a view on how well informed they are.
These inter-individual differences of self-assessed knowledge and factual knowledge may contribute to differences in risk perception. In our study, the influence of knowledge on risk perception varies between technologies: In the case of nanotechnology, factual knowledge is negatively related to risk perception, in the case of genetic engineering, self-assessed knowledge is positively related to risk perception. Thus, the relationship between knowledge and technological development is not straightforward. Participating in the creation of technological paths, people's intentions, strategies and actions are partly influenced by how chances and risks of the technology are perceived: Risk perception plays a crucial role in technology development. It is not only "science and mathematics" but equally an understanding of risks and chances and the way perceptions develop that could "bring science and technology closer to certain categories of people who are less exposed to the scientific field, and who therefore have a more skeptic perception of science and technology" (Eurobarometer 224, 2005, 125) .
Students select themselves into an ongoing learning process and choose a field of study.
This self-selection partly will reflect attitudes towards science, preferences for topics and career expectations. Going to university, the teaching and learning of subjects become less uniform. Each discipline has its own culture and its ways for producing and using knowledge. Socialization processes may contribute to the development of 'typical' perceptions, however, it seems that self-selection effects are key to attitudes and that socialization only plays a minor role.
In an organization people take on roles and tasks: A financial controller, a researcher and a marketing manager differ in their screening and evaluation of innovations and in their level and type of information. In general, scientists and developers may be better informed about technical aspects, marketing managers may be better informed about user needs and usage patterns. Homophily (Lazarsfeld and Merton 1954) between members of a group (or a department in an organization) may strengthen attitudes and confirm perceptions. This may affect intra-organizational interaction between managers of different departments as well as inter-organizational interaction. For example, Kim and Higgins (2007, 510) propose that "the prominence of members' prior careers influenced the rate at which companies form alliances".
It is this kind of knowledge about selection and socialization processes that could further the understanding of cooperation partners' perceptions as well as the ability to deal with differences in perceptions.
Future research could involve investigating the link between academic discipline and world view and a panel study to monitor socialization effects on an intra-individual level. 
