terminants of health-related states in specified populations, and the application of this study to control health problems" (Centers for Disease Control and Prevent ion, 2004 ) . Epidemiologists use several types of studies that can be classified as either experimental, with epidemiologists having control over the circumstances from the start, or observational, with epidemiologists not having this control. Vaccine efficacy trials are an example of experimental studies-investigators control who receives vaccine and who does not. The Figure (Grimes & Schulz, 2002) provides a visual overview of the various types of clinical research studies . According to Lukes (2007) , occupational health nurses must understand the pros and cons of various study designs to read, understand , and appl y the findings to reallife situations. (American Association of Occupational Health Nurses, Inc. members can access the Lukes article by logging on to www.aaohn. org , scrolling to "members only," selecting "AAOHN Journal," and then selecting "search the archives." )
To conduct an experimental study, researchers must randomly assign participants to experimental and control groups (Figure) . Observational studies can be subdivided into descriptive studies and analytical studies. In descriptive studies, epidemiologists collect information to characterize health event s or problems. In analytical studies, epidemiologists rely on comparisons between groups to determine the effects of various risk factors on health-related problems. The descriptive process focuses on the "person," "place," and "time"-who was affected, where they were affected, and when they were affected . Once this information is known, questions concerning how and why individuals are affected can be asked (Centers for Disease Control and Prevention, 2004) .
COHORT, CASE-CONTROL, AND CROSS-SECTIONAL STUDIES
Analytical studies are classified according to the time frame used. Cohort studies track individuals forward in time, from exposure to outcome, wherea s case-control stud ies track individuals back in time, from outcome to exposure. In cross -sectional observational studies, the presence or absence of a disease or an exposure occurring at a specific time are ascertained simultaneously, so the researcher cannot know if exposure preceded outcome (Rubeen & Israni, 2007) .
The term "cohort" can refer to a group of individuals born within the same period or define a group of individuals designated for a particular study. In a cohort study, the researcher selects the study population according to its exposure, re-
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Concepts and Terms Used in Research
Absolute risk, attributable risk, or risk difference----excess risk of disease in those exposed, taking into account the background rate of disease. Attributable risk is the difference between the incidence rates in the exposed and the non-exposed groups. Population attributable risk is calculated by multiplying attributable risk by the proportion of exposed individuals in the population and describes the excess rate of disease in the total population of exposed and non-exposed individuals studied.
Bias-any systematic error in the design or conduct of a study resulting in a mistaken estimate of an exposure's effect on the risk of disease.
Case-control study-observational study that first identifies a group of participants with a specific disease and a control group without the disease and then looks back in time to find exposure to risk factors for the disease. This type of study is appropriate for rare diseases.
Case report or case series-descriptive study reporting on a single individual or a series of individuals with a specific disease. An hypothesis is usually generated but it cannot be tested because an appropriate comparison group does not exist.
Clinical trial--experimental study in which the exposure status (e.g., assigned to medication vs. placebo) is determined by the investigator.
Cohort study-observational study in which participants with an exposure of interest (e.g., hypertension) and those without the exposure are identified and then followed forward in time to determine outcomes (e.g., stroke).
Confidence interval-range of values within which there is a high probability (conventionally, 95%) that the true population value can be found.
Confounding-occurs when an investigator falsely concludes that a particular exposure is causally related to a disease without considering other known risk factors for the disease that are associated with the exposure.
Cross-sectional study-observational study conducted to examine the presence or absence of a disease or the presence or absence of an exposure at a particular time. Exposure and outcome are ascertained at the same time, so it is often unclear whether exposure preceded outcome.
Incidence-number of new events (e.g., accident, death, or a specific disease) occurring during a specified period in a population at risk for developing the events.
Incidence rate-number of new events occurring over the sum of time individuals in the population were at risk for having the events (e.g., events/person-years).
Interquartile range-upper (75th percentile) and lower (25th percentile) boundaries defining the middle 50% of observations.
Mean-sum of observations divided by number of observations.
Median-observation in the center when all observations are ordered from smallest to largest. For an even number of observations, the median is the average of the middle two values.
Mode-most frequently occurring value among all observations.
Multivariable regression methods-permit the study of the independent effect of multiple risk factors on outcome by simultaneously accounting for multiple variables. Type of regression model used depends on type of outcome data being evaluated.
Odds ratio-odds of exposure in the group with disease divided by odds of exposure in the control group.
Percentile-percentage of a distribution below a specific value (e.g., a child is in the 80th percentile for height if only 20% of children of the same age are taller).
Positive predictive value-probability of disease in an individual with a positive test result. Negative predictive value is the probability that the individual does not have disease if a negative test result exists.
Relative risk or risk ratio-incidence of disease in the exposed group divided by incidence of disease in the unexposed group .
Reliability or reproducibility-amount of error in any measurement (e.g., blood pressure measurement). Variability between participants divided by intersubject variability plus measurement error. Reliability is greater when measurement error is minimal. Several types of reliability, including interobserver and intraobserver reliability and test-retest reliability, exist.
Selection bias-bias introduced by the way in which part icipants are chosen for a study. In a case-control study, using criteria other than the presence of disease to select cases and controls can lead the investigator to a false conclusion about an exposure.
Sensitivity-ability of a diagnostic test to correctly identify individuals who have the disease. The number of participants with a positive test result who have the disease divided by all individuals who have the disease . A high-sensitivity test has few false-negative results.
Specificity-ability of a diagnostic test to correctly identify those who do not have the disease. The number of subjects with a negative test result who do not have the disease divided by the number of participants who do not have the disease. A high-specificity test has few false-positive results.
Spread or variability-manner in which data are scattered around a specific value (e.g., the mean).
Standard deviation-spread of data around the mean . One standard deviation includes 68% of the values in a sample population, and two standard deviations include 95% of the values. Rubeen and Israni (2007) .
Note. Data from
gardle ss of whether members have the disease or health outcome under study. The outcome is then determined over time and comp ared on the basis of the individual s' exposures. Cohort studies are often referred to as prospective studie s because they folIow the study population forward in time, from suspected cause to effect. An example is dividing a group of individual s on the basis of their smoking status and folIowing them for 20 years to observe whether they develop lung cancer. Cohort studies are also used to investigate outbreaks in smalI, welI-defined populations.
Cohort studies have several advantages. These studies can examine multiple outcomes from a single exposure. For example, in a group exposed to tobacco, the incidence of lung cancer as well as cardiovascular disease, emphysema, bums. and other smoking-related outcomes can be examined. Cohort studies are useful for examining rare exposures (e.g., asbestos and lung cancer). It is possible to calculate the incidence of disease for each of the exposure groups in cohort studies. Cohort studies have a logical sequence (e.g., starting with exposure and then forward in time to the development of disease).
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Disadvantages of cohort studies include the costs of time and resources. If the disease being studied is rare, a large number of participants is necessary. Because participants are studied into the future. logistical problems may develop when individuals are lost to folIow-up.
Examples of Large Cohort Studies
The Framingham Heart Study (www.framinghamheartstudy.org) and the Nurses' Health Study (www. channing.harvard.edu/nhs) are examples of large cohort studies. The Nurses' Health Study. established in 1976 by Speizer, and the Nurses' Health Study II, established in 1989 by Willett, are long-term epidemiological studies about women's health. These studies have followed 121,700 female registered nurses since the mid-1970s to assess risk factors for cancer and cardiovascular disease. These studies are among the largest investigations into risk factors for major chronic diseases ever conducted. (The Nurses' Health Study is currently inviting female nurses between 22 and 45 years old [born after January I, 1965 ] to join the new Nurses' Health Study III. Registration information can be accessed at http://nhs3.org.)
Studying Prospectively (Cohort Studies)
Relative risk can be calculated in cohort studies such as the Framingham Heart Study, in which participants with specific exposures (e.g., hypertension, hyperlipidemia) were followed prospectively for cardiovascular outcomes. The incidence of cardiac events in individuals with and without exposures were then used to calculate relative risk and determine whether exposures were cardiac risk factors (Grimes & Schulz, 2002) .
Studying Retrospectively (CaseControl Studies)
In case-control studies , epidemiologists work backward , from the effect to the suspected cause. Thus, case-control studies are often referred to as retrospective studies. Participants are selected on the basis of the presence or absence of the disease or outcome in question, so one group of individuals with the health problem (case-subjects) and one without (controls) are matched . These groups are then compared to determine the presence of specific exposures or risk factors. For example, a group of individuals with lung cancer could be compared to a group of individuals without lung have several limitations. Although randomized controlled trials, if properly implemented, have internal validity (i.e., they measure what they set out to measure), they might not have external validity. External validity is the extent to which results can be generalized to the broader population. Randomized controlled trials include only volunteers who are screened prior to inclusion, rather than both volunteers and non-volunteers. Individuals who volunteer for research may be healthier than the general population. Randomized controlled trials cannot be used in situations where intentional exposure to harmful substances such as toxins or bacteria would be unethical. Also, randomized controlled trials can be costly (Grimes & Schulz, 2002) .
APPLICATION OF DATATO CLINICAL PRACTICE Predictive Values
Predictive values assess how useful a test will be in the clinical setting at the individual client level. Positive predictive value is the probability of identifying disease in an individual with a positive test result. Conversely, negative predictive value is the probability that the individual does not have disease if a negative test result exists. Predictive values depend on the prevalence of a disease in a population. A test with a given sensitivity and specificity can have different predictive values in various client populations. If the test is used in a population with a high disease prevalence, it will have a high positive predictive value. If used in a population with a low disease prevalence, the test will have a low positive predictive value. For example, a positive stool test for occult blood is much more likely to be predictive of colon cancer in a population of elderly individuals than a population of 20-year-old individuals (Rubeen & Israni, 2007) .
LikelihoodRatios
Likelihood ratios are another method of assessing the accuracy of a test in the clinical setting. These ratios also have the advantage of being independent of disease prevalence. 
RANDOMIZED CONTROLLED TRIALS
Randomized controlled trials are the gold standard in clinical research. They are the only known way to avoid selection and confounding biases in clinical research. Confounding occurs when researchers conclude that an exposure is causally related to a disease without taking into account other known risk factors for the disease that are associated with the exposure. The hallmark of randomized controlled trials is assignment of participants to exposures purely by chance. When properly implemented, random allocation prevents selection bias. Trials feature uniform diagnostic criteria for outcomes, and researchers involved often are blinded to the exposure each participant is receiving, therefore reducing information bias. Readers should understand the relevant guidelines and methodologies used to accurately assess the applicability of randomized trials (Grimes & Schulz, 2002) .
Randomized controlled trials cancer to determine history of exposure to smoking in each group. In case-control studies, the relationship between exposure and outcome is quantified by calculating odds ratios (Grimes & Schulz, 2002) . Case-control studies have three primary advantages. First, multiple exposures can be examined for a single outcome. Second, they are appropriate for studying rare diseases and diseases with long latency periods. Third, case-control studies require fewer case-subjects and are generally less expensive and timeconsuming than cohort studies. Thus, they are appropriate for a disease outbreak investigation.
However, case-control studies are not appropriate for studying rare exposures. They do not permit direct measurement of the incidence of disease. Also, because case-control studies look backward, they create uncertainty about the relationship between exposure and disease (Centers for Disease Control and Prevention, 2004 ).
The likelihood ratio indicates how much a given diagnostic test result will increase or decrease the odds of having a disease relative to the prior probability of disease. Each diagnostic test is characterized by two likelihood ratios: a positive likelihood ratio, indicating the odds of disease if the test result is positive, and a negative likelihood ratio, indicating the odds of disease if the test result is negative (Rubeen & Israni, 2007) .
Odds Ratio: Approximating Relative Risk In Case-Control Studies
The participants in case-control studies are selected on the basis of disease status; therefore, it is not possible to calculate the rate of disease development given presence or absence of exposure. Thus, the odds ratio is often used to approximate an unbiased estimate of the relative risk in a case-control study.
Relative risk and odds ratios provide a measure of risk compared to a standard. However, sometimes knowing the absolute risk is desirable. For example, a 40% increase in the risk of heart disease because of a particular exposure does not provide insight into the likelihood that exposure in an individual client will lead to heart disease (Rubeen & Israni, 2007) .
Confidence Interval
The results of any study sample are an estimate of the true value in the entire population, which may actually be greater or less than what is observed. A confidence interval gives a range of values within which there is a high probability (conventionally, 95%) that the true population value can be found. Confidence 'intervals take into account the number of observations and the standard deviation in the sample population (Grimes & Schulz, 2002) .
SUMMARY
Occupational health nurses must understand epidemiologic research to apply it to practice. Effective read- 
CE Answers
