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Two categories of time-related processes monitoring are studied in this 
dissertation: periodic process and time between events (TBE) data monitoring. 
Periodical processes are very common and important in practical industries. 
Monitoring of such processes is useful and should be investigated carefully. Due 
to the fact that limited works have considered such process monitoring with 
periodicity as an inherent property, a circle chart is proposed and studied for 
different types of periodic processes. Individual procedure and transformation 
techniques are presented in this study.  
The TBE control charts are proven to be very effective in high quality 
manufacturing processes monitoring. This study further considers advanced 
control charts for small shifts detection: a multivariate exponentially weighted 
moving average (MEWMA) control chart with a full smoothing matrix. The chart 
is designed for a Gumbel’s bivariate exponential (GBE) distribution commonly 
used to model practical TBE data. The principle of the chart design is to enlarge 
the test statistics through the selection of off-diagonal elements under certain 
shifts for the charting efficiency improvement. 
The thesis consists of four parts: Chapter 1-2; Chapter 3-5; Chapter 6-7, and a 
concluding Chapter 8. Chapter 1 introduces several basic concepts as well as the 
foundation and motivation of this study. The research line and target is presented 
in this chapter. Chapter 2 reviews many related work and shows the gap between 
the existing literature and our concerned problems. Periodic process with cycle-
based signals e.g. a stamping process or a forging process, is useful and should be 
monitored carefully. Direct construction of traditional control charts to monitor 
such signals would either raise lots of false alarms or reduce the charting 
sensitivity. Comparison between successive periods is not convenient as well. 
Circle chart is proposed under such circumstances. On the other hand, study 
towards the TBE data monitoring has drawn lots of attention and been developed 
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greatly. However, study of the monitoring of multivariate cases modeled by 
skewed distributions is rather limited. The MEWMA control chart with a full 
smoothing matrix is extended to further improve charting efficiency towards 
small shifts detection. 
The second part focuses on the study of circle chart construction, starting from 
Chapter 3 to Chapter 5. Chapter 3 provides the general framework of circle chart 
implementation. The chart works like a clock ticking with an out-of-control signal 
detected. The length of the pointer is determined by the observed measurements, 
while the radius of the control limit cycles is determined by the corresponding 
control limits. Probability limits are usually applied when the distribution 
information is available. Chapter 4 applies the procedure into the process maxima 
monitoring modeled by the extreme value distribution which is very useful in 
reliability analysis and etc. A basic circle chart is constructed first for process 
with no seasonality. When acceptable seasonal pattern exists, the normalization 
technique is employed to facilitate the charting. The transformation effect is 
analyzed in this chapter as well. Chapter 5 further studies the monitoring of 
multivariate periodic processes with a cyclic T2 chart. Multiple related 
characteristics are common and complex in practice which should be monitored 
carefully. The Phase I and Phase II implementation is discussed separately due to 
the fact that the test statistic follows different distributions in two phases. Similar 
as Chapter 4, a basic cyclic T2 chart is constructed for cases with no seasonality 
first. The inner control limit is designed for the covariance matrix shifts while the 
outer control limit is designed for both the mean vector shifts and the covariance 
matrix shifts. Transformation is applied when acceptable seasonality occurs. We 
analyze the effect of standardization and compare it to an alternative approach-a 
sequential T2 chart. We examine the pros and cons of the proposed method and 
discuss the strength and weakness through the average cycle run length (ACRL) 
analysis.  
Chapter 6 and 7 considers an extension of the MEWMA chart for the multivariate 
TBE data monitoring. We apply the model of GBE distribution in this study. The 
x 
 
smoothing matrix of a traditional MEWMA chart is assumed to be with equal 
diagonal elements and zeros off-diagonal elements. We extend it into a full 
smoothing matrix with nonzero off-diagonal elements in this study. The selection 
of smoothing parameters is studied. Chapter 6 considers the construction of a 
FMEWMA chart for the raw and transformed GBE data monitoring. Due to the 
smoothing matrix with nonzero off-diagonal elements, the FMEWMA chart 
requires additional attentions to the control limit determination in the initial state 
and the steady state monitoring. The initial state control limit h for a certain in-
control ARL0 will lead to an increased in-control ARL0 in the steady state 
monitoring. The effect of the dependence parameter δ and the smoothing 
parameters r and c is studied in Chapter 6 for both the raw and transformed GBE 
data monitoring. The performance evaluation is conducted under both the 
eigenvalue analysis and the simulation study of the GBE(1, 1, 0.5) as illustration. 
The transformation is generally considered able to improve the charting efficiency 
in case 1 and case 3. Chapter 7 focuses the transformed GBE data monitoring 
under different dependence parameter δ. The optimal choice of the smoothing 
parameters r and c is changing with the dependence parameter. The optimal 
choice of the parameter c under a certain parameter r depends on the state of the 
monitoring as well. Generally, the FMEWMA chart is proven to be more efficient 
in the initial state monitoring than the traditional MEWMA chart for both the raw 
and transformed GBE data. The transformation improves the charting efficiency 
for a FMEWMA chart in case 1 and case 3 as well. For the steady state 
monitoring, the superiority range of the FMEWMA chart over the MEWMA chart 
increases with the dependence parameter δ. Besides, the FMEWMA chart is apt at 
detecting shift in directions of (d, d) and outperforms the traditional MEWMA 
chart for both the raw and transformed GBE data in both states monitoring as well. 
Chapter 8 summarizes all the findings and contributions in this dissertation. 
Limitation and future working directions are discussed as well.  
xi 
 
LIST OF TABLES 
Table 3.1. Daily Injuries from Traffic Accident in a Certain Area  
Table 3.2. The Monthly Average of US Refiner Net Input of Crude Oil 
from Year 2001 to 2004 
Table 4.1. 4 Periods of Simulated Data Set from EV(10,1) 
Table 4.2. Electricity Demand Data Comparison 
Table 4.3. ACRL Comparison Study 
Table 5.1. T2 Statistics based on (5.4) of Four Periods 
Table 5.2. Comparison of T2 Statistics for the Raw Data and the 
Transformed Data 
Table 5.3. T2 Statistics Window 
Table 5.4. The ARL and ACRL Analysis of Three T2 Charts for Single 
Characteristic Shift 
Table 5.5. The ARL and ACRL Analysis of Three T2 Charts for Both 
Characteristics Shift 
Table 6.1. Covariance Matrix for Recursive Statistics z 
Table 6.2. Illustrative Example of Setting up a FMEWMA Chart with r = 
0.1 and c = 0.25 
Table 6.3. The In-Control ARL Comparison between the Initial State 
Monitoring and the Steady State Monitoring of the Raw Data 
Table 6.4. The ARL Comparison for Different Dependence Parameter for 
the Raw GBE Data Monitoring 
Table 6.5. The ARL Comparison for Different Dependence Parameter for 
the Transformed GBE Data Monitoring 
Table 6.6. Eigenvalues for Different Choices of Parameters 
Table 6.7. The ARL(I) Comparison for the Raw and Transformed GBE (1, 
1, 0.5) under r = 0.1 with the Initial State h 
Table 6.8. The ARL(S) Comparison for the Raw and Transformed GBE 
(1, 1, 0.5) under r = 0.1 with the Initial State h 
xii 
 
Table 6.9. The ARL(I) Comparison for the Raw and Transformed GBE (1, 
1, 0.5) under r = 0.1 with the Steady State h 
Table 6.10. The ARL(S) Comparison for the Raw and Transformed GBE 
(1, 1, 0.5) under r = 0.1 with the Steady State h 
Table 6.11. The ARL(I) Comparison for the Raw and Transformed GBE (1, 
1, 0.5) under r = 0.02 with the Initial State h 
Table 6.12. The ARL(S) Comparison for the Raw and Transformed GBE 
(1, 1, 0.5) under r = 0.02 with the Initial State h 
Table 6.13. The ARL(I) Comparison for the Raw and Transformed GBE (1, 
1, 0.5) under r = 0.02 with the Steady State h 
Table 6.14. The ARL(S) Comparison for the Raw and Transformed GBE 
(1, 1, 0.5) under r = 0.02 with the Steady State h 
Table 7.1. Eigenvalues for Different Choices of Parameters after 
Transformation 
Table 7.2. Eigenvalues for Different Choices of Parameters for Raw Data 
Monitoring 
Table 7.3. The ARL(I) Comparison for the Transformed GBE (1, 1, 0.1) 
under r = 0.1 with the Initial State h 
Table 7.4. The ARL(S) Comparison for the Transformed GBE (1, 1, 0.1) 
under r = 0.1 with the Steady State h 
Table 7.5. The ARL(I) Comparison for the Transformed GBE (1, 1, 0.1) 
under r = 0.02 with the Initial State h 
Table 7.6. The ARL(S) Comparison for the Transformed GBE (1, 1, 0.1) 
under r = 0.02 with the Steady State h 
Table 7.7. The ARL(I) Comparison for the Transformed GBE (1, 1, 0.9) 
under r = 0.1 with the Initial State h 
Table 7.8. The ARL(S) Comparison for the Transformed GBE (1, 1, 0.9) 
under r = 0.1 with the Steady State h 
Table 7.9. The ARL(I) Comparison for the Transformed GBE (1, 1, 0.9) 
under r = 0.02 with the Initial State h 
xiii 
 
Table 7.10. The ARL(S) Comparison for the Transformed GBE (1, 1, 0.9) 





LIST OF FIGURES 
Fig 1.1. A Typical Shewhart Control Chart 
Fig 1.2. Map of This Study 
Fig 3.1. Circle Chart for Daily Injuries in week1 
Fig 3.2. Circle Chart for Daily Injuries for 4 weeks 
Fig 3.3. Circle Chart for Traffic Injuries Week by Week 
Fig 3.4. Circle Chart of Cycle one 
Fig 3.5. Circle Chart for Whole Data Set 
Fig 3.6. Shewhart Control Chart for Raw Data Monitoring 
Fig 3.7. Shewhart Control Chart for Mean Normalized Data Monitoring 
Fig 3.8. Shewhart Control Chart for Range Normalized Data Monitoring 
Fig 3.9. Shewhart Control Chart for Min-Max Transformed Data 
Monitoring 
Fig 3.10. Circle Chart for Mean Normalized Data from Year 2003 to 2004 
for Periods Comparison 
Fig 3.11. Circle Chart for Mean Normalized Data from Year 2003 to 2004 
for Successive Measurements Comparison  
Fig 4.1. Circle Chart Monitoring Process Maxima of Day 1  
Fig 4.2. Circle Chart Monitoring Process Maxima of Day 1 and Day 2  
Fig 4.3. Circle Chart for the Raw Data under kσ Control Limits  
Fig 4.4. Circle Chart for Transformed Data  
Fig 4.5. The Out-of-Control ARL with the Shift Parameter ρ 
Fig 4.6. β Error with Different Parameter 2 1k k k= −  
Fig 4.7. Out-of-Control ARL Contour Plot with Different Parameters k1 
and k2 
Fig 5.1. A Cyclic T2 Chart until the 1st Out-of-Control Signal 
Fig 5.2. Bivariate Normal Distributions 
Fig 5.3. A Cyclic T2 Chart for the Raw Data 
Fig 5.4. A Cyclic T2 Chart for the Standardized Data 
xv 
 
Fig 6.1. FMEWMA Chart for the Initial State Raw GBE Data 
Fig 6.2. FMEWMA Chart for the Initial State Transformed GBE Data 
Fig 6.3. MEWMA chart with r = 0.1 for the Initial State Raw GBE Data 
Fig 7.1. The Correlation Coefficient of the Raw Data and the Transformed 
Data with the Dependence Parameter δ 
xvi 
 
LIST OF SYMBOLS 
ACRL              average cycle run length 
AQI                  average quantity of products inspected 
ARL                 average run length  
ATS                 average time to signal 
b                       scale parameter of an extreme value distribution 
c                       ratio parameter of a full smoothing matrix 
CCC                 cumulative count of conforming 
CQC                 cumulative quantity control 
CUSUM           cumulative sum 
d                       periodicity length 
DOE                 Design of Experiments 
EWMA            exponentially weighted moving average 
FMEWMA   
multivariate exponentially weighted moving average with a full 
smoothing matrix 
GBE                 Gumbel’s bivariate exponential  
HBW                Houggard’s Bivariate Weibull  
ICL                   Inner Control Limit 
LCL                  Lower Control Limit 
m                       number of samples 
MEWMA         multivariate exponentially weighted moving average 
MR                   moving range 
OCL                 Outer Control Limit 
p                       number of characteristcs 
r                       smoothing parameter of a full smoothing matrix 
SPC                 Statistical Process Control 
SQC                 Statistical Quality Control 
TBE                 time-between-events 
xvii 
 
u                    location parameter of an extreme value distribution 
UCL              Upper Control Limit 
Xi                   the ith observation 
α                    type I error or false alarm rate 
β                    type II error  
δ                    dependence parameter of a GBE distribution 
∆                    process shift size 





CHAPTER 1 INTRODUCTION 
Over the past century there has been rapid development in the field of statistical 
quality control (SQC) which plays a vital role in the practical industries. SQC 
techniques mainly consist of statistical process control (SPC), design of 
experiments (DOE), acceptance sampling and capability analysis (Montgomery, 
2007). Among them, SPC is aimed at monitoring and controlling output 
measurements or input factors from the current process, while DOE is able to 
determine significant input factors that affect the process; acceptance sampling is 
closely related to inspection and testing of products; capability analysis assesses 
process capability of meeting specification limits.  
     This research is classified as belonging to the scope of the SPC techniques 
which use statistical methods to monitor and control a process. Since the year 
1924 when W.A. Shewhart first introduced the control chart concept to monitor 
and control a manufacturing process, SPC tools started to draw lots of attention 
and have been widely developed. The seven major tools of SPC, commonly 
known as “the magnificent seven”, include histogram or stem-and-leaf plot, check 
sheet, cause-and-effect diagram, Pareto chart, scatter diagram, defect 
concentration diagram and control chart. Control chart is the most powerful and 
technically sophisticated tool among these. Following Fig 1.1 is a typical 
Shewhart Control Chart from Montgomery (2007). The center line (CL) is 
determined by the sample average which is often considered as the target value. 
The vertical distance between the observation and the CL represents the 
variability measurement. The Upper/Lower Control Limit (UCL/LCL) represents 
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the limitation for the maximum variability. If no point falls outside the control 
limits, the process is considered as in-control. If any point falls outside the control 
limits, investigation would be required before the process restarts.     
 
Fig 1.1: A Typical Shewhart Control Chart 
     Generally, SPC measures the source of variation through control chart 
implementation, eliminates assignable sources of variation, and is applicable to 
any defined process with input factors, output measurements and etc. 
     This chapter is a brief introduction to the classification of control charts and 
the motivation for this study. Section 1.1 presents the concept of control charts 
and different classifications. Section 1.2 introduces the importance and the 
applications of the concerned processes. Section 1.3 shows the research scope and 
structure of the thesis. 
1.1 CONTROL CHARTS  
As aforementioned, control chart and other basic SPC fundamentals are proposed 
in the 1920’s and 1930’s by Walter Shewhart. The research activity towards SPC 
techniques has drawn much attention and gone through a significant growth since 
1980. Control chart is regarded as one graphical representation tool which plots 
specific quantitative measurements from the process with control limits to 
facilitate the detection of process shift and the search for assignable causes. 
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     Control charts can be classified based on the monitored characteristics into 
different categories. Univariate control charts are designed for the monitoring of 
single characteristic, while multivariate control charts are designed for the 
monitoring of multiple related characteristics. Control charts can be classified into 
variable control charts and attribute control charts as well. On the other hand, 
control charts can be classified according to the purpose is either for retrospective 
analysis or prospective monitoring as Phase I control charts or Phase II control 
charts. 
     Common univariate Shewhart control charts, i.e. X chart, and R chart or S 
chart, are for variable measurements monitoring. Many Shewhart control charts 
for attributes are proposed as well, e.g. the p chart, c chart, np chart, and u chart. 
Univariate control charts which are sensitive for small shift detection are 
proposed as advance control charts, e.g. the Cumulative Sum (CUSUM) chart and 
the Exponentially Weighted Moving Average (EWMA) chart.  
     For multivariate characteristics monitoring, control charts can be classified 
similarly as univariate control charts. One commonly applied multivariate control 
chart is the Hotelling T2 chart (Hotelling 1947), which is the analog of the 
univariate Shewhart X  chart. The multivariate version of the CUSUM chart and 
the EWMA chart are extended to provide more sensitivity to multivariate small 
shifts. Many related works are reviewed in Chapter 2. 
     All these control charts are developed based on the normal assumption. 
Control charts for processes which are characterized by other distributions were 
proposed as charts with probability limits and so on. On the other hand, many 
works apply transformations before the charting to transform skewed distributions 
to follow a normal or near-normal distribution.  
     In recent years, control charts for specific processes were proposed according 
to the feature of the process, e.g. time-between-events (TBE) control charts are 
initially designed for high-quality manufacturing processes, etc. This study 
mainly consists of two topics: circle charts designed for various types of periodic 
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processes monitoring and MEWMA charts designed for complex TBE data 
monitoring via an extension of the smoothing matrix. Both categories of time-
related processes play a vital role in the practical manufacturing processes, service 
industry, and reliability analysis. The next section focuses on the introduction and 
application of both categories of time related processes monitoring.  
1.2 TWO CATEGORIES OF TIME-RELATED PROCESSES 
1.2.1 Periodic Processes Monitoring 
The first type is the periodic processes which are common in practice. The natural 
periodicity could be days, weeks, months or years, and could be each operation 
cycle or a production cycle as well. In a manufacturing process, the repetitiveness 
of operation cycles is common, e.g. a forging process or a stamping process, and 
etc., see Zhou et al. (2005a), Zhou et al. (2006), and Kim et al. (2010), etc. 
Moreover, the periodicity could be a demand cycle or a service period from 
reliability analysis and service industries as well, see Darbellay and Slama (2000), 
Rosenbaum and Sukharomana (2001), etc. Measurements from such cycles would 
exhibit a certain periodicity which should be monitored and investigated carefully. 
Periodic processes monitoring is one important topic, but rather limited works can 
be found in the existing literature on the monitoring of such processes. This is our 
motivation for developing circle chart implementation as well.  
     Xie et al. (2012) pointed out that the cyclic pattern in such processes is 
regarded as ‘out-of-control’ signal in the conventional use of Shewhart control 
charts, according to the ‘Western Electric rules’: several types of unnatural 
patterns may occur in an unstable process, including cyclic, systematic, upward 
shift, downward shift, increasing trend and decreasing trend patterns. Traditional 
methods could either raise lots of false alarms or lose much sensitivity when 
monitoring periodic processes. Monitoring techniques that consider such 
periodicity as an inherent feature are required. Circle chart is proposed under such 
circumstances in Xie et al. (2012).  
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     Circle chart plots test statistics around a circle instead of plotting as a run chart. 
The length of the charting pointer is determined by the monitored test statistics, 
while the radius of the control limit cycles is determined by the corresponding 
Inner Control Limit (ICL) and Outer Control Limit (OCL). Circle chart works like 
a clock alarming when its pointer reaches out of the ICL cycle or the OCL cycle. 
It incorporates the periodic information to facilitate decision making. Comparison 
between different stages and periods can be directly perceived. The dynamic 
move of the process can be presented through different colors and markers as well. 
     In the light of individual periodic processes, circle chart can be constructed 
correspondingly. The classification of circle charts can be divided similarly as the 
traditional control charts. Univariate circle chart is designed for the single 
characteristic monitoring. Based on the distribution information of the monitored 
process, probability limits can be constructed for the charting. Chapter 3 provides 
a general framework and a brief introduction of the circle chart implementation 
procedure, assuming the monitored process follows a normal distribution. 
Meanwhile, an illustrative example of a circle chart for the exponential 
distribution is provided. Chapter 4 provides the charting procedure and analyzes 
the transformation effect of the circle chart for periodic process maxima 
monitoring, using the extreme value distribution to model the process. 
Furthermore, multiple characteristics monitoring from the periodic processes 
requires a multivariate circle chart. Chapter 5 focuses on the construction of a 
cyclic T2 chart and the corresponding transformation techniques. The circle chart 
implementation is validated by the non-negativity of the T2 statistic as well.  
     The approach employed in Chapter 3, 4 and 5 is the normalization technique. 
Due to the fact that seasonality often comes with the periodicity, the 
normalization technique is applied to mitigate the sectional difference and 
facilitate the charting procedure. Transformed process monitoring is able to reveal 
a process shift clearly. In this study, a simple model is constructed to describe the 
process periodicity and seasonality. The model is presented in Chapter 3 first and 
could be extended to other cases, e.g. other location-scale distributions, (see 
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Chapter 4), or multivariate cases (see Chapter 5). Throughout this study, the 
periodicity is assumed to be directly perceived or readily estimated. 
1.2.1 Time-between-Events Monitoring 
The other type is the time-between-events data monitoring. It was firstly studied 
by Calvin (1983) for high-quality manufacturing processes when the occurrence 
rate of nonconforming items is rather low. Goh (1987a) further popularized it. 
The term “events” may refer to different definitions according to the application: 
for a manufacturing process, the event could be a nonconforming item; for a 
service study, the event could be a served customer; for the reliability analysis, 
the event could be a failure from the system, and so on. The term “time” can refer 
to attribute count or variable measure observed between consecutive events. 
Consequently, the TBE control charts can be classified according to the “events” 
and “time” definition as attribute TBE control chart and variable TBE control 
chart. Instead of monitoring the quantity or the proportion of events occurring 
during certain sampling interval, TBE charts devote the attention to the time 
between consecutive events occurrence.  
     The cumulative count of conforming (CCC) chart is one type of attribute TBE 
control chart, designed for high-quality processes with very low defective rate. In 
lieu of monitoring the number or proportion of defective items in the sample, it 
measures the cumulative count of conforming items between consecutive 
nonconforming items. The other type of TBE control chart is variable TBE 
control charts. The time measured between two consecutive events is a random 
variable under such circumstances. The cumulative quantity control (CQC) chart 
is a variable TBE control chart. The occurrence of events is typically modeled by 
a Poisson process. Consequently, the cumulative quantity between consecutive 
events follows an exponential distribution so that the CQC chart is also known as 
an exponential chart as well. 
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     Many works can be found in the existing literature for the study of the TBE 
data monitoring, which can be referred to Chapter 2. However, control charts for 
the monitoring of multivariate TBE data are rather limited, especially for those 
modeled by skewed multivariate distributions. Multivariate characteristics are of 
high importance and complexity and need to be monitored carefully and 
efficiently. The second part of this study mainly focuses on the monitoring of 
multivariate TBE data following a Gumbel’s bivariate exponential (GBE) 
distribution.  Xie et al. (2011) has studied the MEWMA chart for the GBE data 
monitoring. In this study, we extend the charting procedure based on the 
MEWMA chart with a full smoothing matrix (FMEWMA) and study the effect of 
parameters selection to improve the charting efficiency. Chapter 6 studies the 
FMEWMA chart construction for the GBE data monitoring, including discussions 
on the smoothing parameters selection and the transformation effect. Chapter 7 
further studies the FMEWMA chart for the transformed data monitoring under 
different dependence parameter δ.   
1.3 RESEARCH SCOPE AND STRUCTURE OF THE STUDY  
Two categories of time related processes monitoring are studied in this research. 
Circle chart is proposed for periodic process monitoring. In the light of the 
distribution information, probability limits can be constructed. Comparison 
between stages and periods is provided. Detailed construction steps of a basic 
circle chart are provided in Chapter 3 as a brief introduction. Average cycle run 
length (ACRL) defined for periodic process monitoring is employed for the circle 
chart performance evaluation. 
     Due to the fact that the weakest link, the largest measurement or the maximum 
demand requires more attention than the value above or below them in lots of 
reliability analysis, manufacturing processes, and service studies, process maxima 
monitoring is considered in Chapter 4. The extreme-value distribution is applied 
to model such process extremes. A periodic extreme-value model is proposed in 
such context. Normalization technique is applied to improve the charting.  
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     Chapter 5 studies the monitoring of multivariate periodic processes. Multiple 
related characteristics are monitored through a basic cyclic T2 chart with 
probability limits first. The Phase I and Phase II implementation is studied 
separately. Transformation is employed to mitigate the scale difference. Due to 
the affine invariance of the T2 statistic, scenario with multivariate cases is quite 
different from univariate cases. Numerical studies are presented in this chapter for 
detailed comparison of the normalization effect. 
     The topic moves on to the TBE data monitoring from Chapter 6. The GBE 
model is studied here as a special case of the multivariate exponential 
distributions. We consider a FMEWMA chart to improve the charting 
performance based on both the eigenvalue analysis and the simulation study. The 
basic idea is to enlarge the test statistic through the selection of the off-diagonal 
elements under certain process shifts to improve the efficiency.   
     Chapter 7 further studies the FMEWMA chart for transformed GBE data under 
different dependence parameters. Detailed comparison and selection of the 
smoothing parameter is discussed. Both Chapter 6 and Chapter 7 start from a 
limiting point of view to evaluate the method. Simulation study is conducted to 
validate the corresponding conclusions.  
     Chapter 8 summarizes contributions in this research with their strengths and 
weaknesses. Future working directions are discussed. The Fig 1.2 shows the 
structure and scope of this research in the field of the SPC area. The line with 


























Fig 1.2: Map of this study  
Multivariate EWMA 
Charts with a Full 
Smoothing Matrix Basic Circle 
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CHAPTER 2 LITERATURE REVIEW 
This chapter mainly reviews previous studies on topics involved in this research. 
It is separated into several parts based on the monitored processes. It shows the 
gap between the existing literature and approaches required by the monitoring of 
processes we consider in this study as well. 
     Section 2.1 reviews many articles studying the periodic processes. Section 
2.1.1 focuses on various univariate periodic processes. Section 2.1.2 reviews work 
on cyclic patterns which often come along with the process periodicity. Section 
2.1.3 presents work addressing process extremes and periodic process extremes 
monitoring. Section 2.1.4 presents previous study on multivariate periodic 
processes. Section 2.2 provides reviews on the TBE data monitoring. Section 
2.2.1 reviews the derivation and development of the TBE control charts. Section 
2.2.2 presents studies on advanced control charts for the TBE data. Section 2.3 
summarizes transformations that have been applied and the charting performance 
evaluation issue to facilitate control charts implementation and comparison. 
Section 2.4 presents some innovative developments in the control chart design. 
2.1 PERIODIC PROCESS MONITORING 
2.1.1 Periodic Processes  
Periodic measurements are quite common in practical scenarios. Lots of research 
focuses on such process.  
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     In the production and service area, periodic demand is one important 
measurement to consider. Banerjee (1992) developed two models for 
simultaneous determination of production lot sizing and the input items order 
quantities under periodic demand. Kapuściński and Tayur (1998) studied the 
optimal policy for a capacitated production-inventory model with cyclic demand. 
Kogan and Perkins (2003) considered a deterministic production system of a 
single product-type under periodic demand, similar as Kogan and Lou (2002). 
Bylka and Rempala (2004) studied an inventory model with continuous periodic 
demand of which the function is periodic with active periods. Kogan and Herbon 
(2008) further studied a fashion production control problem with periodic demand 
in a single selling season. Bensoussan et al. (2011) studied a long-term service 
problem with periodic demand signals.  
     There are many studies considering periodic energy demand as well. Aydin 
and Zhu (2009) investigated reliability-aware energy management schemes for 
periodic real-time tasks in order to minimize energy consumption. Roozbehani et 
al. (2010) investigated the stability of the real-time pricing wholesale electricity 
markets with periodic demand. Traber and Kemfert (2011) considered electricity 
market prices with increasing wind energy supply and periodic demand. Liu et al. 
(2012) studied issues with duty cycling in central air conditioning modeling. 
Mestekemper et al. (2013) compared periodic autoregressive and dynamic factor 
models for forecasting intraday energy demand. 
     In network study, periodic traffic is commonly met and studied as much. Floyd 
and Jacobson (1994) discussed one synchronization method for a network with 
many independent periodic processes. Singh et al. (1994) considered the required 
recovery of source clock frequency for periodic traffic in a broadband packet 
network. Lakhina et al. (2004) studied the diagnosis of network-wide traffic 
anomalies with periodic traffic series. Garcia-Manrubia et al. (2009) addressed the 
problem of offline virtual topology design for transparent optical networks with 
given periodic traffic. Skorin-Kapov et al. (2009) investigated offline planning 
and scheduling with a given periodic traffic demand in the transparent optical 
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network. Feng et al. (2010) proposed resource allocation strategies for periodic 
urgent telemonitoring traffic with different priorities. Chen et al. (2011) proposed 
a new virtual topology design approach for flexible periodic traffic demand. Xie 
et al. (2012) proposed a new periodic structural model to describe the periodic and 
hierarchical network traffic.  
     Periodicity also plays an important role in the road traffic study. Safonov et al. 
(2002) studied a system using delay-differential equations modeling road traffic 
with periodically moving traffic jams. Ahuja et al. (2002) investigated minimum 
time and cost-path problems in periodic traffic lights regulated street networks. 
Nagatani (2005) studied the periodic behavior of a single vehicle through periodic 
traffic lights with certain cycle time. Nagatani (2007) further studied the 
maximum traffic capacity by analyzing traffic patterns through a sequence of 
synchronous traffic lights. 
     Researches on tests for periodicity as well as approaches to estimate 
corresponding periods have been seen a lot. Siegel (1980) proposed methods for 
testing of periodicity in a time series. De Jager et al. (1989) derived a new test for 
weak periodic signals against most light curve shapes. Davies (1990) proposed the 
Davies periodicity test applicable to either phase dispersion minimization or 
epoch-folding. Yabushita (1990) proposed a periodicity test for the crater 
formation rate. Chambers and Blackford (2001) studied a test of periodicity and 
solar forcing for proxy-climate data. Ptitsyn et al. (2006) considered a 
permutation test with a simple but effective computational technique for 
periodicity identification in relatively short time series. Ahdesmäki et al. (2007) 
presented a robust Fisher’s test for detecting hidden periodicities in noisy 
biological time series. Liew et al. (2009) investigated the statistical power of the 
hypothesis testing based on the Fisher test for short periodic gene expression 
detection. Kocak et al. (2013) studied an empirical Bayes test for periodicity of 
genes during cell division.  
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     Many works have studied the determination of the periodicity of processes. 
Kawahara et al. (1999) proposed an accurate estimation method for fundamental 
frequency and periodicity of non-stationary, speech-like sounds. Boudt et al. 
(2011) derived an intraweek periodicity estimates robust to price jumps. Sun et al. 
(2012) proposed a nonparametric method to estimate the period of a periodic 
sequence with data evenly spaced in time, see also Genton and Hall (2007). Note 
that the periodicity is assumed to be directly perceived or estimated throughout 
this study. The assumption can actually be extended in further developments.   
     The above works applied periodic models in many disciplines. However, 
articles that consider the monitoring of such processes are rather limited. 
Traditional methods of process monitoring consider such processes feature to be 
an out-of-control condition.  
2.1.2 Cyclic Pattern  
     Many works focus on the cyclic data monitoring and the pattern detection. 
Zhou et al. (2005a) proposed a process monitoring technique using a directionally 
variant multivariate control chart system for monitoring cycle-based signal. 
Ridley and Duke (2007) proposed a moving-window spectral time series model. It 
decomposes the process variable into trend, periodic components and residuals. 
Changpetch and Nembhard (2008) proposed periodic CuScore charts to detect 
step shifts in auto-correlated processes. Cyclic patterns are involved in some 
medicine problems as well, see, e.g., Elbert and Burkom (2009). 
     Traditional control charts consider such pattern to be out-of-control signals and 
many works focus on the identification of cyclic patterns. For example, Wang and 
Kuo (2007) proposed a hybrid framework to identify six common types of control 
chart patterns of which cyclic pattern is one. Wang et al. (2008) developed a new 
decision tree-based approach for control chart pattern recognition. Neural 
networks are applied into special-purposed cyclic pattern recognition system in 
Hwarng (1995). Further investigation of a neural-network-based identification 
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system for both mean shift and correlation parameter change in autoregressive 
processes are proposed in Hwarng (2005). Methodology for production planning 
and scheduling in cyclically scheduled manufacturing systems has been 
developed by Loerch and Muckstadt (1994). A reference-free Cuscore chart is 
proposed in Han and Tsung (2006) to trace and detect dynamic mean changes 
quickly without knowing the reference pattern. A decision tree based approach is 
also been designed for control chart pattern recognition to classify unnatural 
patterns including cyclic patterns, see Wang, et al. (2008). Gauri (2010) proposed 
a test for suitability of the preliminary samples for constructing control limits of X 
chart. The power of the test can be improved by identifying a new feature, which 
can more efficiently discriminate the cyclic pattern of smaller periodicity from the 
natural pattern and by redefining the test statistic. Cyclic optimization has been 
studied for localization in freeform surface inspection by Xu, Jiang and Li (2011).  
Cyclic pattern often comes along with periodic processes, becoming an 
inherent property of the process. However, most previous works on monitoring 
such processes considered the detection of cyclic patterns to be an out-of-control 
condition. Circle chart is proposed in Xie et al. (2012) for the monitoring of 
periodic measurements. It incorporates the periodic information of the process 
into the implementation procedure and enables comparison from different periods 
and facilitates decision making. This is one primary topic in this research. We 
present periodic process monitoring with acceptable cyclic patterns in this study 
and focus on true shifts from original processes. 
2.1.3 Periodic Process Extremes 
Many literatures have been studying process maxima and minima properties. 
Higuchi and Mikami (2012) studied maxima and minima of a kind of overall 
survival functions where marginal distributions are fixed and discussed the 
application into transmission of technology in Japan. Robert (2010) developed 
theoretical results on the asymptotic distribution of maxima from stationary 
sequences with random failure or censoring. Cherneva et al. (2011) investigated 
15 
 
the distribution of wave height maxima and the effect of the coefficient of 
kurtosis in storm sea states. Brown and Tomerini (2011) reported distributions of 
noise level maxima generated from the pass-by of over 85,000 vehicles in urban 
road traffic streams. 
     The largest demand, damage or the weakest link is usually modeled by 
extreme value distribution as process extremes. Our motivation and focus of 
Chapter 4 is monitoring process maxima commonly modeled by the extreme 
value distribution. The distribution started to draw lots of attention since Gumbel 
(1962).  
     Many reliability papers applied the logarithm transformation to transform a 
Weibull distribution to an extreme value distribution to facilitate parameter 
estimation and etc. Liu and Tang (2009) made use of the extreme value 
distribution to study the Weibull failure times under a sequential constant-stress 
ALT scheme. Similar method can be seen in Ma and Meeker (2010). 
Balakrishnan et al. (2011) studied the linear inference for parameter estimation 
from scale parameter families including Weibull and extreme value distribution. 
Pascual and Li (2012) designed control charts for monitoring the Weibull shape 
parameter with type II censored data by means of sampling range from extreme 
value distributions.  
     The extreme value distribution itself is derived for modeling process extremes 
from various distributions. Besides common application in areas where the 
distribution is derived from, e.g. oceanography, earthquake magnitude studies, 
pollution studies, hydrology and meteorology, etc., extreme-value theory and 
distribution models have also been widely used in structural engineering, material 
strength and reliability analysis. 
     Beretta and Murakami (1998) investigated the required minimum number of 
defects to obtain a good estimate for defects which could lead to the fracture. The 
fatigue failure in a given volume of material occurs at the largest defect or 
inhomogeneity due to the same cyclic stress.  Hence, the extreme values of the 
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defects population can be monitored to control the fatigue strength. Atkinson and 
Shi (2003) also introduced statistical methods for predicting the maximum 
inclusion size from a large volume of steel. Beretta et al. (2005) applied the 
extreme value sampling to study the fracture mechanics in the fatigue of railway 
axles along with scale effects. Gutiérrez-Pulido et al. (2005) proposed a practical 
method to specify prior distributions for commonly applied models in reliability 
analysis including extreme-value distribution. 
     Furthermore, in reliability analysis, the largest damage or weakest link is 
usually modeled by the extreme value distribution. Sohn et al. (2005) used 
extreme value statistics for structural damage classification in damage diagnosis 
problems. Park and Sohn (2006) addressed the issue of establishing the decision 
boundary for structural health monitoring with the help of the extreme value 
distribution to model damage. Bortot et al. (2007) generally studied the inference 
on extreme inclusion size for quality control in the production of clean steels. 
Chen and Li (2007) used the extreme value from a stochastic process to analyze 
the dynamic reliability. Lim et al. (2011) performed outlier analysis from damage 
index using extreme value distribution. Cetin et al. (2013) applied extreme value 
distribution to model the single largest defect in a component under a 
homogeneous state of stress. 
     The extreme-value distribution is also used to model peak power loads. Braun 
(1990) investigated the use of building thermal capacitance to reduce energy cost 
and peak electrical demand. Belzer and Kellogg (1993) applied extreme-value 
distribution to model daily peak power loads demand and seasonal peak demand, 
see also Veall (1983) and Veall (1986). Hekkenberg et al. (2009) studied the 
dependence of electricity demand pattern on the temperature climate in the 
Netherlands. Extreme events in a changing climate are commonly analyzed 
through extreme value theory; see Katz and Brown (1992), and Katz (1999), etc. 
Ghosh et al. (2008) used the extreme-value distribution for the game traffic model.  
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     Periodic process extremes are common in practice. Direct construction of 
control chart normally regards cyclic pattern as one of unnatural patterns which 
could probably raise an out-of-control alarm. Monitoring processes with accepted 
cyclic pattern would be difficult while this is a piece of information that should be 
made use of. Chapter 5 proposes a circle chart for periodic process maxima 
monitoring derived in such a setting. 
2.1.4 Multivariate Periodic Processes 
Multivariate periodic measurements monitoring is common in many practical 
scenarios, such as healthcare industry, manufacturing processes, hydrology, 
meteorology, and service industries, etc.  
     Salas et al. (1985) suggested approaches for multivariate water resources time 
series modeling which may be represented by four major components including 
two periodic ones:  seasonal changes within the annual cycle, and almost periodic 
changes, e.g. tidal and solar effects; see also Raman and Sunikumar (1995). 
Bartolini et al. (1988) investigated properties of multivariate periodic ARMA(1,1) 
processes for modeling synthetic hydrologic time series. Ula (1990) studied 
periodic covariance stationarity conditions of multivariate periodic ARMA 
processes. Rouhani and Wackernagel (1990) modeled the experimental direct and 
cross variograms to preserve the observed temporal periodicities of a large 
amount of hydrological data. Following this, Ula (1991) considered the minimum 
mean square error forecasting of multivariate periodic ARMA processes. Carlis 
and Konstan (1998) studied the interactive visualization of serial periodic data 
which displays data along a spiral. Cancelliere and Salas (2004) focused on 
drought length properties analysis for periodic stochastic hydrologic data. Song 
and Singh (2010) studied periodic hydrologic data and model the joint probability 
distribution through meta elliptical copulas. Spezia et al. (2011) demonstrated 
tools for the analysis of water quality time series by multivariate periodic normal 
hidden Markov models. Kang et al. (2012) studied the periodic performance 
prediction with multivariate attributes for the real-time progress of running 
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processes. Jiang et al. (2012) studied a maximum likelihood estimation procedure 
for a hidden semi-Markov model in which condition-based monitoring 
information is collected periodically with multivariate observations. Ma et al. 
(2013) investigated multivariate drought characteristics analysis using trivariate 
Gaussian and Student t copulas, through which the corresponding return period is 
calculated. 
     There are also papers on multivariate pattern detection. Mielke (1991) studied 
the multivariate permutation methods application including detections of cyclic 
phenomena and regular patterns in the earth sciences. MacEachren et al. (1999) 
proposed an approach for constructing knowledge from multivariate 
spatiotemporal data sets including uncovering meaning patterns. Ward and 
Lipchak (2000) presented a visualization tool for the qualitative exploration 
analysis of multivariate data exhibiting cyclic or periodic behavior. Johansson et 
al. (2003) applied a multivariate approach on microarray data to identify genes 
expression level with periodic fluctuations. Benki et al. (2004) applied 
multivariate analysis to detect cyclic HIV-1 RNA virus level pattern during the 
menstrual cycle. A novel method for non-statistical pattern recognition and 
dimensionality reduction technology of multivariate information is proposed in 
Gao et al. (2008). Time-based detection of changes to multivariate patterns is 
discussed in Hu and Runger (2010).  
2.2 TIME BETWEEN EVENTS DATA MONITORING 
Generally, the TBE control charts can be classified into two categories: variable 
TBE control charts and attribute TBE control charts. The classification is based 
on the definition of the term “time” and “event”. When the monitored variable 
data is observed between consecutive events of concern, e.g. a defect or a failure, 
control chart for such TBE data is called a variable TBE chart. When the 
monitored attribute or count data is observed between consecutive events of 
concern, e.g. a nonconforming item, control chart for such TBE data is called an 
attribute TBE chart. Following sections review articles derived for and studied the 
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TBE data control charts and show the gap between existing literatures and the 
concerned process monitoring. 
2.2.1 Attribute TBE Control Charts 
TBE control chart is initially derived for high-quality manufacturing processes at 
first. One type of attribute TBE control charts is the cumulative count of 
conforming (CCC) chart, a.k.a. the geometric chart, first proposed by Calvin 
(1983) for “zero defects”, then popularized by Goh (1987a). Goh (1987b) further 
considered the charting technique for low-defective production process. Xie and 
Goh (1992) studied the decision making process of controlling high yield 
processes using the CCC chart. Kaminsky et al. (1992) further discussed control 
charts based on a geometric distribution; see also Xie and Goh (1997). The CCC-r 
chart is a natural extension from the CCC chart, see Xie et al. (1999). Further 
developments towards the CCC chart and CCC-r can be seen in Xie et al. (2000), 
Yang et al. (2002), Zhang et al. (2004), Albers (2010) and Zhang et al. (2012). 
     Besides the CCC chart and CCC-r chart, the geometric CUSUM chart is 
another useful attribute TBE control chart. Bourke (1991) proposed the use of a 
geometric CUSUM chart for monitoring the fraction defective of a process with 
100% inspection. Hawkins and Olwell (1998) have provided a comprehensive 
review of the CUSUM chart developments. Xie et al. (1998) has compared the 
CCC and CUSUM charts for high-quality processes and made recommendations 
for the usage of the CUSUM chart for the sensitivity purpose. Reynolds and 
Stoumbos (1999) presented the equivalence of the geometric CUSUM and 
Bernoulli CUSUM chart with a small head start. Bourke (2001) further considered 
the geometric CUSUM chart for both 100% inspection and sampling inspection. 
Chang and Gan (2001) studied and compared the sensitivities of the CUSUM 
charts for high yield processes based on geometric, Bernoulli and binomial counts. 
Sego et al. (2008) studied and compared surveillance methods for small incidence 
rates including the Bernoulli CUSUM chart. Wu et al. (2010) proposed a 
generalized conforming run length control chart and compared its performance 
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with the Bernoulli and geometric CUSUM charts. Szarka and Woodall (2012) 
compared the performance of the Bernoulli and geometric CUSUM charts in 
steady-state performance analyses and showed the equivalence of two charts 
under extended condition where a process shift could occur at any time.   
2.2.2 Variable Control Charts for TBE Data 
One typical variable TBE control chart is the exponential TBE control chart since 
a common assumption for variable TBE control chart is a constant event 
occurrence rate. Many advanced control charts for general variable TBE data in 
favor of sensitivity can be found in the existing literatures. Exponentially 
weighted moving average (EWMA) chart and cumulative sum (CUSUM) chart 
have been widely applied to monitor TBE data to improve charting efficiency 
towards small shifts. Lucas (1985) and Vardeman and Ray (1985) first studied 
CUSUM charts for attribute count data and continuous exponential data 
respectively. Following that, Gan (1992) studied exact Run Length distribution 
for exponential CUSUM chart. Gan (1998) studied both one-sided and two-sided 
exponential EWMA charts and compared them with exponential CUSUM chart. 
Borror et al. (2003) focused on the robustness of the TBE CUSUM chart when the 
TBE data distribution is no longer exponential. Zhang and Chen (2004) further 
studied EWMA charts with a lower-sided one and an upper-sided one for 
monitoring the mean changes in Weibull lifetime processes with censoring 
occurring at a fixed level. Liu et al. (2006) and Liu et al. (2007) studied a 
CUSUM chart and a EWMA chart for transformed exponentially distributed data 
respectively. Qu et al. (2011) proposed a control scheme combining a Shewhart T 
chart with a CUSUM-type T chart for time between events monitoring. Zhang et 
al. (2013) investigated the one-sided lower CUSUM charts for exponential 
distribution with parameter estimation effect and suggested choices of Phase I 
sample size. 
      In practical applications, concerned processes are more complex and consist 
of multiple related characteristics. Interaction between these variables is an 
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inherent property of these complex systems and processes. It is thus useful to 
study ways of monitoring of such complex multivariate characteristics. However, 
most previous works on monitoring multivariate variables focused on multivariate 
normal distributions. Lowry and Montgomery (1995) did an early summary and 
review on multivariate control charts. More than ten years later, Bersimis et al. 
(2007) reviewed various kinds of multivariate statistical process control charts 
starting from the Hotelling T2 chart to Multivariate CUSUM and EWMA charts, 
also including other unique procedures such as principal components analysis and 
partial least squares for construction of multivariate control charts.  
      In recent developments, multivariate control charts incorporated many 
innovative methods. Memar and Niaki (2011) considered EWMA control charts 
with control statistics St based on squared deviation of measurements from target 
for multivariate variability monitoring under a normal distribution assumption. 
Nezhad (2012) proposed a new EWMA chart design for multivariate normal 
distribution using a decomposition method. Li et al. (2012) studied a Phase II log-
linear directional control chart for multivariate categorical processes in an 
integrated framework of multivariate binomial and multinomial distributions. Li 
et al. (2013) studied a nonparametric multivariate sign chart for monitoring shape 
parameters. Sun and Zi (2013) developed a nonparametric multivariate EWMA 
chart based on empirical likelihood for location parameter monitoring. 
     Control charts developed for specific multivariate skewed distributions are 
rather limited. Chang (2007) studied multivariate CUSUM and EWMA charts for 
skewed populations like lognormal and Weibull based on weighted standard 
deviations. Xie et al. (2011) proposed Multivariate EWMA charts for Gumbel’s 
bivariate exponential (GBE) distribution and compared the performance for raw 
data with transformed data. Li et al. (2012) discussed parametric analysis of 
bivariate Marshall-Olkin Weibull failure time models. Moreover, Wang (2012) 
proposed a design of simulation-based multivariate Bayesian control chart for 
complex systems where durations of two stages are random but not necessarily 
exponential. Thus the work reported in Chapter 6 and 7 is motivated by the 
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scarceness of works on skewed multivariate distributions monitoring and its 
significance.  
     Multivariate EWMA chart is proposed by Lowry et al. (1992). Alternative 
multivariate EWMA scheme proposed in Pan (2005) is compared with the 
traditional multivariate EWMA chart. Faraz et al. (2012) studied an optimal T2 
control chart as an alternative method to the MEWMA chart with a double 
sampling scheme. Jiang et al. (2012) presented a variable-selection-based 
multivariate EWMA chart for normal distributed process monitoring and 
diagnosis. Smoothing matrix for most MEWMA charts is commonly assumed to 
be with equal diagonal elements and zeroes off the diagonal. Xie et al. (2011) 
studied the GBE model for design of MEWMA chart for original data and 
transformed data. It utilized one smoothing parameter and one upper control limit 
as its design parameters. 
2.3 TRANSFORMATIONS AND CHARTING EVALUATION 
2.3.1 Transformation Techniques 
Many control charts assume a normal distribution. Study on distributions such as 
Exponential, Weibull, Gamma, Log-normal, etc. is rather limited. Due to the fact 
that these skewed distributions are common in practice, transformations which 
could transform skewed distributions to an approximately normal distribution 
have raised lots of attention since Box and Cox (1964). 
Bartlett (1947) summarized transformations to stabilize the variance. Box and 
Tidwell (1962) discussed transformation for the independent variables without 
affecting the normal distribution of error and the constant variance. Box and Cox 
(1964) devised a Box-Cox transformation that has been extensively used ever 
since then for dependent variables. It can transform non-normal distributions to 
approximately normal and maintain a constant error variance, or achieve an 
absence of interaction. 
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     Box-Cox transformation is derived for improvement to validate the normal 
theory linear model or observational quantity, see Hinkley (1975).  Hernandez 
and Johnson (1980) investigated the large-sample behavior when transform non-
normal distributions by the Box-Cox procedures. It selected transformation 
parameters to minimize the Kullback-Leibler information number (Kullback 1968) 
under known distributions. It provided examples on the gamma family, the 
inverse Gaussian family, and the Pareto distribution. Transformed gamma 
distribution, Weibull distribution, and inverse Gaussian distribution with proper 
transformation parameter selected exhibits a well fitted normal distribution except 
for the Pareto distribution.  
Shore (2000) and Shore (2001) proposed an inverse normalizing transformation 
for non-normal populations. Nelson (1994) proposed power transformation for 
exponential data by power of 1/3.6 such that transformed data become 
approximately normal. McCool and Joyner-Motley (1998) studied a comparison 
work of a simple 1/3.6 power transformation with the logarithmic transformation, 
with 3 σ control limits and EWMA chart. The double square root (SQRT) 
transformation has been further recommended (Kittlitz, 1999) and widely used to 
transform exponential distribution to approximately normal distribution, see Liu 
et al. (2007) and Xie et al. (2011). Manly (1976) proposed an exponential 
transformation to allow negative data being transformed, which is an advantage 
compared with Box-Cox transformation. Sakia (1992) reviewed it together with 
Box-Cox transformation and other normalizing transformations. 
     Besides transformations that transforms non-normal distributions to near 
normal distribution, other transformations such as standardization, range 
normalization and mean normalization have also been widely applied for data 
pretreatment.  Normalization techniques have been widely used in biometrics, 
genetics and computer physics for data pre-treatments. Moreda-Pineiro et al. 
(2001) summarized different data pre-treatment approaches and compared their 
effect including mean and range normalization. Baxter (1995) applied and studied 
standardization and transformation in principal component analysis. 
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Normalization techniques for microarray data are studied and compared in Rao, et 
al. (2008) and Khondoker, et al. (2007). Data transformation and standardization 
in the multivariate analysis has been studied for river water quality in Cao, et al. 
(1999). Through such data pre-treatments, scale difference between different 
sections could be mitigated. The mean normalization is applied in our circle chart 
implementation as well for the section difference mitigation. Both the procedure 
and effects are discussed in Chapter 3, 4 and 5. 
2.3.2 Performance Evaluation of Control Charts  
Control charts are widely used for the purpose of statistical control of the process. 
The performance can be measured and evaluated through several indicators from 
the statistical point of view. The most commonly applied measure of control chart 
performance is the average run length (ARL) and average time to signal (ATS). 
Normally, the ARL is defined as the average number of sample points that have 
been plotted before an out-of-control signal is detected. In the light of the status of 
the process, the ARL can be separated into in-control ARL (ARL0) and out-of-
control ARL (ARL1). The ARL0 is usually maintained to be a certain value in a 
statistical design of a control chart. The best design is the one can provides the 
smallest ARL1. The ATS is generally defined as the time taken on average for the 
chart to detect an out-of-control signal. The definition and decision criteria of the 
statistical design based on the ATS is analogous to which based on the ARL. 
Several other performance indicators are quite similar as ATS, according to 
different circumstances, such as the average number of items inspected to signal 
(ANI), the average quantity of products to detection of a signal (AQI) and etc. 
The statistical design of control charts is the major method used for charting 
performance evaluation throughout this study. 
     The performance measure mentioned above is based on a statistical design. 
Another commonly used design method for control charts is the economic design, 
proposed by Duncan (1956). The emphasis is on the cost function from the 
economic point of view. An economic design is normally achieved by optimizing 
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an economic model which involves with many possible design parameters and 
corresponding costs. There is also one branch of economic design, called 
economic-statistical design. The model for economic-statistical design adds on 
some constraints upon the economic model to ensure the charting performance 
from both the statistical and the economic point of view.   
     In this study, we mainly focus on the statistical design of control charts and 
apply the ARL as the charting efficiency measurement. Particularly, for the 
periodic process monitoring, the Average Cycle Run Length (ACRL) is designed 
to evaluate the charting efficiency, which presents the average number of cycles 
the process has run until an out-of-control signal is detected. The ACRL reveals 
the average cycles of information the process has provided and is more suitable 
for periodic processes monitoring. 
2.4 INNOVATIVE CONTROL CHARTS DESIGN 
Many innovative and interesting control charts have been proposed recently. Most 
previous works construct control charts horizontally. In recent years, an 
increasing amount of literatures on different types of control charts have been 
published. Chao and Cheng (1996) proposed a semicircle control chart for 
monitoring variables data in a joint of both the mean and variance of the process; 
see also Khoo (2005). Cheng and Mao (2008) developed the semicircle control 
chart to multivariate variables data. Chen and Cheng (1998) devised a Max chart 
combing both x-bar and s chart, see also the MaxEWMA chart from Chen et al. 
(2001).  
     Several studies have presented charts application for simultaneous monitoring 
of both univariate and multivariate information. Blazek, et al. (1987) designed 
application of polyplots to simultaneously present both univariate and 
multivariate SPC information, see also a line graph from Subramanyam and 
Houshmand (1995). Fuchs and Benjamini (1994) proposed the multivariate 
profile (MP) chart with bar graph to simultaneously display univariate and 
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multivariate information. The rationale of a circle chart proposed in Chapter 3, is 
similar as which of the MP chart treating measurements from one cycle as 
multivariate information. In order to monitor a large number of process variables, 
Atienza, et al. (1998) further suggested a multivariate boxplot- 2T control chart, 
especially related to White and Schroeder’s (1987) method of applying the 



















CHAPTER 3 A CIRCLE CHART FOR PERIODIC 
MEASUREMENTS MONITORING 
Measurements with a periodicity are common in practice but there exist no 
specific monitoring control techniques for them. In this chapter, we propose a 
type of control chart that plots measurements around a circle so that information 
from the same stage of different cycles can be readily compared. Some basic 
properties of such charts are investigated, and further developments are discussed. 
The basic circle chart can be applied under various kinds of control chart schemes. 
Some application examples are also shown in this chapter. 
     In process control, it is common to encounter data with periodicity. However, 
cyclic patterns in data are normally regarded as ‘out of control’ in the 
conventional use of Shewhart control charts. As suggested in what is commonly 
referred to as ‘Western Electric rules’, several types of unnatural patterns may 
occur in an unstable process, such as cyclic, systematic, upward shift, downward 
shift, increasing trend and decreasing trend patterns. Thus, the cyclic pattern is 
one of the ‘unnatural’ patterns that will raise alarms in a common control chart.  
     There have been studies on ways to identify cyclic patterns as reviewed in 
Chapter 2. In this chapter, we propose the plotting of the raw data that exhibit 
periodicity in a way that is different from the traditional Shewhart chart 
applications. The organization of the chapter is as follows. The basic idea of what 
is called a ‘circle chart’ is firstly introduced, followed by an explanation of the 
chart’s performance and potential development. Some examples are also given to 
illustrate the procedure.  
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3.1 THE BASIC CIRCLE CHART 
The fundamental concept is that the measured data points are first plotted around 
a circle. This is intuitive for process monitoring with periodic measurements as 
repeated measurements could be compared easily. 
     Let Xi be the measurement data for instance i. For simplicity, we assume that 
we have individual measurements that are not grouped. The distance from the 
origin is plotted with the value of Xi. The circle runs over one whole period, so if 
there are d points in each circle, the circle can be divided into d sections, with an 
angle 2π/d. 
     Instead of an upper control limit and a lower control limit as used in a 
Shewhart chart, we use an OCL (outer control limit) and an ICL (inner control 
limit) to denote the decision limits for a circle chart. The outer and inner control 
limits can be obtained based on Shewhart X-bar chart principles that use moving 
ranges (MRs) for individual observations. When dealing with data from a specific 
distribution, probability limits can be chosen. 
     There are a few important assumptions concerning the circle chart that should 
be mentioned here. One is the existence of periodicity, which is usually clear from 
the context of the measurements. Also, as a rule, this is only used for positive 
measurements as plotting a negative distance from the origin of a circle is not 
really useful and could in fact be confusing. Fortunately, most of measurements 
such as length and time are positive. For periodic measurements, the cyclic 
pattern is usually of considerable interest. Some acceptable patterns for a stable 
process will be discussed later on. 
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3.1.1 An Illustration Example 
A simple example is shown here to illustrate the idea and implementation of circle 
charting. Table 3.1 shows a set of data showing the daily injuries from accidents. 
The obvious periodicity is one week. 
Table 3.1 
Daily injuries from traffic accident in a certain area  
Mon Tue Wed Thu Fri Sat Sun 
216 284 236 228 210 191 228 
301 240 211 195 267 307 242 
317 235 178 263 358 266 195 
224 199 201 226 178 258 205 
     For illustration, we use the simple MR of span two, and obtain the traditional 
3-sigma control limits. We then have 237.821x = , 50.852MR = . The control 
limits are, 
50.8523 237.821 3 373.066
1.128 1.128
MROCL x= + × = + × =
 
and 
50.8523 237.821 3 102.576.
1.128 1.128
MRICL x= − × = − × =
 
     To implement the chart, we can let a clock-pointer move day by day. The 
process is in control if no points exceed the control limit circle. Figure 3.1 shows 
the data plotted on a circle chart for week 1, and subsequent data can be plotted 
one by one. Figure 3.2 is the circle chart for whole recorded data of 4 weeks. 
Since no out-of-control signal is detected, the process appears to be in control. 
From Figure 3.2, we can also observe that the quantity of daily injuries is always 
relatively large on Monday, with possibly other observations. 
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     The working mechanism of circle chart is like a clock ticking. Each week is 
observed as one period here. We can observe the corresponding days from 
different weeks in one direction. When the clock pointer exceeds the outer or 
inner control limit, we would have an out-of-control signal. The points from 
different weeks are denoted by different markers. 
 
Fig 3.1: Circle Chart for Daily Injuries in week1 






























Fig 3.2: Circle Chart for Daily Injuries for 4 weeks 
3.1.2 Procedure to Plot A Circle Chart 
As mentioned previously, the determination of OCL/ICL could be done in a 
similar way as UCL/LCL from a usual horizontal run control chart. When the 
normal distribution assumption is applied, the formulation of the basic circle chart 
is as follows: 
, ,OCL A ICL Aµ σ µ σ= + = −                                 (3.1) 
where /2 /A z nα= , n is the sample size and a is the false alarm rate. However, 
for basic circle charts, probability limits should be used as positive quantities are 
involved, and this will be discussed further in a later section of this chapter. 


















































     After the OCL and ICL are obtained, we can monitor for detection of out-of-
control signals. The procedure for drawing a circle chart can be summarized as 
follows. 
1. Analyze the data set to find the number of points in a period, i.e. d, and 
the needed angle ϕ; 
2. Calculate Outer/Inner control limits based on the control chart scheme 
chosen, then draw the control limit cycle on the chart; 
3. Plot points on the circle chart clockwise, and use a clock pointer to 
represent the value, moving by angle ϕ from point to point; 
4. Mark any out-of-control points and investigate the cause; 
5. When a shifted process is encountered, modify the control limits, and 
then restart the monitoring. 
3.1.3 Some Remarks 
We have only shown the circle chart designed for periodic measurements under 
the assumption of process stability with periodic measurements. The chart 
compares corresponding sections from different periods easily and intuitively. 
Circle charts can be routinely used to display raw data, detect out-of-control 
signals for a process, or it can be used to monitor a process from several 
successive periods to reveal process trend and compare corresponding points from 
different periods. 
     When no control limit cycle is introduced into circle chart, the chart can be 
used to present the raw data for process display. When a control limit cycle is 
applied, it is possible to observe out-of-control signals and detect process shift. 
The subsequent steps would be the same as in a usual horizontal control chart. 
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3.2 SOME FURTHER DEVELOPMENTS OF THE CIRCLE CHARTS 
Some basic ideas of plotting data on a circular chart have been described, together 
with the development of control limit. Some results in the chart’s further 
developments are as follows. 
3.2.1 Properties of Circle Chart 
As control charts are based on probability of events, any control chart could give 
rise to false alarms. The false alarm rate could vary depending on the type of 
control limits set. If we use probability limits, the false alarm rate will be the same 
as the pre-determined acceptable false alarm rate. However, when the process 
changes, the change should be detected quickly, so the true alarm rate when the 
process is changed is of great importance, which is also the operating 
characteristic of a control chart. For example, when the data follows a normal 
distribution ( , )N µ σ , the probability of not being able to detect a shift kµ µ σ′ = +
is, 
{ | }.ICL x OCL kβ µ µ σ′= ≤ ≤ = +  
     Average Run Length (ARL), an important chart property, is the average 
number of points plotted on a chart before an alarm is raised. This will help the 
user design a control chart to suit different ARL requirements or acceptable false 
alarm rates. From an analytical point of view, the study of ARL is similar to the 
case of a horizontal Shewhart control chart (Montgomery, 2010). Thus, for 
example, assume the data set follows the distribution ( , )N µ σ . Then, the 
probability of not detecting a shift is as follows. If the process mean has shifted to
kµ µ σ′ = + , then { | }.ICL x OCL kβ µ µ σ′= ≤ ≤ = +  
     Since X follows ( , / )N nµ σ , and let /2L zα= we have, 
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     In fact, ARL of circle chart using Shewhart X  chart scheme is the same as 
that of the horizontal Shewhart X  chart itself. On the other hand, the ARL here is 
defined as the number of observations before an out-of-control signal is raised. 
One could be interested at the number of cycles before that occurs. Then, the 
Average Cycle Run Length (ACRL) is simply ARL/d. 
3.2.2 Adjusting for Periodicity 
The main reason to use circle chart is its ability to easily display periodic 
measurement information and be able to compare similar measurements. The 
most common situation, for periodic measurements, is that the data varies 
according to the period when the measurement is taken. Such cyclic change will 
make the data fluctuate in a systematic way, which in a traditional chart, implies 
that the process is out of control.  
     However, when the periodicity is known or could be estimated, one could 
make certain adjustments, either by using variable control limits or normalizing 
the data. The previous example can be used to illustrate this. One way is to 
monitor the process daily as previously done, and the other is to monitor the 
process week by week. Then, one week would become a sample with size 7. 
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Control limits can be calculated again. Figure 3.3 is the observed process for these 
four weeks. 
     Through this figure along with Figure 3.2, we can obtain information about the 
process from various aspects. We can see the daily trend by observing the plot 
day by day and also observe the week trend by plotting week by week. 
 
Fig 3.3: Circle Chart for Traffic Injuries Week by Week 
3.2.3 Circle Chart based on Probability Limits 
As circle chart is meant for positive measurements and the distribution is usually 
non-normal, probability limits should be used. For example, when we have 
measurement that follows exponential or other distributions; based on Xie et al. 
(2002), probability limits can be easily computed.  


























     We now show an illustrative example of a daily recorded data set following 
exponential distribution ( )Exp λ . Based on t chart proposed by Xie et al. (2002), 
we use the probability control limits for exponential distribution. Then, we have, 





                      (3.2) 
where α is the assumed acceptable probability of false alarm. 
     When a set of data is used to estimate the parameter, the probability control 
limits would be, 
2 1OCL x ln  and ICL x ln .
1- / 2α α
= ⋅ = ⋅
                         (3.3) 
     It is intuitive to present corresponding point from different period. Similar to 
probability control limits based on exponential distribution used here, we can also 
choose probability control limits for Weibull or other distributions.  
     Following is an illustration example of the daily recorded data following 
exponential distribution. Based on that, we choose false alarm rateα =0.05 and 




Fig 3.4: Circle Chart of Cycle one 
No out-of-control signal is observed in both Fig 3.4 and Fig 3.5. Only cycle one 
measurements are recorded in Fig 3.4. In following Fig 3.5, comparison between 
successive cycles becomes possible. The bright colored point shows where the 
process is currently at.  
     Another important feature of probability limits is the positiveness which makes 
the control limit cycle eligible. The circle chart works like a clock which rings as 
an out-of-control signal is detected. 


























Fig 3.5: Circle Chart for whole data set 
3.2.4 Normalization Transformation for Circle Chart Implementation 
Up to now, both the procedure and control limits determination for circle chart 
implementation is provided. On the other hand, seasonality often prevails in 
periodic processes. In many practical cases, seasonality is one important inherent 
feature of process measurements, e.g. cycle-based signals from repetitive 
operation cycles.  
     Direct construction of circle chart might not be sufficient. Either a high false-
alarm rate or expanded control limit cycles can be expected. Based on practical 































scenarios, acceptable seasonality can be defined. Corresponding standardization 
can be applied to facilitate the monitoring process. 
     For the sake of simplicity, individual measurement is assumed first to follow a 
normal distribution. It is natural that measurements taken during different period 
could follow a different distribution in a periodic process with seasonality. 
Acceptable seasonality can be defined by a simple model as, 
2
,    1, , ,    ~ (0, ).t t t t tX t n Nµ ε ε σ= + = K                           (3.4) 
Here 2 2, , 1, , ; 1, 2,t t md t t md t d mµ µ σ σ+ += = = =K K , and d representing the process 
periodicity. The model is not limited to normal distribution. Here Xt can be 
extended to other location-scale distributions. For example, if Xt follows an 
extreme value distribution, we have t t mdµ µ += representing the periodic location 
parameter and ~ (0, ),t t t t mdEV b b bε += representing a periodically distributed 
variance term. 
     Hence, transformation technique can be applied here to improve the 
monitoring of such periodic model. Three transformations are introduced here 
with respective illustration examples: mean normalization, range normalization 
and minimum-maximum transformation. 










′= = = + . Here tX is the 
sample average obtained by stacking all data by the multiple d. After such 
transformation, expectation of transformed process becomes one. This is useful 
when data points are of very different magnitude. Otherwise, the risk of partially 
erasing differences between samples might be high. When patterned peak value 
appears, mean normalization can be chosen to reduce false alarm rate. 





ε ′= = + . Here tR is the sample 
range obtained by stacking all data by the multiple d. Each data is divided by its 
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corresponding section range. Notice that range is a measure of dispersion, thus it 
is actually one indicator for variability. In this case, the transformation will also 
homogenize the data. However, transformed data points will still show differences 
between each other, only with section variation difference eased. 
     Minimum-maximum transformation is expressed as, 
.








′= = +  
This is a range transformation. An advantage is that all transformed data will 
range between 0 and 1, which makes comparison facilitated. 0tY =  refers to the 
minimum value, and 1tY = refers to the maximum value. 
3.2.5 An Illustrative Example for Normalization Transformation  
Following is an illustrative example showing the effect of each specific 
transformation. Data here is from ‘Weekly U.S. Refiner Net Input of Crude Oil’ 
(http://www.eia.gov/dnav/pet/hist/LeafHandler.ashx?n=PET&s=WCRRIUS2&f=
W). 
     Instead of weekly data, we use the monthly average to monitor US Refiner Net 
Input of Crude Oil from year 2001 to 2004. Following is the monthly data. 
Table 3.2 
The monthly average of US Refiner Net Input of Crude Oil from year 2001 to 2004 
 2001 2002 2003 2004 
January 15016.5 14640.25 14518.2 14907 
February 14809.25 14347.75 14229.5 14721.75 
March 14837.6 14301.4 14801.5 14604.75 
April 15450.25 15140.25 15409.5 15068.4 
May 15623.75 15326.4 15790.6 15874.5 
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June 15746.4 15424 15670.25 16042.75 
July 15442 15510.75 15549.25 15991.6 
August 15259.6 15331.6 15542.6 15945 
September 15148.25 15165 15501 15214 
October 15195.5 13999.25 15267.6 14795.8 
November 14942.2 15044.8 15277.5 15533.5 
December 14809 14927.5 15342.75 15703.4 
Following figure is control chart constructed for the raw data. Control limits are 
based on Shewhart control chart scheme. 
 
Fig 3.6: Shewhart control chart for raw data monitoring 
Seasonal pattern can be observed here. The net input increase from Jan every year 
and decrease after June or July. Six out-of-control signals observed here. In this 
case, we are more interested in the trend change behind seasonal effect. Mean 
normalization and range normalization are applied here to mitigate the seasonal 
effect. 













     Following Fig 3.7 is the Shewhart control chart after mean normalization. 
There are three out-of-control signals after mean normalization, all of them 
happened in Oct, indicating Oct is a quite fluctuated month. This is actually 
consistent with our raw data and information behind the seasonal effect. 
 
Fig 3.7: Shewhart control chart for mean normalized data monitoring 
 
Fig 3.8: Shewhart control chart for range normalized data monitoring 























Fig 3.8 is after range normalization. As mentioned, range normalization would 
ease section variation change but takes no use of section average. In this case, 
process pattern would be reserved. In our example here, the clear pattern is due to 
variation change between months is a significant amount. Erase this variance shift 
could reduce false alarm rate when it is the reason for false alarm to signal. 
However, it might lose information towards the variability inside each section, 
such as the fluctuated Oct phenomenon. 
     However, no out-of-control signal detected after range normalization. This is 
due to it erased the difference inside one section. In this case, false alarm is 
reduced leaving a risk of not detecting the fluctuated Oct change. 
 
Fig 3.9: Shewhart control chart for min-max transformed data monitoring 
Fig 3.9 is after minimum-maximum transformation. As mentioned, this 
transformation can be a good indicator for maximum and minimum values in each 
month. 
     Following Fig 3.10 and Fig 3.11 is circle charts constructed for year 2003 and 
2004 after mean normalization. Detail comparison is provided here. There is one 
out-of-control signal detected in year 2003. In 2004, it decreases and Oct is the 













most fluctuated month compared to others. Green arrow in following figure 
provides information of increase or decrease in that month from different year. 
Since following figure is constructed after mean normalization, it actually reveals 
information behind the seasonal effect. 
 
Fig 3.10: Circle chart for mean normalized data from year 2003 to 2004 for periods 
comparison 
Fig 3.11 is constructed for comparison between successive months in one year. 
Blue arrow indicates a decrease when pink arrow indicates an increase.  





























Fig 3.11: Circle chart for mean normalized data from year 2003 to 2004 for successive 
measurements comparison  
3.2.6 Circle Chart for Multivariate Characteristic 
Univariate circle chart implementation is mainly discussed in previous contents. 
As the circle chart idea is very suitable for multivariate characteristics if we plot 
Hotelling 2T  statistic. In this section, we briefly introduce the cyclic T2 chart for 
multivariate periodic measurements. Detailed study can be found in Chapter 5. 
For example, the Hotelling 2T for subgrouped data, the statistic would be
2 1n( ) ' ( )T x x S x x−= − − , and control limits for phase I and phase II can be 
formulated as follows: 
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     Here, n is the sample size, m is the number of samples and p is the dimension 
of related quality characteristic. 
     Hotelling T2 for individual observation, the statistic would be, 
2 1( ) ' ( )T x x S x x−= − − . 
     Then control limits for phase I and phase II are as follows: 
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.                              (3.8) 
Here, m stands for the number of observations and p is still the dimension of 
related quality characteristic. These are interested possible further applications of 
circle chart that would be investigated in later chapters. 
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3.3   Discussions 
In this chapter, we have shown the use of a circle chart for periodic measurements. 
It is convenient for monitoring a process with periodicity or for the comparison of 
processes between different periods. It incorporates the cyclic information in one 
single chart and displays the process information more clearly. It is designed for 
common periodic measurements monitoring. The circle chart will find many 
applications in practice. 
     The circle chart can work in terms of different kinds of control chart schemes. 
It is as effective as the usual horizontal run control chart. Standardization can be 
done for the circle chart in order to have more accurate comparison results for 
shifted process when seasonal pattern exists. 
     There are many other possible directions that will be further investigated, such 
as adopting the circle chart procedure to that of the multivariate Hotelling 2T  















CHAPTER 4 CIRCLE CHART FOR THE 
MONITORING OF MAXIMA IN PERIODIC 
PROCESSES  
Process maxima are important process characteristic in many different 
applications as they measures the maximum length, weight, demand, damage or 
consumption, for example, and those are important quality or performance 
parameters. Such measurements often play a vital role in process analysis and 
have to be monitored carefully. In this chapter, we consider the problem of 
process monitoring when the process exhibits a kind of periodicity. A circle chart 
for periodical process maxima with or without seasonal patterns monitoring is 
developed and studied, by modeling the process maxima using the extreme value 
distribution. Mean normalization is applied for periodic processes monitoring 
with certain seasonal pattern to facilitate comparison between different sections 
and periods. Average Cycle Run Length (ACRL) is employed to measure the 
charting efficiency.  
4.1    INTRODUCTION 
     Periodicity is a common phenomenon in practice, such as daily traffic jam, 
hourly electrical energy demand, or daily hospital waiting time. Due to its 
importance and usefulness to incorporate the periodicity in process monitoring, a 
new approach has recently been proposed based on plotting the raw data around a 
circle (Xie et al., 2012). This approach has clear advantages, particularly useful 
for period measurements. It makes use of the periodicity information to facilitate 
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decision making and data from the same section of the cycle can be compared 
with each other in an easy way. 
     This chapter presents a further study of circle chart for the case of monitoring 
process extremes, such as peak demand or peak damage. This is a common 
concern in many practical scenarios related to manufacturing processes, reliability 
analysis and service industry, see Wang and Roy (1998), Evmorfopoulos et al. 
(2002), Atkinson and Shi (2003), Beretta et al. (2005), Babu and Ashok (2008), 
Fang et al.(2011), Fernandez et al. (2013), etc. There are many papers discussing 
the modeling and properties of process maxima and minima and their applications 
as reviewed in Chapter 2.  
     There are several recent works on control charts for skewed distributions, e.g. 
the Weibull and extreme value distributions, see, e.g., Xie et al. (2002), Nichols 
and Padgett (2006), Sürücü and Sazak (2009), Khoo and Xie (2009), Yang et al. 
(2011), Pascual and Li (2012), Achcar et al. (2013), and etc. However, control 
charts for periodic data from extreme value distribution are rather limited.  
     We have reviewed lots of literature in studying extreme value distribution 
modeling in Chapter 2. In this study we focus on processes with periodicity is 
already obtained by direct observation or estimation. 
     In this chapter, the use of circle charts for the monitoring of periodic process 
extremes characterized by extreme value distribution is investigated. A basic 
circle chart is first constructed to monitor the extreme-value model without 
seasonality. A periodic extreme-value distributed model with acceptable 
seasonality is proposed and standardization for circle chart implementation is 
studied. Illustrative examples are shown and comparison between traditional 
methods and proposed methods is also given.  
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4.2    CIRCLE CHART BASED ON EXTREME VALUE DISTRIBUTION 
4.2.1    Extreme-value Distribution and Parameter Estimation 
The extreme-value distribution which is also called the Gumbel-type distribution 
is widely used to model the extremes (Gumbel, 1962). The density function and 
the distribution function are given by 
1( ) exp( ) exp( exp( )),x u x uf x
b b b
− −
= − − −                        (4.1) 
( ) exp( exp( )). x uF x
b
−
= − −                                              (4.2) 
Here, u is location parameter and b is scale parameter. According to Kotz et al. 
(2000), the mean and variance of an extreme-value distribution can be obtained 
through the method of moments: 
( ) 0.5772 ,E X u b u bγ= + = +                                          (4.3) 
2 2 21( ) 1.6449 ,
6
Var X b bpi= =                                           (4.4) 
hereγ is Euler’s constant. Parameter estimation from samples is a pre-requirement 
and further needed to construct control limits for such process monitoring. It is 
well known that there is no analytical solution for maximum likelihood estimates 
(MLE) of the entire GEV family (Coles, 2001). Nevertheless, numerical 
optimization algorithms are able to find the maximization for given dataset.  
     Let 1 2, , , nX X XL be a random sample from EV(u,b) of size n. Denote the 
sample mean with  
1






=∑                                               (4.5) 
     The maximum likelihood estimator based on a given sample of data is studied 
to improve efficiency by many authors (e.g. Tiago de Oliveira, 1986). In this case, 
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                (4.6) 
4.2.2. Circle Chart Construction Procedure for Process Extremes Monitoring 
Circle chart can be used to monitor measurements of extreme values modeled by 
extreme value distribution. Following Xie et al. (2012), procedures for circle chart 
construction for extreme-value distributed data are as follows. 
1. Analyze the data set to determine the period length d and the angle 
between two successive pointers is with 2
d
piφ = ; 
2. Calculate Outer Control Limit (OCL) and Inner Control Limit (ICL) based 
on estimators (5.6). Take / 2α and 1 / 2α− to determine the critical value 
for probability limits 
/2
ˆ




= − −                                                 (4.7) 
1 /2
ˆ





= − − −
                                          (4.8) 
3. Draw one unit cycle first as the chart and then the outer and inner control 
limit cycle into the chart; 
4. Plot observed process extremes into the chart point by point clockwise. 
Each time the pointer moves by the angle of  ϕ; 
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5. If no point falls outside the control limit cycle, the process is considered to 
be in control. If one out-of-control point is observed, investigation needs 
to be conducted to search for the assignable causes; 
Note that in a circle chart, the length of the pointer is determined by the measured 
observation. The circle chart works like a clock alarming with an out-of-control 
signal detected. Information towards different cycles can be directly perceived. 
When implemented, one could highlight stages or cycles of concern with color 
and show process change in a dynamic way as well.  
4.2.3. An Illustrative Example  
As an illustrative example, assuming that we have a set of process maxima data 
(Table 4.1), for a process with three-hour maxima, observed daily for four days.  
Table 4.1: 4 Periods of Simulated Data Set from EV(10,1) 
Day 
1 13.1406 10.6195 10.8136 11.9582 10.3094 10.3866 10.9672 10.3483 
Day 
2 9.2992 12.4140 10.8515 10.9562 8.6562 8.8050 9.6950 11.6758 
Day 
3 11.8340 12.4961 10.8758 12.0675 12.4761 12.0491 12.9624 11.1966 
Day 
4 11.4413 10.3796 9.9182 10.1100 9.5410 8.6797 9.4078 9.4065 
 
The maximum likelihood estimators according to (4.6) are ˆ 10.1871,u =
ˆ 1.1383b = . Assuming that these are the process parameters, for α = 0.05, the 
probability limits are 
/2 10.1871 1.1383 log( log(0.025)) 8.7013,    ICLα = − ⋅ − =  
1 /2 10.1871 1.1383 log( log(0.975)) 14.3718.  OCL α− = − ⋅ − =  
The circle chart can be constructed according to procedures we have provided in 
Section 4.2.2. Fig 4.1 is the corresponding circle chart for monitoring of process 
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maxima from Day 1. No out-of-control signal is observed currently. When more 
than one cycle of points is recorded, comparison between successive periods can 
be easily read through the chart. 
     Fig 4.2 shows the circle chart when it is continued to Day 2. Note that an out-
of-control signal is detected in the fifth observation in Day 2. If assignable causes 
are detected, it would be necessary to take actions to remove such assignable 
causes before the circle chart restarts.   
  
 
Fig 4.1: Circle Chart Monitoring Process Maxima of Day 1  
 































Fig 4.2: Circle Chart Monitoring Process Maxima of Day 1 and Day 2  
4.3. EXTENSIONS AND TRANSFORMATIONS  
4.3.1. A Periodic Extreme-value distributed Model 
In Section 4.2, the approach is presented for periodic measurements, but we have 
assumed that it has no seasonality. However, in practical manufacturing processes, 
seasonality often comes along with the periodicity, such as tonnage signals from a 
forging process or the forming force from a stamping process etc. Similar as the 
cycle-based signals from Zhou et al. (2005), the periodic process measurements 
discussed here have one important feature which is the seasonality from repetitive 
operation cycles. Besides manufacturing processes, the same situation can be 




























found in the reliability analysis and the service industry where processes are 
periodic according to repetitive operation cycles or each demand cycle. In our 
study, we have assumed that observations are obtained at equally spaced time 
points. It is natural that the maximum measurements from different duration will 
follow a different extreme value distribution due to the existence of the 
seasonality as aforementioned.  
     Consequently, it would not be appropriate to assume one extreme-value 
distribution for every periodic process maxima inside one cycle. Hence we 
consider the periodic process maxima with cyclic pattern to be illustrated by 
different location parameters and scale parameters which means
~ ( , ), 1, ,t t tX EV u b t n= L , where 1, , tu uK and 1, , tb bK represents unknown 
location constants and scale constants. Moreover ut and bt should have a 
periodicity of d same as the periodic process giving by
,  , 1,2, .t t md t t mdu u b b m+ += = = K .  
     Under such circumstances, the periodic extreme value distributed model is 
determined by d pairs of parameters 1 1 2 2[( , ),( , ), , ( , )]d du b u b u bL . The general 
model can be formulated as 
,   ~  (0, ), 1,2, , . t t t t tiidX u EV b t nε ε= + = L                               (4.9) 
Here 1, , nX XK  represents individual process maximum observations. The model 
is developed for periodic extreme value processes and could be easily extended to 
other distributed periodic processes where ut still represents the location 
parameter and  ~  t tiid Gε follows a location-scale distribution.  
     Note that we mainly focus on process shift caused by the location parameter 
shift in this study. Process shift from model (4.9) can be classified into two groups. 
One is a common shift expressed as  
1 2, ,t t t t dX u ε= + + ∆ ∆ = ∆ = = ∆ = ∆L , 
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here ∆  represents the shift size.  
Another case is a seasonal shift expressed as  
, , ( 0,1 , )t t t t i tX u t d t iε= + + ∆ ∆ = ∆ ∆ = ≤ ≤ ≠ . 
In a manufacturing process a machine is more likely to break down with longer 
working hours. In the case of traffic flow or electricity demand, the situation is 
similar. The unusual events could be resulted by a seasonal cause. If there is road 
maintenance conducted only in the morning hours, the traffic flow in that areas 
would be affected only in that period of time. In mathematical description, it is 
stated as only parameter iu from the ith section shifts. The derived model explains 
the process and shift types clearly and is applied in the following sections for the 
charting procedure and further developments. A mean normalization approach is 
introduced to mitigate the scale difference between sections and it could reveal a 
true shift from the original process. 
4.3.2   Mean Normalization for Periodic Extreme-value Distributed Models 
The mean normalization is employed into the model for a better monitoring. It can 











                                                (4.10) 
Here tX , ˆtu  and ˆtb  are obtained by stacking all data which are spaced evenly in 
time by a multiple of d and estimating parameters from each stack. The CDF for 
the transformed tY  with accurate parameter estimation is provided as follows, 
/ ( ) / ( )( ) exp( exp( )) exp( exp( ))
/ ( ) 1 / ( )
t t t t t t t
t
t t t t
y u u b yF y
b u b
γ θ θ γ
γ θ γ
− + − +
= − − = − −
+ +
.    (4.11) 
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Here /t t tu bθ =  representing the ratio of the location parameter and the scale 
parameter. In practical scenarios, the location parameter is commonly much larger 
than the scale parameter. Moreover, the tθ  from different sections often falls into 
a small interval. Note that if we assume with equal section , 1,...,t t dθ θ= = , 
probability limits based on (4.11) would show no difference between sections. 
The control limits in our case become 
/2
1 /2
1 1log( log( )) log( log( )),  
2 2










θ α θ α
θ γ θ γ θ γ θ γ
θ α θ α
θ γ θ γ θ γ θ γ−
= − − = − −
+ + + +
= − − − = − − −
+ + + +
 (4.12) 
A circle chart could be implemented according to the same procedures as applied 
in previous illustrative example. Control limit cycle radius is determined by 
probability limits from (4.12). 
     Note that transformed data tY  is always positive when original observation is 
positive. Transformed tY  are monotonically increasing with tX . Signal falling 
inside ICL cycle indicates a down shift from the original process, and vice versa, 
signal falling outside OCL cycle indicates an up shift from the original process. 
The normalization facilitates the process monitoring with seasonality existence 
and reveals a true shift from the original process. 
4.3.3 An Illustrative Example with Mean Normalization  
In this part, we take a set of periodic peak power demand data from Belzer and 
Kellogg (1993) as example. The unbiased ML estimates from Belzer and Kellogg 
(1993) for daily peak power load in winter is with ˆˆ 11756.3, 969.0u b= = . We 
consider the process with a periodicity of one week. Hence d = 7 in this case. We 
maintain 11756.3, 969.0weekday weekdayu b= =  as weekday daily peak power load and 
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assume normal weekend daily peak power load to be 8492.7,weekendu =  
700.0weekendb =  with a same section iθ .  
     If an exceptional situation happens after a few week with weekend daily peak 
power load shifts to 11500.0, 700.0weekend weekendu b′ = = , the circle chart for the raw 
data and mean normalized data can be constructed. We compared the charting 
performance under transformed data with probability limits, with raw data with 
kσ  limits. We set control limits to maintain ARL0 = 200 such that α = 0.005 for 
probability limits formulation. Following is corresponding simulated data from 
the shift occurs and circle charts constructed for it. 






Mon. 10754.55 0.8732 
Tues. 12949.70 1.0515 
Wes. 11279.08 0.9158 
Thur. 10928.78 0.8874 
Fri. 12299.25 0.9986 
Sat. 12000.72 1.3489 
Sun. 10454.22 1.1751 
Mon. 13488.79 1.0952 
Tues. 12827.53 1.0415 
Wes. 11353.03 0.9218 
Thur. 12334.70 1.0015 
Fri. 11171.28 0.9071 
Sat. 12396.56 1.3934 
Sun. 12721.15 1.4299 
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Mon. 12244.19 0.9942 
Tues. 11935.13 0.9691 
Wes. 11786.21 0.9570 
Thur. 11703.12 0.9502 
Fri. 11532.03 0.9363 
Sat. 12383.06 1.3919 
Sun. 14466.14 1.6260 
 
Fig 4.3 is the corresponding circle chart for the raw data showing no points out of 
the control limit cycles due to an overestimated standard deviation, although the 
process has shifted from its original seasonal pattern. Fig 4.4 is the circle chart 
with probability limits for transformed data, which efficiently detects the shift in 
the second week. The chart indicates an upward shift from the original process.  
     The data points from different weeks are represented by different markers. 
Moreover, there is no obvious change observed in Fig 4.3 between weekdays and 
weekends for the raw data monitoring. Mean normalized data monitoring reveals 
a clear upwards shift in the weekends according to Fig 4.4. 
     In the electricity demand example, when a signal of upwards shift is detected, 
investigation for the causes and actions to increase the weekend electricity supply 
load will be necessary. On the contrary, if a downwards shift signal is detected, it 





































Fig 4.4: Circle Chart for Transformed Data  
4.4 EVALUATION OF THE PERFORMANCE OF CHARTING 
PROCEDURE 
4.4.1 ACRL Analysis of the Mean Normalization 
For circle chart with fixed number of sections, d, ACRL is merely the ordinary 
ARL/d. The following study presents a general ARL analysis of the mean 
normalization effect. To begin with, we assume an equal section location-scale 
parameter ratio with 1 ,  ,  1, ,d t tu b t dθ θ θ θ= = = = =L L . Cases with different 
section θi would be considered in later study. A discussion is provided in the 




























Appendix. Throughout this chapter, we assume that one period of measurements 
follow distributions of 1 1( , ), , ( , )d dEV b b EV b bθ θL .  
     Without loss of generality, we assume the ith section location parameter shifts 
to i i iu u bρ′ = + . The type II error while the shift failed to be detected by mean 
normalized probability limits is calculated as follows. Control limits are obtained 
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The out-of-control ARL can be obtained based on (4.13) as 1
1
(1 )i
ARL β= − . Note 
that the charting efficiency depends only on the parameter ρ indicating that the 
process seasonality effect is removed, provided that the parameter estimation is 
accurate. Since we focus on the transformation effect towards the charting 
efficiency at the Phase II study, it is assumed that sufficient measurements have 
been obtained for the accurate parameter estimation. The effect of parameter 
estimation error is further discussed in the section 4.4.3. Following Fig 4.5 is the 




Fig 4.5: The Out-of-Control ARL with the Shift Parameter ρ 
     The numerical study of the ACRL analysis is conducted in section 4.4.2 which 
is consistent with the Fig 4.5. The distribution skewness effect towards an ARL-
biased control chart is discussed in section 4.4.3 as well. 
     However, the charting efficiency of the traditional kσ control limits would be 
affected by both the distribution parameters [(u1,b1),…,(ud,bd)] and the shift 
parameter ρ since both θ and bi determine the estimated standard deviation σ. 
Hence the following comparison study is conducted for different distribution 
parameters and shift parameter. 
4.4.2 Comparison Study 
For the sake of simplicity, we start with the case of periodicity of two, 
characterized by three parameters 1 1 2 2[( , )( , )]b b b bθ θ . The study can be readily 
extended to cases with d > 2. The process shift is presented by 1 1 1u u bρ′ = + . Take 
1 21, 2b b= = , the difference between b1 and b2 effect would be discussed after 






















Table 4.3. Due to the impact of the parameter θ to the kσ control limits 
determination; we compare two methods according to different choices of θ. The 
out-of-control ACRL is obtained for different shift sizes. The in-control ACRL of 
100 is obtained with α = 0.005. We record the ACRL in following table with 
100,000 times of simulation.  
 
Table 4.3: ACRL Comparison Study 










































ρ = 0 100 100 100 100 100 100 100 100 
ρ = 0.1 100.26 109.21 100.17 109.57 100.01 109.65 99.61 109.20 
ρ = -0.1 100.22 85.74 100.36 85.64 99.52 85.32 99.84 85.93 
ρ = 0.3 100.62 115.07 99.60 115.31 100.19 115.16 100.29 114.93 
ρ = -0.3 100.37 53.94 100.55 53.61 100.19 53.33 100.28 53.47 
ρ = 0.5 99.77 109.08 100.15 108.72 100.15 108.58 99.99 108.91 
ρ = -0.5 99.79 30.13 100.05 30.14 99.89 30.07 100.44 30.12 
ρ = 0.7 100.09 99.35 99.85 99.72 99.74 99.27 100.10 99.78 
ρ = -0.7 100.18 17.07 100.34 17.21 99.99 17.05 99.91 17.11 
ρ = 0.9 100.27 89.85 100.36 89.41 99.99 90.50 99.76 90.26 
ρ = -0.9 100.03 10.25 100.29 10.25 99.95 10.25 99.84 10.26 
ρ = 1 99.48 84.67 99.58 85.26 100.08 85.10 100.05 85.05 
ρ = -1 100.05 8.17 100.49 8.16 99.76 8.17 100.20 8.19 
ρ = 1.5 99.62 61.52 100.01 61.98 99.47 62.04 100.27 61.95 
ρ = -1.5 100.02 3.26 100.17 3.24 99.89 3.26 100.75 3.26 
ρ = 2 100.13 42.64 99.92 42.58 99.99 42.55 100.17 42.63 
ρ = -2 100.36 1.74 99.77 1.73 99.91 1.74 100.84 1.74 
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ρ = 2.5 99.87 28.26 100.52 28.22 100.07 28.15 99.89 28.40 
ρ = -2.5 100.13 1.13 99.51 1.13 100.21 1.14 100.33 1.13 
ρ = 3 99.73 18.18 99.96 18.05 99.79 18.18 100.69 18.21 
ρ = -3 100.06 0.85 100.09 0.84 99.64 0.85 100.33 0.85 
ρ = 5 99.44 2.69 100.18 2.69 100.05 2.70 100.34 2.70 
ρ = -5 99.54 0.54 99.52 0.54 99.72 0.54 100.03 0.54 
ρ = 8 83.30 0.50 99.86 0.50 100.13 0.50 100.75 0.50 
ρ = -8 1.30 0.50 1.30 0.50 1.28 0.50 1.30 0.50 
ρ = 10 40.07 0.50 98.82 0.50 100.27 0.50 100.84 0.50 
ρ = -10 0.58 0.50 0.58 0.50 0.58 0.50 0.58 0.50 
 
(1) The efficiency of the mean normalized data monitoring with probability 
limits is robust with different choices of θ, which is consistent with the 
conclusion we have drawn in section 4.4.1 that only the shift parameter ρ 
determines the charting efficiency of the mean normalized data monitoring. 
The numerical ACRL results coincide with Fig 4.5 as well. 
(2) From Table 4.3, we can observe that ACRL ≥ 100 when the location 
parameter shifts up by a small amount from 0.1 to 0.7. This is due to the 
fact that a control chart based on α/2 and 1-α/2 probability limits for a 
skewed distribution, e.g. the extreme value distribution, is an 
ACRL(ARL)-biased one, see Kuralmani et al. (2002), Zhang et al. (2006), 
Yen et al. (2012), etc. Consequently, the chart would fail to detect a small 
upwards shift.  
(3) Table 4.3 shows a superiority of the performance of the monitoring with 
transformed data based on probability limits over the performance of the 
raw data monitoring with kσ control limits. The raw data monitoring with 
kσ control limits shows poor detection power with a small shift size due to 
the overestimated standard deviation the raw process. Only when the shift 
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size is large enough, the chart is able to present an efficient detection. The 
charting efficiency is determined by the shift direction as well. It is 
noticed that ρ = -8 and ρ = -10 representing a process shift away from the 
center of both sections is detected efficiently. However, the chart shows 
low efficiency in detecting shifts with ρ = 8 and ρ = 10 representing a 
process shift towards the center of both sections, due to the seasonality 
effect. 
(4) In this study, we assumed 1 21, 2b b= =  as a start. Note that the value of b1, 
b2 only affects the charting efficiency of the raw data monitoring with kσ 
control limits. The charting efficiency is worsened by an increased 
difference between b1 and b2 due to much overestimated standard 
deviation, and vice versa, the charting efficiency is improved by a 
decreased difference between b1 and b2. When b1 = b2, the process is a 
periodic process without seasonality. The effect of the difference between 
b1 and b2 could be further analyzed in our following studies. 
In general, monitoring with the mean normalized data based on probability limits 
is more efficient than the raw data monitoring with kσ control limits, except for 
several small upwards shifts where 0.1≤ρ≤0.7. It presents a true process shift 
more clearly. The assumption is an accurate parameter estimation which is 
generally assumed in Phase II implementation. The estimation error effect 
towards the probability limits determination is discussed in following section.  
4.4.3 Effect of Parameter Estimation and Distribution Skewness  
The ACRL analysis above is conducted based on accurate parameter estimations. 
However, the effect of parameter estimation errors is of great concern and it 
should be investigated. In this section, we discuss the parameter estimation effect 
towards the probability limits determination and the charting efficiency in 
situations without seasonality. For the extreme value distribution probability 








α β= = −                                           (4.14) 
Assume that the scale parameter estimation is accurate with ˆb b= ; we focus on 
the location parameter estimation error effect with 1uˆ u k b= + . Here k1 is the ratio 
coefficient of the location parameter error with the scale parameter. Assume the 
parameter shift is 2u u k b′ = + . Here k2 indicates the multiple of the process shift 
size to the scale parameter. The β error is expressed as follows. 
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Hence once α is set to certain value, out-of-control ARL is determined by
2 1k k k= − .  
     Figure 4.6 shows operating characteristic curves and the out-of-control ARL 
contour plot with different shift size is shown in Figure 4.7. Note that the 
curvature in Fig 4.6 is still a skewed one which is determined by the skewness of 
the original extreme value distribution. The out-of-control ARL in Fig 4.7 is 
determined based on (4.14) and the β error curvature in Fig 4.6. Notice that β = 1 
when 2 1 0k k k= − = . This is intuitively reasonable when the estimated location 
parameter equals to the shifted location parameter such that the circle chart would 
certainly show an in-control state. As the difference between 1k  and 2k  increases, 




Fig 4.6: β Error with Different Parameter 2 1k k k= −  
 
 Fig 4.7: Out-of-Control ARL Contour Plot with Different Parameters k1 and k2 
 
Fig 4.7 shows the effect of skewness towards the out-of-control ARL as well with 
unevenly spaced contour lines. ARL-unbiased chart can be directly constructed by 



























































































locating the maximum ARL to in-control ARL value. However, it should be noted 
that we still use α/2 and 1- α/2 percentiles as control limits in this study for the 
sake of simplicity. Determination of ARL-unbiased control limits can be further 
discussed in other contexts as our following studies.  
     Moreover, we have only focused on the error effect of parameter estimation for 
the extreme value distributed model without seasonality in this section. The error 
effect for periodic extreme value data with seasonality will be discussed in our 
further studies.  
4.5 DISCUSSIONS AND CONCLUSIONS 
In this chapter, a circle chart to monitor periodic process maxima is studied. This 
type of characteristics can usually be modeled by the extreme-value distribution. 
A periodic extreme-value distributed model is also proposed and studied. Mean 
normalization is employed for better detection of process shifts which may not be 
detected by traditional SPC control charts easily when the seasonality exists. The 
charting efficiency is analyzed as well.  
Several future directions are mentioned above as well. An ARL-unbiased 
chart for the extreme-value distribution can be further studied. The parameter 
estimation effect towards periodic extreme value model with seasonality and 
transformed models is worthy of further discussion as well. The section θi is 
assumed to be equal with each other in this study which can be extended to 
unequal cases where control limits would be section dependent. A small 
discussion is presented in the Appendix. Analysis and comparison can be 
conducted for the situation. This is an interesting and useful topic that we would 







CHAPTER 5 A CYCLIC T2 CHART FOR 
MULTIVARIATE PERIODIC MEASUREMENTS 
MONITORING 
In the previous chapters, the circle chart was initially proposed for the monitoring 
of a univariate periodic process common in practical production environments or 
reliability analysis. It makes use of the periodicity information and provides an 
easy way for decision making as it enables display and comparison of 
measurements from different operation cycles. It is also able to present the 
dynamic move of the process. In manufacturing environments, complex 
measurements from each repetitive operation cycle with multiple related 
characteristics could be a concern. A cyclic T2 chart is designed to monitor such 
multivariate periodic processes. Normalization technique is studied for the 
charting efficiency improvement when the process has an acceptable seasonal 
pattern.  An application example is shown here to illustrate the detail procedure. 
The ACRL is studied for the charting efficiency evaluation. Several possible 
further applications of the circle chart for multivariate process characteristics are 
investigated. 
5.1. INTRODUCTION 
In manufacturing processes, repetitive operation cycles are very common, such as 
in a forging process or a stamping process: see Zhou et al. (2005a), Zhou et al. 
(2005b), and Kim et al. (2010). Measurements from such cycles usually exhibit 
certain periodicity. Monitoring measurements of such feature is one important 
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motivation for studying circle chart implementation. In Xie et al. (2012), a circle 
chart for univariate periodic measurements monitoring is presented. Instead of 
plotting measurements as a run chart, the circle chart plots data points clockwise 
around a circle. Information from the same stage of different periods can be easily 
compared. It can show the process change in a dynamic way, facilitating chart 
reading. When certain acceptable seasonal pattern appears in the process, 
normalization techniques can be applied to reveal a process shift from the original 
pattern. 
     For the monitoring of periodic multiple related measurements, multivariate 
control charts that consider periodicity are required. There have been related 
works on the modeling of multivariate periodic processes. Meanwhile, many 
recent works studied the multivariate control charts development. However, 
articles that consider the monitoring of the multivariate periodic processes with 
acceptable patterns are rather limited. In this chapter, the multivariate periodic 
measurement modeling is characterized by a simple model. We propose a cyclic
2T chart for the multivariate periodic measurements as in the univariate cases, but 
more complicated due to several related characteristics. The circle chart 
implementation for multivariate processes monitoring is validated by the non-
negativity of the T2 statistics.  
    The chapter is organized as follows. Section 5.2 discusses the construction of a 
basic cyclic T2 chart for the multivariate periodic processes with no seasonal 
pattern and an illustrative example is provided. Section 5.3 formulates the model 
with certain acceptable seasonality and presents two alternative approaches for the 
performance improvement. Section 5.4 shows the comparison study of three 




5.2 A BASIC CYCLIC T2 CHART 
5.2.1 The Chart Construction in Phase I 
Multivariate processes measurements are usually assumed to follow a multivariate 
normal distribution. The application of the multivariate Hotelling T2 chart is 
validated by the assumption as well. In particular, we assume a p-dimensional 
process measurement 1( ,..., ) 'px x=x  normally distributed as ( )N µ,Σ  with 
probability density: 
/2 1/2 1( ) (2 ) | | exp[ ( )]
2
pL pi − −= − -1x Σ x -µ)'Σ (x -µ .                   (5.1) 
Here 1 2( , ,..., ) 'pµ µ µ=µ is the mean vector and ( )ij p pσ ×=Σ is the covariance 
matrix. Let 1 2( , , , ) 'i i i ipx x x=x L be the measurement data for instance i. We start 
with individual observations recorded periodically.  
The T2 statistics is expressed as  
2 ( ) ( ).T = -1x - x 'S x - x
                                        (5.2)                                            
Here x  is the sample mean vector and S is the estimated covariance matrix based 
on collected samples.  
     One significant issue is the estimator S for covariance matrix Σ. One usual 
estimator mentioned used in Sullivan and Woodall (1996), obtained by simply 
pooling all m observations as 
1
1










∑ x - x x - x .                                  (5.3)                                            
In Holmes and Mergen (1993), the authors proposed another estimator using the 
difference between successive observations:  
i 1 i , 1,2, , 1i i m+= − = −v x x L . 
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When these vectors are arranged into a matrix: 
1 2 1[ ', ', , '] ,m− ′=V v v vL                                                                              
the estimator is given by 
2
1 '
2 ( 1)S m= −
V V
.                                                (5.4)                                                 
In this chapter, we apply the second estimator (4) in the first illustration example 
without seasonality existence. The effect of two estimators when the acceptable 
seasonal pattern exists is discussed later. 
     The phase I control limits for individual observations should be based on a 
beta distribution (Tracy et al., 1992) 
2





















.                             (5.5)                                         
Here 
, /2,( 1)/2p m pαβ − −  represents the upper α percentile of a beta distribution with 
parameters p / 2 and (m - p - 1) / 2. Note that a nonzero ICL instead of ICL = 0 is 
able to detect changes in the covariance matrix. The OCL detects both changes in 
the covariance matrix and the mean shift.      
5.2.2 The Chart Construction in Phase II 
After out-of-control signals with assignable causes are removed from the original 
data set, the process monitoring enters the second phase where the use of control 
charts is to test whether future observations remain in control. The determination 
of phase II control limits depends on the parameter estimation in Phase I. The new 
observation x would be independent of x  and S obtained beforehand.  
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The phase II probability limits are constructed based on the F distribution (Tracy 
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                                        (5.6)                                  
Here m is the number of observations, 
, ,p m pFα −  represents the 1 – α percentile of 
the F distribution with parameters p and m – p. Similarly, a nonzero ICL is able to 
detect the covariance matrix shift of the data while the OCL detects both the 
covariance matrix and the mean shifts.  
     Moreover, if the original covariance matrix Σ is known or approximately 
known, Chi-Square control limits can be used as follows. 
2 2
1 /2, /2,,p pICL OCLα αχ χ−= =                                             (5.7) 
     Besides the control limits, the center line of the control chart can be 
determined for both phases as the 0.5 percentile of the distributions.  
5.2.3 Procedure to Plot a Cyclic T2 Chart 
As aforementioned, the phase I monitoring to bring the process into statistically 
controlled state employs the test statistic in (5.2) and control limits given in (5.5). 
In cases where there is no seasonality, either estimator (5.3) or (5.4) can be 
applied for the covariance matrix estimation. The second phase monitoring 
employs the test statistic as in (5.2) and control limits as in (5.6). Following is the 
procedure according to Xie et al. (2012) for drawing a cyclic T2 chart. 
1. Analyze the data set and determine the periodicity of the process as d, 
calculate the angle ϕ = 2π/d. 
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2. Calculate Outer/Inner control limits based on (5.5), draw corresponding 
control cycles into the chart. 
3. Plot the calculated test statistic (5.2) as individual point on the chart 
clockwise, each time moving by an angle of ϕ. 
4. Mark any out-of-control signal and search for assignable causes before the 
chart restarts and modify the control limits; 
5. Until the process is regarded as in the in-control state, Phase II monitoring 
starts with updated control limit cycles according to (5.6) or (5.7) for 
future observation. 
6. Plot future test statistic based on (5.2) into the chart clockwise moving by 
an angle of ϕ each time. 
7. When a shifted process is detected, investigation is required for assignable 
causes. 
Note that the future observation obtained in Phase II is independent of the mean 
vector and covariance matrix estimators obtained in the Phase I implementation, 
leading to updated control limit cycles. 
5.2.4 Illustrative Example of a Basic Cyclic T2 Chart 
Take data from Holmes and Mergen (1993) as an illustrative example. Assume 
such measurements are obtained at evenly spaced time points and consist of 14 
records in one cycle. Table 5.1 shows the calculated test statistics based on (5.4). 
Table 5.1 
 T2 Statistics based on (5.4) of Four Periods 
(i) 2iT  (i) 2iT  (i) 2iT  (i) 2iT  
1 6.439 15 7.262 29 3.261 43 2.477 
2 4.227 16 7.025 30 1.743 44 6.666 
3 2.2 17 6.189 31 0.266 45 17.666 
4 7.643 18 1.997 32 0.166 46 10.321 
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5 5.565 19 1.824 33 0.564 47 3.869 
6 2.258 20 7.811 34 2.069 48 1.235 
7 1.676 21 3.247 35 0.448 49 5.914 
8 0.645 22 5.403 36 0.317 50 0.47 
9 4.797 23 4.959 37 0.59 51 4.731 
10 1.471 24 3.8 38 0.464 52 11.259 
11 3.057 25 1.791 39 0.353 53 4.303 
12 1.986 26 14.372 40 2.928 54 1.609 
13 2.688 27 4.904 41 0.198 55 2.495 
14 2.317 28 4.771 42 2.062 56 0.166 
 
In this illustrative example, m = 56, p = 3, and assuming that the process is still in 
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     A corresponding cyclic T2 chart can be constructed according to procedures 
from Section 5.2.3. From Fig 5.1, the clear trend in the same stage from different 
periods which is denoted with different markers can be readily compared. The 
control limit cycle radius is determined by the value of calculated control limits. 
     Since we have assumed the process is in the Phase I monitoring, investigation 
is required to search for assignable causes. If a point is considered shifted point, it 
is excluded and the control limits are re-calculated before the chart restarts until 




Fig 5.1: A Cyclic T2 Chart until the 1st Out-of-Control Signal 
 
     A general framework of the basic cyclic T2 chart implementation is presented. 
Analysis in Section 5.2 works well in periodic multivariate processes monitoring 
with no seasonal pattern. However when the process is with certain acceptable 
pattern, x  from a period becomes the average of each section measurements. The 
calculated T2 statistic, estimated covariance matrix and control limits would all be 
affected. The choice of covariance matrix estimator (5.3) and (5.4) would result in 
a different performance. While (5.4) is not a robust estimator which could be 
affected by the acceptable seasonal pattern, estimator (5.3) could be overestimated 
which would lead to an increased false alarm rate or a weakened sensitivity. 
Standardization is employed under such circumstances to facilitate the charting 




























procedure. Detailed model derivation and the chart implementation are discussed 
in Section 5.3.   
5.3 MODIFICATIONS AND EXTENSIONS 
5.3.1 A Multivariate Periodic Model with Seasonality 
Common cycle-based signals from manufacturing processes tend to show certain 
seasonality due to the repetitiveness of each operation cycle. A periodic model 
with seasonality should be applied for such cases.  
     Denote 1, , nx xK  as n consecutive multivariate observations. It is natural to 
assign different 1, , ,nµ µL 1, , nΣ ΣL  as in-control mean vectors and covariance 
matrixes for corresponding measurements. Assume the periodicity of the process 
is of length d. The model parameters would satisfy 
1
= , , 1, , ; 1,2, .
t








= = = = 
 
 
µ µ Σ ΣM K K
 
The model can be readily extended from univariate cases and expressed as  
,    1, , ,     
 ~  ( , ).
t t t
t p p tiid
t n
N ×
= + =x µ ε
ε 0 Σ
K
                                      (5.8) 
For the sake of simplicity, we start with an equal covariance matrix for different 
stages with 1 2 0d= = = =Σ Σ Σ ΣL . In order to visualize the difference between 
multivariate normal distributions with different mean vectors, the following 
illustrative example is presented. 
     We take the periodic bivariate normal distributions for illustration. Assume 
periodic measurements from a forging process obtained at evenly spaced time 
points follow model (5.8) with parameters  
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     We display the distributions inside one cycle in the range [ 2,2] [ 2,2]− × − . 
Based on Fig 5.2, comparison of each distribution can be made. If the seasonal 
pattern is not considered before the parameter estimation, the process mean vector 
estimator could be deviated and the variance of certain characteristic could be 
overestimated. Direct application of the cyclic T2 chart would loss considerable 
inherent properties of such processes. Standardization for mitigating sectional 
differences is applied to facilitate the process monitoring and reveal a true process 
shift from the proposed periodic multivariate model (5.8). One alternative 
approach is presented in the next section as well.  
 




















 (b) µ2=[0 1]T  
 
 
(c) µ3=[1 0]T      


































 (d) µ4=[1 1]T 
Fig 5.2: Bivariate Normal distributions 
5.3.2 A Sequential T2 Chart and Normalization Technique 
The sequential T2 chart is used to monitor the sectional 2 21( ,..., )dT T  
simultaneously. The monitored statistic is a moving window of length d. Control 
limits window is presented as 1 1 2 2[( , ), ( , ), , ( , ))]d dICL OCL ICL OCL ICL OCLL  
obtained by stacking all data by the period of d. The circle chart signals when any 
2
iT  goes beyond the corresponding control limit. Acceptable seasonal pattern is 
not an influence factor to the determination of control limits and the charting 
statistics any longer. Note that an equal covariance matrix assumption for 
different stages with 1 2 0d= = = =Σ Σ Σ ΣL  can be extended to unequal cases 
easily in the sequential T2 chart implementation.   
     The normalization technique, on the other hand, is to apply on the same stage 
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Here ix  is the sample average of the ith characteristic obtained by stacking all data 
by the multiple of d. Here ˆ iσ  is the estimator of standard deviation of the ith 
characteristic. The transformation is a pretreatment of the raw data before 
implemented into the charting for better monitoring. Theoretically with accurate 
parameter estimation, standardized data shall follow a multivariate normal 
distribution with a mean vector of 0 and covariance matrix as 0Σ . 
     Two alternative methods for model (5.8) monitoring are presented. An 
illustrative example is given in the next section. 
5.3.3 An Illustrative Comparison Example of Several Charts 
Due to the affine invariance of the T2 statistic (Jiang and Tsui, 2008), the cyclic
2T chart can perform well when the process is in control even with defined 
acceptable seasonal pattern. However, when there is process shift from the pattern, 
the chart would lose much sensitivity in detecting certain shift. An illustrative 
example from the production line for a Phase II study is shown here to describe 
the situation and problem.  
     Consider a stamping process of periodicity 4 with two dimensional 
measurements obtained at evenly spaced time points following model (5.8). 
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Direct construction of control chart ignoring the periodicity and seasonality is 
presented. Two alternative approaches provided in Section 5.3.2 are employed 
into the process monitoring as comparison.  
Without loss of generality, we assume the model parameters with, 
1 2 3 4 1 2 3 4
0 0 0 0 1 0.5
, , , ,
0 0 0 5 0.5 1
         
= = = = = = = =         
         
µ µ µ µ Σ Σ Σ Σ . 
We use simulated in control data for Phase I parameter estimation and obtain 
estimators based on 400 preliminary samples as follows to be used in the Phase II 
implementation. 
0.0487 0.9070    0.4537
ˆ
ˆ ,
1.2643 0.4537    5.5956
   
= =   
   
µ Σ
 
Standardized parameter estimation based on the same 400 preliminary samples is 
presented as well. 
0.0000 0.9975    0.5060
ˆ
ˆ ,
0.0000 0.5060    0.9975s s
   
= =   
   
µ Σ  
Control limits for both raw data monitoring and standardized data monitoring are 
obtained as follows under the nominal α = 0.05.  
2(400 1)(400 1) 0.0253 0.0509
400(400 2)











Assume the process in the Phase II monitoring has shifted only in section four as 
4 4 [0  2]′ ′= −µ µ , and the shifted model parameters are expressed as, 
1 2 3 4 1 2 3 4
0 0 0 0 1 0.5
, , , ,
0 0 0 3 0.5 1
         
= = = = = = = =         
         
µ µ µ µ Σ Σ Σ Σ . 
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We simulated 20 future observations since the shift. Table 5.2 presents the 
recorded T2 statistics for both the raw data and the standardized data. 
Table 5.2 
 Comparison of T2 Statistics for the Raw Data and the Transformed Data 
(i) 1 2 3 4 
2Ti  0.6750 3.1531 0.2167 1.8650 
2T ( )i Trans  0.8412 2.6738 0.0283 4.5978 
(i) 5 6 7 8 
2Ti  0.1916 0.7450 1.3429 3.8443 
2T ( )i Trans  1.4315 0.7651 1.2450 1.1777 
(i) 9 10 11 12 
2Ti  0.5164 0.2973 3.8949 1.8687 
2T ( )i Trans  0.3291 0.0062 3.5052 0.7843 
(i) 13 14 15 16 
2Ti  3.9703 0.8073 1.4513 3.3017 
2T ( )i Trans  9.0502 0.5886 1.0646 0.3909 
(i) 17 18 19 20 
2Ti  0.2895 1.3159 0.7654 2.9676 
2T ( )i Trans  0.1501 1.0151 0.4197 0.1884 
 
Direct construction of T2 chart would raise no out-of-control signal due to the 
deviated estimated mean vector and covariance matrix. 
85 
 
     Moreover, monitoring of 2 21 4( , , )T TL  simultaneously with individual 
( , )i iICL OCL  is presented. Control limits window for 2iT  is obtained equally as 
(0.0517, 7.8182) with α = 0.05. 
2(100 1)(100 1) 0.0253 0.0517
100(100 2)













Table 5.3 exhibits the 2 21 4( , , )T TL  statistics. The first out-of-control signal is 
detected in the 1st period indicating an equivalent efficiency with the 
normalization method in the illustrative example. The equivalence of two 
approaches still needs to be validated in further detailed analysis. 
Table 5.3 
 T2 Statistics Window 
(i) 21T  22T  23T  24T  
1 0.8333 2.6570 0.0287 4.2891 
2 1.4359 0.7747 1.2690 1.1986 
3 0.3261 0.0061 3.5322 0.7797 
4 9.2353 0.5908 1.0577 0.3834 
5 0.1526 1.0051 0.4156 0.1777 
 
Fig 5.3 shows the corresponding circle chart for the raw data monitoring. Inside 
each cycle, no clear pattern can be observed due to fact that the T2 statistics have a 
normalization effect itself. Only the circle chart for standardized data monitoring 
is presented in Fig 5.4. The circle chart for the sequential alternative approach is 
just similar and equivalent as Fig 5.4. The process shall stop at the first out-of-





Fig 5.3: A Cyclic T2 Chart for the Raw Data 





















Fig 5.4: A Cyclic T2 Chart for the Standardized Data 
 
5.4 ACRL ANALYSIS OF CYCLIC T2 CHARTS 
The equivalence of two approaches proposed in Section 5.3 is shown in the 
illustrative example. In order to further evaluate three monitoring methods: the 
cyclic T2 chart for the raw data, the cyclic T2 chart for the transformed data and 
the sequential T2 chart for the raw data, we analyze the ACRL under different 
process shifts. The ACRL is typically defined as ARL/d when the periodicity is 
fixed. It clearly shows the number of periods the process has run until an out-of-
control signal is detected.  























     For the sake of simplicity, we start with the case of d = 2 and p = 2. Under 
such circumstances, the choice of covariance matrix estimators affects the 
charting statistic. When d = 2 as a special case, the application of the second 
estimator S2 could be an over-estimator for the variance of each characteristic due 
to that each moving range is not random in this case. Hence we apply the first 
estimator S1 in the following ACRL study. 
     A simple case is with 
1 2
0 0 1 0.5
, , .
0 1 0.5 1
µ µ     = = Σ =     
     
 
To begin with, we study the charting efficiency with known covariance matrix 
and only seasonal mean vector shifts which always lead to an upshifted test 
statistics. The shifted model is presented as follows with ∆0 representing the ith 
section shift vector.  
0 01 02,  [   ] , ,1 , . t t t t i t t d t i′ = + + = = = ≤ ≤ ≠Tx µ ε ∆ ∆ ∆ ∆ ∆ ∆ 0  
For a bivariate model, the shift vector can be classified according to single 
characteristic shift, e.g. 01 020, 0≠ =∆ ∆ , or both characteristics shift 
01 020, 0≠ ≠∆ ∆ . Moreover when d = 2 in our case, the shift type can be classified 
according to the shifted section as 1 0 2,= =∆ ∆ ∆ 0  or 1 2 0,= =∆ 0 ∆ ∆ .  
     Process shifts are separated into two tables according to single characteristic 
shift or both characteristics shift, each according to the shifted section, the shift 
direction and the shift size. The ACRL is provided for three methods in Phase II 
implementation with accurate parameters. Note that control limits would be (5.7) 
with accurate covariance matrix. Since the inner control limit is designed for the 
covariance matrix shift and we mainly focus on the mean vector shift at the 
current stage, following analysis is presented with only an OCL. 
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     We only record the ACRL for the sequential T2 chart. Here p(%) represents 






= × . 
Table 5.4 
The ARL and ACRL Analysis of Three T2 Charts for Single Characteristic Shift 














In Control 200 100 200 100 100 0 
µ1[0  0.5]' 282.89 141.45 134.63 67.32 67.14 52.4 
µ1[0  1]' 203.55 101.78 51.78 25.89 26.50 74.6 
µ1[0  1.5]' 86.88 43.44 19.37 9.69 9.93 77.7 
µ1[0.5  0]' 111.62 55.81 132.86 66.43 67.62 -19.0 
µ1[1  0]' 43.32 21.66 52.23 26.12 27.01 -20.6 
µ1[1.5  0]' 16.32 8.16 19.17 9.59 9.95 -17.5 
µ1[-0.5  0]' 199.72 99.86 132.26 66.13 66.83 33.8 
µ1[-1  0]' 111.78 55.89 52.27 26.14 26.71 53.2 
µ1[-1.5  0]' 43.81 21.91 19.11 9.56 10.13 56.4 
µ1[0  -0.5]' 84.90 42.45 131.80 65.90 66.64 -55.2 
µ1[0  -1]' 30.37 15.19 52.57 26.29 26.57 -73.1 
µ1[0  -1.5]' 11.42 5.71 19.26 9.63 10.03 -68.7 
µ2[0.5  1]' 202.89 101.45 133.63 66.82 67.33 34.1 
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µ2[1  1]' 113.16 56.58 53.27 26.64 26.70 52.9 
µ2[1.5  1]' 44.02 22.01 20.06 10.03 9.99 54.4 
µ2[-0.5  1]' 112.60 56.30 133.95 66.98 67.71 -19.0 
µ2[-1  1]' 44.56 22.28 53.28 26.64 26.91 -19.6 
µ2[-1.5  1]' 17.37 8.69 19.92 9.96 10.07 -14.7 
µ2[0  1.5]' 86.11 43.06 132.35 66.18 67.50 -53.7 
µ2[0  2]' 30.73 15.37 53.33 26.67 26.87 -73.5 
µ2[0  2.5]' 12.32 6.16 19.87 9.94 10.07 -61.3 
µ2[0  0.5]' 274.87 137.44 133.72 66.86 66.51 51.4 
µ2[0  0]' 200.58 100.29 53.27 26.64 26.61 73.4 
µ2[0  -0.5]' 86.94 43.47 19.85 9.93 10.08 77.2 
 
(1) Note that the cyclic T2 chart for normalized data detects more efficiently 
for shift direction towards the center of both mean vectors (µ1+µ2)/2, such 
as 1 [0   0.5] 'µ → , 1 [0   1]'µ → , 1 [0   1.5]'µ → , 2 [0   0.5]'µ → , 2 [0   0]'µ → , 
and 2 [0   -0.5]'µ → all belong to this category.  
(2) The second category that the cyclic T2 chart for normalized data 
outperforms the T2 chart for raw data is a shift that moves to the other 
mean pattern. For example, µ1 here is with equal means for both 
characteristics. If µ2 shifts to a mean vector with two nearer means for 
both characteristics, such as 2 [0.5   1]'µ → , 2 [1   1]'µ → and 2 [1.5   1]'µ → , 
the cyclic T2 chart for normalized data outperforms the T2 chart for raw 
data. Similar situation with 1 [-0.5   0] 'µ → , ]'0   1-[1 →µ and 1 [-1.5   0] 'µ →
can be observed for the predominance of the T2 chart for normalized data. 
(3) The remaining scenarios that can be observed in the table show the 
predominance of the cyclic T2 chart for raw data due to the shift directions 
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which would be weakened by the normalization. However, one important 
feature here is that the cyclic T2 chart for the normalized data detects all 
shifts listed in Table 5.4 efficiently; it can be noted that the cyclic T2 chart 
for the raw data shows an out-of-control ARL exceeds the in-control ARL 
in several directions which is considered to be quite inefficient.  
(4) Moreover, an equivalent detection power of the sequential T2 chart and the 
cyclic T2 chart for the normalized data is noted here. In order to eliminate 
the particularity in Table 5.4 for single characteristic shift, we provide 
Table 5.5 for both characteristics shifts.   
Table 5.5 
The ARL and ACRL Analysis of Three T2 Charts for Both Characteristics Shift 
 














In Control 200 100 200 100 100 0 
µ1[0.5  0.5]' 203.94 101.97 133.62 66.81 66.91 34.5 
µ1[-0.5  0.5]' 110.64 55.32 131.87 65.94 66.59 -19.1 
µ1[0.5  -0.5]' 42.78 21.39 69.39 34.70 34.89 -62.2 
µ1[-0.5  0.5]' 203.34 101.67 68.11 34.06 34.73 66.5 
µ1[1  1]' 111.35 55.68 52.27 26.14 26.47 53.1 
µ1[-1  -1]' 43.50 21.75 52.34 26.17 26.87 -20.3 
µ1[1  -1]' 8.44 4.22 12.50 6.25 6.74 -48.1 
µ1[-1  1]' 43.36 21.68 12.53 6.27 6.66 71.1 
µ1[1.5  1.5]' 43.69 21.85 19.22 9.61 9.99 56.0 
µ1[-1.5  -1.5]' 16.61 8.31 19.18 9.59 9.95 -15.5 
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µ1[1.5  -1.5]' 2.55 1.28 3.30 1.65 2.14 -29.4 
µ1[-1.5  1.5]' 8.39 4.20 3.27 1.64 2.13 61.0 
µ1[0.5  1.5]' 112.19 56.10 27.54 13.77 13.94 75.5 
µ1[-1.5  -0.5]' 42.92 21.46 27.12 13.56 13.92 36.8 
µ1[1.5  0.5]' 8.30 4.15 10.97 5.49 5.92 -32.2 
µ1[-0.5  1.5]' 43.07 21.54 10.97 5.49 5.97 74.5 
µ2[0.5  1.5]' 111.72 55.86 131.80 65.90 65.87 -18.0 
µ2[-0.5  0.5]' 202.14 101.07 133.38 66.69 67.27 34.0 
µ2[0.5  0.5]' 200.63 100.32 69.10 34.55 34.32 65.6 
µ2[-0.5  1.5]' 44.62 22.31 68.70 34.35 34.85 -54.0 
µ2[1  2]' 44.34 22.17 53.93 26.97 27.01 -21.6 
µ2[-1  0]' 112.12 56.06 53.44 26.72 26.85 52.3 
µ2[1  0]' 44.64 22.32 13.34 6.67 6.56 70.1 
µ2[-1  2]' 9.22 4.61 13.24 6.62 6.72 -43.6 
µ2[1.5  2.5]' 17.25 8.63 19.80 9.90 10.04 -14.8 
µ2[-1.5  -0.5]' 44.46 22.23 19.99 10.00 10.13 55.0 
µ2[1.5  -0.5]' 9.25 4.63 4.35 2.18 2.16 53.0 
µ2[-1.5  2.5]' 3.54 1.77 4.27 2.14 2.14 -20.6 
µ2[0.5  2.5]' 17.37 8.69 28.46 14.23 14.08 -63.8 
µ2[-1.5  0.5]' 31.21 15.61 27.99 14.00 14.03 10.3 
µ2[0.5  -0.5]' 44.35 22.18 11.81 5.91 5.95 73.4 
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µ2[-1.5  1.5]' 9.29 4.65 11.88 5.94 5.97 -27.9 
 
(5) It is noted that the ACRL performance of the cyclic T2 chart for 
normalized data and the sequential T2 chart would still be equivalent for 
both characteristics shift in Table 5.5. This is due to the fact that the 
transformed data is assumed to follow a standard multivariate normal 
distribution. Out of control signals is detected when the transformed data 
shift from the standard multivariate normal distribution. The sequential T2 
chart is of the same mechanism. Individual section T2 chart is under the 
assumption that data points follow a multivariate normal distribution with 
the same mean vector and covariance matrix. Out of control signal is 
detected when shifting from the section mean vector.  
(6) The cyclic T2 chart for normalized data is still more efficient for shifts 
towards the center of both mean vectors (µ1+µ2)/2, such as 1 [0.5   0.5]'µ → ,
1 [1   1]'µ → , 2 [-0.5   0.5]'µ → and 2 [0.5   0.5]'µ → . Similarly, the 
normalized cyclic T2 chart outperforms the raw T2 chart in shift which 
moves towards the other mean pattern such as 1 [-0.5   0.5] 'µ → ,
1 [-1   1]'µ → , 1 [-1.5   1.5] 'µ → , 1 [0.5   1.5]'µ → , 1 [-1.5   -0.5] 'µ → ,
1 [-0.5   1.5] 'µ → , 2 [-1   0]'µ → , 2 [1   0] 'µ → , 2 [-1.5   -0.5]'µ → ,
2 [1.5   -0.5] 'µ → , 2 [-1.5   0.5] 'µ → and 2 [0.5   -0.5]'µ → .  
(7) There are several shift directions where the T2 chart for raw data is more 
efficient than the T2 chart for normalized data. This is due to the fact that 
the shift could be weakened by normalization as well. The predominance 
of either cyclic T2 chart for raw data or normalized data can be noted to 
follow the same pattern we have analyzed for single characteristic shift 
monitoring. Generally, the normalized T2 chart is more efficient in most 
cases. This could be observed according to the measurement p(%) as well. 
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5.5 CONCLUDING REMARKS 
Owing to the common cycle-based signals observed from repetitive operation 
cycles from manufacturing processes and limited approaches proposed for the 
monitoring, this chapter has presented a cyclic T2 chart for multivariate periodic 
process monitoring instead of plotting the data as a run chart. It enables 
comparison from different periods of time utilizing the periodicity information. 
When acceptable seasonal pattern appears in the multivariate process, the direct 
construction of a basic cyclic T2 chart is likely to fail to detect the process shift. 
Normalization is applied to the raw data before charting in order to show a true 
shift from the process. Meanwhile, a sequential T2 chart is employed to monitor 
several sections simultaneously. Both methods are equivalently efficient 
according to the ACRL analysis.  
     In general, the two proposed methods are able to reveal a true shift from the 
original patterned process and are recommended for multivariate periodic 
processes monitoring with acceptable seasonal patterns. The superiority of two 
methods are associated mainly with shift directions towards the center of both 
mean vectors and towards the other mean pattern, which are more likely to result 
in serious costs or damage.  
     The charts proposed in this study could be inefficient in detecting small mean 
shift, since Hotelling T2 statistics which are more sensitive to large shift size are 
plotted here. Advanced monitored statistics can be employed for small shift 
detections. Moreover, the ACRL analysis is conducted for the mean vector shift in 
this work which can be further studied for covariance matrix shifts with a non-
zero ICL. This is one of the directions for further investigations. Note the 
performance evaluation is conducted on the basis of d = 2 and p = 2, which can be 
readily extended to cases with d > 2 and p > 2 with the same procedure. Model 
(5.8) consists of tε  following a multivariate normal distribution and could be 
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extended to other multivariate location-scale distributions as well, which is 




CHAPTER 6 A FULL MEWMA CHART FOR 
GUMBEL’S BIVARIATE EXPONENTIALLY 
DISTRIBUTED DATA 
Most of the existing research on multivariate control chart assumes that processes 
have normally distributed characteristics. Because of the usefulness of 
exponential distribution for both manufacturing processes and non-manufacturing 
areas, the Gumbel’s bivariate exponential (GBE) data is studied in this chapter. A 
multivariate exponentially weighted moving average (MEWMA) control chart is 
developed with a full smoothing matrix (FMEWMA). Through the selection of 
the off-diagonal elements of the smoothing matrix, the charting statistic is 
enlarged in specific shift directions to improve the efficiency. Different from the 
multivariate normal distribution monitoring, a FMEWMA chart for the GBE data 
monitoring should be monitored carefully for the effect of the distribution 
dependence parameter δ. Meanwhile, a double square root transformation is 
applied and compared with the raw data monitoring. The eigenvalue analysis 
provides a general guideline and understanding of the chart performance for small 
shifts detection. Numerical studies of the FMEWMA chart for both the raw and 
transformed GBE data are also given.  
6.1 INTRODUCTION 
Many advanced control charts for general TBE data in favor of sensitivity can be 
found in tremendous number of existing literature as we have reviewed in Chapter 
2. Cumulative sum (CUSUM) chart have been widely applied to monitor TBE 
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data to improve charting efficiency towards small shifts probably since Lucas 
(1985) and Vardeman and Ray (1985). Gan (1998) studied both one-sided and 
two-sided exponential EWMA charts and compared them with exponential 
CUSUM chart. More articles on CUSUM chart and EWMA chart for TBE data 
monitoring can be found in our previous literature reviews.  
      Exponential distribution is commonly used to describe univariate TBE data. It 
is widely used in statistical process control, reliability analysis, health surveillance 
and government service situations. Nevertheless, in practical applications, 
processes of interest are more complex and consist of multivariate characteristics. 
Interaction between these variables is an inherent property of these complex 
systems and processes. It is thus useful to study ways of monitoring of such 
complex multivariate characteristics. For the sake of simplicity and conciseness, 
we study a bivariate exponential distribution in this chapter. The situation can be 
easily extended to multivariate case. Gupta (2012) considered the regression mean 
residual life of a system consisting of two related components under both 
bivariate normal distribution and a class of bivariate exponential distributions. He 
et al. (2013) presented general and efficient simulation algorithms of samples 
from common bivariate exponential distributions including Gumbel’s bivariate 
exponential distribution. Gumbel’s bivariate TBE model, first proposed in 
Gumbel (1960), is quite commonly used to describe bivariate TBE data. Hence, 
constructing control charts for better monitoring data following this distribution 
becomes our focus. We still focus on the Gumbel’s bivariate exponential 
distribution and extend the monitoring techniques from Xie et al. (2011). 
     Multivariate EWMA chart is proposed by Lowry et al. (1992). Alternative 
multivariate EWMA scheme proposed in Pan (2005) is compared with the 
traditional multivariate EWMA chart. Faraz et al. (2012) studied an optimal T2 
control chart as an alternative method to the MEWMA chart with a double 
sampling scheme. Jiang et al. (2012) presented a variable-selection-based 
multivariate EWMA chart for normal distributed process monitoring and 
diagnosis. Smoothing matrix for most MEWMA charts is commonly assumed to 
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be with equal diagonal elements and zeroes off the diagonal. Xie et al. (2011) 
studied the design of MEWMA chart for the raw GBE model and the transformed 
data. It utilized one smoothing parameter and one upper control limit as its design 
parameters.   
     In this chapter we extend the smoothing matrix into a full matrix to improve 
charting efficiency.  Hawkins et al. (2007) first proposed a similar study for 
multivariate normal distribution. In our research, we focus on the method for the 
GBE data monitoring and show the difference from the multivariate normal 
distribution monitoring. Both the initial state and the steady state monitoring are 
considered in this study. A double square root transformation is further applied to 
improve the charting efficiency. The design parameter selection for both the raw 
data monitoring and the transformed data monitoring is discussed in the general 
performance analysis. Numerical studies of the FMEWMA chart performance are 
provided as well through the ARL comparison.  
6.2 MEWMA CHART FOR GUMBEL’S BIVARIATE EXPONENTIAL 
DISTRIBUTION 
6.2.1 Bivariate Exponential Models 
Many multivariate models have been derived for practical applications since 1960. 
Gross and Lam (1981) discussed a situation with survival times from paired 
observations in a healthcare problem. Two treatments for tumor remission are 
compared based on relief times on a single patient with a transient condition. 
Measured relief times in this case are usually correlated. Bivariate exponential 
model is more appropriate for this problem compared with univariate survival 
models. Much work has been done on bivariate exponential models, e.g. GBE 
model from Gumbel (1960), Freund’s model from Freund (1961), the Marshall 
and Olkin’s (1967) model, and Block and Basu (1974), etc. 
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In practice, the approach is useful not only in healthcare situations but also in 
the description of some physical scenarios. Xie et al. (2011) discussed several 
physical models and failure mechanisms with corresponding models, e.g. 
Houggard’s Bivariate Weibull model, Gumbel’s Bivariate Exponential (GBE) 
model, Marshall and Olkin’s model and Freund’s model. 
In this chapter, we mainly focus on the commonly used GBE model as it is 











































xxF XX     (6.1) 
Here 1θ and 2θ are the scale parameters and δ is the dependence parameter. In this 
model, the correlation coefficient of 1X  and 2X  is given as follows (Lu and 
Bhattacharyya, 1991): 
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The correlation coefficient is monotone decreasing in δ , as Xρ  ranges from zero 
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                                      (6.3)
 
6.2.2 Inference Procedures for GBE Model 
     Lu and Bhattacharyya (1991) analyzed the relief time data from Gross and 
Lam (1981) under the GBE model. Some inference procedures for the distribution 
are also derived. A term with independent random variables is used to represent 
the GBE model, with benefits to the simulation purpose. It is also used in Xie et al. 
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(2011) to simulate GBE data for the analysis purpose. In this chapter, we also 
apply the following for GBE model 1 2( , )X X , 
1 1X U V
δθ= , 2 2 (1 )X U Vδθ= − , and 11 12V V M Vδ= + .              (6.4) 
Here U follows a uniform distribution (0,1)U . Each 1 , 1,2iV i = follows an 
exponential distribution with mean equals to one and Mδ has the following 
expression, 
0, with prob. of (1- ){




       
= .                                  (6.5) 
Random variables 11 12, , ,U V V Mδ  are all independent with each other. 
6.2.3 Traditional MEWMA chart for GBE data 
Advanced control charts such as EWMA and CUSUM are commonly used when 
it is important to signal a small process shift more efficiently. The traditional 
MEWMA chart is commonly used for small multivariate process shifts detection. 








= − + − = − −∑z R(x µ ) (I R)z R(I R) (x µ )             (6.6) 
Here ),,,( 21 prrrdiag K=R , 10 ≤≤ kr  for k = 1,2,…,p are chosen parameters in 
the smoothing matrix. The number of quality characteristics is p. Assume 0 0=z
and I  is the identity matrix, the charting statistics is, 
2 1
ii i i
E −= T zz Σ z ,
-1i i i
T T
z x zΣ = RΣ R + (I - R)Σ (I - R)               (6.7) 
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When 2iE h> , the MEWMA chart presents an out-of-control signal. Here izΣ is 
the covariance matrix for iz  which can be derived from the covariance matrix of
ix , and h is the UCL (upper control limit). 
Most previous works assume 1 2 pr r r r= = = =L  due to absence of prior 
information for different variable weight. When covariance matrix for ix  is 
assumed to be a constant 0Σ , the covariance matrix for iz  becomes 
2
0 0
(1 (1 ) )
,  for 
2 2i
i
r r r i
r r
− −
= → → +∞
− −
zΣ Σ Σ . 
     The covariance matrix for the GBE distribution cannot remain constant after a 
process mean shift. The MEWMA chart with a small smoothing factor based on 
an asymptotic covariance matrix has shown its ability to be quite robust for non-
normal distributions, see Stoumbos and Sullivan (2002). Based on this, the 
following charting statistics are applied in the most existing literatures, 
0 1










Xz Σ z  
Here 
0X
Σ stands for the in-control covariance matrix of ix . 
     Xie et al. (2011) applied the traditional MEWMA chart for the raw GBE data 
and transformed GBE data with a single smoothing parameter. The smoothing 
matrix is a diagonal matrix with equal diagonal elements. In this study, we 
consider a full smoothing matrix in the design of MEWMA chart for GBE data 
here in order to further improve the charting efficiency. The general idea is to 
select an off-diagonal element in order to enlarge the monitored statistic under the 
certain shift direction from the traditional MEWMA scheme. It is first proposed 
by Hawkins et al. (2007) for the multivariate normal distribution. In this chapter, 
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we extend it to the GBE data and discuss the difference between two distributions 
monitoring and analyse the effect of transformations and smoothing parameters to 
the charting performance. 
6.3 MULTIVARIATE EWMA CHART WITH A FULL SMOOTHING 
MATRIX 
6.3.1 The FMEWMA Chart 
We denote the Multivariate EWMA chart with a full smoothing matrix as a 
FMEWMA chart here. The assignment of smoothing parameters is similar as 
Hawkins et al. (2007) in this study for the GBE data monitoring. We present the 
steps of setting up a FMEWMA chart first. The major difference and noteworthy 
features are provided later. Assume that no prior information is known for 
possible shift directions, we have no reason to assign different weights towards p 
characteristics. Equal diagonal elements iir  for 1,2, ,i p= K  and equal off-
diagonal elements ijr  for , 1,2, ,i j p= K  and ji ≠  can be assumed naturally. For 
our bivariate case here with p = 2, the smoothing matrix is with  
11 12




r r r r
r r
 




For simplicity and unification, we assign another parameter c here to represent the 
ratio of off-diagonal elements with diagonal elements 12 11/ ,  | | 1c r r c= <
 
and the 
parameter r to represent 11 12 ,0 1r r r r= + ≤ ≤ . The smoothing matrix is 
/ (1 ) / (1 )
.
/ (1 ) / (1 )
r c cr c
cr c r c
+ + 
=  + + 
R                                         (6.8) 
In r and c notations, the FMEWMA chart becomes a traditional MEWMA chart 
when c = 0. The FMEWMA vector is as follows: 
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z x zΣ = RΣ R + (I - R)Σ (I - R)  ( 0 0=zΣ )                 (6.10) 
As i → +∞ , the later expression converges to the asymptotic value zΣ  defined as: 
T T
z z xΣ - (I - R)Σ (I - R) = RΣ R .                                 (6.11) 
Here xΣ  is assumed to be the in-control covariance matrix of the GBE data. The 
FMEWMA chart for the GBE data can then be implemented, and the charted 
statistics can be expressed as: 
2 -1
ii i i
E = T zz Σ z .                                              (6.12) 
The ARL of a FMEWMA chart depends on c when r and xΣ are constant. Note 
that Hawkins et al. (2007) assumed a multivariate normal distribution, of which 
the covariance matrix is independent of the mean vector shifts. In a GBE 
distribution, the mean vector shifts would lead to a covariance matrix shift in the 
meanwhile which requires additional attentions.  
     Another major concern is the control limit determination for a FMEWMA 
chart in the initial state and the steady state. Due to the affine invariance of the 
MEWMA scheme with a diagonal smoothing matrix, the steady state in-control 
ARL (ARL0) and the initial state ARL0 should be equivalent except for random 
variation (Hawkins et al. 2007). Due to the existence of the off-diagonal elements 
in a FMEWMA chart, the steady state ARL0 will increase from the initial state 
ARL0 as the process continues without raising a signal under a certain control 
limit. Hawkins et al. (2007) provided three options for the control limit 
determination. The first one is to maintain the initial state control limit which 
allows a higher ARL0 in the steady state when the process continues without a 
shift. The second one is to set the steady state control limit which allows a higher 
false alarm rate in the initial state monitoring. The last one is to select a control 
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limit that varies with the number of initial observations. The discussion on the 
control limit determination for the GBE data monitoring is provided in the later 
part. Numerical studies on the chart performance under different options of 
control limit are provided as well. 
6.3.2 The Double Square-Root Transformation 
The skewness of the GBE distribution can be mitigated through transformations. 
Xie et al. (2011) applied a double square-root transformation to the raw GBE data 
for a better charting performance, 
0.25 0.25
1 1 2 2, .Y X Y X= =                                       (6.13) 
The transformed 1 2( , )Y Y  would follow a 1/ 1/1 2(1 / ,1 / , 4 / , )HBW δ δθ θ δ δ . The 
marginal distributions for iY (i = 1,2) can be obtained as Weibull distributions 
0.25( , 4)iW θ . The mean, standard deviation and the correlation coefficient matrix is 
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 







The joint distribution of 1 2( , )Y Y is much closer to a bivariate normal distribution 
compared to the raw GBE model 1 2( , )X X . Following section shows the 




6.3.3 The Covariance Matrix 
Some numerical studies on the difference between the stage-specific covariance 
matrix 
iz
Σ  and the asymptotic covariance matrix zΣ  are provided as follows. We 
assume that the mean of relief times from the standard treatment in a drug 
experiment as mentioned in previous part to be 4, whereas the mean of relief 
times from the new treatment to be 3. The dependence parameter is an indicator 
that both treatments are applied to the same patient, assumed to be 0.8. In this 
case, we have  
1 2( , ) ~ (3,4,0.8)X X GBE  and 1 2( , ) ~ (0.2533,0.1768,5,0.8)Y Y HBW . 
Then covariance matrixes are as follows, 
9 2.5632 1.7321 0.5896 0.1121 0.0381
,  0.0647 .
2.5632 16 0.5896 2 0.0381 0.1294X Y
     
= = ⋅ =     
     
Σ Σ  
We choose r = 0.1, and c = 0.25 respectively as illustration. Table 6.1 below 
shows the difference between 
iz
Σ  as i increases. 
TABLE 6.1 
Covariance Matrix for recursive statistics z 
No. Covariance Matrix (Raw) Covariance Matrix (Trans) 




































































Note that both the raw and transformed covariance matrixes reach the asymptotic 
level as i increases. The convergence of the transformed covariance matrix is 
much faster than which of the raw one. The limiting covariance matrix could 
provide a general analysis of the charting performance described in the later part. 
In practical applications, we use the stage-specific covariance matrix for the 
charting statistic calculation.  
6.3.4 Illustrative Example 
We use the initial state control limit in the example as a beginning. We still 
consider the case of GBE(3, 4, 0.8). Assume that there is a process mean shift of 
1 2( , )X X  to GBE(1.5, 2.5, 0.8) at the beginning. Both relief times of two 
treatments decrease by a certain amount. Table 6.2 is the example of setting up a 
FMEWMA chart with r = 0.1 and c = 0.25 for both the raw data monitoring and 
the transformed data monitoring. The control limit h is determined to maintain an 
initial state ARL0 to be 200. The simulation is conducted by 100,000 times 
leading to a small standard deviation of the ARL. We obtain the control limit for 
the raw data monitoring as hraw = 9.315 with a standard deviation of the ARL0 to 
be 0.68 and the control limit for the transformed data monitoring as hTrans = 8.38 
with a standard deviation of the ARL0 to be 0.61. 
TABLE 6.2 
Illustrative Example of Setting up a FMEWMA Chart with r = 0.1 and c = 0.25 
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1 0.1234 0.0242 0.5927 0.3944 1.5719 7.2266 0.2987 
2 0.1917 2.9758 0.6617 1.3134 2.1171 6.3799 0.7319 
3 0.9930 7.1236 0.9982 1.6337 2.0683 4.7362 1.0057 
4 3.0704 11.2398 1.3237 1.8310 2.5950 3.2116 1.5963 
5 0.4681 1.3484 0.8272 1.0776 2.5844 4.0570 1.7137 
6 0.5583 0.0192 0.8644 0.3722 2.8851 5.1572 2.0014 
7 1.1970 4.4330 1.0460 1.4510 3.2006 4.5125 2.3952 
8 0.6076 0.1404 0.8829 0.6121 3.8553 6.3089 2.9776 
9 0.9163 7.3061 0.9784 1.6441 4.2312 5.4818 3.5341 
10 1.1566 0.5882 1.0370 0.8758 4.4965 5.7931 3.7431 
11 0.1849 1.3667 0.6557 1.0812 5.4807 8.0989 4.6764 
12 0.4174 2.8542 0.8038 1.2998 6.1699 9.0295 5.4021 
13 0.3601 0.6397 0.7747 0.8943 7.1570 10.9360 6.3357 
14 0.7070 1.2385 0.9170 1.0549 7.8105 11.3384 6.9953 
15 0.8869 1.8431 0.9704 1.1652 8.1918 11.0466 7.4192 
16 0.8999 1.3048 0.9740 1.0688 8.6724 11.0030 7.9259 
17 0.8884 2.1811 0.9709 1.2153 8.9173 10.6432 8.2288 
18 0.9105 1.9639 0.9768 1.1838 9.1858 10.3751 8.5419 
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19 0.6529 2.5108 0.8989 1.2588 9.4765 10.5751 8.8902 
20 0.2226 1.9044 0.6869 1.1747 10.2416 12.6250 9.6873 
The process shift is detected in the 19th observation for the raw data monitoring 
and the 12th observation in the transformed data monitoring with a FMEWMA 
chart. Following Fig.6.1 and Fig. 6.2 is the running FMEWMA charts. In this case, 
the transformation improves the charting efficiency of the FMEWMA chart. A 
comparison between the traditional raw data monitoring is provided as well in the 
last column of Table 6.2 and Fig. 6.3 with a control limit of h = 9.91. Both 
FMEWMA charts provide a better detection over the traditional MEWMA chart 
for the raw data monitoring. 
 
Fig 6.1: FMEWMA Chart for the Initial State Raw GBE Data 

















Fig 6.2: FMEWMA Chart for the Initial State Transformed GBE Data 
 
Fig 6.3: MEWMA chart with r = 0.1 for the Initial State Raw GBE Data 





























6.4 PERFORMANCE OF THE FMEWMA CHART 
6.4.1 Control Limit Selection in the Initial State and the Steady State 
Monitoring 
The control limit selection of h in the initial state and the steady state monitoring 
is quite different as mentioned in Hawkins et al. (2007). We simulate a sequence 
of GBE data in which W initial vectors have run without a signal and record the 
in-control RL from (W+1)th observation until a signal. Repeat the RL calculation 
by 100,000 times and take the average to obtain the in-control ARL. The initial 
state and the steady state can be represented by W = 0 and W = ∞ respectively. 
Due to the smoothing parameter c, the control limit to maintain an ARL0 of 200 in 
the initial state monitoring will lead to an ARL0 in the steady state monitoring to 
exceed 200. The difference between the ARL0 of the initial state monitoring and 
the steady state monitoring under a certain control limit depends on the smoothing 
parameter c. Take the example from the last section as illustration. We study the 
initial state monitoring of the raw GBE(3, 4, 0.8) and set the control limit to be 
hraw = 9.315 to maintain an ARL0 (W = 0) with a standard deviation of 0.68 under 
the setting of r = 0.1, c = 0.25. We use W = 2000 as the steady state monitoring to 
ensure the ARL has reached the limiting state and obtain the ARL0 (W = ∞) to be 
212 with a standard deviation of 0.68. The difference between the ARL0 (W = 0) 
and ARL0 (W = ∞) is 12 under the current settings and will increase as the 
smoothing parameter c increases. Following Table 6.3 shows ARL0 (W = 0) and 
ARL0 (W = ∞) under different smoothing parameters for the raw GBE(3, 4, 0.8) 
monitoring. 
TABLE 6.3 
The In-Control ARL Comparison between the Initial State Monitoring and the Steady 
State Monitoring of the Raw Data 
 
r = 0.1 
c = 0.75 
r = 0.1 
c = 0.50 
r = 0.1 
 c = 0.25 
h 7.725       8.040 8.340        8.625 9.105     9.315 
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ARL(Initial) 179          200 184          200 187         200 
ARL(Steady) 200         221 200          218 200        212 
 
r = 0.02 
c = 0.75 
r = 0.02 
c = 0.50 
r = 0.02 
 c = 0.25 
h 4.620     5.305 4.980      5.520 5.310     5.800 
ARL(Initial) 133         200 147        200 155          200 
ARL(Steady) 200         280 200         261 200         246 
 
Noteworthy features are: 
(1) When the parameter r is set to be certain, the increase of the parameter c 
will increase the difference between ARL0 (W = 0) and ARL0 (W = ∞). 
(2) When the parameter c is set to be certain, the decrease of the parameter r 
will increase the difference between ARL0 (W = 0) and ARL0 (W = ∞). 
(3) Only the raw data monitoring is presented in Table 3. For transformed 
GBE data monitoring, the effect of the smoothing parameters is similar as 
the raw data monitoring. The difference between ARL0 (W = 0) and ARL0 
(W = ∞) still follows both the rule (1) and rule (2). Detailed numerical 
study can be referred to Table 6.7-6.10 in the later part. 
The dependence parameter δ is set to be 0.8 in this example with 0.2136Xρ = . In 
a GBE distribution monitoring, the mean vector shift would result in a covariance 
matrix shift in the meantime. For a fixed mean vector shift under different 
distribution parameter δ, the charting performance could be very different. This is 
one important feature of the GBE data monitoring which is quite different from 
the multivariate normal distribution monitoring. The design of a FMEWMA chart 
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for the GBE distribution with a different dependence parameter δ requires 
additional attention as δ changes from zero to one.   
6.4.2 The Chart Performance under Different Distribution Dependence 
Parameter 
In this section, we focus on the effect of the distribution dependence parameter δ 
and study the chart efficiency under the same mean vector shift. The 
transformation effect is studied here as well for the charting efficiency 
improvement. The covariance matrix appears to have little effect towards the 
FMEWMA chart performance in the multivariate normal distribution monitoring 
(Hawkins et al. 2007). Note that in the construction of a FMEWMA chart for the 
GBE data monitoring, one major difference from the multivariate normal 
distribution monitoring is the dependence parameter effect. The correlation 
structure in the GBE data monitoring has certain effect towards the charting 
efficiency. To illustrate the issue, we study the GBE distribution with mean of 
1 2 1θ θ= =  and allow the dependence parameter δ to change from 0.1 to 0.9. The 
charting efficiency is illustrated in the mean vector shifts to (0.9, 1), (1.1, 1), (0.9, 
1.1), (0.3, 0.3), (0.5, 0.5), (0.8, 0.8), (1.5, 1.5). We maintain r = 0.1 and c = 0.75 
for the following study as illustration. Both the in-control ARL0 and the out-of-
control ARL1 is calculated on an average of 100,000 sequences. We maintain the 
initial state control limit which provides an initial state ARL0 of 200 throughout 
the Table 6.4-6.5. Table 6.4 provides the charting efficiency for the raw data 
monitoring. Table 6.5 provides corresponding results for the transformed data 
monitoring. 
TABLE 6.4 
The ARL Comparison for Different Dependence Parameter for the Raw GBE Data 
Monitoring 
 
δ = 0.1 
Initial 
(Steady) 
δ = 0.3 
Initial 
(Steady) 
δ = 0.5 
Initial 
(Steady) 
δ = 0.7 
Initial 
(Steady) 





CL h = 8.43 h = 8.28 h = 8.17 h = 8.05 h = 8.03 
(1,1) 200 
(226)   
200 
(224)    
200 
(226)     
200 
(221)    
200 









































































The ARL Comparison for Different Dependence Parameter for the Transformed GBE 
Data Monitoring 
 
δ = 0.1 
Initial 
(Steady) 
δ = 0.3 
Initial 
(Steady) 
δ = 0.5 
Initial 
(Steady) 
δ = 0.7 
Initial 
(Steady) 
δ = 0.9 
Initial 
(Steady) 
CL h = 7.675 h = 7.675 h = 7.685 h = 7.695 h = 7.705 
(1,1) 200 




(216)     
200 
(215)     
200 










































































Noteworthy features are: 
(1)  The difference between ARL0 (W = 0) and ARL0 (W = ∞) appears to have 
no significant difference between different dependence parameter δ when 
the smoothing parameters r and c are set to be certain. 
(2) The out-of-control ARL1 is noted to increase with the dependence 
parameter δ in shift directions of (0.9, 1), (1.1, 1), (0.9, 1.1), and decrease 
with the dependence parameter δ in shift directions of (d, d) where d = 0.3, 
0.5, 0.8, 1.5. This is probably due to the fact that a shift in direction of (d, 
d) could maintain the shape of the original covariance matrix. 
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(3) The transformation under such settings improves the charting efficiency 
generally except for the shift direction of (1.5, 1.5). Following study will 
further discuss the detection efficiency after transformation. 
6.4.3 The Smoothing Parameters Selection 
Note that the choice of the smoothing parameters r and c gives quite different 
performance for the same process shift. The choice of the parameter r is mainly 
determined by the shift size. This coincides with the traditional MEWMA chart. 
Small value of r is apt at detecting small shift size. When the shift size increases, 
the increase of the parameter r could help to improve charting efficiency. The 
choice of the parameter c is determined by both the shift size and the shift 
directions. We take the monitoring of the GBE(1, 1, 0.5) as an illustrative 
example. As aforementioned, control limit h can be selected as the initial state 
control limit or the steady state control limit. We consider the charting 
performance under two options of control limits for comparison as well. The 
design of control chart with the smallest out-of-control ARL1 is considered to be 
the best. The initial state ARL is calculated by an average of 100,000 RLs with 
zero initial vectors. The steady state ARL is obtained through the average of 
100,000 RLs with 2000 initial vectors. We compare the out-of-control ARL under 
the setting of c = 0, 0.25, 0.5, 0.75, when r = 0.1 or r = 0.02. The detailed 
simulation result is provided in Table 6.7-6.14. 
     For the mean shift of (0.5, 1), the parameter c = 0.75 always gives the smallest 
ARL1 in the initial state monitoring of both the raw and transformed GBE(1, 1, 
0.5). The smoothing parameters of r = 0.02 and c = 0.75 for the transformed data 
monitoring gives the best ARL1 of 6.08 for the shift detection in the early stage. 
The parameter c = 0.5 always gives the smallest ARL1 in the steady state 
monitoring of the raw data for the (0.5, 1) detection when r is set to be 0.1. For 
the mean shift of (1.2, 1), the parameter c = 0.75 provides the best ARL1 for all 
the initial state monitoring. For the steady state monitoring, the parameter c = 0.5 
gives the best steady state monitoring when r is set to be 0.1. The parameter c = 
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0.25 gives the best steady state monitoring when r is set to be 0.02. The optimal 
selection of the parameter r and c should be considered together. The detailed 
ARL1 comparison is presented in Table 6.7-6.14 in the following section. 
6.5 THEORETICAL ANALYSIS 
6.5.1 Average Run Length Analysis 
The ARL of a MEWMA chart with c = 0 for the raw GBE data monitoring 
depends on the marginal mean vector shift )/',/'( 2211 θθθθ , the design parameter r 
and the control limit h, when the dependency parameter δ remains constant (Xie 
et al. 2011). For a FMEWMA chart, when c > 0, the ARL can be easily expressed 
by )/',/'( 2211 θθθθ , R and h, with additional 1θ  and 2θ . We have the following 
expression, 
2 T -1 T 1
0 0
1 1
[ ] [ ].
i i
i j i j
i i i j j
j j
E − − −
= =
= = − − ⋅ ⋅ − −∑ ∑z zz Σ z (x µ ) R(I R) Σ (I R) R(x µ )  
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Hence, we have the following expression: 
2 1 1
1 1
[ ' ] [ ].
i i
i j i j
i i i j j
j j
E − − − −
= =
= = ⋅ − ⋅ ⋅ − ⋅∑ ∑z x z xz 'Σ z v θ R(I R) Σ (I R) Rθ v  
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In this case, xθ is not necessarily symmetric, resulting in 2iE  to depend on the 
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The joint distribution of v could be expressed into the following form according 
























































The ARL formulation depends on both )/',/'( 2211 θθθθ  and the original 1θ  and 2θ . 
Based on this, the situation is quite different from a traditional MEWMA chart. A 
ratio transformation can help to facilitate the analysis. 
     Note that due to the particularity of the GBE distribution, a ratio 
transformation as follows changes the mean vector and the covariance matrix 
simultaneously: 
1 2 1 2
1 1
1 2 2 1 2 2
1 1
1 2
, 1 2 , 1 2
1 2
( , ) ( , ) ( , ) ~ ( , ),
( , ) ( , ) exp .
/Y Y X X
XY Y X Y Y GBE
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Hence, through a ratio transformation, (X1, X2) ~ GBE(θ1, θ2,) with θ1 ≠ θ2 can be 
easily transformed to (Y1, Y2) ~ GBE(θ2, θ2,) with λ = θ1 / θ2. Hence, we can 
consider the case with θ1 = θ2 = 1 without loss of generality and divide the process 
shifts into three scenarios as ),1/',1/'( 2211 ≤< θθθθ  ),1/',1/'( 2211 ≥> θθθθ  and 
)1/',1/'( 2211 >< θθθθ , to compare the charting efficiency under different 
smoothing parameter settings. Another major benefit of the ratio transformation is 
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the feasibility of the eigenvalue analysis provided in the next section for a general 
performance discussion with small shift size. 
6.5.2 The Eigenvalue Analysis for Small Shifts 
Due to the fact that the FMEWMA chart performance for the GBE data 
monitoring involves many issues: a mix of the steady state and transient behavior 
(Hawkins et al. 2007), the transformation effect, the distribution dependence 
parameter effect, and the smoothing parameters selection, we provide some 
theoretical analysis with small process shifts as a guideline for the design 
parameter selection. Note that when the dependence parameter δ is set to be 









= − −∑z (I R) R(x µ ) approaches to ξ as i increases when the 
smoothing parameter c is set to be smaller than 1. Note that the charting statistic 
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= = − − ⋅ ⋅ − −∑ ∑z zz 'Σ z (x µ ) R(I R) Σ (I R) R(x µ )  
As i increases, the covariance matrix would reach its asymptotic level as well, 
leading to 2 1iE −′→ ⋅ ⋅zξ Σ ξ . The asymptotic covariance matrix zΣ  depends on the 
smoothing parameters r and c. For a fixed smoothing parameter r, the covariance 
matrix zΣ  can be viewed as ( )czΣ , a function of the parameter c and the chart 
performance can be optimized through the selection of c. The traditional 
MEWMA chart is defined as c = 0 leading to the covariance matrix of (0)zΣ . The 
performance improvement of a FMEWMA chart from a traditional MEWMA 
chart requires a parameter c to satisfy the following expression when the process 
shift lies in some directions, 
1 1( ) (0)c− −′ ′⋅ ⋅ > ⋅ ⋅z zξ Σ ξ ξ Σ ξ .                                     (6.15) 
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     Hawkins et al. (2007) solved the issue through a simultaneous diagonalization 
of the two inversed asymptotic covariance matrixes. One important issue should 
be considered here for the GBE case is the shape of the asymptotic covariance 
matrix. Due to the fact that the asymptotic covariance matrix of the GBE 
distribution depends on the mean vector as well, the mean vector is required to 
satisfy θ1 = θ2 for the feasibility of the simultaneous. Note that the ratio 
transformation mentioned in the previous section just provides such a condition. 
Therefore, we assume θ1 = θ2 in the following analysis without loss of generality. 
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                      (6.16) 
Here ia is the principal direction; hence, if ξ lies in ia ,  
0 ic λ=-1 -1z zξ'Σ ( )ξ / ξ'Σ ( )ξ .                                  (6.17) 
Therefore, we are interested in the corresponding iλ  greater than 1. In this case, 
the FMEWMA chart shall outperform the MEWMA chart if we conclude for a 
limiting point. Note that the eigenvalues of two covariance matrixes in this case 
only depend on the dependence parameter δ and the smoothing parameter c. 
Without loss of generality, we assume that 1 2 1θ θ= =  and study different choices 
of parameter c when the dependence parameter changes from 0.2 to 0.8. For 
illustration purpose, we set r = 0.1 and focus on the raw data monitoring. The 
transformed data monitoring and choices of different smoothing parameter r can 
be studied similarly as Table 6.6. For Table 6.6, we calculate the eigenvalues and 
corresponding eigenvectors for 1( )c−zΣ  and 1(0)−zΣ  respectively. Record ,c iλ  and 
0,iλ  as individual eigenvalues with the same eigenvectors of the two inversed 
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λλ λ= . Therefore we are 
interested in the corresponding 1iλ > . Following table presents the results for the 
ratio iλ  with different choices of c under different dependence parameter δ. 
TABLE 6.6 
Eigenvalues for Different Choices of Parameter c 
r = 0.1, c = 0.75 Eigenvalue 1λ  Eigenvalue 2λ  
ia (Unit Vector) 








GBE(1, 1, 0.8) 1.00 7.32 
GBE(1, 1, 0.5) 1.00 7.32 
GBE(1, 1, 0.2) 1.00 7.32 
r = 0.1, c = 0.50 Eigenvalue 1λ  Eigenvalue 2λ  
ia (Unit Vector) 








GBE(1, 1, 0.8) 1.00 3.11 
GBE(1, 1, 0.5) 1.00 3.11 
GBE(1, 1, 0.2) 1.00 3.11 
r = 0.1, c = 0.25 Eigenvalue 1λ  Eigenvalue 2λ  
ia (Unit Vector) 








GBE(1, 1, 0.8) 1.00 1.70 
GBE(1, 1, 0.5) 1.00 1.70 
GBE(1, 1, 0.2) 1.00 1.70 
Table 6.6 suggests that the FMEWMA chart would outperform the MEWMA 
chart with a single smoothing factor in the second principal direction. We take the 
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GBE(1, 1, 0.5) as illustration. The FMEWMA chart shall outperform the 
MEWMA chart for the process shift direction of (0.9, 1.1) as it belongs to the 
second principal direction of Table 6.6. The simulation study in the following 
section validates the conclusion. When the smoothing parameter r is set to be 0.1, 
the parameter c = 0.75 gives a better performance than c = 0 in both the initial 
state and the steady state monitoring in Table 6.7.  
     Table 6.6 also indicates that when it comes to choosing a smoothing parameter, 
c = 0.75 gives a better performance than 0.25 and 0.50 based on the theoretical 
eigenvalue analysis for small shifts detection. The detailed simulation study is 
conducted in the next section. It should be noted that the parameter c = 0.75 
actually always gives the best initial state monitoring. 
6.5.3 The Simulation Study 
The eigenvalue analysis is provided from a theoretical point of view. The detailed 
ARL study is provided is this section under two options of control limits as 
aforementioned. We mainly study the chart performance for both the raw and 
transformed GBE(1, 1, 0.5) monitoring under different choices of smoothing 
parameters for illustration. We set r = 0.1 in Table 6.7 - 6.10 to study the effect of 
different parameter c. In Table 6.11 – 6.14, the parameter r is set to be 0.02. The 
parameter c is selected from 0, 0.25, 0.5, and 0.75. Table 6.7-8 and 6.11-12 shows 
the charting performance with the initial state control limit. Table 6.9-10 and 
6.13-14 shows the charting performance under the steady state control limit. 
Inside each table, the first row of each cell shows the ARL1 of the raw data 
monitoring and the second row provides the ARL1 of the transformed data 
monitoring. The simulation scheme is the same as mentioned before. Simulate 
100,000 sequences in which zero initial vectors and 2000 initial vectors represent 
the initial state monitoring and the steady state monitoring respectively. Due to 
the affine invariance of the charting statistic with c = 0, both the initial state and 
the steady state ARL shall be identical except for some random variation 
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(Hawkins et al. 2007). We record only the ARL with zero initial vectors as the 
last column in the following tables.  
TABLE 6.7 
The ARL(I) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.1 with 
the Initial State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 
Control limit hRaw 









State I         I          I          I/S 
ARL0(Raw) 
ARL0(Trans) 
200        
200        
200       
200       
200        
200        
200 












(0.5, 1) 20.61      
10.30      
22.72      
10.56      
27.25       
11.22      
39.47 
14.20 
(0.8, 1) 94.82      
53.19       
119.09     
57.07      
153.93     
63.36       
184.78 
75.97 
(0.9, 1) 188.48      
117.51      
216.26      
127.95    
232.11     
137.78     
241.92 
150.90 
(0.5, 0.5) 41.61      
18.05      
52.39        
19.24      
74.59      
20.43      
112.08 
23.38 
(0.8, 0.8) 656.84     
96.63       
1121.4    
104.33    
1724.91   













(1.1, 1) 97.28         
114.59       
101.68      
120.28      
106.82     
125.30    
118.00 
136.32 
(1.2, 1) 50.43          
58.79      
53.38      
61.63      
57.10       





(1.5, 1) 15.82      
18.25       
16.66     
18.72       
17.61        
19.62        
22.47 
24.03 
(2, 1) 6.56       
7.43        
6.82      
7.68       
7.11         
7.90       
9.68 
10.76 
(1.5, 1.5) 13.02      
24.03       
13.55     
25.43      
14.53       
26.01      
19.29 
31.15 
(2, 2) 5.43       
9.46       
5.68       
9.99       
5.97       












   
(0.9, 1.1) 74.36       
61.32      
82.78     
65.45      
93.92       
71.28      
109.23 
84.52 
(0.8, 1.2) 30.67      
23.41      
32.78     
24.07     
36.69      
25.28       
46.42 
31.45 
(0.8, 1.5) 12.42      
10.89      
12.87     
11.27     
13.65     
11.73      
17.68 
15.01 
(0.5, 2) 4.54       
3.28       
4.75      
3.42      
4.95     




Table 6.7 shows the FMEWMA chart outperforms the traditional MEWMA chart 
in the initial state monitoring in every shift direction. The optimal choice of the 
smoothing parameter c from above table is 0.75. Table 6.8 provides the 
performance of the steady state monitoring under the initial state control limit 
with the current parameter setting of r = 0.1.  
TABLE 6.8 
The ARL(S) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.1 
with the Initial State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 
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Control limit hRaw 




























































































































(2, 2) 8.14 8.22 8.41 8.65 
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Table 6.7 and 6.8 show that the transformation generally improves the charting 
efficiency in the downward shift case 1 and two reverse shift case 3. In case 2, the 
raw data monitoring is more efficient under the same parameter setting of r and c. 
Following Table 6.9 shows another option of the control limit selection. Maintain 
the steady state control limit h, Table 6.9-10 presents the charting performance in 
both states for the raw and transformed GBE data monitoring. 
TABLE 6.9 
The ARL(I) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.1 with 
the Steady State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 
Control limit hRaw 









State I          I           I          I/S 
ARL0(Raw) 
ARL0(Trans) 
177       
185       
181       
190       
186       
















(0.5, 1) 19.46      
9.98       
21.70    
10.49    
26.01    
11.02    
39.47 
14.20 
(0.8, 1) 86.71      
50.84        
109.53     
55.44      
143.24     
61.73      
184.78 
75.97 
(0.9, 1) 168.63     
110.85     
195.41    
122.49     
215.76     
133.93     
241.92 
150.90 
(0.5, 0.5) 36.70        
17.53        
46.39       
18.91       
65.95      
20.26      
112.08 
23.38 
(0.8, 0.8) 478.76      
90.71       
854.49      
100.32     
1445.9     













(1.1, 1) 88.66      
108.59      
95.14        
116.51      
99.92      
123.04      
118.00 
136.32 
(1.2, 1) 47.24        
56.15        
50.22      
59.53       
54.85       
64.70       
67.60 
75.95 
(1.5, 1) 15.21        
17.60         
16.05       
18.41       
17.22      
19.08      
22.47 
24.03 
(2, 1) 6.35         
7.20         
6.65       
7.61       
6.93        
7.79        
9.68 
10.76 
(1.5, 1.5) 12.42      
22.76        
13.22       
24.59       
14.09      
25.88      
19.29 
31.15 
(2, 2) 5.22          
9.16        
5.49        
9.72        
5.87       












   
(0.9, 1.1) 69.73       
58.83        
78.22       
63.63       
89.16      
70.24      
109.23 
84.52 
(0.8, 1.2) 28.90      
22.63       
31.33       
23.83       
35.37      
25.20      
46.42 
31.45 
(0.8, 1.5) 11.91       12.46      13.33      17.68 
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10.61       11.09      11.55      15.01 
(0.5, 2) 4.41        
3.25        
4.60       
3.37        
4.85        




Table 6.9 still shows that the parameter c = 0.75 gives the best performance for 
the initial state monitoring. The transformation improves the charting efficiency 
in case 1 and case 3. The raw data monitoring is more efficient in the case 2 
monitoring. Table 6.10 provides the charting performance of the steady state 
monitoring under the current parameter setting. 
TABLE 6.10 
The ARL(S) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.1 
with the Steady State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 
Control limit hRaw 























































(0.5, 0.5) 33.12 44.29 64.69 112.08 
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18.76 20.30 21.51 23.38 













































































   



































Table 6.7-10 gives a general performance of the FMEWMA chart in different 
states monitoring under different selection of control limit with a fixed parameter 
r = 0.1. When we maintain the initial state control limit to satisfy an in-control 
ARL0 of 200 in the early stage monitoring, the steady state ARL1 is greater than 
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the ARL1 with the steady state control limit. The optimal choice of c is different 
in the initial state monitoring and the steady state monitoring. In the steady state 
monitoring, the optimal choice of c depends on the transformation as well. Based 
on above tables, we have the following findings. 
Noteworthy features: 
(1) The difference between ARL0 (W = 0) and ARL0 (W = ∞) is slightly 
reduced through the transformation when r is set to be 0.1. 
(2) When r = 0.1, parameter c = 0.75 always provides the most efficient 
detection in the initial state monitoring for both the raw and transformed 
data monitoring which is much faster than the MEWMA chart with c = 0 
by around 30%~60%. The eigenvalue analysis holds the result in this case. 
(3) Especially in direction of (d, d), the parameter c = 0.75 gives the best 
ARL1 in the steady state monitoring as well. This is probably due to the 
fact that the covariance matrix shape is maintained under such mean 
vector shifts. 
(4) In the steady state monitoring, the optimal choice of c depends on the 
process shift. But c > 0 always provides the best ARL1 with small shifts in 
each direction in the steady state monitoring. For example, the trend can 
be observed clearly in Table 6.10 as the shift increases from (1.1, 1) to 
(1.2, 1), (1.5, 1) and (2, 1). 
The smoothing parameter r is set to be 0.1 in above tables. In the following study, 
we choose r to be 0.02 and study the different performance of the parameter c. 
 
TABLE 6.11 
The ARL(I) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.02 
with the Initial State h 
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Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 
Control limit hRaw 









State I          I          I          I/S 
ARL0(Raw) 
ARL0(Trans) 
200       
200       
200       
200       
200      














(0.5, 1) 11.82       
7.13        
12.35      
7.43        
12.97      
7.79       
22.80 
16.97 
(0.8, 1) 48.47       
37.91       
50.61      
39.40      
53.13      
40.91      
68.09 
57.27 
(0.9, 1) 108.54      
92.97      
113.20     
95.29      
119.34     
98.21       
135.73 
117.89 
(0.5, 0.5) 15.82        
11.81       
16.61      
12.37      
17.47       
13.10        
26.18 
23.31 
(0.8, 0.8) 61.94       
56.14        
66.29       
59.46        
71.47      












(1.1, 1) 86.85       
91.61       
87.92      
93.85      
91.25      
98.07      
113.04 
118.58 
(1.2, 1) 40.32        
42.15        
41.65      
43.94      
43.11      





 (1.5, 1) 12.03        
12.67        
12.42      
13.34      
12.81       
13.95       
23.60 
26.35 
(2, 1) 5.15           
5.39          
5.26       
5.59       
5.41        
5.79        
11.81 
14.27 
(1.5, 1.5) 10.24        
15.90        
10.68      
17.02       
11.08       
18.05        
23.19 
33.97 
(2, 2) 4.42        
5.35        
4.53        
7.07        
4.66         












   
(0.9, 1.1) 52.40       
45.72     
53.91        
47.09        
56.42        
48.86       
74.06 
67.41 
(0.8, 1.2) 20.25      
16.31      
20.93      
17.05      
22.01       
17.77        
34.42 
30.78 
(0.8, 1.5) 8.93       
7.72       
9.31         
8.03          
9.47         
8.40         
18.44 
18.17 
(0.5, 2) 3.51      
2.51      
3.59         
2.60         
3.72         




The superiority of the FMEWMA chart in the initial state monitoring still holds in 
Table 6.11. Table 6.12 presents the steady state monitoring performance under the 
current selection of control limit. The FMEWMA chart shows a better 
performance in the shift directions of (d, d) detection. In other shift directions, the 
MEWMA chart is more efficient under the current parameter settings in the stead 
state monitoring.  
TABLE 6.12 
The ARL(S) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.02 
with the Initial State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
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r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 
Control limit hRaw 












































































































































   

































Table 6.13 provides the charting performance when we maintain the steady state 
control limit and allow a higher false alarm rate in the initial state. The parameter 
c = 0.75 still holds the best performance in the initial state monitoring. 
TABLE 6.13 
The ARL(I) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.02 
with the Steady State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 
Control limit hRaw 














136       
124       
147       
138         
159       














(0.5, 1) 10.32      
6.08      
11.06      
6.53     
11.86    
7.05    
22.80 
16.97 
(0.8, 1) 39.48      
29.64     
42.45      
32.28    
46.38    
35.60    
68.09 
57.27 
(0.9, 1) 82.81      
66.70      
90.77     
73.61   
99.54    
81.73    
135.73 
117.89 
(0.5, 0.5) 13.77      
10.08      
14.84      
10.81    
15.96    
11.86    
26.18 
23.31 
(0.8, 0.8) 50.08      
42.84      
55.49      
48.19      
61.96    













(1.1, 1) 67.60      
63.80      
71.80      
71.08      
76.97   
79.39   
113.04 
118.58 
(1.2, 1) 33.35      
32.43      
36.02      
35.26      
38.45    
39.39    
61.73 
65.44 
(1.5, 1) 10.67      
10.48       
11.27      
11.40      
11.89    
12.39    
23.60 
26.35 
(2, 1) 4.72       
4.64       
4.94       
4.97       
5.13    
5.24    
11.81 
14.27 
(1.5, 1.5) 9.17        
12.86       
9.86       
14.17      
10.19    
15.77    
23.19 
33.97 
(2, 2) 4.08        
5.74        
4.24       
6.18       
4.46    




(0.9, 1.1) 42.87       
34.52       
46.44      
38.29    
49.11    













   
(0.8, 1.2) 17.54       
13.35       
18.56      
14.61      
19.75    
15.86    
34.42 
30.78 
(0.8, 1.5) 8.03        
6.52        
8.39      
7.07   
8.98    
7.61    
18.44 
18.17 
(0.5, 2) 3.29       
2.26        
3.41       
2.38    
3.53     




Table 6.14 presents the performance of the steady state monitoring when we 
maintain a steady state control limit. The FMEWMA chart is more efficient in 
detecting (d, d) and small shifts in other directions. When the process shift size 
increases, the MEWMA chart would outperform the FMEWMA chart in the 
steady state monitoring. 
TABLE 6.14 
The ARL(S) Comparison for the Raw and Transformed GBE (1, 1, 0.5) under r = 0.02 
with the Steady State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 
Control limit hRaw 


























































































































































































Noteworthy features are: 
(1) The difference between ARL0 (W = 0) and ARL0 (W = ∞) is slightly 
increased by the transformation when r is set to be 0.02 in Table 6.11-6.14. 
(2) The parameter c = 0.75 still always gives the best initial state monitoring 
performance under the smoothing parameter r = 0.02, improved by around 
30%~60% from the MEWMA chart performance. In the steady state 
monitoring, c > 0 provides a better detection power with small shifts in 
each direction. The transformation improves the FMEWMA charting 
performance generally in case 1 and case 3. 
(3) The theoretical eigenvalue analysis holds for the initial state monitoring 
and in small shift detection for the steady state monitoring. 
(4) The FMEWMA chart is particularly efficient in detecting shift in the 
direction of (d, d) in both the initial state monitoring and the steady state 
monitoring. This is one important benefits of the FMEWMA chart for the 
GBE distribution monitoring. 
(5) In general, the FMEWMA chart provides a good performance in the initial 
state monitoring. When the process enters the second phase of the steady 
state monitoring, the FMEWMA chart is more sensitive in the small shifts 
detection and a special shift direction of (d, d) detection. 
6.6 DISCUSSIONS AND CONCLUSIONS 
In this chapter, a full smoothing matrix with nonzero off-diagonal elements is 
used in the construction of the MEWMA chart for the GBE data monitoring. The 
performance of a FMEWMA chart is determined through selection of two 
smoothing parameters. Construction of the FMEWMA chart for both the initial 
state and the steady state is considered. The double square root transformation is 
applied and compared with the raw data monitoring. Different from the 
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multivariate normal distribution, the effect of the GBE distribution dependence 
parameter is compared and discussed in this study. Illustrative Example of setting 
up a FMEWMA chart is provided as well. 
      A general study of the FMEWMA charting efficiency with small shifts is 
provided from a theoretical point of view. The eigenvalue analysis is provided for 
the optimal selection of the parameter c under a fixed r with the help of a 
simultaneous diagonalization. The simulation study is conducted further for a 
systematic study of the chart performance under different smoothing parameters. 
Both the eigenvalue analysis and the simulation study show the improvement of 
the charting performance by a FMEWMA control chart.  
     The FMEWMA chart is considered to outperform the traditional MEWMA 
chart in the initial state monitoring and for the small shifts detection in the steady 
state monitoring. Especially in directions of (d, d), the FMEWMA chart 
outperforms the MEWMA chart in both the initial state monitoring and the steady 
state monitoring. The double square root transformation generally further 
improves the charting efficiency in case 1 and case 3. 
     Although a bivariate case is studied here, the methodology could be easily 
extended to multivariate cases by adding on one parameter p representing the 
number of quality characteristics of concern. In the last simulation study, we 
maintain the dependence parameter to be 0.5 which can be extended as well to 






CHAPTER 7 A FULL MEWMA CHART FOR 
TRANSFORMED GUMBEL’S BIVARIATE 
EXPONENTIALLY DISTRIBUTED DATA 
We have discussed the FMEWMA chart for the GBE data in Chapter 6. It is noted 
that the transformation can transform the skewed distribution to a near-normal 
distribution. The effect of the dependence parameter is discussed as well. A 
systematic study of the transformed GBE data monitoring with a FMEWMA chart 
under different dependence parameter is considered in this chapter. For a 
transformed GBE distribution, a mean shift would result in a covariance matrix 
shift as well. The effect of the dependence parameter should be considered for a 
general study. 
     Due to the importance, the GBE data is quite common in both manufacturing 
industries and non-manufacturing areas, e.g. service industry and reliability 
analysis and so on forth. The MEWMA chart for GBE data is well studied in Xie 
et al. (2011). We extend the method to monitor the GBE data through a MEWMA 
chart with a full smoothing matrix in the last chapter. In this chapter, we study the 
smoothing parameters choice for the transformed GBE data monitoring under 
different distribution dependence parameter. 
     The power transformation designed for skewed distributions, such as 
exponential distribution and weibull distribution, has been widely studied and 
applied. Draper and Cox (1969) first proposed a power transformation of 1/3.7313 
to render a transformed distribution which could be approximated by a normal 
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distribution. Later Hernandez and Johnson (1980) proposed the best power value 
to be 1/3.7679 based on the Kullback-Leibler information numbers. Kao et al. 
(2006) proposed a power transformation of 1/3.5142 through minimizing the sum 
of the absolute difference. The double square root transformation is recommended 
and applied by many authors and papers for its simplicity and conciseness, e.g. 
Kittlitz (1999) and Liu et al. (2007), also in Xie et al. (2011) to improve charting 
performance. The transformation is capable of changing the  skewed bivariate 
distribution to a distribution closer to bivariate normal distribution. Therefore, we 
focus on the transformed GBE data monitoring in this section. 
     The double square root transformation for the raw GBE data is expressed as, 
0.25 0.25
1 1 2 2, .Y X Y X= =                                       (7.1) 
Transformed variable 1 2( , )Y Y follows a 1/ 1/1 2(1 / ,1 / , 4 / , )HBW δ δθ θ δ δ distribution as 
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   (7.2) 
 The marginal distributions for iY (i = 1,2) can be obtained as Weibull 
distributions 0.25( , 4)iW θ . The mean, standard deviation and the correlation 
coefficient as, 
0.25( ) 0.9064 ,
iY i i
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The joint distribution of 1 2( , )Y Y is much closer to the bivariate normal distribution 
compared to the raw GBE model 1 2( , )X X . In order to visualize the difference of 
the correlation structure of the raw data and transformed data, we provide 
following figure which shows the correlation coefficient of the raw data and the 
transformed data.  
  
Fig 7.1: The Correlation Coefficient of the Raw Data and the Transformed Data with the 
Dependence Parameter δ 
7.1    FMEWMA CHART FOR TRANSFORMED GBE DATA 
7.1.1 The Charting Statistic 
The smoothing matrix definition and notation is still the same as previous chapter, 
we denote the matrix with following expression, 
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Here both parameters satisfy that | | 1,0 1c r< ≤ ≤ . 
     The FMEWMA vector has the following expressions, 
0 1
Y
i i i−′ ′= + −z R(y -µ ) (I R)z .( 0 0′ =z ) 
1
.
i i i−′ ′
T T
z y zΣ = RΣ R + (I - R)Σ (I - R)  ( 0 0′ =zΣ ) 




z z yΣ - (I - R)Σ (I - R) = RΣ R  
Here yΣ is an assumed in-control covariance matrix of the transformed GBE data. 
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In this case, ARL of the FMEWMA chart for transformed GBE data still depends 
on c when r and xΣ is constant. The recursive covariance matrix is provided in the 
previous chapter. The convergence rate is shown to be faster than which of the 
raw data. The illustrative example from Chapter 6 presents the superiority of the 
transformed data monitoring as well. Note that the transformation increases the 
correlation coefficient of two characteristics under certain dependence parameter 
δ as shown in Fig 7.1. A mean shift will result in the covariance matrix to shift 
differently after the transformation. Following section shows the distribution 
features of the transformed GBE data. 
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7.1.2 The Transformed GBE Data 
The transformed GBE data follows a HBW distribution as aforementioned. Note 
that a ratio transformation would maintain the same form of the survival function. 
We assign a ratio parameter as λ and get 
1 2 1 2
1/ 1/4
1





, 1 2 , 1 2 4
1 2
1 4( , ) ( , ) ( , ) ~ ( , , , )
( , ) ( , ) exp .
/W W Y Y
YW W Y W W HBW




λ δλ θ θ δ
λ
θ λ θ
   
= ⇒    
   
  
     
= = − +            
         (7.4) 
Hence, without loss of generality, we can study the case with equal mean of two 
characteristics 1 2θ θ=  as illustration. Ratio transformation can be employed into 
situations with unequal means. 
     In Chapter 6, we have provided a general theoretical analysis of the 
FMEWMA chart performance for small shifts detection. When the smoothing 
parameter r is fixed, we expect the selection of the parameter c could improve 
charting efficiency for certain shifts detection. The selection of the parameter c is 
determined through the following expression: 
1 1( ) (0)c− −′ ′⋅ ⋅ > ⋅ ⋅z zξ Σ ξ ξ Σ ξ . 
As mentioned in Chapter 6, the asymptotic covariance matrix under a fixed 
parameter r can be viewed as a function of parameter c. The traditional covariance 
matrix of the charted statistic would be viewed as a special case with c = 0. The 
objective would still hold when it comes to the transformed data monitoring. For 








= − −∑z (I R) R(y µ )approaches to 0Yj= −ξ (y µ )  as i 
increases when the smoothing parameter c is set to be smaller than 1. This would 
further lead to the charting statistic approaches to 2 1iE −′→ ⋅ ⋅zξ Σ ξ as i increases. 
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This is similar as the raw data monitoring. Hence the choice of the parameter c for 
the transformed data monitoring is similar as described in Chapter 6. 
7.1.3 Eigenvalue Table Analysis 
Under the scenario with equal means, simultaneous diagonalization towards the 
covariance matrix of the FMEWMA statistic is applicable. Situation is similar as 
the FMEWMA chart for the raw data analysis. The charted statistic for 
FMEWMA chart is still as follows, 
2 [ ] [ ].i iE − −′ ′
= =
′ ′ ′ ′= = − − ⋅ ⋅ − −∑ ∑
i i
T -1 T i j -1 i j
z i j 0 z j 0
j 1 j 1
z Σ z (y µ ) R(I R) Σ (I R) R(y µ )
 
Let ξ denote the mean shift of transformed GBE data, −
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Σ Σ a 0
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                          (7.5) 
Here ia is the principal direction; hence, if ξ lies in ia ,  
0 ic λ′ ′ ′=T -1 T -1z zξ Σ ( )ξ / ξ Σ ( )ξ .                                     (7.6) 
Therefore, we are interested in the corresponding iλ′ greater than 1. Notice that the 
eigenvalue of two covariance matrixes in this case only depend on the dependence 
parameter δ and the smoothing parameters r and c, we still study different choices 
of δ and 1 2,θ θ  is assumed to be 1 2 1θ θ= = . Corresponding Yρ  with δ is as 
follows. 
















z z yΣ - (I - R)Σ (I - R) = RΣ R  
The covariance matrix for the charting statistic ′z can be obtained correspondingly. 
The steps of the eigenvalue analysis for the transformed data are similar as the 
raw data analysis. Following Table 7.1 shows the eigenvalues and eigenvectors of 
two inversed covariance matrixes under different parameter settings. Table 7.2 is 
presented for the raw data as comparison. 
     The eigenvalue analysis can only provide a theoretical understanding towards 
small shifts detection. Detailed ARL comparison is needed to validate the 
conclusions we have drawn through the theoretical analysis for small shifts 
detection. Hence following simulation study is conducted. Similar as the 
FMEWMA chart for raw GBE data, we separate the shift type into three scenarios 
as 
1 1 2 2( '/ 1, '/ 1)θ θ θ θ< ≤ , 1 1 2 2( '/ 1, '/ 1)θ θ θ θ> ≥ , and )1/',1/'( 2211 >< θθθθ . 
The ARL comparison is conducted under different dependence parameters. Note 
that one important feature of the FMEWMA chart construction is the difference 
between the initial state monitoring and the steady state monitoring. We have 
provided the comparison between two options as well. The first one is to maintain 
the initial state control limit to allow an increased in-control ARL when the 
process has continued and entered the second phase without a shift. The second 
option is to maintain the steady state control limit to allow a higher false alarm 
rate in the initial state monitoring. In fact, the performance of a third option to 
allow the control limit to change with the number of initial observations would 




Eigenvalues for Different Choices of Parameters after Transformation 
r = 0.1, c = 0.75 0.75,1λ  0,1λ  1λ  0.75,2λ  0,2λ  2λ  
ia (Unit Vector) 



















GBE(1, 1, 0.8) 
Trans: 
HBW(1, 1, 5, 
0.8) 
223.12 223.12 1.00 3146.1 430.04 7.32 
Raw: 
GBE(1, 1, 0.5) 
Trans: 
HBW(1, 1, 8, 
0.5) 
172.34 172.34 1.00 7281.1 995.25 7.32 
Raw: 
GBE(1, 1, 0.2) 
Trans: 
HBW(1, 1, 20, 
0.2) 
150.86 150.86 1.00 40986 5602.4 7.32 
r = 0.1, c = 0.50 0.5,1λ  0,1λ  1λ  0.5,2λ  0,2λ  2λ  
ia (Unit Vector) 



















GBE(1, 1, 0.8) 
Trans: 
HBW(1, 1, 5, 
0.8) 
223.13 223.13 1.00 1335.4 430.03 3.11 
Raw: 
GBE(1, 1, 0.5) 
Trans: 
HBW(1, 1, 8, 
0.5) 
172.34 172.34 1.00 3090.5 995.25 3.11 
Raw: 
GBE(1, 1, 0.2) 
Trans: 
HBW(1, 1, 20, 
0.2) 
150.86 150.86 1.00 17397 5602.4 3.11 
r = 0.1, c = 0.25 0.25,1λ  0,1λ  1λ  0.25,2λ  0,2λ  2λ  
ia (Unit Vector) 
1 ( 1, 1)
2
′− −  














GBE(1, 1, 0.8) 
Trans: 
HBW(1, 1, 5, 
0.8) 
223.13 223.13 1.00 731.81 430.03 1.70 
Raw: 
GBE(1, 1, 0.5) 
Trans: 
HBW(1, 1, 8, 
0.5) 




GBE(1, 1, 0.2) 
Trans: 
HBW(1, 1, 20, 
0.2) 
150.86 150.86 1.00 9534.0 5602.4 1.70 
 
TABLE 7.2 
Eigenvalues for Different Choices of Parameters for Raw Data Monitoring 
r = 0.1, c = 0.75 0.75,1λ  0,1λ  1λ  0.75,2λ  0,2λ  2λ   
ia (Unit Vector) 


















GBE(1, 1, 0.8) 15.66 15.66 1.00 176.75 24.16 7.32 
GBE(1, 1, 0.5) 12.10 12.10 1.00 323.86 44.27 7.32 
GBE(1, 1, 0.2) 10.00 10.00 1.00 1394.2 190.57 7.32 
r = 0.1, c = 0.50 0.5,1λ  0,1λ  1λ  0.5,2λ  0,2λ  2λ  
ia (Unit Vector) 1 ( 1, 1)2 ′− −
 














GBE(1, 1, 0.8) 15.66 15.66 1.00 75.02 24.16 3.11 
GBE(1, 1, 0.5) 12.10 12.10 1.00 137.46 44.27 3.11 
GBE(1, 1, 0.2) 10.00 10.00 1.00 591.78 190.57 3.11 
r = 0.1, c = 0.25 0.25,1λ  0,1λ  1λ  0.25,2λ  0,2λ  2λ  
ia (Unit Vector) 


















GBE(1, 1, 0.8) 15.66 15.66 1.00 41.11 24.16 1.70 
GBE(1, 1, 0.5) 12.10 12.10 1.00 75.33 44.27 1.70 
GBE(1, 1, 0.2) 10.00 10.00 1.00 324.31 190.57 1.70 
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7.2 GENERAL PERFORMANCE ANALYSIS AND SIMULATION STUDY  
7.2.1 The Average Run Length Comparison and Analysis for Transformed 
GBE (1, 1, 0.1) 
In this section, we compare the effect of different design parameters under 
different dependence parameters of 0.1 and 0.9. Note that we have analyzed the 
performance of the FMEWMA chart for transformed GBE (1, 1, 0.5) monitoring 
in Chapter 6. The following study focus on different dependence parameter of 0.1 
and 0.9. Assign design parameters to r = 0.1, 0.02 and c = 0, 0.25, 0.5, 0.75. 
Following Table 7.3(7.4) and Table 7.5(7.6) shows the design parameter of r = 
0.1 and r = 0.02 with different choices of the design parameter c. The first row of 
each cell shows the initial state performance and the second row of each cell 
shows the steady state performance. 
TABLE 7.3 
The ARL Comparison for the Transformed GBE (1, 1, 0.1) under r = 0.1 with the Initial 
State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 



































































































































   

































Table 7.3 presents the charting efficiency of the FMEWMA chart with r = 0.1 
and c = 0, 0.25, 0.5, 0.75 with the initial state control limit h which maintains an 
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initial ARL0 of 200 and allows the steady state ARL0 to increase as the process 
continues in-control. The value of |ARL0(I)- ARL0(S)| increases as the parameter 
c increases from 0 to 0.75 under a fixed parameter r. Inside each table, the first 
row of each cell shows the ARL1 in the initial state monitoring. The second row 
of each cell shows the ARL1 in the steady state monitoring. Note that we have 
mentioned three options of the control limit determination in the Chapter 6. Table 
7.3 and Table 7.4 provide the difference between the first two options. The last 




The ARL Comparison for the Transformed GBE (1, 1, 0.1) under r = 0.1 with the Steady 
State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 






















(0.5, 1) 1.25     
4.94 
1.29     
3.58 




(0.8, 1) 5.31    
13.97 
5.60    
10.46 




(0.9, 1) 17.20    
29.54 
17.99    
24.25 




(0.5, 0.5) 20.35    
21.47 
21.91    
23.21 




(0.8, 0.8) 102.87   113.96   126.04  142.82 
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(1.1, 1) 19.00    
31.68 
19.97    
26.27 




(1.2, 1) 6.81    
16.08 
7.07    
12.33 




(1.5, 1) 2.02     
7.19 
2.10     
5.26 




(2, 1) 1.16     
4.24 
1.19     
3.12 




(1.5, 1.5) 25.51    
30.84 
27.34    
32.04 




(2, 2) 10.39    
13.80 
11.03    
14.33 













   
(0.9, 1.1) 6.09    
15.19 
6.40    
11.47 




(0.8, 1.2) 2.14     
7.65 
2.23     
5.57 




(0.8, 1.5) 1.29     
4.96 
1.32     
3.61 




(0.5, 2) 1.00     
2.56 
1.00     
1.91 





Table 7.4 provides a comparison with Table 7.3 under different control limit h. 
Noteworthy feature is: 
(1) The value of |ARL0(I)- ARL0(S)| under certain parameters r and c appears 
to have no significant difference between the choice of the initial state 
control limit and the steady state control limit. 
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(2) When the parameter r is set to be 0.1, the parameter c = 0.75 provides the 
most efficient detection in the initial state monitoring under either the 
initial state control limit or the steady state control limit. 
(3) In the shift direction of (d, d) detection, the FMEWMA chart is 
particularly efficient compared with the traditional MEWMA chart in both 
the initial state monitoring and the steady state monitoring.  
(4) In the steady state monitoring, the FMEWMA chart can only outperform 
the traditional MEWMA chart with very small process shift as in detection 
of (0.9, 1) and (1.1, 1). As the shift size increases to (0.8, 1) and (1.2, 1), 
the FMEWMA chart lose the superiority in the steady state monitoring. 
Above analysis is conducted when r is set to be 0.1. The following tables provide 
the charting performance under r = 0.02 and c = 0, 0.25, 0.5, 0.75. 
TABLE 7.5 
The ARL Comparison for the Transformed GBE (1, 1, 0.1) under r = 0.02 with the Initial 
State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 






















(0.5, 1) 1.10     
8.25 
1.11     
5.86 




(0.8, 1) 3.98    
22.88 
4.11    
16.32 




(0.9, 1) 12.32   
45.99 
12.93    
33.93 






(0.5, 0.5) 13.33    
22.51 
13.89    
23.02 




(0.8, 0.8) 61.55    
84.16 
65.52    
85.32 














(1.1, 1) 13.77    
48.69 
14.23    
36.43 




(1.2, 1) 5.01    
26.33 
5.18    
19.03 




(1.5, 1) 1.65    
12.03 
1.71     
8.54 




(2, 1) 1.07     
7.07 
1.08     
5.06 




(1.5, 1.5) 18.57    
34.51 
19.45    
35.05 




(2, 2) 7.84    
18.06 
8.27    
18.49 













   
(0.9, 1.1) 4.48    
25.00 
4.65    
17.83 




(0.8, 1.2) 1.74    
12.90 
1.78     
9.03 




(0.8, 1.5) 1.14     
8.28 
1.15     
5.88 




(0.5, 2) 1.00     
4.19 
1.00     
3.01 







Based on the Table 7.5, one major difference can be observed is that the value of 
|ARL0(I)- ARL0(S)| increases a lot as the parameter r decreases from 0.1 to 0.02. 
Table 7.6 provides a comparison with the steady state control limit. 
TABLE 7.6 
The ARL Comparison for the Transformed GBE (1, 1, 0.1) under r = 0.02 with the 
Steady State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 
























































































(1.5, 1) 1.53 1.59 1.66 5.81 
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10.87 7.95 6.47 5.81 

































   


































Based on Table 7.5 and 7.6, similar results can be concluded: 
(1) The FMEWMA chart shows an improvement from the traditional 
MEWMA chart in the initial state monitoring under either the initial state 
control limit or the steady state control limit.  
(2) An efficient detection of the shift direction of (d, d) can be observed with r 
= 0.02 as well in both the initial state monitoring and the steady state 
monitoring. 
(3) The parameter r = 0.02 generally improves the charting efficiency from 
the parameter r = 0.1 in the listed shifts detection since the shifts we study 
here are considered to be relatively small. 
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(4) Table 7.3, 7.4, 7.5, and 7.6 provide a comparison reference for the effect 
of the dependence parameter. Following section considers the case of the 
dependence parameter to be 0.9.  
7.2.2 The Average Run Length Comparison and Analysis for Transformed 
GBE (1, 1, 0.9) 
In this section, we increase the dependence parameter to 0.9 and study the effect 
of different smoothing parameters.  
TABLE 7.7 
The ARL Comparison for the Transformed GBE (1, 1, 0.9) under r = 0.1 with the Initial 
State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 






















































(0.8, 0.8) 73.67 78.39 82.99 88.13 
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Based on Table 7.7, the dependence parameter δ appears to have no significant 
effect towards the value of |ARL0(I)- ARL0(S)|. The FMEWMA chart seems to 
outperform the traditional MEWMA chart in both the initial state monitoring and 
the steady state monitoring for the listed shifts detection except for (0.5, 2) which 
can be viewed as a relatively large shift compared with the rest. The FMEWMA 
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chart is deemed as efficient in small shift detection. The following Table 7.8 
provides a reference performance analysis when using the steady state control 
limit. 
TABLE 7.8 
The ARL Comparison for the Transformed GBE (1, 1, 0.9) under r = 0.1 with the Steady 
State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.1 0.1 0.1 0.1 
c 0.75 0.5 0.25 0 
























































































(1.5, 1) 28.34 29.85 31.36 37.26 
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37.97 35.49 35.29 37.26 

































   

































Note that the charting performance from Table 7.8 is similar to which from Table 
7.7. The FMEWMA chart outperforms the traditional MEWMA chart in both the 
initial state monitoring and the steady state monitoring except for a relatively 
large shift of (0.5, 2). The parameter c = 0.75 when r = 0.1 always gives the best 
performance in the initial state monitoring. The optimal choice of the parameter c 
when r is set to be 0.1, changes with the shift in the steady state monitoring. 
     In order to provide a general comparison, following two tables show the 







The ARL Comparison for the Transformed GBE (1, 1, 0.9) under r = 0.02 with the Initial 
State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 



































































































































   

































Note that the decrease of parameter r leads to an increased |ARL0(I)- ARL0(S)| as 
well in the monitoring of transformed GBE(1, 1, 0.9). The parameter c = 0.75 still 
provides the best initial state monitoring. In the shift direction of (d ,d), the 
FMEWMA chart shows a superiority in both the initial state and the steady state 
monitoring. 
TABLE 7.10 
The ARL Comparison for the Transformed GBE (1, 1, 0.9) under r = 0.02 with the 
Steady State h 
Design Parameters ARL1 ARL1 ARL1 ARL1 
r 0.02 0.02 0.02 0.02 
c 0.75 0.5 0.25 0 



































































































































   
















(0.8, 1.5) 13.12 14.62 15.63 30.84 
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44.22 36.32 31.26 30.84 








Note that Table 7.10 provides a reference when monitoring the transformed 
GBE(1, 1, 0.9) using the steady state control limit when r = 0.02. Noteworthy 
features are: 
(1) The FMEWMA chart is considered to outperform the traditional 
MEWMA chart when the dependence parameter increases to 0.9 in both 
the initial state monitoring and the steady state monitoring. The 
FMEWMA chart is more sensitive in small shifts detection. 
(2) The parameter c = 0.75 gives the best performance in all shifts detection in 
the initial state monitoring. The detection efficiency of shift direction (d, d) 
is improved a lot by the FMEWMA chart in both states monitoring. 
(3) The superiority range of the FMEWMA chart over the MEWMA chart in 
the steady state monitoring increases with the dependence parameter δ. 
7.3 DISCUSSIONS AND CONCLUSIONS 
In this chapter, we study the effect of two design parameters r and c under 
different dependence parameter δ settings after transformation. Generally, the 
FMEWMA chart improves the charting efficiency in the initial state monitoring 
and shows a specialty in detection of (d, d) for both the raw and transformed GBE 
data monitoring in both the initial state and the steady state monitoring as well.  
     For both the transformed GBE distribution, the design parameter of r = 0.02, c 
= 0.75 always gives the best performance in the initial state monitoring. In the 
steady state monitoring of the transformed GBE distributions with δ ≤ 0.5, r = 
0.02, design parameter of c = 0 always renders an optimal performance for cases 
with single characteristic shifts and both characteristics shift in reverse directions. 
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On the contrary, design parameter of c > 0 always renders a better performance 
with r = 0.02 for cases with both characteristics shift in the same direction. The 
situation is slightly changed as the dependence parameter δ increases from 0.5 to 
0.9. The design parameter of c > 0 starts to show a better performance for small 
size shift detection under a same smoothing parameter of r = 0.02. As the shift 
size increases to a certain amount, c = 0 still provides the best detection efficiency. 
     One more important feature is that c > 0 in all cases provides better detection 
efficiency for shift direction of (d, d). This could lead to another issue with the 
situation when prior shift direction information is available. We maintain the 
design parameter c > 0 all the way since we have no prior information towards the 
shift directions. The effect of c < 0 with possible prior information could be one 
interesting direction to further work on. 
     The distribution applied in chapter 6 and 7 is the GBE distribution. The 
methodology could also be studied for other skewed multivariate distributions. 




CHAPTER 8 CONCLUSIONS AND DISCUSSIONS 
In this study, we focus on two types of time related processes monitoring. Circle 
chart for periodic processes is a frontier topic in the SPC area. Firstly, because the 
process with periodicity and seasonality properties are useful and important for 
practical application, we present the charting procedure and transformation 
techniques for periodic process monitoring. Secondly, due to the fact that works 
on skewed multivariate distributions are rather limited, we put efforts in the 
design of a sensitive FMEWMA chart for monitoring TBE data which follows a 
GBE distribution. The research is conducted in an integrated way. At last, we 
systematically summarize the contributions and findings of this research. 
Discussions and future working directions are presented in this chapter as well. 
8.1 SUMMARY OF CONTRIBUTIONS AND FINDINGS 
Firstly, the general framework of a circle chart for periodic processes has been 
established. Under this framework, the circle chart implementation for normal, 
exponential, extreme value and multivariate normal distributed characteristics 
monitoring are presented. The approach can be extended for other location-scale 
distributions as well. Transformation techniques are applied into situations where 
cyclic pattern exists. The Phase I and Phase II implementation is characterized for 
circle chart construction. The structure and scope of our study in the SQC area has 
been shown in Fig 1.1 from Chapter 1. Our main findings and contributions are 
summarized as follows. 
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8.1.1 Circle Chart for Periodic Processes 
In this research, we propose an innovative circle chart for periodic processes 
which are very common in practice. Instead of plotting measurements 
horizontally as a traditional run chart, circle chart presents periodic measurements 
around a cycle clockwise. The length of the pointer is determined by the value of 
the measurement. The angle between successive pointers is determined by the 
process periodicity which can be directly perceived or readily estimated. It makes 
use of the periodic information to facilitate decision making via easy comparison 
between stages and periods. Moreover the circle chart is able to provide a 
dynamic presentation of the process change. Out-of-control signal is detected 
when the pointer reaches out of the ICL cycle or the OCL cycle. Circle chart for 
different periodic processes monitoring is considered. 
     In Chapter 3, we mainly present a general introduction to the derivation and 
construction of a circle chart. Detailed procedure is provided as well as some pre-
requirements for the circle chart implementation, such as the positiveness of the 
monitored measurements, a determined periodicity and etc. The ACRL is 
proposed in this chapter for the charting efficiency evaluation purpose. The 
ACRL is simply represented by ARL/d when the periodicity is fixed, which 
reveals the average number of periods of information that have been collected 
until an out-of-control signal is detected. Probability limits are employed for the 
chart construction in several illustrative examples. This chapter presents the 
foundation of the following chapters. 
     In Chapter 4, we propose a circle chart for periodic process maxima 
monitoring. It is applied to the processes where the extreme value plays an 
important role. For example, the weakest link or the maximum demand often 
determines the reliability of a process. The extreme value distribution is applied to 
model such measurements. Firstly, a basic circle chart is constructed for processes 
with no seasonality. Probability limits for extreme value distribution are 
employed. Secondly, a periodic extreme value distributed model is constructed for 
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processes with acceptable seasonality. Normalization technique is applied under 
such circumstances to facilitate the charting. Finally, illustrative examples are 
provided to show the detailed procedure. The circle chart is able to reveal a true 
shift from the original process clearly. 
     In Chapter 5, we focus on the circle chart implementation for the monitoring of 
characteristics following a multivariate normal distribution. Complex processes 
with multiple related measurements are common in practical industries. A basic 
cyclic T2 chart is first constructed for multivariate periodic processes with no 
seasonality. The determination of control limits depends on the current phase of 
the process monitoring. The Phase I probability limits are determined through a 
beta distribution. The Phase II probability limits are determined through an F 
distribution. The periodic model with seasonality is constructed similarly as the 
univariate case. Yet due to the affine invariance of the T2 statistic, the analysis 
varies from the univariate case. Normalization technique is applied to improve the 
charting efficiency. Moreover, a sequential T2 chart is employed and proved to be 
equivalent with normalized data monitoring. Both methods improved the charting 
efficiency in most shift directions.  
8.1.2 FMEWMA Chart for GBE data 
The TBE data we consider in Chapter 6 and 7 follows a Gumbel’s bivariate 
exponential (GBE) distribution. A MEWMA chart is usually employed to provide 
a sensitive performance towards small shifts. The MEWMA chart with a full 
smoothing matrix is firstly applied to monitor TBE data. The proposed chart, 
namely the FMEWMA chart, incorporates two smoothing parameters into the 
smoothing matrix. With the efforts to detect the shift more efficiently, the chart is 
aimed at enlarging the test statistic through the optimal selection of the off-
diagonal elements under the same process shift. Both the eigenvalue analysis and 




     In Chapter 6, we consider a FMEWMA chart for the GBE data monitoring. 
One major difference between a traditional MEWMA chart and a FMEWMA 
chart is the control limit determination in the initial state and the steady state 
monitoring. Due to the existence of the nonzero off-diagonal elements of the 
smoothing matrix, the steady state in-control ARL0 will increase from the initial 
state ARL0 under a certain control limit h. Chapter 6 presents the performance of 
the FMEWMA chart under two options of control limits. The first one is to 
maintain the initial state control limit and allow the in-control ARL0 to increase as 
the process continues in-control. The second one is to maintain the steady state 
control limit and allow a higher false alarm rate in the initial state monitoring. A 
third option with a control limit changing with the number of observations will 
provide the performance just falling in between the first two options. The effect of 
the dependence parameter is discussed as illustration in this chapter since the 
situation is quite different when implemented a FMEWMA chart to a multivariate 
normal distribution and a GBE distribution. The choice of smoothing parameters r 
and c is considered for both the raw and transformed GBE data monitoring. The 
theoretical eigenvalue analysis is conducted through a simultaneous 
diagonalization of both smoothing matrixes to provide a theoretical guideline on 
smoothing parameters selection. The comparison of the FMEWMA chart and the 
MEWMA chart performance is presented from a limiting point of view for GBE(1, 
1, 0.2), GBE(1, 1, 0.5), and GBE(1, 1, 0.8) as illustration. The simulation study of 
the ARL performance is further conducted to validate above analysis for GBE(1, 
1, 0.5). Note that the eigenvalue analysis holds the validity in the initial state 
monitoring. The parameter c = 0.75 always gives the most efficient detection for 
both the raw and transformed GBE data in the initial state monitoring. Another 
interesting benefit of the FMEWMA chart for GBE data is that the chart is 
especially efficient in shifts detection of direction (d, d). The FMEWMA chart for 
shift (d, d) detection outperforms the traditional MEWMA chart in both states 
monitoring.  
     In Chapter 7, we focus on the FMEWMA chart for transformed GBE data 
monitoring as the theoretical eigenvalue analysis is generally presented for the 
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raw data monitoring in Chapter 6. Note that we have considered the effect of the 
dependence parameter in the previous chapter. A more general study and 
comparison of the chart performance under different dependence parameters for 
the transformed GBE data monitoring is conducted in this chapter. The 
relationship of both smoothing parameters and the dependence parameter are 
studied. The superiority of the FMEWMA chart still holds in the initial state 
monitoring. For the transformed GBE data with a dependence parameter δ < 0.5, 
design parameter of c = 0 and r = 0.02 always renders an optimal performance for 
the steady state monitoring with either single characteristic shifts or both 
characteristics shift in reverse directions. On the contrary, design parameter of c > 
0 and r = 0.02 always renders a better performance for cases with both 
characteristics shift in the same direction in the steady state monitoring. The 
situation is slightly changed when the dependence parameter δ increases from 0.5 
to 0.9. Design parameter c > 0 starts to provide better performance for small shift 
size in the steady state monitoring as well. As the shift size increases to a certain 
amount, c = 0 would outperform the FMEWMA chart in the steady state 
monitoring except for directions of (d, d). In general, the superiority of the 
FMEWMA chart to the MEWMA chart lies in the initial state monitoring. In the 
steady state monitoring, the FMEWMA chart is very efficient in detecting shifts 
of direction (d, d) and small shift size in other directions when the dependence 
parameter is greater than 0.5. The superiority range of the FMEWMA chart over 
the MEWMA chart increases with the dependence parameter δ. 
     Overall, this study provides two efficient approaches for both periodic 
processes monitoring and the GBE data monitoring. They can be applied for 
practical scenarios very well. However, there are limitations of these methods. 
Further studies and improvements are still worthy to be carried on. In the next 
section, we would discuss the limitations and possible future working directions 
of our approaches. 
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8.2 DISCUSSIONS AND FUTURE WORKS 
We assume a certain periodicity in all of the analysis from Chapter 3 to 5. Note 
that this condition could be extended in further studies. In addition, due to the fact 
that the extreme-value distribution is left-skewed, probability limits for extreme-
value distribution in Chapter 4 construct an ARL-biased chart as aforementioned. 
When the location parameter shifts by a small size to the right, ARL under α/2 
and 1 - α/2 percentile limits will slightly exceeds the in-control ARL, see 
Kuralmani et al. (2002), Zhang et al. (2006), Yen et al. (2012), etc. The ARL-
unbiased control chart can be further studied by locating the maximum ARL to its 
in-control ARL value. This could be our directions of future research. 
     We assume that parameter estimation is accurate throughout this study from 
Chapter 3 to Chapter 7. The assumption would be extended in our future research. 
Jensen et al. (2006) reviewed the parameter estimation effect on different control 
charts. Take the probability limits as an example. As we have known, parameter 
estimation has a direct influence towards the determination of control limits. The 
relationship between the estimated parameter and the process shift direction 
should be analyzed for each chart implementation. This issue is briefly analyzed 
in Chapter 4. Further study can be conducted to scenarios with acceptable 
seasonality. Besides the parameter estimation issue, we study the statistical design 
of control charts in this dissertation. The economic design of control charts, first 
proposed by Duncan (1956), which incorporates each step cost, could become a 
further topic to continue with. Transformations applied in Chapter 3, 4, and 5 are 
not robust in every possible process shift direction. Approaches to improve the 
charting robustness could be involved in the future. 
     Bivariate exponential distribution is considered in Chapter 6 and 7. It should 
be noted that the situation can be easily extended to multivariate cases by adding 
on one parameter p representing the number of quality characteristics of concern. 
Due to the fact that we have no prior information towards the shift directions, we 
maintain the design parameter c > 0 all the way. One important conclusion we 
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found is that c > 0 in our study provides better detection efficiency for shift 
direction of (d, d). If possible shift direction information is available, the 
parameter selection issue and the situation of c < 0 can be further considered. 
Meanwhile, when multivariate cases are concerned, we could separate the design 
parameter c into different values for c1, c2, … , cp based on prior shift direction 
information. 
     The Gumbel’s bivariate exponential distribution is studied for TBE data 
modeling in our study. Besides exponential distributions, multivariate Weibull 
and extreme value distributions could be involved as well due to their wide 
applications in both manufacturing and reliability analysis. For univariate periodic 
Weibull distribution, circle chart construction can follow the procedure in Chapter 
4. For multivariate periodic Weibull or extreme value distributions, circle chart 
can be constructed similar as Chapter 5. Transformations that are apt at 
transforming skewed distributions to a near normal distribution can be further 
studied for a multivariate situation to facilitate the charting. Xie et al. (2000) 
presented several possible transformations for the geometric distribution 
monitoring. Similar comparison studies can be conducted further for multivariate 
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The appendix presents a discussion towards the section θt in the Chapter 4. 
Previous analysis assumes equal section θt. In this appendix, we consider the 
situation with unequal ones and discuss two approaches to construct 
corresponding circle charts.  
Refer to Chapter 4, the periodic extreme value distributed model is assumed to 
have equal sectional θt representing the ratio of the location parameter to the scale 
parameter.  
/t t tu bθ =  
The situation with different sectional θt is discussed as follows. Refer to (4.11), 
the CDF for the transformed tY  with accurate parameter estimation is, 
/ ( )( ) exp( exp( ))
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Probability control limits become following express with different sectional θt: 
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                      (A.2) 
Direction expression of control limits becomes section dependent. Note that the 
circle chart can be drawn with time-dependent control limits. However, the circle 
chart could lose its clarity in this manner. Without loss of generality, we still 
assume a periodicity of two with d = 2. Following study present one alternative 
approach to consider a unified extreme-value distribution assumption with certain 
1 2| |θ θ− .  
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     Notice that standard deviation of transformed section variable depends only on 
location-scale ratio tθ . In the unified distribution assumption, probability limits 
from lower tail of the unified distribution shall fall into the interval of 
corresponding percentiles from two respective transformed distributions. Situation 
is similar with percentile from upper tail of the distribution. Corresponding lower 
tail intervals and upper tail intervals are studied in Fig A.1 for standardization. 
 
Fig A.1: Control Limits under Mean Transformation for Different tθ  
     Fig A.1 shows control limits difference under mean normalization when 
location-scale parameter ratio tθ  is of different values. It can be observed that 
control limits difference decreases a lot after 3tθ ≥ . Difference is extremely large 
as tθ approaches to zero. Theoretical analysis is expressed as follows, 
1 2
1 2
1 2 1 2
1 2
1 2
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      (A.3) 
When 1 2θ θ− is set to certain value and p is set to 0.025 and 0.975, we have, 























1 2 1 2| | 0.1471 | |ICL ICL θ θ− ≤ ⋅ −   and  1 2 1 2| | 0.2422 | |,OCL OCL θ θ− ≤ ⋅ −  
for both 3tθ ≥ . In the same parameter settings, for both 5tθ ≥ , we have,  
1 2 1 2| | 0.0605 | |ICL ICL θ θ− ≤ ⋅ −   and  1 2 1 2| | 0.0996 | |OCL OCL θ θ− ≤ ⋅ − . 
Following expressions hold for a small difference between two sectional tθ , 
1 2| | 0.0996OCL OCL− ≤ , if 1 2| | 1θ θ− = , for 5tθ ≥ .                  (A.4) 
     The unified control limits would be very near the true control limits in this 
















































































































































Fig A.2: The Transformed Distribution Comparison with Different 1 2( , )θ θ  
Fig A.2 presents a visualizing difference between two transformed distributions 
and the unified distribution. The case in Fig A.2(b) validates the expression (A.4) 
towards the difference between the unified control limits and the true control 
limits. The upper tail and lower tail of three distributions almost coincides. Under 
such circumstances, the unified control limits can be considered for the circle 
chart construction instead of section dependent ones.  
This appendix only provides a discussion towards the case with different section 
θt, detailed numerical study can be conducted to further present the charting 
performance and assumption effect. 
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