Recently Schöning has shown that a simple local-search algorithm for 3SAT achieves the currently best upper bound, i.e., an expected time of 1.334 n . In this paper, we show that this algorithm can be modified to run much faster if there is some kind of imbalance in satisfying assignments and we have a (partial) knowledge about that. Especially if a satisfying assignment has imbalanced 0's and 1's, i.e., p1n 1's and (1 − p1)n 0's, then we can find a solution in time 1.260 n when p1 = 1/3 and 1.072 n when p1 = 0.1. Such an imbalance often exists in SAT instances reduced from other combinatorial problems. As a concrete example, we investigate a reduction from 3DM and show our new approach is nontrivially faster than its direct algorithms. Preliminary experimental results are also given.
Introduction
In [15] , Schöning gave the celebrated randomized algorithm for the CNF Satisfiability Problem (SAT), which runs in an expected time of 1.334 n (multiplied by a polynomial). The algorithm is based on simple local search, i.e., (i) selecting an initial assignment at random, (ii) selecting an arbitrary unsatisfied clause and flipping one of the variables in it, and (iii) repeat (ii) 3n times. He proved that the possibility p of successfully finding a satisfying assignment by this procedure is
where k is the maximum number of literals in each clause. In the case of 3SAT, the value of the right hand size is (3/4) n . In other words, we can find a satisfying assignment with high probability by repeating the above procedure roughly (4/3) n times (multiplied by a polynomial). In this paper, we first give a generalization of the equation (1), namely, we prove that
where t i (f i = 1 − t i , resp.) is the probability that the variable x i is assigned a correct (incorrect, resp.) value at the initialization step. (2) is the same as (1).) This equation says that if we have some knowledge on the value of x i in a satisfying assignment, we can increase the success probability. For example, suppose that we know for some reason, 90% of the odd-indexed variables x 1 , x 3 , x 5 . . . take value 1 in a satisfying assignment. Then our best strategy is to select 1 initially for all the odd-indexed variables and to select 0 or 1 at random for the even-indexed variables. Then the success probability (when k = 3) calculated from (2) is
0.5n
This means that we would be able to obtain solution in roughly (1/0.836) n = 1.196 n steps , which is much better than the original 1.334 n . As a concrete example of such a partial knowledge of solutions, we consider an imbalance between the number of 0's and 1's in the satisfying assignment. Suppose that we know the satisfying assignment includes p 0 n 0's and p 1 n 1's (0 ≤ p 0 ≤ 1 and p 1 = 1 − p 0 ). Then we can obtain optimal probabilities q 0 and q 1 (= 1 − q 0 ) by using (2), such that we should assign 0 to each variable with probability q 0 and 1 with q 1 at the beginning. Our result shows that the expected time complexity when we use this optimal initial-assignment is
For example, when p 0 = 2/3, T = 1.260 n and when p 0 = 0.9, T = 1.072 n . Such an imbalance of 0's and 1's often appears in instances encoded from other problems. For example, SAT-instances encoded from the class-schedule problem [3, 6] have the property that solutions must have very few 1's. Also, let us remember the famous result by Cook [4] where SAT is first proved to be NP-complete. One can see that his reduction also has the same property.
In this paper, we take a more combinatorial problem, i.e., 3-Dimensional Matching (3DM), as a concrete example of such an imbalance. An instance of 3DM is given as (W, X, Y, M ) where
e., all k (or less) times, then our reduction gives a kSAT instance using kq variables. Our reduction also assures that any satisfying assignment has exactly q 1's against the kq variables. In other words, the resulting formulas do have the imbalance whose degree is represented by p 1 = 1/k. Note that this reduction is quite natural and it appears hard to come up with another reduction (whether or not it creates the imbalance) which provides reasonably simple formulas.
We also show experimental results although they are preliminary. Our instances are those encoded from 3DM and from prime factorization. It is clearly
