Extended double shuffle relations for multiple zeta values are obtained by using the fact that any product of regularized multiple zeta values has two different representations. In this paper, we give two formulas for the generating function of the triple zeta values of any fixed weight by the use of the extended double shuffle relations obtained as two-fold products of double and single zeta values and also as three-fold products of single zeta values. As applications of the formulas, we also obtain parameterized, weighted, and restricted sum formulas for triple zeta values.
Introduction and statement of results
A multiple zeta value, sometimes called a multiple harmonic series or a Euler sum, is defined by the infinite series ζ(l 1 , l 2 , . . . , l n ) := for any multi-index (l 1 , l 2 , . . . , l n ) of positive integers satisfying the condition l 1 ≥ 2, which is necessary for convergence. The integers l = l 1 + · · · + l n and n are called the weight and depth of the multiple zeta value, respectively. Regularized multiple zeta values, which were introduced in [10] in order to deal with the divergent series as meaningful objects, consist of multiple zeta values and certain real numbers which are obtained by adjoining infinite values ζ(1, l 2 , . . . , l n ) to suitable combinations of multiple zeta values. It is known that there are two large collections of linear relations over the rational numbers Q among multiple zeta values: Kawashima's relations [12] and extended double shuffle relations [10] . The latter relations, which play an important role in the present paper, are derived from the two sets of relations which are obtained by using the fact that any product of regularized multiple zeta values has two different Z-linear combinations. The fact is due to two expressions of multiple zeta values, which are formed by integration and summation. We refer to the relations induced from the integral (resp. summation) expression extended shuffle (resp. harmonic) relations. (See [10, (1.2) ] for the integral expression, and [10, (1.1)] or (1.1) for the summation expression.) The extended shuffle relations are also obtained as either the integral expression or as the partial fraction decomposition [13] . It should be noted that there are two kinds of regularized multiple zeta value: one kind related to shuffle and one kind related to harmonic, and that there are several equivalent definitions of extended double shuffle relations (see [10, Theorem 2] ). The kind of regularized multiple zeta value and the definition of extended double shuffle relations which are used in the present paper concern the shuffle regularization and [10, Theorem 2(iv)], respectively.
Double zeta values, already studied by Euler [2] , are the multiple zeta values of depth 2. Recently, Gangl, Kaneko, and Zagier [3] showed that extended double shuffle relations for double zeta values yield an elegant formula for the generating function of the double zeta values of any weight l. The aims of the present paper are to generalize their formula to triple zeta values and to give some applications of the generalized obtained formulas. Therefore, we will first review this prior work.
We define the generating function of the double zeta values of weight l as D l (x, y) := l 1 ≥2,l 2 ≥1 (l 1 +l 2 =l)
(1.2) (Gangl, Kaneko, and Zagier [3] use Z rather than D to denote the generating function; however, we adopt the symbol D to emphasize that D l (x, y) is related to double zeta values.) They formally derived the formula [3, (26) ] from the relations [3, (22) ]. Through the Rrealization [3, (24) ] with κ = − ζ(k − 1, 1) + k−1 j=2 ζ(j, k − j) = − ζ(k − 1, 1) + ζ(k) where the last equality follows from (1.4) below, [3, (22) ] become the extended double shuffle relations for double zeta values. Thus these relations yield D l (x + y, y) + D l (y + x, x) = D l (x, y) + D l (y, x) + x l−1 − y l−1 x − y ζ(l).
( 1.3)
The formula (1.3) can be considered to be a parameterized sum formula or a parameterized analogue of the following sum formula given by Euler [2] ,
because (1.3) yields some known sum formulas if the appropriate values are substituted for the parameters x and y. In fact, (1.3) with (x, y) = (1, 0) and (1, 1) respectively give the original sum formula (1.4) and the weighted sum formula [15, (10) ]. If l is even, (1.3) with (x, y) = (−1, 1) yields
, and we obtain the restricted sum formulas [3, (4)]
(See [14] for different types of restricted sum formula of double zeta values.) Let T l (x 1 , x 2 , x 3 ) denote the generating function of the triple zeta values of weight l, which is defined by
The first purpose of this paper is to give two formulas for T l (x 1 , x 2 , x 3 ) by making use of the two classes of extended double relations of the triple zeta values of weight l. One of the classes, R
, is the set of relations r (2,1) l (p, q, r) obtained as two-fold products ζ(p, q)ζ(r), and the another class, R
, is the set of relations r (1,1,1) l (p, q, r) obtained as three-fold products ζ(p)ζ(q)ζ(r), where p, q, r are positive integers satisfying l = p + q + r and divergent series are considered to be regularized multiple zeta values. (See (2.14) for explicit expressions of these values and also the coefficients of x can be obtained in the same manner as the original relations R 3 l . We prepare by defining some notation before stating the two formulas. Let i, j, k be distinct integers satisfying 1 ≤ i, j, k ≤ 3. For variables x 1 , x 2 , x 3 , we define
Let S 3 be the symmetric group of degree 3 and e be its identity element. We respectively denote the cycle permutations by (ij) and (ijk), and the subsets {e, (ij)} and {e, (ij), (ijk)} of S 3 by U ij and U ijk . The alternating group {e, (123), (132)} of degree 3 is denoted by A 3 .
The previously mentioned two formulas are the following equations, (1.8) and (1.9), which shall be proved by the use of the two classes R (2,1) l and R
(1,1,1) l , respectively. THEOREM 1.1. Let l be an integer such that l ≥ 4, and x 1 , x 2 , x 3 be variables. Then the following two equations hold:
(ii)
The formulas (1.8) and (1.9) include many double zeta values and so it is difficult to claim that (1.8) and (1.9) are analogues of the following sum formula for triple zeta values which was proved in [8] (see [4, 19] for the case of multiple zeta values of any depth):
(1.10)
The second purpose of the present paper is to derive various formulas which are analogues of the sum formula (1.10) from Theorem 1.1. One of the formulas, stated in Theorem 1.2 below, is a parameterized sum formula. It does not include double zeta values, and it becomes the original sum formula (1.10) if (1, 0, 0) is substituted for (x 1 , x 2 , x 3 ). Furthermore, the parameterized sum formula below yields weighted sum formulas which contain the result of Guo and Xie [5, Theorem 1.1] in the case of triple zeta values (see Corollary 4.1). THEOREM 1.2. Let l be an integer such that l ≥ 4, and x 1 , x 2 , x 3 be variables. We have
In other words,
(1.12)
The rest of the formulas which are of interest that can be obtained using Theorem 1.1 (and Theorem 1.2) are restricted analogues of the sum formula (1.10) (see (1.13) and (1.14) below). The first equation of (1.13), which is equivalent to the second one by (1.10), is the result of Shen and Cai [17, Theorem 1] . We also calculate restricted analogues of the formulas given by Granville, Hoffman, and Ohno in §5 (see Proposition 5.3). . Let l be an integer such that l ≥ 4. For any condition P (l 1 , . . . , l n ) of positive integers l 1 , . . . , l n , we mean by ′ P (l 1 ,...,ln) summing over all integers satisfying l 1 ≥ 2, l 2 , . . . , l n ≥ 1, l = l 1 + · · · + l n , and P (l 1 , . . . , l n ).
(ii) If l is odd, then
We will first outline how the theorems can be proved. Let Li l 1 ,...,ln (z 1 , . . . , z n ) be the multiple polylogarithm defined by
for any multi-index (l 1 , . . . , l n ) of positive integers and complex numbers z i (i = 1, . . . , n) such that |z i | < 1. Unlike multiple zeta values, multiple polylogarithms with l 1 = 1 converge, because |z i | < 1. We define the generating functions of the double and triple polylogarithms of weight l as
Note that the summations in (1.16) allow l 1 = 1, unlike those in (1.2) and (1.6). In order to prove the theorems, we first give formulas for some functions expressed in terms of (1.16) with z i ∈ z, z 2 , z 3 in Proposition 2.1. The formulas relate to shuffle and harmonic relations (see Remark 2.3 for details). In Proposition 2.5, we also give asymptotic properties of the functions which appear in the formulas of Proposition 2.1. Next we calculate limits of the formulas of Proposition 2.1 as z ր 1 by the use of Proposition 2.5 and obtain identities for the functions
are as defined in [10, §8] , and are the generating functions of the regularized double and triple zeta values, respectively (see also [11] , in which the generating function of triple zeta values are studied). These generating functions are modified versions of D l (x 1 , x 2 ) and T l (x 1 , x 2 , x 3 ), as we shall see in (2.24), and so for simplicity we respectively use
. We then prove Theorem 1.1 using Proposition 3.1 and derive the other theorems from Theorem 1.1. It is worth noting that Borwein and Girgensohn [1] adopted a similar but not identical proof of a parity result regarding triple zeta values. Instead of multiple polylogarithms Li l 1 ,...,ln (z 1 , . . . , z n ), they used the partial zeta sums ζ N (l 1 , . . . , l n ) :=
n and considered the asymptotic properties of these sums as N → ∞ (see their paper for details).
The present paper is organized as follows. We respectively verify Propositions 2.1, 2.5, and 3.1 in §2.1, §2.2, and the first half of §3, and then prove Theorems 1.1, 1.2, and 1.3 in the latter half of §3, §4, and §5. We also give some weighted sum formulas in §4 and restricted sum formulas in §5 (see Corollary 4.1 and Proposition 5.3, respectively).
Generating function of multiple polylogarithm 2.1 Formulas corresponding to shuffle and harmonic relations
In this subsection, we give the formulas (2.1) and (2.2) below for the generating functions (1.16) of the double and triple polylogarithms of any weight l. To prove the formulas, we use the partial fraction expansion and the decomposition of summations which yield shuffle and harmonic relations, respectively; thus, the formulas correspond to these relations (see Remark 2.3 for details of the correspondences). PROPOSITION 2.1. Let l be an integer such that l ≥ 3, and x 1 , x 2 , x 3 be variables. We define
where z, z 1 , z 2 are complex numbers such that |z| , |z 1 | , |z 2 | < 1.
(ii) We have
We remark that the left-hand sides of the two equations of (2.1) are very similar, but they are different in the argument of the function DL l (x 1 , x 2 ; z 1 , z 2 ) appearing in the definition of PL (2) l (x 1 , x 2 , x 3 ; z 1 , z 2 ): in one the argument is (x 12 , x 2 ; z, z) and in the other it is (x 1 , x 2 ; z, z 2 ).
We prepare a lemma to prove the proposition.
Proof. We see from (1.15) that
Since we can decompose the summation m 1 >m 2 >0,m 3 >0 as
, we obtain
. By the decomposition
, we can similarly see that
which with z 1 = z 2 = z 3 = z gives (2.4).
We now prove Proposition 2.1.
Proof of Proposition 2.1. We begin by verifying the first equation of (2.1). For complex numbers X 1 , X 2 , X 3 , we find from the partial fraction expansion
where we make use of the definitions of (1.7) for X ij and X ijk . We set the left-and the right-hand sides of (2.5) equal to L(X 1 , X 2 , X 3 ) and R(X 1 , X 2 , X 3 ), respectively. Since we see from 1/(1 − X) = l≥1 X l−1 that
we have
Li l 2 (z), and
Calculating the coefficient of t l−3 yields the first equation of (2.1). Next, we prove the second equation of (2.1). We see from (2.3) that
and similarly that
These yield the second equation of (2.1). We can similarly prove the first equation of (2.2) by using the partial fraction expansion
, which follows from (2.5). We can also prove the second equation of (2.2) by using (2.4) and
.
The equation (2.7) is derived as follows: We first verify that
by a direct calculation. We next substitute (x 1 − t, x 2 − t, x 3 − t) for (X 1 , X 2 , X 3 ) in this equation and differentiate it with respect to t (l − 3) times and evaluate it at t = 0. By replacing x i with x −1 i for i = 1, 2, 3, we obtain (2.7).
3 term of the second equation of (2.1) (resp. (2.2)) gives a harmonic relation (2.3) (resp. (2.4)) and vice versa. Thus, the second equations of (2.1) and (2.2) correspond to the harmonic relations for triple polylogarithms involving two-fold and three-fold products, respectively.
We also see that the first equations of (2.1) and (2.2) respectively correspond to the shuffle relations for triple polylogarithms involving two-fold and three-fold products as follows.
Let (r, q, p) be a three-tuple of positive integers. By replacing x 1 with x 1 − x 2 in the first equation of (2.1) and calculating the coefficient of x r−1
where m n = 0 if m < n or n < 0. By replacing the multiple polylogarithms Li k 1 ,...,kn (z, . . . , z) with the words z k 1 · · · z kn , this equation becomes the shuffle relation derived from (10) and (29) in [13] , which gives the correspondence of the first equation of (2.1) to the shuffle relations for triple polylogarithms involving two-fold product.
We next show the correspondence of the first equation of (2.2) to the shuffle relations for triple polylogarithms involving three-fold product. We can obtain l 1 ,l 2 ≥1 (l 1 +l 2 =l)
using the second equation of (2.6) and the partial fraction expansion 1/XY = 1/(X + Y )Y + 1/(Y +X)X. We find that (2.8) corresponds to the shuffle relations for double polylogarithms; that is, a coefficient of a x p 1 x q 2 term in this equation gives a shuffle relation [13, (24) ] and vise versa. Since
Li l 2 (z), the required correspondence is thus reduced to the case of (2.1).
Asymptotic properties
The asymptotic expansions of multiple polylogarithms have been given previously in [10] . In this subsection, using these expansions, we calculate constant terms of asymptotic expansions of the functions
which appear in Proposition 2.1. In order to introduce the asymptotic expansions of multiple polylogarithms, we review the algebraic setup given by Hoffman [7] . Let H := Q x, y be the non-commutative polynomial algebra over the rational numbers in the two indeterminate letters x and y, and let H 1 and H 0 be its subalgebras Q + Hy and Q + xHy, respectively. We define the shuffle product x on H inductively as follows:
for words w, w 1 , w 2 ∈ H and u, v ∈ {x, y} and extend it by Q-linearity. This product gives H the structure of a commutative Q-algebra [16], which we denote by H x . The subspaces H 1 and H 0 also become subalgebras of H x and are denoted by H 1 x and H 0 x , respectively. Let Z : H 0 → R be the evaluation map defined in [10, §1] ; that is, Z(w) := ζ(l 1 , . . . , l n ) for any word w = x l 1 −1 y · · · x ln−1 y ∈ H 0 , and let Z x : H 1 x → R[T ] be the algebra homomorphism defined in [10, §2] . We denote the image of the word w = x l 1 −1 y · · · x ln−1 y ∈ H 1 under the map Z x by For any function f (z) which has a polynomial P (T ) and a positive number J > 0 and satisfies an asymptotic property of the form (2.11), we denote the constant term of P (T ) or P (0) by C 0 (f (z)). For example,
By (2.10), the image of Li l 1 ,...,ln (z, . . . , z) under C 0 can also be expressed as the composition of the evaluation map Z and the regularization map reg
with T = 0 which is defined in [10, §3] , C 0 (Li l 1 ,...,ln (z, . . . , z) 13) where reg x = reg T x | T =0 . For positive integers m, n, n 1 , n 2 such that m ≥ 3, n ≥ 4, n 1 ≥ 2, n 2 ≥ 1, we define the real values ζ x (1, m − 1), ζ x (1, 1, n − 2), and ζ x (1, n 1 , n 2 ) as
(2.14)
We also define ζ x (1, 1) = ζ x (1, 1, 1) = 0. The values defined in (2.14) are equal to Z x 1,m−1 (0) = Z(reg x (yx m−2 y)), Z x 1,1,n−2 (0) = Z(reg x (y 2 x n−3 y)), and Z x 1,n 1 ,n 2 (0) = Z(reg x (yx n 1 −1 yx n 2 −1 y)), respectively, by virtue of (2.12), (2.13), and Lemma 2.4 below; that is, the values defined in (2.14) are the regularized double and triple zeta values related to the shuffle regularization.
Hoffman's relations [6, Theorem 5.1] with (i 1 , i 2 ) = (l 1 , l 2 ) and k = 2 are (2.15) where an empty sum is defined as 0. From (2.15) and the sum formulas (1.4) and (1.10), we find the following simple expressions for those of (2.14),
By the use of the algebraic formula [10, Proposition 8] for the regularization map reg T x and (2.13), we can explicitly calculate C 0 (f (z)) for some functions f (z) expressed in terms of double and triple polylogarithms.
LEMMA 2.4. Let k, k 1 , k 2 be positive integers, and δ m,n be the Kronecker delta function.
(i) We have
(ii) If k ≥ 3, then for positive integers m, n such that 1 ≤ m < n ≤ 3, we have
(iv) If k 1 ≥ 2, then we have , we obtain
which with Li 1 (z) = − log (1 − z) yields the equations of (2.17).
The following appears in the proof of [10, Proposition 8]:
where w 0 ∈ H 0 and w ′ 0 ∈ H 1 such that w 0 = xw ′ 0 . Since reg x = reg T x | T =0 , we obtain Z(reg x (y m w 0 )) = Z((−1) m x(y m x w ′ 0 )), which with (2.13) yields
By (2.14) and
we verify the first equations of (2.18) and (2.19), and
We will next prove the second equation of (2.18). If z is a real number such that 0 < z < 1, we see by the assumption k ≥ 3 that
which with the first equation of (2.18) proves the second one for (m, n) = (1, 3), because of (2.21) and that Li 1 (z) = − log (1 − z). The case of (m, n) = (1, 2) can be proved from those of (m, n) = (1, 1) and (1, 3) and the fact that
for any real number z such that 0 < z < 1. For the remaining case, (m, n) = (2, 3), we see that
We allow l, l 1 , or l 2 to be equal to 0 in the definitions of the polylogarithms Li l (z) and Li l 1 ,l 2 (z 1 , z 2 ), which are well-defined because |z| , |z i | < 1. Note that Li 0 (z) = z/(1 − z). Since
Therefore,
which gives the second equation of (2.18) for (m, n) = (2, 3), and so we have completed the proof of (2.18). We will next prove (2.20). We see from the first line of (2.2) with l = 3 that
By the assumption k 1 ≥ 2, a calculation similar to (2.23) with this equation and (2.21) gives
Thus, we see that
) and so (2.20) follows since we have already proved that
For a proof of the second equation of (2.19), which is the final task, we need the following identity derived from (2.3) with (k 1 , k 2 , k 3 ) = (1, k − 2, 1):
By the condition k ≥ 4, this identity, along with (2.16), (2.18) , and (2.20), yields
which proves the second equation of (2.19).
By Lemma 2.4, we can calculate the constant terms of asymptotic expansions of the functions (2.9) (see Proposition 2.5 below). We omit the proof of the proposition since it is obvious. To describe the constant terms concisely, we prepare the generating functions D x l (x 1 , x 2 ) and T x l (x 1 , x 2 , x 3 ) of the regularized double and triple zeta values. By (2.12) and Lemma 2.4, they are defined by
(ii) If l ≥ 3, then for positive integers m, n such that 1 ≤ m < n ≤ 3, we have
Formulas via extended double shuffle relations
In this section, we prove Theorem 1.1. More precisely, we prove the two formulas (1.8) and (1.9) for the generating functions D l (x 1 , x 2 ) and T l (x 1 , x 2 , x 3 ) by the use of the two classes R PROPOSITION 3.1. Let l be an integer such that l ≥ 4, and x 1 , x 2 , x 3 be variables. We define
l (x 1 , x 2 , x 3 ) := l 1 ,l 2 ,l 3 ≥2 (l 1 +l 2 +l 3 =l)
Proof. We see from the first equation of (2.1) and Proposition 2.5 that
which verifies the first line of (3.1) by replacing x 1 with x 1 − x 2 . We also see from the second equation of (2.1) and Proposition 2.5 that
ζ(l − 1) = 0, this yields the second line of (3.1). We can similarly prove the equalities of (3.2) by using (2.2) instead of (2.1), and so omit their proofs here.
We prove Theorem 1.1.
Proof of Theorem 1.1. We see from (2.14) and (2.24) that T x l (x 1 , x 2 , x 3 ) is expressed as
Thus, by (3.1), we have
which with x 1 = 0 yields
Subtracting (3.4) from (3.3) gives (1.8). By (3.2), we also have
Since A 3 = {e, (123), (132)} and S 3 = {τ σ | τ ∈ A 3 , σ ∈ U 32 } , taking the summation of (3.4) with (x 2 , x 3 ) = (x τ (2) , x τ (3) ) over all τ ∈ A 3 yields By adding this to (3.5), we obtain (1.9).
Proof. By substituting (1, 1, 1) for (x 1 , x 2 , x 3 ) in (1.12) and using (1.10), we obtain the first equation of (4.1) since l 1 ,l 2 ,l 3 ≥1 (l 1 +l 2 +l 3 =l) 1 = (l − 2)(l − 1)/2. By substituting (1, 1, 0) for (x 1 , x 2 , x 3 ) in (1.12) and using (1.10), we obtain the second equation. The third equation is obtained by adding the first to the second.
Restricted sum formulas
In this final section, we prove Theorem 1.3, which gives the restricted sum formulas (1.13) and (1.14). We also present some restricted analogues of the formulas given by Granville, Hoffman, and Ohno, as Proposition 5.3.
We prepare Lemmas 5.1 and 5.2 to prove the theorem and proposition. Lemma 5.1 states that the restricted sums of triple zeta values of the forms l 1 ≥2,l 2 ,l 3 ≥1 l 1 +l 2 +l 3 =l l i :even or odd ζ(l 1 , l 2 , l 3 ), can be written in terms of combinations of T l (ε 1 , ε 2 , ε 3 )'s where ε 1 , ε 2 , ε 3 ∈ {0, ±1}, and Lemma 5.2 evaluates certain combinations of T l (ε 1 , ε 2 , ε 3 )'s. Note that the first equation of (5.4) in Lemma 5.2 has already been proved by Shen and Cai (see [17, (4) ]). We often use the following equations, which are obvious by the definitions, in the proofs without comment: ζ(l 1 , 1, l 3 ) (l : odd),
