Abstract: A new bootstrap procedure for unit root testing based on the tapered block bootstrap is introduced. This procedure is similar to previous tests that were based on the block bootstrap and stationary bootstrap, but it has the advantage of the tapering procedure that has been previously shown to reduce the bias of the variance estimator by an order of magnitude. In this paper, the procedure is defined including a specific data-driven method for choosing the block size. Both theoretical results for the asymptotic behavior of the test and simulations that address the small-sample properties and are used for comparison to other methods are given.
Introduction and notation
In the analysis of many time series in finance and macroeconomics, it is crucial to first determine if the data are coming from a process that is stationary or integrated to determine if standard techniques should be applied to the original series or to the differenced series. Hence, if fX t ; t 2 Zg is a time series, then having a powerful test of the hypothesis H 0 : fX t g is Ið1Þ versus H 1 : fX t g is stationary
½1
is of great importance. There are many such tests in the literature; see for example Fuller (1996) , Dickey and Fuller (1979) , Dickey, Bell, and Miller (1986) , and Phillips and Perron (1988) . More recently in Swensen (2003) , Paparoditis and Politis (2003) , and Parker, Paparoditis, and Politis (2006) , bootstrap-based tests for a unit root were proposed. The latter two papers use a bootstrap procedure (block and stationary bootstraps, respectively) on the residuals, while the former applies the stationary bootstrap on the differenced series. This paper will use the same set-up as those two papers and for more details on the construction see Parker, Paparoditis, and Politis (2006, 602-03) .
As in the resampling schemes mentioned earlier, we choose a parameter ρ with the property that ρ ¼ 1 if and only if H 0 holds: ½2
Then define fU t g by
for t ¼ 1; 2; . . . where
and hence EðU t Þ ¼ 0. Thus the new series fU t g is always stationary -under H 0 and under H 1 . One particular choice for a parameter that satisfies eq.
[2] that we will focus on in this paper is
The fact that ρ LS satisfies eq.
[2] is guaranteed by condition [8] below. We make no "model" assumption for the fX t g series; the necessary technical assumptions placed on fX t g are moment and mixing conditions and are discussed in detail in Section 2.
1 Thus, while many of the competing methods assume linearity of the X t process, the proposed method also works for nonlinear processes as well. This is especially important in finance since many of the time series in that field are nonlinear, see for example Franses and Van Dijk (2000) or Tong (1990) . Thus the methods of this paper are applicable for unit root testing in the context of financial time series whereas methods that rely on linearity are not. The details of the proposed test are given in Section 2. In Section 3, we examine the tapered bootstrap's superior properties in estimating σ 1 and demonstrate why we can expect these properties to carry over to unit root testing. Since the test will be sensitive to the choice of a tapering window, a discussion of possible windows is given in Section 4. In Section 5, we give a version of the functional central limit theorem which will be used to show the test's consistency. Using a particular choice of a parameter and different estimators, we look at the behavior of the proposed test under the null and the alternative in Sections 6.1 and 6.2, respectively. In Section 7, we give a datadriven method for choosing the block size for the tapered block bootstrap. In Section 8, we set forth the results of a small-sample simulation study. We use the simulations both to investigate the performance of the block size choice and to compare the tapered bootstrap procedure to previously performed bootstrap procedures. Finally, all technical proofs are presented in Section 10.
Unit root test based on tapered block bootstrap
In this section we describe the proposed test. To test 1 we assume that we have some parameter, ρ, of fX t g satisfying eq.
[2] and we define a new process fU t g by eq.
[3]. Also let β be defined by eq.
[4] and we will assume that we have an estimatorρ of ρ satisfyinĝ
where δðβÞ ¼ 1 if β Þ 0 and δð0Þ ¼ 0. As will be seen in Section 6.1, the test behaves quite differently when β ¼ 0 and when β Þ 0. Finally definê
For most of the paper we will use ρ ¼ρ LS as defined in eq. (5) and two particular estimators of ρ:ρ LS andρ LS;C , whereρ LS is the least square solution to the model
andρ LS;C andβ LS;C are least squares solutions to the model
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The fact thatρ LS andρ LS;C both satisfy eq. (6) is known; see Brockwell and Davis (1991) for the stationary case, and Fuller (1996) or Phillips (1987a) for the integrated case. The essential idea of the test is to use the tapered block bootstrap procedure on the series fÛ t g and then integrate these pseudo-series to create B approximately integrated pseudo-series. Then by computingρ for each of these pseudoseries, we create an estimate of the distribution ofρ under the null hypothesis and then use this estimate to decide whether or not the null should be rejected. For a discussion of the difference between this and a difference-based approach (i.e. as is done in Swensen (2003) ; see Parker, Paparoditis, and Politis (2006, 605) . The tapered bootstrap is used because it was shown in Paparoditis and Politis (2001) that a good portion of the bias inherent in the block bootstrap had to do with the end effects: where one block and the other begins. It was found that "tapering" the edges of each block before collating them together in a block bootstrap series results in a reduction of the bias by an order of magnitude. Of course, one has to maintain the correct scale, i.e. variance, for the marginal distribution; hence, any tapering comes hand-in-hand with an appropriate renormalization via the L 2 norm of the tapering function ω b . The benefits of tapering are discussed in Section 4.
The proposed test is non-parametric so no model assumptions are made; however the following mixing and moment conditions are imposed
½8
Here, α Y is the usual strong mixing coefficients for the time series fY t g, and f X ðωÞ ¼ 1 2π
Àihω γðhÞ is the spectral density of fX t g. Assumption (v) implies that the series fX t g is not the difference of a stationary time series. The tapered block bootstrap procedure consists of applying a tapering function that downweights the endpoints of the resampled blocks, thus reducing the discontinuity between block.
We then have the following algorithm which describes the steps of the residual-based tapered bootstrap test (RTB): 1. Choose a positive integer b n , let k n ¼ n=b n b c and generate i 1;n ; i 2;n ; . . . ; i kn;n i.i.d. from the uniform distribution on f1; . . . ; n À b þ 1g. When there is no confusion, we will denote i m;n ; b n , and k n by i m ; b, and k.
2. For all m and j, 1 m k and 0 j < b set
and f U ðÁÞ is the spectral density of the process fU t g. Also if we let
RðsÞ:
Thus in estimating the distribution of nðρ LS À 1Þ under the null, the bootstrap procedure must (and does) implicitly estimate both the parameters σ 2 U and σ 2 1 . The parameter σ 2 U is easily estimable at a ffiffiffi n p -rate but σ 2 1 is more problematic. However, it is known that the MSE of the tapered bootstrap estimate of σ 2 1 has a lower order of magnitude than the corresponding estimators given by either the stationary or block bootstrap methods.
To be exact, under conditions detailed in the next section, the block bootstrap estimate of σ Thus, plugging in the optimal b, which is proportional to n 1=3 we get
This is also the same order of magnitude shared by the stationary bootstrap. However, as will be seen in Section 4, under the right conditions and appropriate block size choice, the tapered block bootstrap gives an estimate,σ We therefore expect a better performance from the tapered block bootstrap procedure in finite-sample size situations.
For purposes of this section we will deal with tapering functions ω b ; which are derived from a single positive function, ω, in the following way:
where ω is a function defined on ½0; 1 satisfying the following conditions: ðiÞ 0 ωðtÞ 1; for all t 2 ½0; 1
ðiiiÞ ω is nondecreasing on ½0; 1=2
ðivÞ There exists an ε > 0 such that ωðtÞ > 0 on ð1=2 À ε; 1=2 þ εÞ:
½13
There are many examples of tapering functions satisfying eq.
[13] in the literature for spectral estimation, see for example Brillinger (1981) , Welch (1967) , Priestley (1981) , Dahlhaus (1990) , Dahlhaus (1985) . One way to satisfy eq.
[13] is simply to use, ωðtÞ ¼ 1. In this case however, the procedure above reduces to the block bootstrap without tapering and is identical to the procedure in Paparoditis and Politis (2003) . To get the added benefits of using the tapering function we need to place additional conditions on the function ω as in Paparoditis and Politis (2001) ; see also Künsch (1989) for a similar condition for the tapered jackknife. Namely, we need to choose ω such that ðω Ã ωÞðtÞ is twice continuously differentiable at t¼ 0; ½14
is the self-convolution of ω. Using a tapering function that satisfies eqs [13] and [14] gives an estimate of σ 2 1 that has improved accuracy as evidenced by the following result of Paparoditis and Politis (2001) : 
is not twice differentiable at t ¼ 0. We will focus on two one-parameter families of functions that satisfy both eqs [13] and [14] and are given particular attention in Paparoditis and Politis (2001) . Both families have the triangular window as an extreme case but in the other cases do satisfy eq. [13] .
The first is simply a trapezoid function
which is equal to the triangular window when c ¼ 0 but when c Þ 0 has a flattop which turns out to be enough to satisfy eq. [13] . In fact, when jtj < minðc; 1 À 2cÞ we have
Since this range includes 0; ðω
exists at 0.
Another approach is to smooth the triangular window, which can be done in the following way:
It is clear that ω SMOOTH a reduces to the triangular window when a ¼ 1. It is suggested in Paparoditis and Politis (2001) that the best performing members of the ω TRAP c and ω SMOOTH a families are when c ¼ 0:43 and a ¼ 1:3, respectively. These values are used for simulations in Sections 7 and 8.1.
Functional limit theorem for the tapered bootstrap partial sum process
The consistency of the RTB test relies on the following version of the functional central limit theorem, which serves as the theoretical linchpin for the rest of the paper. We define the process fS Ã n ðrÞ; 0 r 1g by
Notice that S Ã n ðrÞ 2 D½0; 1; where D½0; 1 is the space of real-valued right-continuous functions on ½0; 1 that have finite left limits.
The following theorem shows that as long as our original series satisfies eq. [8] , and the tapering function ω b is defined by eq. [12] where ω satisfies eq. [13] (but not necessarily eq. [14]), then it follows that the process fS Ã n ðrÞ; 0 r 1g defined above converges weakly to the standard Wiener process on ½0; 1.
Theorem 1 Let fX t g be a stochastic process and fU t g be as defined in eq. [3] for some parameter ρ satisfying eq. [2]. Assume condition [8] , and thatρ n is an estimator of ρ satisfying eq. [6] and that ω b is defined by eq.
[12] with ω satisfying eq. [13] . Then if b ! 1 and b= ffiffiffi n p ! 0 as n ! 1, then
where W is the standard Wiener process.
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6 Application to unit root testing
Behavior of RTB under the null
From Theorem 1 we can now show the consistency of the RTB procedure for the particular choice of ρ ¼ρ LS and estimatorsρ LS andρ LS;C under different assumptions on β. Note, however, that Theorem 1 applies to a larger class of parameters and estimators.
Theorem 2 Assume the conditions of Theorem 1, and b n ! 1 and ðb n = ffiffiffi n p Þ ! 0 as n ! 1.
All convergences above occur in probability and These results are the same as Parker, Paparoditis, and Politis (2006, 609-10) and are summarized in tables there. Notice the RTB is consistent in either the case that β is exactly zero andβ ¼ 0 or when β Þ 0 andβ ¼β LS;C . It is assumed that if β is exactly zero, it is so for some theoretical reason and so the practitioner would use the correct model.
Power properties and local alternatives for the RTB procedure
We will again restrict our attention to the case β ¼ 0 andβ ¼ 0 and focus on the parameterρ LS . To consider the power of the bootstrap procedure proposed, let
where
Notice that β RTB;n ðρ; αÞ describes the power of the RTB test. Consistency of the bootstrap-based test follows from the following theorem:
Theorem 3 Under the assumptions of Theorem 2 with β ¼ 0, andβ ¼ 0, we have ðiÞ β RTB;n ðρ; αÞ ! 1 for all ρ 2 ðÀ1; 1Þ ðiiÞ β RTB;n ð1; αÞ ! α;
as n ! 1. To see that favorable local power also occurs in this case, suppose that X t is a triangular array satisfying:
Tapered Block Bootstrap for Unit Root Testing and fX t g and fU t g satisfy eq. [8] . As the following theorem shows, the RTB testing procedure has the same local power properties as those shown for the residualbased block bootstrap procedure (RSB) from Paparoditis and Politis (2003) .
Theorem 4 Let fX t g satisfy conditions [8] and [17] . If b n ! 1 as n ! 1 such that ðb n = ffiffiffi n p Þ ! 0, then
in probability, where C α is the α-quantile of the distribution of
and J c ðrÞ ¼ Ð 1 0 expfðr À sÞcgdWðsÞ is the Ornstein-Urhlenbeck process generated by the stochastic differential equation dJ c ðrÞ ¼ cJ c ðrÞdr þ dWðrÞ and initial condition J c ð0Þ ¼ 0.
Block size choice
In this section we give a heuristic data-driven method of choosing the block size b. Recall that one reason we are using the tapered block bootstrap procedure in this application is that it produces a provably more efficient estimator of σ 2 1 , which is one of the unknown quantities in the asymptotic distribution ofρ. Thus it is reasonable that we would want to choose our block size in such a way to make MSEðσ 
where Γ and Δ are defined in eqs [15] and [16] , respectively. For the purposes of the discussion we will let ω ¼ ω where λ is the trapezoidal flattop window (see Politis and Romano (1995) ):
2ð1 À jtjÞ ifjtj 2 ½1=2; 1 0 otherwise
Finally, we let M ¼ 2m wherem is chosen so thatRðkÞ is negligible for all k >m. One particular algorithm for choosingm given in Politis (2003) is to letm be the smallest positive integer such that jρðm þ kÞj < c ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi log 10 n n r for all k ¼ 1; 2; . . . ; K n whereρðkÞ ¼RðkÞ=Rð0Þ. Politis (2003) also suggests letting K n ¼ 5 and c ¼ 2.
We further investigate the value of this heuristic in Section 8.
Simulations
To investigate the small-sample performance of RTB method, several simulation studies were performed. We look at ARMA(1,1) model including the AR(1) case and also an AR(2) model. In the first case, 2,000 instances of data were generated from an ARMA(1,1) model:
where fZ t g is an i.i.d. Nð0; 1Þ process, with different values of n (the data size), f (the auto-regressive coefficient), and θ (the moving average coefficient). The null hypothesis occurs when f ¼ 1, and in each case the nominal level of the test is α ¼ 0:05, and the number of bootstrap repetitions is B ¼ 1; 000. In addition, the tapering function that is used is ω Tables 1 and 2 give the rejection rates for different values of b, including b ¼b opt for the test statisticsρ ¼ρ LS andρ ¼ρ LS;C , respectively. For the purposes of this section we will focus on the results forρ LS , although the results for ρ LS;C are included as well.
The case where f ¼ 1; θ ¼ À0:8 deserves some special attention, since the RTB and the other unit root test do very poorly. This case, however, is known to be problematic since the moving average polynomial has a root close to unity and, although it is integrated, it behaves almost like an i.i.d. series for small samples. In fact, Campbell and Perron (1991) go as far as to claim that a stationary model might be more appropriate for modeling this situation.
2 Thus it is neither surprising nor all that troublesome that the test does not perform well in this case. It is, however, included in the table for completeness. This case does not contradict the consistency of the test, but the data set needs to be quite large for the test to give anything close to rejecting at the nominal rate. For this reason, we will not look at this case for the remainder of this section.
In the other cases we can see thatb opt does quite well. Notice forρ LS under the null,b opt gives a rejection rate closest to the nominal level α ¼ 0:05 and at the same time its power is comparable. To be concrete, consider the case where n ¼ 50 and θ ¼ 0:8. We see that usingb opt gives a rejection rate closer to 0.05 under the null of f ¼ 1 than any of the fixed block strategies. However, under the alternative of f ¼ 0:9, the rejection rate is comparable to any of the fixed block sizes that are rejecting more often under the null. In fact, the rejection rate is significantly higher than any of its closest competitors when f ¼ 0:85.
We also can compare the RTB method to the unit root test given in Phillips and Perron (1988) . The results for the same ARMA process are given in tables 5 and 8 of Parker, Paparoditis, and Politis (2006) . Notice the RTB gives values significantly closer to nominal value under the null and rejects more often under the alternative. Thus, the RTB is indeed an attractive alternative to this standard unit root test.
We also looked at the AR(2) model:
which can be written as:
where B is the lag-one operator. We only consider the case where the polynomial 1 À f 1 x À f 2 x 2 has two real roots ε 1 > ε 2 . The case where ε 1 ¼ 1 is when the process is Ið1Þ, otherwise it is stationary. The results of this simulation are given in Table 3 . They are similar to the ARMA model, as, under the null hypothesis, the rejection rate get close to nominal rate as n gets larger. For n ¼ 100 it is quite close. The table also shows go power results for n ! 100 even for ε ¼ 0:9. In fact, the test performs well even in the n ¼ 50 case when ε 2 0:5, we see a definitive increase in rejection of the null hypothesis as the ε 1 decreases away from 1. These results are achieved with b ¼b opt and hence, the results do not rely on the practitioner guessing an appropriate value of b.
Comparison between block bootstrap unit root tests
Together with the Residual-Based Block Bootstrap test (RBB) from Paparoditis and Politis (2003) as well as the Residual-Based Stationary Bootstrap test (RSB) from Parker, Paparoditis, and Politis (2006) and the RTB, we have three residualbased block bootstrap techniques for testing for a unit root. All three have been shown to be asymptotically first-order consistent and to have favorable power properties. Thus, the practitioner has three choices for unit root testing based on this paradigm. However, it would be useful to know which method works best in It is an open problem to prove that any of the methods is better than any of the others under some fixed criteria. We suspect that if the criterion is minimizing variance, the tapered block bootstrap would be superior, however this has not yet been proved. Nor is it known whether or not this would also give a test of the most accurate size. These are areas where additional research is required.
However, the three tests can be compared through simulation. To this end, Table  4 compares the three methods, where the block size (or average block size in the case of the RSB) is chosen by the data-driven methods described in Section 7 for RTB as well as the corresponding methods used to pick the best block size suggested in Paparoditis and Politis (2003) for the RBB and the best average block size for the RSB described in Parker, Paparoditis, and Politis (2006) . The simulations do suggest that the RTB is in fact consistently superior in approaching the correct size of the test in nearly every case (only when n ¼ 100; f ¼ 1 and θ ¼ 0:8 does the simulated RBB have a rejection slightly closer to the nominal rate). Thus it appears the tapering process does improve the test's ability to give the correct size.
But giving the correct size is not enough to say the TBB is a superior test. We must also consider the power. Power and size must be considered together, because a test that rejects too often under the null will also tend to have higher power. We thus follow the recommendation of Lloyd (2005) and adjust the Table 5 .
The table gives clear evidence that the RTB does give better results than the RSB; however the comparison between the RTB and RBB is more mixed. The RTB does better when θ ¼ 0:8 in all but one case. Notice the θ ¼ 0:8 is also the case where the dependency structure on X t is the greatest (i.e. RðhÞ is larger when θ ¼ 0:8 for either value of f then it is for θ ¼ 0:0). Conversely, in all but one case when θ ¼ 0:0 the RBB does better. Thus it appears that the RTB does the best when the long-range dependency is greater, which is exactly when a unit root test is most often used. Taken together with the RTB's better size properties, the RTB seems to perform the best of the three methods. One must keep in mind that performance of each test in this simulation depends not only on the value of the test but also on the value of the heuristic for choosing the block size. 
Conclusions
The success of the tapered bootstrap in estimating the variance of the sample mean suggests that a residual-based test using this procedure would be a good alternative to the RBB and RSB methods previously proposed and thus a useful non-parametric unit root test. As shown in the paper, the RTB is in fact a firstorder consistent test that shares the favorable power properties of the RBB and RSB methods. In addition, using the suggestion for picking a block size presented in Section 7, we are able to compare the three techniques and conclude that in many finite-sample situations the RTB appears to be a superior alternative.
Technical proofs
Lemma 5 For all taper functions ω satisfying eq.
[13], then for some constant C ω (depending on ω but not b)
PROOF: Fix a tapering function ω satisfying eq.
[13]. Then there exists an ε > 0 and δ > 0 so that ωðtÞ ! δ Á 1 ð1=2Àε;1=2þεÞ ðtÞ:
Thus ω b ðtÞ ! δ Á 1 ðð1=2ÀεÞbþ1=2;ð1=2þεÞbþ1=2Þ :
Since there are at least 2εb À 1 integers in ðð1=2 À εÞb þ 1=2; ð1=2 þ εÞb þ 1=2Þ it follows that
and so
This gives
For the proof of Theorem 1 define the following process:
We can thus show that this process is asymptotically equivalent to the process S Ã n .
Lemma 6 Uniformly in r the following holds in probability
PROOF: Define
First we show that uniformly in r
To see eq.
[18], using Lemma 5
In order to show eq.
[18] it remains to show
Then fV m g is an i.i.d. sequence with respect to P Ã . By eq. [20] it is enough to show that, uniformly in r
In the case where ρ Þ 1, it is straightforward to see that eq.
[22] holds. This is because here ðρ n À ρÞ ¼ o P ð1Þ and because fX t g is stationary and hence
and thus
In particular
From the above calculations we get that
It follows that in this case (ρ Þ 1) where Z α ,Nð0; αÞ.
2. For all 0 r < s < t 1, E Ã R n ðtÞ À R n ðsÞ j j 2 R n ðsÞ À R n ðrÞ j j
where C is a stochastically bounded random variable independent of s and t.
Notice that the process R n has independent increments i.e.
R n ðtÞ À R n ðsÞ?R n ðsÞ À R n ðrÞ: ½28
Now to show eq. [26] it is enough to show the equivalent statement 
