The aim of this paper is to present an original approach for ranking of DEA-efficient DMUs based on the cross efficiency and analytic hierarchy process (AHP) methods. The approach includes two basic stages. In the first stage using DEA models the cross efficiency value of each DEA-efficiency DMU is specified. In the second stage, the pairwise comparison matrix generated in the first stage is utilized to rank scale of the units via the one-step process of AHP. The advantage of this proposed method is its capability of ranking extreme and nonextreme DEA-efficient DMUs. The numerical examples are presented in this paper and we compare our approach with some other approaches.
Introduction
Data envelopment analysis (DEA) is a tool for evaluation and measuring of the efficiency of a set of decision making units (DMUs) that consume multiple inputs and produce multiple outputs, first introduced by Charnes, Cooper, and Rhodes (CCR) [1] and extended by Banker, Charnes, and Cooper (BCC) [2] . DEA is used to establish a best practice group from among a set of observed units and to identify the units that are inefficient when compared to the best practice group [3] [4] [5] [6] . One important issue in DEA which has been studied by many DEA researchers is to discriminate between efficient DMUs. Several authors have proposed methods for ranking the best performers ( [7] [8] [9] [10] [11] [12] [13] [14] among others). Perhaps the most widely known and applied ranking method is the superefficiency DEA model. Developed by Andersen and Petersen [13] , the main idea of this approach is to evaluate DMU after this performer itself is excluded from the reference set. The problem with super-efficiency DEA is that under certain conditions infeasibility occurs which limits the applicability of the technique (for details see [15] ). Wu [4] utilized the concept of fuzzy for ranking of DMUs in the traditional DEA models. For this purpose, firstly the DMUs are evaluated by the CCR and the cross efficiency models. Secondly, a fuzzy preference relation is established. Finally, a priority vector of the preference is constructed and is used for ranking DMUs. Jahanshahloo et al. [8] proposed a ranking system based on changing reference set. In the proposed ranking system, the evaluation for efficient DMUs is dependent on the efficiency changes of all inefficient units due to its absence in the reference set while the estimate for inefficient DMUs depends on the influence of the exclusion of each efficient unit from the reference set. One popular method to rank multiple alternatives with respect to multiple criteria is analytical hierarchy process (AHP) method developed by Saaty [16] . The analytic hierarchy process is a multicriteria decision making technique and was used for complete ranking of DMUs by Sinuany-Stern et al. [17] and Jablonsky [18, 19] and references cited therein. Sinuany-Stern et al. [17] presented an AHP/DEA methodology for ranking DMUs, which integrates DEA and the AHP. In this AHP/DEA methodology, DEA was first run for each pair of DMUs separately to create a pairwise comparison matrix, which was then solved using the eigenvector method to produce a full ranking for all DMUs, efficient and inefficient. Their method has some problems, such as illogic comparing of two DMUs in a DEA model (see [20] for details). Alirezaee and Sani [20] extended Sinuany-Stern's approach and proposed a new two-stage AHP/DEA methodology for ranking DMUs that removes these problems. They used together with the efficiency of units the influence rate of each unit to the other units in order to determine the elements of pairwise comparison matrix. Jablonsky [18] used an AHP model with interval pairwise comparisons for the evaluation and classification of efficient units and compares the results with super-efficiency DEA scores. In [19] , Jablonsky presented an original procedure for ranking of DMUs in DEA models based on combination of AHP and DEA principles. He/she considered the DMUs as alternatives and the ratios of output/input as criteria. An extensive review of ranking models in DEA is given in Adler et al. [12] . The aim of this paper is to propose a method for ranking extreme and nonextreme efficient DMUs using cross efficiency and AHP methods. Our approach includes two stages. In the first step using DEA models the cross efficiency value of each DEA-efficiency DMU is specified. In the second stage, the pairwise comparison matrix generated in the first step is utilized to rank scale of the units via the AHP. This paper is organized as follows. Section 2 presents some basic DEA models and reviews some ranking method. In Section 3 we briefly review the AHP. Section 4 gives a brief introduction to the cross efficiency evaluation. The new ranking method for DEA-efficient DMUs is developed in Section 5. Numerical examples are examined in Section 6. The paper is concluded in Section 7.
Data Envelopment Analysis Models
Consider a set of DMUs which is associated with inputs and outputs. Particularly, DMU ( ∈ = 1, . . . , ) consumes amount of input and produces amount of output . Let = ( 1 , . . . , ) in which ≥ 0 and ̸ = 0 and = ( 1 , . . . , ) in which ≥ 0 and ̸ = 0. The production possibility set (PPS) of CCR model is defined as follows:
and similarly the production possibility set of BCC model is defined as follows:
The input-oriented BCC and input-oriented CCR models, corresponding to DMU , ∈ , are given by (3) and (4), respectively:
min 
The AP model is as follows [13] :
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, free.
The efficiency of strong efficiency DMU will be denoted by Ω and will be given by
in which is the set of nonstrong efficiency DMUs and̃is the number of nonstrong efficiency DMUs. Jahanshahloo et al. [21] used 1 -norm in order to rank the extremely efficient DMUs in DEA models with constant and variable returns to scale, and the proposed method can remove the difficulties arising from AP and MAJ [11] models. Their proposed model is as follows:
As mentioned earlier, Sinuany-Stern's approach [17] is a two-stage model for fully ranking model. In the first stage Sinuany-Stern run the following CCR model for each pair of DMUs and :
is the efficiency score of unit . The cross efficiency of DMU is as follows:
in which * and V * are the optimal weights of model (10) . In the similar manner and can be computed. The pairwise comparison matrix A = [ ] ( , = 1, . . . , ) is constructed as follows:
In the second stage using a one-step process (Step 3 in Section 3), the vector weights of the pairwise comparison matrix A are computed. Based on these weights, the efficient and inefficient DMUs are ranked. Alirezaee and Sani [20] proposed a two-stage AHP/DEA methodology for ranking DMUs. In the first stage they create the pairwise comparison matrix as follows.
First, using CCR model (4) the relative efficiency of each DMU is determined. Then, each DMU is evaluated by the following model:
This model measures efficiency DMU after excluding DMU from PPS. The pairwise comparison matrix A is constructed as follows:
in which and are the objective function of (4) and (13) at optimality, respectively.
In the second stage, similar to AHP/DEA method, using a one-step process of AHP, the DMUs are ranked. In this paper we rank DMUs in the CCR model; in a similar way one can also rank DMUs in the BCC model. 
Analytical Hierarchy Process (AHP)
AHP is a powerful tool for analysis of complex decision problems. AHP is employed for ranking a set of alternatives or for the selection of the best in a set of alternatives with respect to multiple criteria. In this section a brief discussion of AHP is provided. For more details see Saaty [16] . Application of AHP to a decision problem involves four steps [23, 24] .
Step 1 (structuring of the decision problem into a hierarchical model). The first step is to decompose a decision problem into elements. In its simplest form (Figure 1 ), this structure comprises a goal at the topmost level, criteria (and subcriteria) at the intermediate levels, while the lowest level contains a set of the alternatives. A simple AHP model (Figure 1 ) has three levels (goal, criteria, and alternatives).
Step 2 (making pairwise comparisons and obtaining the judgment matrix). In this step, the elements of a particular level are compared with respect to a specific element in the immediate upper level. The more important (or more attractive) element receives higher rating (between 1 and 9) than another one that has the less important element [16] . The comparisons are used to form a matrix of pairwise comparisons called the judgment (pairwise comparison) matrix A. Each entry of the judgment matrix satisfied the three rules: > 0; = 1/ ; and = 1 for all , . In fact, the number shows the relative importance of alternative in comparison with alternative with respect to criterion or the relative importance of criteria in comparison with criterion with respect to goal. If = ⋅ , for all the entries of the matrix, then the matrix is said to be consistent. If the property does not hold for all the entries, the level of inconsistency can be captured by a measure called consistency ratio [16] (see next step).
Step 3 (local weights and consistency of comparisons). In this step, local weights of the elements are calculated from the judgment matrices using the eigenvector method (EVM). The normalized eigenvector corresponding to the principal eigenvalue of the judgment matrix provides the weights of the corresponding elements. Though EVM is followed widely in traditional AHP computations, other methods are also suggested for calculating weights, including the logarithmic least-square technique (LLST) [25, 26] , goal programming [27] , and recently DEAHP method [15, 16, 20, 22, [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . When EVM is used, consistency ratio (CR) can be computed. The consistency index (CI) is calculated as follows:
in which is the number of criteria and max is the maximum eigenvalue of the judgment matrix. Then, the consistency ratio (CR) is calculated as the ratio of consistency index and random index (RI); that is,
Random index is the consistency index of a randomly generated reciprocal matrix from the scales 1 to 9. Table 1 shows the value of RI sorted by the order of matrix. For a consistent matrix CR = 0 and max = . A value of CR less than 0.1 is considered acceptable because human judgments need not be always consistent, and there may be inconsistencies introduced because of the nature of scale used. In the inconsistency case, max ≥ . If CR for a matrix is more than 0.1, judgments should be elicited once again from the DM till he\she gives more consistent judgments.
Remark 1. If the pairwise comparisons matrix is as follows:
then any weight derivation method, when applied to the above matrix A, should generate the true weights 1 , 2 , . . . , .
Step 4 (aggregation of weights across various levels to obtain the final weights of alternatives). In order to obtain final weights of the decision alternatives (elements at the lowest level), the local weights of elements of different levels are aggregated. For example, the final weight of alternative 
By definition, the weights of alternatives and importance of criteria are normalized. The final weights represent the rating of the alternatives in achieving the goal of the problem.
Cross Efficiency Evaluation
The cross efficiency evaluation was first proposed by Sexton et al. [30] and was later investigated by Doyle and Green [34, 35] . It is often calculated as a two-stage process. In the first stage, the optimal weights of inputs and outputs are calculated for each DMU using the classical DEA formulation, for example, CCR model (5) . Let * ( = 1, 2, . . . , ) and V * ( = 1, . . . , ) be the optimal solution to the LP (5). Then, * = ∑ =1 * is referred to as the optimistic efficiency or CCR efficiency of DMU , which reflects the self-evaluation of DMU , whereas is referred to as a cross efficiency value of DMU , which reflects the peer-evaluation of DMU to DMU ( = 1, . . . , ; ̸ = ). Consider
Therefore, each DMU will have multiple different efficiency scores, whose average reflects the overall performance of the DMU. Based on average cross efficiencies, DMUs can be compared and ranked. In general, the optimal weights obtained using classical DEA in the first stage are multiple solutions. Therefore, the values * will change depending on these values in the second stage. In the second stage, these drawbacks are reduced and a suitable set of weights preserving the efficiency values obtained by DEA is selected for each DMU. To reduce this undesirable case, there are some model suggestions for preserving the self-efficiency scores, * , obtained for each DMU. Sexton et al. [30] suggested introducing a secondary goal to optimize the input and output weights while keeping the CCR efficiency unchanged. According to Sexton et al. [30] , the secondary goals could be, for example, either aggressive or benevolent. In the aggressive context, DMU chooses the optimal solutions such that it maximizes selfefficiency and at a secondary level minimizes the other DMUs cross efficiency levels. The benevolent secondary objective would be to maximize all DMUs cross efficiency rankings. The most widely used secondary goals were suggested by Doyle and Green [34] . Wang and Chin [31] propose several new data envelopment analysis (DEA) models for cross efficiency evaluation by introducing a virtual ideal DMU (IDMU) and a virtual anti-ideal DMU (ADMU). These new DEA models determine the input and output weights by minimizing the distance of a DMU from IDMU or maximizing the distance between the DMU and ADMU or both of them simultaneously, without the use of the input and output information of the other DMUs as a secondary goal. Orkcü and Bal [33] presented goal programming models that could be used in the second stage of the cross evaluation. See also [31] for new alternative models for DEA cross efficiency evaluation. In this paper we present another secondary goal to the choice of weights among the alternative optimal solutions. For this aim, we first find the alternative optimal solutions corresponding to all extreme DEA-efficient DMUs using the algorithm proposed by Jahanshahloo et al. [36] . Then, the any nonnegative convex linear combination of these alternative optimal solutions can be considered as the chosen weights corresponding to DMU (in this paper we consider the arithmetic mean of the alternative optimal solutions). The advantage of our approach is that in second stage it yields the positive weights (see Remark 2) . We emphasize that one may choose another secondary goal to determine the input and output weights. 
Proposed Method
In this section we combine the cross efficiency method with AHP technique and provide a two-stage method for ranking all DEA-efficient DMUs using cross efficient approach and AHP technique. In the first stage, we obtain the CCRefficient DMUs and the optimal solutions of the CCR model (5) (5) corresponding to DMU . The efficiency score of CCR-efficient DMU using the weights of DMU is as follows:
Also, is referred to as a cross efficiency value of DMU , which reflects the peer-evaluation of DMU to DMU ( = 1, . . . , ; ̸ = ). Furthermore, if the input-output weights of the LP (5) are not unique, the arithmetic mean of the alternative optimal solutions corresponding to DMU is considered as the optimal weights of DMU in order to obtain positive weights (see Remark 2) . In the second stage, using a one-step process of AHP (Step 3 in Section 3), the vector weights of the pairwise comparison matrix, generated 6 Journal of Optimization in the first stage, are calculated. The DEA-efficient DMUs are ranked based on these weights. The pairwise comparison matrix A is generated by as follows:
Moreover, since the pairwise comparison matrices are constructed from objective data in our case, we are not concerned about the consistency of A.
Remark 3.
It is evident that = 1, = 1/ , , = 1, . . . , .
It should be noted that since we intend to rank CCRefficient DMUs, it is enough to compute the values of for each pair of CCR-efficient DMUs DMU and DMU . After determining the pairwise comparison matrix A, AHP technique is applied for ranking CCR-efficient DMUs. In this paper we use the eigenvector method (EVM) for determining eigenvalue and eigenvector of the pairwise comparison matrix A.
Numerical Examples
In this section, two numerical examples are examined to illustrate the proposed method. Comparisons with other existing procedures will also be made. In Example 2 we compare the proposed method with two other ranking methods which are based on AHP.
Example 1.
We evaluated with our method the data of 20 branch banks of Iran. This data was previously analyzed by Amirteimoori and Kordrostami [22] and is listed in Table 2 . Running the DEA model (4) will result in seven efficient units as 1, 4, 7, 12, 15, 17 , and 20. Using the abovementioned method the optimal weights corresponding to CCR-efficient DMU , = 1, 4, 7, 12, 15, 17, 20, are chosen. The results are summarized in Table 3 . The cross efficiency and pairwise comparison matrices of seven CCR-efficient DMUs are shown in Tables 4 and 5 , respectively. For this pairwise comparison matrix, max = 7.0111825, CI = 0.00186375, and CR = 0.00141 < 1. So, pairwise comparison matrix is consistent enough. The corresponding eigenvector (weights) is shown in the last column of Table 5 . Table 6 shows a comparison of our proposal and some other ranking approaches. All these approaches are implemented in inputoriented version under the condition of CRS. As reported in Table 6 , DMU 4 is the most efficient one in our method. According to the results, the rankings of DMUs by the four methods are almost similar; in particular, the results of our method are more similar to the method [21] .
Example 2. Consider a performance assessment problem investigated by Sinuany-Stern et al. [17] , which includes eight DMUs to be evaluated in light of two inputs and two outputs. The data set is provided in Table 7 , together with the CCRefficiencies of the eight DMUs, where the CCR efficiencies evaluate DMUs , , and to be all DEA efficient and they need to be further differentiated. Table 8 shows the results obtained using the ranking methods of Alirezaee and Sani [20] and Sinuany-Stern et al. [17] and the proposed method. By our method DMU has the best performance. In contrast, DMU has the worst performance by Alirezaee's method. In view of inputs and outputs of the efficient DMUs, it seems that our method gives more reasonable result than Alirezaee's method.
Conclusion
In this paper we propose a two-stage method for ranking all extreme and nonextreme efficient DMUs based on cross efficiency and AHP technique. In the first stage, cross efficiency score of each DEA-efficient DMU is calculated. In general, the optimal input-output weights obtained by classical DEA are not unique; therefore, the cross efficiency scores depending on these weights are also not unique. To remove this problem we first obtain all alternative optimal solutions of DEA model (5) and then the arithmetic mean of them is considered as a secondary goal. In the second stage, using a one-step process of AHP, the DEA-efficient DMUs are ranked. It seems that the proposed method gives more reasonable results, because we consider all alternative weights corresponding to DEAefficient DMUs. Also, our method can be extended to interval cross efficiency and interval AHP. We suggest as future works a deeper analysis in this subject. Finally, in this paper we rank CCR-efficient DMUs; in a similar way one can also rank BCCefficient DMUs.
