















るとき, これを f(x) の 点 (x; f(x)) における微分係数といい, f 0(x) で表す.




h を 0 に近づけると, 点 (x; f(x)) における接線と曲線 y = f(x) は近づいていく. その
近づく先が極限値である（しかし, 一般には接線と曲線は一致しない）.
例題 
f(x) = x2   x について次のものを求めよ.
(1) x = 1 から x = 1 + h まで変化するときの平均変化率




f(1 + h)  f(1)
(1 + h)  1 =












(h+ 1) = 1
17 ～ 18 世紀には lim の考え方はなかった. これは, ニュートンやライプニッツよりだ
いぶ後の 19 世紀以降の考え方である. ニュートンの考え方とは違う. ニュートンは, h が
十分に小さければ, 接線と曲線 y = f(x) は一致すると考えた. 十分に小さいとは, どのく
らいかというと, h2 = 0 となるくらい小さければよい. ここで, h2 = 0) h = 0 ではない
かと思うかもしれないが, こういう h がいっぱいあるように見える世界でニュートンやオ
イラー達は微積分をやっていたのである.




であり, 一般に f(x+ h)  f(x)
h
=
f 0(x) はウソだが, この式で分母を払うと
f(x+ h)  f(x) = hf 0(x)
となる. これは h = 0 以外の場合には一般に成り立たないが, この式を一般に成り立たせ
る h が 0 以外にもいっぱいあるような世界を考える.
2乗すると 0になる数, その全体を D と表す.
D = fd 2 R j d2 = 0g (6= f0g)
彼等はこういう数が関数 f の点 x における接線の傾きを決定できるくらい十分にある
と考えた. つまり
f(x+ d)  f(x) = adとなる実数 a が唯一定まって傾きが決定できる (8d 2 D)
ということである. こうして定まる唯 1個の実数 a を f 0(x) と書くことにする.
当時このような考えに納得のいかない者はいて, バークレーなどは, やはりD = f0g で
はないかと主張している. 対して数学者はおかしくないことは分かっていたが, ノーコメ
ントとした. 反論に取り合うよりも力学の発展, 微積分学の発展の方が大事であって, 悶
着を避けそちらに力を注ぐことにしたのであった.
新しい考え方が出てきたときに, それをすんなりと受け入れるのは難しいことではある.
たとえば, 複素数を学習するとき現れる虚数単位 i（ i2 =  1 となる新たな数）もそう
である. 今やすっかり市民権を得たがはじめ出てきたときは議論があった. i がどこから












(1) fkf(x)g0 = kf 0(x)
(2) ff(x) + g(x)g0 = f 0(x) + g0(x)
(3) fkf(x) + lg(x)g0 = kf 0(x) + lg0(x) 
証明
u = f(x), v = g(x) とする.
x の増分 x, それに対する u, v の増分 u, v とする.





























= u0 + v0
(3) (1) と (2) より.
導関数の性質 









(4) u = f(x), v = g(x) とする.
y = (u+u)(v +v)  uv
= uv + uv +uv +uv   uv







(v +v) + u
v
x





































(xn)0 = nxn 1 
証明
数学的帰納法を使う.
n = 1 のとき左辺は, (x)0 = 1, 右辺は, 1  x0 = 1 だから成り立つ.
n = k のとき成り立つと仮定し, n = k + 1 のとき成り立つことを示す.
(xk+1)0 = (xk  x)0
= (xk)0  x+ xk  x0
= kxk 1  x+ xk
= (k + 1)xk
= (k + 1)x(k+1) 1
よって, n = k + 1 のときも成り立つ.
数学的帰納法より公式は成り立つ.
ニュートンらは違う方法でこの導関数の性質を証明した.
f(x+ d) = f(x) + f 0(x)d
g(x+ d) = g(x) + g0(x)d
となって, 微分したものは d の係数に現れることに注意.
導関数の性質 (2) は
(f + g)(x+ d) = f(x+ d) + g(x+ d)
= f(x) + f 0(x)d+ g(x) + g0(x)d




f(x+ h)g(x+ h)  f(x)g(x)
h
=








 ! g(x)f 0(x) + f(x)g0(x) (h! 0)
分子に同じものを足して引いてもかまわないということを使っているが, 何を足して引
くかは思いつく必要がある.
この公式はライプニッツが発見者なので, ライプニッツの公式ともいう. ただし, 今と
微分の定義が違うので, ライプニッツは
f(x+ d)g(x+ d) = (f(x) + f 0(x)d)(g(x) + g0(x)d)
= f(x)g(x) + dff 0(x)g(x) + f(x)g0(x)g+ f 0(x)g0(x)d2
と証明した（最後の項で d2 = 0 ）.
ライプニッツは単に展開しただけで, 思いつくべきものは何もない.
公式 (xn)0 = nxn 1 も d を使って証明しておこう.
(x+ d)n = (x+ d)(x+ d)    (x+ d)
:::::::::::::::::::::::::
n 個
= xn + nxn 1d+      




(1) y = x4 + 2x3   3x





2x3 + x  1
x2 
次に合成関数 y = f(g(x)) の微分を見ていく.
たとえば f(x) = x3, g(x) = x2 + x ならば合成関数は y = (x2 + x)3 になる.
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合成関数の微分 
ff(g(x))g0 = f 0(g(x))  g0(x) 
証明
y = f(u), u = g(x) とする.
y = f(u+u)  f(u), u = g(x+x)  f(x)
x  ! 0 のときu  ! 0, y  ! 0

























= f 0(g(x))  g0(x)
一方, ニュートンらはどうやったか見てみる.
d 2 D;  2 R =) d 2 D は成り立つ (実数倍は再び D に属す). 実際 2乗すれば,
(d)2 = 2d2 = 0.
しかし和に関して, d1; d2 2 D =) d1 + d2 2 D は不成立. なぜなら d1 + d2 を 2 乗し
ても 0 にはならないからである. (d1 + d2)2 = d12 + d22 + 2d1d2 で d12 = 0, d22 = 0 だが,
d1d2 は 0 とは限らない.
17 世紀, 18 世紀の数学者による合成関数の微分の証明は以下のようになる.
f(g(x+ d)) = f(g(x) + g0(x)d)
= f(g(x)) + f 0(g(x))d0 (g0(x) 2 R より, g0(x)d = d0 2 D と見て微分)
= f(g(x)) + f 0(g(x))g0(x)d
d の係数を見て, ff(g(x))g0 = f 0(g(x))g0(x) が示された.
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●午後の部
ラジアン（弧度法）についての話から始める. 度数法では, 1 周 360 度と取り決めてい
た. しかし, 360 に特別な意味はなく, 文化的な理由によったと思われる. 弧度法で角度を
表すにあたって, 単位円を考える. 角度  に弧の長さは比例するから, 角度を測るには, 弧
の長さを測ればよいということになる. そこで, 角の大きさを単位円の弧の長さで表すこ
とにすると, ラジアンとなる. 円を 1周回ると 2 (ラジアン)である.
ところで, 慣性の法則（ニュートンの第一法則）は, 力が加わらなければ物体は等速度
運動するというものである. 無限小 d を用いた微分は, 物理的に言うと, 無限小における
慣性の法則, 力が加わろうと加わらまいと経過時間が十分短ければ等速度運動するという
ことである.
さて, sin  は角度  のとき単位円の交点から垂線を下ろして, それの長さである. 角度
が十分に小さい d 2 D のときは, 上記の無限小における慣性の法則から, 垂線も円弧も
(1; 0) での接線も一致するから, sin d = d, cos d = 1 である. （sin2 d + cos2 d = 1 もちゃ
んと成り立つ. ）
sin の微分は,
sin( + d) = sin  cos d+ cos  sin d
= sin  + d cos 
だから, (sin )0 = cos  となる.
cos の微分は,
cos( + d) = cos  cos d  sin  sin d
= cos    d sin 


















点 O を中心とする半径 1 の円において, 中心角 x の扇形 OAB を考える. 点 B か










4OAB <扇形OAB < 4OAT
BH = sin x, AT = tan x であるから
1
2
 1  sin x < 1
2
 12  x < 1
2
 1  tanx




















< x < 0 のとき


















































































=   sin x
次に指数関数について考える.















はじめに, 底はなんでもいいが, 10 として, f(x) = 10x を考える. f 0(0) = a とおく. 微
分の式から
f(d) = f(0) + f 0(0)d
10d = 1 + ad
e を正の実数として, e = 10log10 e なのでこれを使うと




(log10 e)  d = d0とおいた
= 1 + ad0
= 1 + (log10 e)ad
e は何でもよかったので a log10 e = 1 となるよう e を決めましょうというだけの話なの
である.
もう少しきちんと言うと,  の関数 y = log10  は図のように  1 から +1 への単調
増加関数だから, y = 1=a との交点の  座標が唯 1つ定まり, それを e とする.




= ex(1 + d)
= ex + exd
したがって, (ex)0 = ex である.
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y0 = ax loge a
特に, a = e とすれば (ex)0 = ex を得る.
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