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Abstract
In this paper, we study the problem of simulating a discrete memoryless channel (DMC) from
another DMC under an average-case and an exact model. We present several achievability and
infeasibility results, with tight characterizations in special cases. In particular for the exact model,
we fully characterize when a binary symmetric channel (BSC) can be simulated from a binary erasure
channel (BEC) when there is no shared randomness. We also provide infeasibility and achievability
results for simulation of a binary channel from another binary channel in the case of no shared
randomness. To do this, we use properties of Rényi capacity of a given order. We also introduce a
notion of “channel diameter" which is shown to be additive and satisfy a data processing inequality.
Index terms— Channel Simulation, Coordination, Point to Point channel, Broadcast, BIBO, OSRB.
1 Introduction
Characterizing when a stochastic resource, such as a channel, can simulate another stochastic resource
is of theoretical and practical interest. In particular, this general problem relates to the question of how
much randomness one can one distill from an imperfect stochastic resource, or how much randomness
is required to synthesis a given stochastic resource (e.g. see [20, 21]). In this work, we are primarily
interested in channels as stochastic resources, and whether one can use a channel to simulate another
channel. As another example, assume that we have designed an error-correction code for an intended
channel. But, it turns out that the actual channel differs from the intended channel. Then, one may wish
to augment the wrong channel so that the same error-correction code can be utilized for even the wrong
channel.
As a concrete example, consider a scenario in which memoryless copies of a BEC with erasure prob-
ability  from Alice to Bob is available. Alice and Bob aim to use this resource to simulate memoryless
copies of a BSC channel with crossover probability p. We require that the number of consumed BECs
to be equal to the number of generated BSCs. This is clearly possible when p ∈ [ 2 , 12 ], since Bob can
degrade the output of the BEC channel by mapping the erasure symbol to 0 or 1 with equal probabilities
(see Fig. 1). On the other hand, channel simulation is impossible when p ∈ [0, h−1()), since the capacity
of the consumed erasure channel should be greater than or equal to the capacity of the simulated BSC
channel. Then, the question is whether channel simulation is possible when p ∈ [h−1(), 2). Moreover,
what would be the answer, if Alice and Bob are additionally provided with shared randomness at a limited
rate? The answer to this question depends whether we want to approximately or exactly simulate a given
channel (the notion of approximate simulation is made precise later). For instance, in the presence of
infinite shared random randomness, any two channels of equal capacity can approximately simulate one
another [1][2]. As a result, in the presence of infinite randomness, approximate BEC to BSC simulation
is possible if and only if p ∈ [h−1(), 12] . On the other hand, we show in this work that exact simulation
is possible if and only if p ∈ [ 2 , 12] in presence of no shared randomness. Thus, the answers to the
above questions depend on the amount of shared randomness and the notion of channel simulation we
are considering.
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Figure 1: Simulation of a BSC(/2) from a BEC() channel.
X ∼ p(x)
BEC()Xn Y nDE
BSC(p)
X˜n Y˜ n
Figure 2: Channel simulation in absence of common randomness.
The channel simulation problem can be described as follows: Alice has an xn sequence, and n memo-
ryless copies of the channel p(y˜|x˜) as a resource. She creates x˜n as a (stochastic) function of xn, and sends
it to Bob over n copies of the channel p(y˜|x˜). Bob receives y˜n and passes it through another stochastic
map to generate yn. Their goal is that the induced channel, which maps xn to yn, to be exactly equal,
or -close to n copies of a target memoryless channel p(y|x), for some sufficiently small .
To formally define the simulation problem, one has to specify a model for the input sequences, xn.
Furthermore, one should also specify the simulation error . Here, we consider two models of worst-
case and average-case for the input sequence, and two models of asymptotically reliable ( → 0) and
exact ( = 0) for the error. Briefly speaking, in the worst-case model we demand reliable simulation
for all possible input sequences xn. In the average-case model, on the other hand, we assume that
the input Xn is i.i.d. according to some distribution p(x). We use the total variation distance between
the simulated channel and the desired channel to measure the performance of the simulation protocol.
In an asymptotically reliable simulation, we want the total variation distance to vanish asymptotically,
whereas in the exact simulation we want it to be exactly zero. All in all, three models of channel
simulation emerges:
• average-case with asymptotically vanishing distortion,
• worst-case with asymptotically vanishing distortion,
• exact model.
In the exact model, the zero distortion constraint implies exact simulation for all possible input se-
quences xn. The average-case model would require approximate channel simulation for most typical
sequences xn. Finally, the worst-case model with asymptotically vanishing distortion requires approxi-
mate channel simulation for all sequences xn.
Another aspect of the channel simulation problem is the existence or lack thereof of shared ran-
domness. Thus, any of the models can be conceived when limited share randomness exists between the
transmitter and the receiver. We would like to emphasize that one can also conceive other notions of
channel simulation, which we do not consider in this work, e.g., average distortion (d¯-distance) measure as
in [18, 19, 20], agreement probability as in [22], the empirical coordination of [23] or the exact simulation
of [5]; see also [6, 7].
While the problem of simulating an arbitrary channel from another one has been formally defined in
the literature, e.g. in [8], but only the following special cases are studied in the literature:
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Figure 3: Simulation of p(y|x) using p(y˜|x˜) using shared randomness. (Top figure) the general channel simulation problem for a
point-to-point channel (Bottom figure) In the average-case model, the input to the channel, i.e., X is assumed to be i.i.d.
Simulation of a noiseless link: Suppose that we would like to simulate a noiseless link from a given
channel p(y˜|x˜). In both the average-case and worst-case asymptotic models, a noiseless link can be
simulated with p(y˜|x˜) only if its rate is less than the Shannon capacity of p(y˜|x˜). Indeed, channel
simulation in this special case, corresponds to the problems of computing the average probability of error
capacity, and maximum probability of error capacity of p(y˜|x˜) which are known to be equal. Similarly,
for exact simulation, the rate of the noiseless link should be less than the zero-error capacity of p(y˜|x˜).
Shared randomness does not affect the zero-error and average error capacity of a channel, hence is useless
for simulation of a noiseless link.
Simulation with a noiseless link: Conversely, suppose that we would like to simulate a channel
p(y|x) from a noiseless link as well as limited shared randomness. The reverse Shannon theorem shows
the ability of a noiseless link to simulate a noisy channel of equal capacity in the presence of infinite
shared randomness for the average-case asymptotic model [1]. In other words, a noiseless link whose rate
is equal to the capacity of the channel p(y|x), is sufficient for simulating the channel p(y|x). Therefore,
all channels with the same capacity are equivalent in the presence of infinite shared randomness for the
average-case asymptotic model. However, the assumption of infinite shared randomness is crucial here.
This is demonstrated by the result of Cuff in [2].
In the exact model, we saw above that simulation of a noiseless link from a given channel reduces to the
zero-error capacity of a channel, and the amount of shared randomness is not relevant. Unfortunately
computing the zero-error capacity of a channel is an open problem. Fortunately, the reverse problem has
a clean solution when infinite shared randomness is available, given in [8]. While the authors in [8] do
not explicitly express their solution in terms of the Rényi mutual information, one can observe that their
answer is the Rényi capacity of order infinity of the channel (see [6] for a discussion).
1.1 Main results
In this paper, we only study the two models of exact and asymptotic average-case. We also study the
problem of simulating a broadcast channel with another broadcast channel. The main contributions of
this paper are as follows.
Asymptotic average-case model: The channel simulation problem in the asymptotic average-case
model is essentially a joint source-channel coding problem as we compress and code Xn into the channel
inputs X˜n. From a mathematical perspective, the problem is complicated due to the following fact:
consider the joint pmf on random variables Xn, X˜n, Y˜ n, Y n induced by a simulation code of length n.
In the case of no-shared randomness, we have the Markov chain Xn → X˜n → Y˜ n → Y n. However,
Xn, X˜n, Y˜ n, Y n do not necessarily have a joint i.i.d. distribution (even in the average-case model we only
require Xn, Y n to be almost i.i.d.).
For this model, we provide an inner bound for the point-to-point channel simulation problem using
the OSRB technique [9]. This inner bound is based on a “hybrid coding" scheme to perform joint source-
channel coding. We also provide an outer bound. Then, we compare these bounds for simulation of a
BSC channel from a BEC channel in the absence of shared common randomness. We show that in this
example, the degradation strategy is sub-optimal for any non-uniform input distribution.
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Exact model: Our main result here are two infeasibility results in the absence of shared common
randomness. Our first result is based on the observation that if channel p(y|x) can be exactly simulated
using p(y˜|x˜), then the channel p(y˜|x˜) must have a better error exponent than p(y|x) for all communication
rates. Error exponents are known to have a characterization in terms of Rényi capacity. Our first
infeasibility result is also in terms of Rényi capacity. Our second infeasibility result is in terms a quantity
that we introduce and name the “channel diameter". Just like the Rényi capacity of a channel, this
quantity is shown to be additive and satisfy a data processing inequality. We use these two infeasibility
results to show that the degradation strategy is optimal for simulation of a BSC channel from a BEC
channel in the absence of shared common randomness. We also study when we can simulate a binary
input binary output channel (BIBO) from another BIBO channel.
Broadcast channel simulation: We consider an extension of the point-to-point channel simulation
problem under the asymptotic average-case model. We apply the OSRB technique to the broadcast
channel simulation problem and present an inner bound for it. Simulation of a broadcast network was
stated as an open problem in [10, p.100].
The rest of the paper is organized as follows: In Section 2 we set up the notation. In Section 2.2,
two models for channel simulation are introduced. In Sections 3.1 and 3.2 we provide our results for a
point-to-point channel. Section 3.3 contains our results for the broadcast channel. In Section 4 our result
for exact channel simulation is presented. The proofs are included in Section 5.
2 Notation and preliminaries
Throughout this paper, we restrict ourselves to discrete random variables, taking values in finite sets. We
generally use q(·) to denote the pmf’s induced by a code, and p(·) to denote the desired i.i.d. pmf’s. We
also use ω as a random variable to denote shared randomness. To distinguish the uniform distribution
we use the notation pu. The total variation distance between two pmf’s p and q on the same alphabet X ,
is denoted by ‖p−q‖1. We say that p ≈ q if ‖p−q‖1 ≤ . A sequence of random variables X1, X2, · · · , Xj
is denoted by X[1:j] where [1 : j] = {1, 2, · · · , j}, and α¯ = 1 − α. We use H(X) to denote the entropy
of a random variable X and h(p) to denote the binary entropy of a Bernoulli random variable with
parameter p. All the logarithms in this paper are in base 2.
We frequently use the concept of random pmf’s, which we denote by capital letters (e.g., PX). To be
more precise, let ∆X be the probability simplex over the set X . A random pmf PX is indeed a probability
distribution over ∆X . In other words, if we use Ω to denote some sample space, we may have a random
variable PX(x;ω) such that for any ω ∈ Ω and x ∈ X we have PX(x;ω) ≥ 0, and
∑
x PX(x;ω) = 1 for
all ω. Then, PX(.;ω) is a vector of random variables which resembles a random distribution. We denote
such a random pmf by PX .
We can definite random PX,Y on a product set X × Y similarly. We note that we can continue to
use the law of total probability with random pmf’s (e.g., to write PX(x) =
∑
y PX,Y (x, y) meaning that
PX(x;ω) =
∑
y PX,Y (x, y;ω) for all ω) and conditional probability pmf’s (e.g., to write PY |X(y|x) =
PXY (x,y)
PX(x)
meaning that PY |X;ω(y|x) = PXY (x,y;ω)PX(x;ω) for all ω).
2.1 Rényi divergence
Definition 1. Rényi divergence of order α, or the α-Rényi divergence, for α ∈ (0, 1) ∪ (1,∞), between
two pmf’s is defined as
Dα(p‖q) := 1
α− 1 log
(∑
x
pαxq
1−α
x
)
.
We also define
Hα(p) := −Dα(p‖I) = 1
1− α log
(∑
x
pαx
)
.
Note that lim
α→1
Dα(p‖q) = D(p‖q) as well as lim
α→1
Hα(p) = H(p) which are KL divergence and Shannon
entropy, respectively.
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It is known that Rényi divergence satisfies the data processing inequality similar to KL divergence
(see e.g., [17]).
There are several definitions for mutual information of order α. Here we use Sibson’s choice [11] as
follows:
Iα(X;Y ) := min
qY
Dα(pXY ‖pX · qY )
=
α
α− 1 log
∑
y
[∑
x
p(x)p(y|x)α
]1/α .
The α-capacity of a channel p(y|x) is then defined as (see [12] for a review):
Cα
(
p(y|x)) = max
p(x)
Iα(X;Y )
= max
p(x)
α
α− 1 log
∑
y
[∑
x
p(x)p(y|x)α
]1/α . (1)
In particular, the capacity of order infinity (∞-capacity) is equal to
C∞(p(y|x)) = log
(∑
y
max
x
p(y|x)
)
. (2)
For α = 1, we let C1(p(y|x)) = C(p(y|x)) to be the Shannon’s capacity of the channel.
Interestingly, just like the Shannon capacity, the α-capacity is also additive for product channels.
Theorem 1 ([13]). For α > 0 and product of identical channels p(yn|xn) = ∏ni=1 p(yi|xi) we have
Cα
(
p(yn|xn)) = nCα(p(y|x)).
Using the data processing property for Rényi divergence, one can easily show the data processing
property for mutual information of order α:
Theorem 2 ([14]). If X − Y − Z −W and α > 0 we have
Iα(Y ;Z) ≤ Iα(X;W ).
Lemma 1. Cα
(
p(y|x)) is quasi-convex in p(y|x) for any α > 0.
Proof. The mapping p(y|x) 7→ ζα(Iα(X;Y )) for any fixed p(x) is convex, where
ζα =
1
α− 1 exp(t−
t
α
)
is a monotonically increasing function [12, Theorem 4]. Since the inverse of ζα is also a monotonically
increasing function, and the composition of any convex function with an increasing function is quasi-
convex, we conclude that the mapping p(y|x) 7→ Iα(X;Y ) is quasi-convex for any fixed p(x). This
implies that the mapping p(y|x) 7→ Cα(p(y|x)) is a maximum of quasi-convex functions, and hence
quasi-convex itself.
2.1.1 Optimal error exponent
Rényi mutual information finds an operational meaning in connection to the optimal error exponent of
a channel. Given a channel p(y|x) and a fixed transmission rate R, let P (n)e denote the error probability
of the best code with blocklength n. Then, the optimum error exponent Ep(y|x)(R), at some fixed
transmission rate R, is the supremum of − 1n lnP
(n)
e as n tends to infinity. The optimal error exponent
E(R) is also known as the channel reliability function. The channel reliability function is the same under
average and maximal notions of error probability; this can be proved using the standard argument of
pruning a code with low average probability of error to construct a code with low maximal probability
of error. It is known that Ep(y|x)(R) is related to capacity of order α:
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Theorem 3. [24, 25] For any rate R less than the channel capacity C, we have that
max
α∈[ 1
2
,1]
(α−1 − 1) (Cα(p(y|x))−R) ≤ Ep(y|x)(R) ≤ max
α∈(0,1]
(α−1 − 1) (Cα(p(y|x))−R) .
2.2 Two models for channel simulation
Consider the problem of simulating memoryless copies of the channel p(y|x) given memoryless copies of
p(y˜|x˜) as depicted in Fig. 3. Alice’s input is denoted by Xn. The shared randomness between Alice and
Bob is denoted by the random variable ω, which is independent of Xn and uniformly distributed over
[1 : 2nR]. A simulation code consists of
• A (stochastic) encoder with conditional pmf qenc(x˜n|xn, ω).
• A (stochastic) decoder with conditional pmf qdec(yn|y˜n, ω) .
Thus, the joint distribution induced by the code is as follows:
q(x˜n, y˜n, yn|ω, xn) = qenc(x˜n|xn, ω)
( n∏
i=1
p(y˜i|x˜i)
)
qdec(yn|y˜n, ω). (3)
An (n,R) exact simulation code requires that for every xn and yn
q(yn|xn) =
n∏
i=1
p(yi|xi), (4)
where q(yn|xn) is the pmf induced by the code.
On the other hand, an average-case simulation code assumes that Alice observes i.i.d. copies of a source
X (taking values in the finite set X and having pmf p(x)). Then an (n,R, ) average-case simulation
code would require that ∥∥∥q(xn, yn)− n∏
i=1
p(xi)p(yi|xi)
∥∥∥
1
≤ .
Definition 2. The channel p(y|x) is said to be in the admissible region of the channel-rate pair (p(y˜|x˜), R)
for the exact simulation model if one can find an (n,R) exact simulation code for some n.
The input distribution-channel pair
(
p(x), p(y|x)) is said to be in the admissible region of the channel-rate
pair
(
p(y˜|x˜), R) for the asymptotic average-case model if one can find a sequence of (n,R, n) average-case
simulation codes such that lim
n→∞n = 0.
Clearly, exact channel simulation implies average case simulation for any arbitrary p(x).
3 Average-case model
In this section we state our results on the channel simulation problem in the average-case model. For the
proofs of these results refer to Section 5.
3.1 Point-to-point channel: inner bound
Theorem 4. (Inner Bound) A pair (p(x), p(y|x)) is in the admissible region of the channel-rate pair(
p(y˜|x˜), R) if one can find channels p(u, x˜|x) and p(y|y˜, u) such that
p(u, x˜, y˜, x, y) = p(x)p(u, x˜|x)p(y˜|x˜)p(y|y˜, u), (5)
with the given marginal p(x, y) = p(x)p(y|x), and that
R+ I(U ; Y˜ ) > I(U ;XY ),
I(U ; Y˜ ) > I(U ;X). (6)
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The main idea of the above theorem is to use an encoding scheme similar to hybrid codes, by utilizing
an auxiliary random variable to allow a coupling between the channels, as opposed to simply reducing the
resource channel to a noiseless link according to its channel capacity (see [4] for another uses of hybrid
coding).
Let us examine the following (non-optimal) general strategy for channel simulation and compare
it to the above theorem. We can always convert the channel p(y˜|x˜) to a noiseless link of rate C˜ =
maxp(x˜) I(X˜; Y˜ ) and then use the achievability part of the result of [2] (described in the introduction) to
simulate the channel p(y|x) from the noiseless link. This strategy is a special case of the above theorem.
Let p(x˜) denote the pmf that maximizes I(X˜; Y˜ ). Also let U in the above theorem to be of the form
U = (X˜, U ′) where (U ′, X, Y ) is independent of X˜ and satisfies X − U ′ − Y . Then (5) holds and (6)
reduces to
R+ C˜ > I(U ′;XY ),
C˜ > I(U ′;X). (7)
This region has appeared in [2].
In the special case of Y˜ = f(X˜) where Y˜ is a function of X˜, our inner bound matches (7), which is
expected due to the converse given in [2]. To see this, take an arbitrary p(u, x˜, y˜, x, y) satisfying (5). In
this case we have X − UY˜ − Y , i.e., we have X − U ′ − Y for U ′ = (U, Y˜ ). As a result,
I(U ′;XY ) = I(U ;XY ) + I(Y˜ ;XY |U)
≤ I(U ;XY ) +H(Y˜ |U)
= I(U ;XY )− I(U ; Y˜ ) +H(Y˜ )
< R+ I(U ; Y˜ )− I(U ; Y˜ ) +H(Y˜ ).
Thus, R + H(Y˜ ) = R + I(X˜; Y˜ ) > I(U ′;XY ), and hence R + C˜ > I(U ′;XY ). To verify the second
inequality, observe that
I(U ′;X) = I(U ;X) + I(Y˜ ;X|U)
≤ I(U ;X) +H(Y˜ |U)
= I(U ;X)− I(U ; Y˜ ) +H(Y˜ )
< I(U ; Y˜ )− I(U ; Y˜ ) +H(Y˜ )
= H(Y˜ ).
This means that C˜ ≥ I(X˜; Y˜ ) = H(Y˜ ) > I(U ′;X).
While the cardinality of U in the above theorem can be bounded from above by |X ||Y||X˜ ||Y˜|, it is not
easy to explicitly compute the inner bound for a given arbitrary pair of channels. In particular, it is not
easy to compute the achievable region for the BEC-BSC example that we discussed in the introduction.
Nonetheless, we show that the above inner bound gives a strictly better strategy than the degradation
scheme, for any non-uniform input pmf in the BEC to BSC simulation problem.
Theorem 5. Degradation for simulating a BSC(p) from a BEC() in the average-case model with non-
uniform input pmf is suboptimal. In other words, given any  ∈ (0, 1) and any non-uniform binary input
pmf p(x), there exists p < /2 such that (p(x),BSC(p)) is in the admissible region of (BEC(), 0).
3.2 Point-to-point channel: outer bound
Theorem 6 (Outer Bound). If the input distribution-channel pair (p(x), p(y|x)) is in the admissible
region of the channel-rate pair
(
p(y˜|x˜), R), then for any non-negative reals β, γ, and θ we have
I(X;Y )+ min
U :X−U−Y
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
] ≤
max
p(x˜)
[
I(X˜; Y˜ ) + min
U˜ :X˜−U˜−Y˜
[
βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ )
]]
+ (β + γ + 2θ)R. (8)
Further, to compute the above minimums one can put the cardinality bounds of |U| ≤ |X | · |Y| and
|U˜ | ≤ |X˜ | · |Y˜|.
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According to [1, 2], when infinite shared randomness is available, C˜ = C(p(y˜|x˜)) ≥ I(X;Y ) is a
sufficient and necessary condition for channel simulation. By setting β = γ = θ = 0 in the above
theorem, we recover the necessity of this condition.
Corollary 1. (p(x), p(y|x)) is in the admissible region of (p(y˜|x˜),∞) if and only if C˜ = C(p(y˜|x˜)) ≥
I(X;Y ).
A channel p(y|x) is called symmetric if for every permutation piX on X , there is a permutation piY
on Y such that p(piY (y)|piX(x)) = p(y|x). For such channels, the outer bound of the above theorem can
be simplified as the maximum on the right hand side occurs at uniform distribution pu(x˜).
Theorem 7 (Outer Bound for Symmetric Channels). Suppose that the channel p(y˜|x˜) is symmetric. If
(p(x), p(y|x)) is in the admissible region of (p(y˜|x˜), 0), then Ipu(x˜)(X˜; Y˜ ) ≥ I(X;Y ) and S(p(y˜|x˜), pu(x˜)) ⊆
S(p(y|x), p(x)) where
S(p(y|x), p(x)) ,
⋃
X−U−Y
{
(a1, a2, a3) : a1 ≥ I(U ;XY ), a2 ≥ I(U ;X), a3 ≥ I(U ;Y )
}
.
Remark 1. The minimum value of a1 such that (a1,∞,∞) ∈ S(p(y|x), p(x)) is Wyner’s common
information between X and Y , denoted by C(X,Y ).
As an application of the above theorem, we show that for any 0 < p < 1 and  < 1/2, it is impossible
to simulate a BEC() with uniform input distribution from a BSC(p) when there is no shared randomness.
In other words, we show that (pu,BEC()) is not admissible for (BSC(p), 0). To prove this, observe that
the simple mutual information bound is inadequate as it gives 1 −  < 1 − h(p) which does not exclude
the possibility of simulation for the entire range of 0 < p < 1. Nevertheless, if simulation is possible,
from the above outer bound for symmetric channels, we conclude that the Wyner common information
of BEC() with uniform input distribution must be less than or equal to the maximum of the Wyner
common information of BSC(p) over all input distributions. For  < 1/2, the Wyner common information
of a BEC() with uniform input is one [2, IV. A]. On the other hand, for any input distribution p(x) the
Wyner common information C(X,Y ) is strictly less than one, since when p ∈ (0, 1), one can write the
BSC(p) channel as the cascade of two non-trivial BSC channels X → U → Y . Then I(U ;XY ) will be
strictly less than H(U) which is less than one. This concludes our claim. Since the average-case model
is less restrictive than the exact model, we can conclude that simulating a BEC() from a BSC(p) is
impossible under the exact model as well when 0 < p < 1 and  < 1/2.
In the following theorem we characterize the set S(p(y|x), p(x)) for BSC and BEC channels with
uniform input distributions.
Theorem 8. (i) S(BEC(), pu) is the set of triples (a1, a2, a2) such that for some a ∈ [1−, 1] we have
a1 ≥ − log() + a− a log(a) + (a− 1 + ) log(a− 1 + ),
a2 ≥ a,
a3 ≥ 1− −  log()− a log(a) + (a− 1 + ) log(a− 1 + ).
(ii) Assuming Conjecture 1 (stated in Section 5), the set S(BSC(p), pu) consists of triples (a1, a2, a3)
such that for some 0 ≤ α, β ≤ 1 with p = αβ¯ + α¯β we have
a1 ≥ 1 + h(p)− h(α)− h(β),
a2 ≥ 1− h(α),
a3 ≥ 1− h(β).
Example 1. Let us use the above theorem as well as Theorem 7 to study the problem of simulating a
BSC channel from a BEC channel. More precisely, we want to characterize the range of p ∈ [0, 1/2]
such that (pu,BSC(p)) is in the admissible region of (BEC(), 0). The degradation scheme (of Fig. 1) for
this problem gives the achievability of p = /2. On the other hand, if simulation is possible, the trivial
mutual information bound implies that 1 −  ≥ 1 − h(p), which does not match the achievability bound.
Nevertheless, the above results give a stronger converse.
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Figure 4: The value of p∗ given in (12) (upper curve), and p = h−1() ∈ [0, 1/2] (lower curve) in terms of the BEC parameter , for
 > ∗ ≈ 0.7729.
If simulation is possible, then for any a ≥ 1−  there exist α and β such that p = αβ¯ + α¯β and
− log() + a− a log(a) + (a− 1 + ) log(a− 1 + ) ≥ 1 + h(αβ¯ + α¯β)− h(α)− h(β), (9)
a ≥ 1− h(α), (10)
1− −  log()− a log(a) + (a− 1 + ) log(a− 1 + ) ≥ 1− h(β). (11)
In other words, simulation is possible only if p ≥ p∗ with
p∗ = max
a≥1−
min
α,β
(αβ¯ + α¯β),
where the minimum is over α, β ∈ [0, 1] satisfying (9)-(11). Observe that without loss of generality we
can restrict to α, β ∈ [0, 1/2].
We show that the above converse is stronger than 1−  ≥ 1− h(p) for all values of  > ∗ ≈ 0.7729,
where ∗ ∈ (0, 1] is the unique positive solution of ∗ = h(∗). To prove this, let us choose a = 1−  and
consider the following lower bound on p∗:
p∗ ≥ min
α,β
(αβ¯ + α¯β), (12)
over pairs (α, β) satisfying (9)-(10) with a = 1 − . We have plotted p∗ in terms of  in Fig. 4, and
compared it with p = h−1() ∈ [0, 1/2] that one gets from the trivial upper bound. However, to show the
improvement analytically, note that equations (10) and (11) imply that
h(α) ≥ , h(β) ≥ − h().
Since  > ∗, we have − h() > 0 and hence h(β) > 0. Thus, β ∈ [β∗, 1/2] where β∗ > 0 is the solution
of h(β∗) =  − h(). Therefore, αβ¯ + α¯β ≥ αβ¯∗ + α¯β∗. We next have h(α) ≥ , and thus, α ∈ [α∗, 1/2]
where α∗ ∈ [0, 1/2] is such that h(α∗) = . Hence, after solving the minimization over all (α, β), one
ends up with
p∗ ≥ min
α,β
(αβ¯ + α¯β) = α∗β¯∗ + α¯∗β∗.
Since for any α, β ∈ (0, 1/2] we have h(αβ¯ + α¯β) > h(α), we find that h(p∗) > , which results in a
strictly better bound than h(p) ≥  that one gets from the trivial upper bound.
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Figure 5: Channel simulation over the Broadcast channel p(y˜, z˜|x˜).
3.3 Broadcast channel simulation
Consider the problem of simulating memoryless copies of the channel p(y, z|x) given memoryless copies
of p(y˜, z˜|x˜) as depicted in Fig. 5. In this setting, the input terminal observes i.i.d. copies of a source X
(taking values in finite sets X and having joint pmf p(x)). The three terminals are provided with a shared
randomness at rate R, denoted by random variable ω, which is uniformly distributed over [1 : 2nR] and
is independent of Xn. An (n,R) code consists of
• An (stochastic) encoder with conditional pmf’s qenc(x˜n|xn, ω),
• Two (stochastic) decoders with conditional pmf’s qdec1(yn|y˜n, ω) and qdec1(zn|z˜n, ω).
Thus, the joint distribution induced by the code is as follows:
q(xˆn, yˆn, zˆn, yn, zn|ω, xn) = qenc(x˜n|xn, ω)(
n∏
i=1
p(y˜i, z˜i|x˜i)
)
qdec1(yn|y˜n, ω)qdec2(zn|z˜n, ω). (13)
Definition 3. An input distribution-channel pair
(
p(x), p(y, z|x)) is said to be in the admissible region of
the channel-rate triple
(
p(y˜, z˜|x˜), R) if one can find a sequence of (n,R) simulation codes whose induced
joint distributions have marginal distributions q(xn, yn, zn) that satisfy
lim
n→∞
∥∥∥q(xn, yn, zn)− n∏
i=1
p(xi, yi, zi)
∥∥∥
1
= 0.
We can now state our achievability bound for the broadcast channel simulation problem.
Theorem 9 (Inner Bound).
(
p(x), p(y, z|x)) is in the admissible region of the channel-rate pair (p(y˜, z˜|x˜), R)
if there exist p(u, v, w, x˜|x), p(y|y˜, u, w) and p(z|z˜, v, w) such that (X,U, V,W, X˜, Y˜ , Z˜, Y, Z) is distributed
according to
p(x, u, v, w, x˜, y˜, z˜, y, z) = p(x)p(u, v, w, x˜|x)p(y˜, z˜|x˜)p(y|y˜, u, w)p(z|z˜, v, w),
that has the given marginal p(x, y, z), and satisfies
I(WU ; Y˜ ) > I(UW ;X),
R+ I(WU ; Y˜ ) > I(UW ;XY Z),
I(WV ; Z˜) > I(WV ;X),
R+ I(WV ; Z˜) > I(WV ;XY Z),
I(WU ; Y˜ ) + I(WV ; Z˜) > I(UW ;X) + I(WV ;X) + I(U ;V |WX),
2R+ I(UW ; Y˜ ) + I(VW ; Z˜) > I(UW ;XY Z) + I(VW ;XY Z)
+ I(U ;V |WXY Z),
10
min{I(W ; Y˜ ), I(W ; Z˜)}+ I(U ; Y˜ |W ) + I(V ; Z˜|W ) > I(W ;X) + I(U ;X|W ) + I(V ;X|W )
+ I(U ;V |WX),
R+ min{I(W ; Y˜ ), I(W ; Z˜)}+ I(U ; Y˜ |W ) + I(V ; Z˜|W ) > I(W ;XY Z) + I(U ;XY Z|W )
+ I(V ;XY Z|W ) + I(U ;V |WXY Z),
R+ I(W ;Y Z|X) + I(UW ; Y˜ ) + I(VW ; Z˜) > I(UW ;XY Z) + I(VW ;XY Z)
+ I(U ;V |WXY Z). (14)
4 Exact channel simulation
Recall that we say a channel p(y|x) can be simulated exactly with a channel p(y˜|x˜) if there are n,
encoding map qenc(x˜n|xn, ω), and decoding map qdec(yn|y˜n, ω) such that the induced distribution given
by (3) satisfies
q(yn|xn) =
n∏
i=1
p(yi|xi). (15)
In this section we state our results about the channel simulation problem in the exact model.
Theorem 10. A channel p(y|x) can be simulated from p(y˜|x˜) in the exact model with infinite shared
randomness only if for any α > 0 we have
Cα(p(y|x)) ≤ Cα(p(y˜|x˜)),
Diamα(p(y|x)) ≤ Diamα(p(y˜|x˜)),
where Cα denotes the α-capacity defined in (1), and
Diamα(p(y|x)) , max
p(x),q(x)
Dα(p(y)‖q(y)).
Remark 2. To the best of our knowledge, we define the notion of channel diameter Diamα(p(y|x)) for
the first time.
Theorem 10 implies that the exact simulation of p(y|x) with a noiseless link of rate R with infinite shared
randomness is possible only if C∞(p(y|x)) ≤ R. In fact, as shown in [8] (see [6] for a discussion),
C∞(p(y|x)) ≤ R is a sufficient and necessary condition for exact simulation of p(y|x) with a noiseless
link of rate R.
Remark 3. As it becomes clear from the proof of Theorem 10, any function Φ(p(y|x)) that satisfies
additivity and data processing properties, namely,
Φ
( n∏
i=1
p(yi|xi)
)
= nΦ
(
p(y|x))
and
Φ(p(y|x)) ≥ Φ(p(z|x)), if p(z|x) =
∑
y
p(y|x)p(z|y)
can be used instead of Cα and Diamα above to write an infeasibility result when there is no shared ran-
domness. Furthermore, if Φ(p(y|x)) is quasi-convex in p(y|x), one can claim the infeasibility result even
when there is infinite shared randomness. The above particular choices of Φ(p(y|x)) as Cα and Diamα
are shown later to be particularly useful in finding tight bounds for a few examples we consider. But it is
possible to find other choices for Φ(p(y|x)): for instance, Ep(y|x)(R), the reliability function of p(y|x) at
a given rate R satisfies the additivity and data processing inequalities by definition, and is quasi-convex
since shared randomness does not increase the optimal error exponent.
Using the above theorem, we show that the degradation strategy of Fig. 1 is optimal in the exact
model for simulating a BSC channel from a BEC channel (for any amount of shared randomness).
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Figure 6: A BIBO channel p(y|x) with parameters (r, s).
Figure 7: The inner bound (union of two parallelogram) and outer bound (convex polygon) for exact channel simulation of BIBO
channel from another BIBO channel when there is no shared randomness. The convex polygon bound is the simulation region when
there is infinite shared randomness.
Theorem 11. For any amount of shared randomness, the BSC(p) channel with parameter p ∈ [0, 1/2]
can be exactly simulated from the BEC() if and only if p ≥ /2. In particular, shared randomness is not
helpful in this exact simulation problem.
A channel is called binary-input binary-output (BIBO) if both the input and the output of the
channel are a single bit. A BIBO channel can be characterized with two parameters r = pY |X(0|0) and
s = pY |X(0|1) as depicted in Fig. 6. The following theorem studies BIBO channels that can be exactly
simulated from another BIBO channel.
Theorem 12. Depending on whether we have shared randomness or not, we have
• (Infinite shared randomness): A channel with parameters (r, s) can be simulated exactly from a
channel with parameters (r′, s′) if and only if (r, s) is in the convex polygon with six vertices
(0, 0), (1, 1), (r′, s′), (s′, r′), (s¯′, r¯′), and (r¯′, s¯′) where s¯′ = 1− s′ and r¯′ = 1− r′ (see Fig. 7).
• (No shared randomness): A BIBO channel with parameters (r, s) can be simulated from another
BIBO channel with parameters (r′, s′) in the exact model if (r, s) is in the union of two parallelogram
with vertices (0, 0), (r′, s′), (r¯′, s¯′), (1, 1) and (0, 0), (s′, r′), (s¯′, r¯′), (1, 1) (see Fig. 7). Conversely, if
a channel with parameters (r, s) can be simulated exactly from a channel with parameters (r′, s′),
then (r, s) has to be in the convex polygon with six vertices (0, 0), (1, 1), (r′, s′), (s′, r′), (s¯′, r¯′), and
(r¯′, s¯′) depicted in Fig. 7. In other words, the outer bound is the convex hull of the given achievable
inner bound.
5 Proofs
This section is devoted to the proofs of the results stated in the previous two sections.
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5.1 Point to point channel: inner bound
Proof of Theorem 4. We apply the OSRB technique of [9] to prove the theorem. Our proof consists of
three parts. In the first part we introduce two protocols, A and B, each of which induces a pmf on a
certain set of random variables. Protocol A has the desired i.i.d. property on Xn and Y n, but leads to no
concrete coding algorithm. However, Protocol B is suitable for construction of a code, with one exception:
Protocol B is assisted with an extra common randomness that does not really exist in the model. In
the second part of the proof we find conditions on R implying that two certain induced distributions are
almost identical. In the third part of the proof, we eliminate the extra common randomness given to
Protocol B without significantly disturbing the pmf induced on the desired random variables (Xn, Y n).
This makes Protocol B useful for code construction.
Part (1): We define two protocols each of which induces a joint pmf on random variables of the corre-
sponding protocol.
Protocol A [Not useful for coding]. Let (Un, Xn, X˜n, Y˜ n, Y n) be n i.i.d. copies of the joint pmf p(u, x, x˜, y˜, y).
Consider the following construction:
• To each un ∈ Un assign two random bin indices g ∈ [1 : 2nR˜] and ω ∈ [1 : 2nR].
• Consider a Slepian-Wolf decoder for estimating uˆn from (ω, g, y˜n). Here we are considering y˜n as
side information and ω, g as the random bins of the source un that we want to decode.
The rate constraints on R, R˜ for the success of this decoder will be imposed later, although this
decoder can be conceived even when there is no guarantee of successful decoding. We denoted the
random pmf induced by the random binning and the Slepian-Wolf decoder by Q and Qsw, respectively.
We then obtain the following joint distribution:
Q(xn, un, uˆn, x˜n, y˜n, yn, g, ω) = p(xn)p(un, x˜n|xn)p(y˜n|x˜n)
×Q(g, ω|un)Qsw(uˆn|g, w, y˜n)p(yn|y˜n, un)
= p(xn)Q(g, ω|xn)Q(un, x˜n|xn, g, ω)p(y˜n|x˜n)
×Qsw(uˆn|g, w, y˜n)p(yn|y˜n, un). (16)
Note that we have used capital Q for random pmf’s in the above equation.
Protocol B [Useful for coding after removing an extra common randomness]. In this protocol we assume
that Alice and Bob have access to the common randomness ω and an extra common randomness G,
where G is mutually independent of Xn and ω. We assume that G is distributed uniformly over the set
[1 : 2nR˜]. Now we use the following protocol:
• First, Alice having (g, ω, xn) generates un according to the pmf Q(un, x˜n|g, ω, xn) of Protocol A,
and sends x˜n over the channel to Bob. Then Bob receives y˜n. Having (g, ω, y˜n), Bob uses the
Slepian-Wolf decoder of protocol A to generate uˆn as a estimation of un.
• Having (uˆn, y˜n), Bob generates Y n according to p(yn|y˜n, uˆn) = ∏ni=1 pY |Y˜ U (yi|y˜i, uˆi).
The random pmf induced by the protocol, denoted by Qˆ, is equal to
Qˆ(xn, un, uˆn, x˜n, y˜n, yn, g, ω) = pu(ω)pu(g)p(xn)Q(un, x˜n|g, ω, xn)p(y˜n|x˜n)
×Qsw(uˆn|ω, g, y˜n)p(yn|y˜n, uˆn), (17)
where pu denotes the uniform distribution.
Part (2): In this part we put sufficient conditions under which the induced distributions Q and Qˆ given
by (16) and (17) are approximately the same. The first step is to observe that g and ω are the bin indices
of un. Substituting T = 2, X1 ← U , X2 ← U , Z ← X, b1 ← g and b2 ← ω in Theorem 1 of [9], implies
that if
R+ R˜ < H(U |X), (18)
13
then there exists (n)0 → 0 such that
E‖Q(g, ω|xn)− pu(ω)pu(g)‖1 ≤ (n)0 .
Observe that pu(ω)pu(g) = Qˆ(g, ω). This implies that the joint pmf of all random variables, excluding
yn, of the two protocols are close in total variation distance, i.e,
E‖Qˆ(xn, un, uˆn, x˜n, y˜n, g, ω)−Q(xn, un, uˆn, x˜n, y˜n, g, ω)‖1 ≤ (n)0 . (19)
To ensure the above equation with yn included, we begin by investigating conditions that make the
Slepian-Wolf decoder of Protocol A succeed with high probability. By the Slepian-Wolf theorem as long
as
R+ R˜ > H(U |Y˜ ) (20)
holds, we have
Q(xn, un, uˆn, x˜n, y˜n, g, ω)

(n)
1≈ Q(xn, un, x˜n, y˜n, g, ω)1{uˆn = un}. (21)
for some vanishing sequence (n)1 . Then using equations (19) and (21) we can apply Lemma 3 of [9] to
write
Qˆ(xn, un, uˆn, x˜n, y˜n, g, ω)

(n)
0 +
(n)
1≈ Q(xn, un, x˜n, y˜n, g, ω)1{uˆn = un}. (22)
Moreover, the third part of Lemma 3 of [9] implies that
Qˆ(xn, un, uˆn, x˜n, y˜n, g, ω)p(yn|uˆn, y˜n) 
(n)
0 +
(n)
1≈ Q(xn, un, x˜n, y˜n, g, ω)1{uˆn = un}p(yn|uˆn, y˜n)
= Q(xn, un, x˜n, y˜n, g, ω)1{uˆn = un}p(yn|un, y˜n)
= Q(xn, un, x˜n, y˜n, g, ω)p(yn|un, y˜n)1{uˆn = un}
= Q(xn, un, x˜n, y˜n, yn, g, ω)1{uˆn = un}.
Then, by part 1 (second item) of Lemma 3 of [9] we have Qˆ(g, xn, yn)

(n)
0 +
(n)
1≈ Q(g, xn, yn). Note, in
particular, that the marginal pmf on (Xn, Y n) of Q is equal to p(xn, yn) implying that Qˆ(xn, yn) is
within (n)0 + 
(n)
1 distance of p(x
n, yn).
To summarize, assuming (18) and (20), and having access to common randomness ω,G, Alice and
Bob can simulate the channel p(y|x) using the channel p(y˜|x˜) according to Protocol B. As discussed
above, with high probability uˆn generated by Bob would be equal to un, and the final pmf induced on
(Xn, Y n) would be close to the desired pmf p(xn, yn).
Part (3): In the above protocol we assumed that Alice and Bob have access to an extra randomness G
which is not present in the model. To eliminate this extra common randomness, we will fix a particular
instance g of G and show that the same protocol works even if we fix G = g. To prove this note that by
letting G = g, the induced pmf Qˆ(xn, yn) changes to the conditional pmf Qˆ(xn, yn|g). But if G is almost
independent of (Xn, Y n), the conditional pmf Qˆ(xn, yn|g) would be close to the desired distribution as
well. To obtain the independence, we again use Theorem 1 of [9]. Substituting T = 1, X1 ← U and
Z ← XY in Theorem 1 of [9], we find that if
R˜ < H(U |XY ), (23)
then Q(xn, yn, g)

(n)
2≈ pu(g)p(xn, yn), for some vanishing (n)2 . Thus, by triangular inequality for total
variation distance, we have Qˆ(xn, yn, g)
(n)≈ pu(g)p(xn, yn), where (n) = ∑2i=0 (n)i . From the defini-
tion of total variation distance for random pmf’s, the average of the total variation distance between
qˆ(xn, yn, g) and pu(g)p(xn, yn) over all random binnings is small. Thus, there exists a fixed binning with
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the corresponding pmf qˆ such that qˆ(xn, yn, g)
(n)≈ pu(g)p(xn, yn). Next, Lemma 3 of [9] guarantees the
existence of an instance g such that pˆ(xn, yn|g) 2
(n)
≈ p(xn, yn). Then the extra shared randomness G can
be eliminated by fixing it to be G = g.
Finally, observe that the conditions of (6) are seen to be equivalent to (18), (20) and (23) after
eliminating R˜ using Fourier-Motzkin elimination.
Proof of Theorem 5. We would like to prove that to simulate a BSC channel with a non-uniform input
pmf from a BEC channel, we can do better than p = 2 (obtained by a degradation scheme). To be more
precise, let Bern(q) be the Bernoulli distribution with parameter q. We show that (Bern(q),BSC( t2 )) is
in the admissible region of (BEC(), 0) for any t ∈ (0, 1] such that
t
[
+ (1− )(1− h(q)) + h
( 
2
)]
− − h
(
t
2
)
≥ 0. (24)
Indeed if q 6= 1/2, this inequality strictly holds for t = 1. So for any q 6= 1/2, one can find t < 1 so
that this inequality is still valid. This would demonstrate the sub-optimality of a degradation scheme for
non-uniform input distributions.
We use Theorem 4 to prove the above claim. For this we need to specify the joint pmf of random
variables X,Y, U, X˜, Y˜ as follows:
• Let X to be distributed according to Bern(q).
• Assume that X˜ is uniform over {0, 1} and independent of X.
• Let W be Bern(t) and independent of (X, X˜).
• Define U as follows: let U = (W,K) where K = (X, X˜) if W = 0, and K = X + X˜( mod 2) if
W = 1.
• To specify p(y|y˜, u) we proceed as follows:
– If W = 0, we let Y = X; note that in this case X is a part of U .
– If W = 1, we look at Y˜ ; if it is the erasure flag, we choose Y uniformly at random. Otherwise,
Y˜ = X˜, so we may let Y = X˜ +K( mod 2) = X.
This procedure induces the following distribution on (X,Y ): X is chosen according to Bern(q); with
probability (1− t) + t(1− ) we have Y = X, and Y with probability t is chosen uniformly at random
(and independent of X). This is equivalent with the BSC(p) channel with Bern(q) input distribution
where
p =
t
2
.
We now need to verify (6) for R = 0, i.e., I(U ; Y˜ ) > I(U ;XY ) ≥ I(U ;X). We have
I(U ; Y˜ ) = (1− )I(U ; X˜) = (1− )[1− t+ t(1− h(q))].
Next,
I(U ;XY ) = I(WK;XY ) = I(W ;XY ) + I(K;XY |W ).
Moreover,
I(W ;XY ) = H(XY )−H(XY |W )
= H(XY )− (1− t)H(X)− tH(XY |W = 1)
= h(q) + h(p)− (1− t)h(q)− t · h(q)− t · h( 
2
)
= h(p)− t · h( 
2
)
= h(
t
2
)− t · h( 
2
),
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and
I(K;XY |W ) = (1− t)I(XX˜;XX) + tI(X + X˜;XY ) = 1− t,
where we use the fact that X˜ is independent of (X,Y ) if W = 1. Therefore,
I(U ; Y˜ )− I(U ;XY ) = (1− )[1− t+ t(1− h(q))]− h( t
2
) + t · h( 
2
)− 1 + t
= t
[
+ (1− )(1− h(q)) + h( 
2
)
]− − h( t
2
),
which is positive by assumption (24).
5.2 Point to point channel: outer bound
Proof of Theorem 6. Take an encoding map qenc(x˜n|xn, ω) and a decoding map qdec(yn|y˜n, ω) with the
induced distribution q(xn, yn, x˜n, y˜n, ω) as described in (3) such that∥∥∥q(xn, yn)− n∏
i=1
p(xi)p(yi|xi)
∥∥∥
1
≤ . (25)
We have the Markov chains
Xn → ωX˜n → ωY˜ n → Y n,
and
ω → X˜n → Y˜ n.
Moreover, ω is independent of Xn. Therefore, I(Xn;Y n|ω) ≤ I(X˜n; Y˜ n|ω). On the other hand,
I(Xn;Y n|ω) = I(Xn;Y nω) ≥ I(Xn;Y n), and I(X˜n; Y˜ n|ω) ≤ I(ωX˜n; Y˜ n) = I(X˜n; Y˜ n). As a result,
I(Xn;Y n) ≤ I(X˜n; Y˜ n).
To proceed let
f1 =
1
n
n∑
i=1
I(X[1:i−1]Y[1:i−1];XiYi).
Since by (25) the induced distribution on (Xn, Y n) by the code is almost i.i.d., f1 should be small.
Indeed, Lemma 2 below shows that f1 vanishes as  goes to zero. We can then write
n∑
i=1
I(Xi;Yi) =
n∑
i=1
H(Xi) +H(Yi)−H(Xi, Yi)
≤
n∑
i=1
H(Xi) +H(Yi)−H(Xi, Yi|X[1:i−1], Y[1:i−1])
=
n∑
i=1
H(Xi|X[1:i−1]) +H(Yi|Y[1:i−1])−H(Xi, Yi|X[1:i−1], Y[1:i−1]) + I(Xi;X[1:i−1]) + I(Yi;Y[1:i−1])
= H(Xn) +H(Y n)−H(Xn, Y n) +
n∑
i=1
I(Xi;X[1:i−1]) + I(Yi;Y[1:i−1])
≤ I(Xn;Y n) + 2nf1
≤ I(X˜n; Y˜ n) + 2nf1
≤
n∑
i=1
I(X˜i; Y˜i) + 2nf1, (26)
where in the last step we used the familiar expansion of mutual information for memoryless channels
used in the converse proof of a point-to-point channel.
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For X˜i, Y˜i, let U˜i be the random variable such that X˜i → U˜i → Y˜i forms a Markov chain and
βI(U˜i; X˜iY˜i)+γI(U˜i; X˜i)+θI(U˜i; Y˜i) reaches its minimum. Assume that U˜i is constructed to be condition-
ally independent of other variables given X˜i, Y˜i. Then, we obtain a random variable U˜n = (U˜1, U˜2, · · · , U˜n)
such that
X˜n → U˜n → Y˜ n,
forms a Markov chain, and that q(u˜n|x˜n) and q(y˜n|u˜n) are product channels. The joint pmf of all random
variables factorizes as
q(xn, ω, x˜n, u˜n, y˜n, yn) = p(xn)p(ω)qenc(x˜n|xn, ω)q(u˜n|x˜n)q(y˜n|u˜n)qdec(yn|y˜n, ω) (27)
= q(xn, ω, x˜n, u˜n)q(y˜n|u˜n)qdec(yn|y˜n, ω)
= q(xn, ω, x˜n, u˜n)q(yny˜n|u˜n, ω).
This shows that XnX˜n → U˜nω → Y˜ nY n forms a Markov chain. In particular, we conclude that
Xn → U˜nω → Y n,
forms a Markov chain.
Let Ui = (U˜n, ω). Then Xn → Ui → Y n, and hence Xi → Ui → Yi form Markov chains. Next, we
have
n∑
i=1
I(Ui;Xi, Yi) ≤
n∑
i=1
I(UiX[1:i−1]Y[1:i−1];Xi, Yi)
=
n∑
i=1
I(X[1:i−1]Y[1:i−1];Xi, Yi) +
n∑
i=1
I(Ui;Xi, Yi|X[1:i−1], Y[1:i−1])
= nf1 +
n∑
i=1
I(U˜n, ω;Xi, Yi|X[1:i−1], Y[1:i−1])
= nf1 + I(U˜
nω;Xn, Y n)
≤ nf1 +H(ω) + I(U˜n;Xn, Y n)
≤ nf1 +H(ω) + I(U˜n; X˜n, Y˜ n)
≤ nf1 + nR+H(U˜n)−H(U˜n|X˜n, Y˜ n)
≤ nf1 + nR+
n∑
i=1
H(U˜i)−H(U˜i|X˜n, Y˜ n, U˜[1:i−1])
= nf1 + nR+
n∑
i=1
H(U˜i)−H(U˜i|X˜i, Y˜i) (28)
= nf1 + nR+
n∑
i=1
I(U˜i; X˜i, Y˜i), (29)
where equation (28) follows from the fact that p(u˜n|x˜n, y˜n) = ∏ni=1 p(u˜i|x˜i, y˜i). This fact follows from
the factorization
p(x˜n, u˜n, y˜n) = p(x˜n)
n∏
i=1
p(u˜i, y˜i|x˜i).
Further, we have
n∑
i=1
I(Ui;Yi) ≤
n∑
i=1
I(Ui, Y[1:i−1];Yi)
=
n∑
i=1
I(Y[1:i−1];Yi) +
n∑
i=1
I(Ui;Yi|Y[1:i−1])
≤ nf1 +
n∑
i=1
I(U˜n, ω;Yi|Y[1:i−1])
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= nf1 + I(U˜
nω;Y n)
≤ nf1 + 2H(ω) + I(U˜n; Y˜ n) (30)
≤ nf1 + 2nR+H(Y˜ n)−H(Y˜ n|U˜n)
≤ nf1 + 2nR+
n∑
i=1
H(Y˜i)−H(Y˜i|U˜n, Y˜[1:i−1])
= nf1 + 2nR+
n∑
i=1
H(Y˜i)−H(Y˜i|U˜i) (31)
= nf1 + 2nR+
n∑
i=1
I(U˜i; Y˜i). (32)
where equation (30) holds because
I(U˜nω;Y n) ≤ H(ω) + I(U˜n;Y n|ω)
≤ H(ω) + I(U˜n; Y˜ nY n|ω)
= H(ω) + I(U˜n; Y˜ n|ω)
≤ 2H(ω) + I(U˜n; Y˜ n)
and equation (31) is due to the fact that p(y˜n|u˜n) = ∏ni=1 p(y˜i|u˜i). Following similar steps, using the fact
that p(u˜n|x˜n) = ∏ni=1 p(u˜i|x˜i) and
I(U˜nω;Xn) ≤ H(ω) + I(U˜n;Xn)
≤ H(ω) + I(U˜n; X˜nXn)
= H(ω) + I(U˜n; X˜n)
which holds because of equation (27), one can show that
n∑
i=1
I(Ui;Xi) ≤ nf1 + nR+
n∑
i=1
I(U˜i; X˜i). (33)
Let T be a random variable distributed uniformly over [1 : n] and independent of previously defined
random variables. Then, inequalities (26)-(33) can be equivalently written as
I(XT ;YT |T ) ≤ I(X˜T ; Y˜T |T ) + 2f1,
I(UT ;XTYT |T ) ≤ I(U˜T ; X˜T Y˜T |T ) +R+ f1,
I(UT ;XT |T ) ≤ I(U˜T ; X˜T |T ) +R+ f1,
I(UT ;YT |T ) ≤ I(U˜T ; Y˜T |T ) + 2R+ f1.
Let f2 = I(T ;XT , YT ). Observe that by Lemma 2 at the end of the proof, f2 vanishes as  converges to
zero.. Then the above set of equations imply that
I(XT ;YT ) ≤ I(X˜T ; Y˜T |T ) + 2f1 + f2,
I(UT ;XT , YT ) ≤ I(U˜T ; X˜T Y˜T |T ) +R+ f1 + f2,
I(UT ;XT ) ≤ I(U˜T ; X˜T |T ) +R+ f1 + f2,
I(UT ;YT ) ≤ I(U˜T ; Y˜T |T ) + 2R+ f1 + f2.
Let X = XT and Y = YT , and note that X → UT → Y forms a Markov chain. Then by the above
inequalities for non-negative reals β, γ, and θ we have
I(X;Y )+ min
U :X−U−Y
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
]
≤ I(X˜T ; Y˜T |T ) +
[
βI(U˜T ; X˜T Y˜T |T ) + γI(U˜T ; X˜T |T ) + θI(U˜T ; Y˜T |T )
]
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+ (β + γ + 2θ)R+ f1 + (f1 + f2)(1 + β + γ + θ)
≤ max
t
(
I(X˜T ; Y˜T |T = t) +
[
βI(U˜T ; X˜T Y˜T |T = t) + γI(U˜T ; X˜T |T = t) + θI(U˜T ; Y˜T |T = t)
])
+ (β + γ + 2θ)R+ f1 + (f1 + f2)(1 + β + γ + θ)
= max
t
(
I(X˜t; Y˜t) +
[
βI(U˜t; X˜tY˜t) + γI(U˜t; X˜t) + θI(U˜t; Y˜t)
])
+ (β + γ + 2θ)R+ f1 + (f1 + f2)(1 + β + γ + θ)
= max
t
(
I(X˜t; Y˜t) + min
U˜ :X˜t−U˜−Y˜t
[
βI(U˜ ; X˜tY˜t) + γI(U˜ ; X˜t) + θI(U˜ ; Y˜t)
])
+ (β + γ + 2θ)R+ f1 + (f1 + f2)(1 + β + γ + θ)
≤ max
p(x˜)
[
I(X˜; Y˜ ) + min
U˜ :X˜−U˜−Y˜
[
βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ )
]]
+ (β + γ + 2θ)R+ f1 + (f1 + f2)(1 + β + γ + θ).
Recall that both f1 and f2 converge to zero as  goes to zero. Furthermore, by (25) the joint pmf
of (XT , YT ) converges to the desired pmf p(x)p(y|x) as  converges to zero. Therefore, to complete the
proof, it remains to show that the expression
I(X;Y ) + min
U :X−U−Y
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
]
is a continuous function of the joint distribution on (X,Y ). Equivalently, we need to show that the
function
g() = min
quxy
X−U−Y
q(xy)
≈p(xy)
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
]
,
for a fixed p(xy), satisfies lim→0 g() = g(0).
First, observe that g() is a decreasing function of ; in particular, g(0) ≥ g() for all  > 0. Thus,
the limit lim−→0 g() exists and is at most g(0). Second, for every  > 0, the minimization over U , can
be restricted to random variables U with cardinality bound |U| ≤ |X × Y|. Let p(x, y, u) be an optimal
point in the minimization. Since p(x, y, u) belongs to the compact set of the probability simplex on a
finite alphabet set, the set of optimal points has a limit point p∗(xyu). We then have
g(0) ≥ lim
→0
g() = βIp∗(U ;XY ) + γIp∗(U ;X) + θIp∗(U ;Y ).
Moreover, we have p∗(xy) = p(xy), and by the continuity of mutual information, X − U − Y holds for
the limit distribution p∗(xyu) as well. Now by definition we have
g(0) = min
U :X−U−Y
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
]
≤ βIp∗(U ;XY ) + γIp∗(U ;X) + θIp∗(U ;Y )
= lim
→0
g()
≤ g(0).
This completes the proof.
In the above proof we used the following lemma from [15].
Lemma 2 (Entropy and timing information of nearly i.i.d. sequences [15]). For any discrete random
variables Wn whose pmf satisfies ∥∥∥p(wn)− n∏
t=1
pˆt(wt)
∥∥∥
1
<  <
1
4
,
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for some pˆ1(w), . . . , pˆn(w), we have
n∑
t=1
I(Wt;W
t−1) ≤ 4n(log |W|+ log 1

).
Moreover, for any random variable T ∈ {1, · · · , n} independent of Wn,
I(WT ;T ) ≤ 4n(log |W|+ log 1

).
5.2.1 Equivalent characterization for symmetric channels
Proof of Theorem 7. We claim that, for a symmetric channel, the maximum on the right hand side of (8)
is achieved at the uniform distribution pu(x˜). We prove this for binary input channels, and the proof for
general channels is done in a similar way. More specifically, we show that if p = p(X˜ = 0) and we let
g(p) = I(X˜; Y˜ ) + min
U˜ :X˜−U˜−Y˜
[
βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ )
]
,
then g(p) is maximized at p = 12 . To show this, we first claim that g(p) = g(1 − p). Take some p(x˜y˜u˜)
such that p = p(X˜ = 0) and X˜ − U˜ − Y˜ . Let
X˜ ′ = 1− X˜, Y˜ ′ = piY (Y ), U˜ ′ = U˜ ,
where piY is the permutation corresponding to permutation piX(0) = 1, piX(1) = 0 such that
pY |X(piY (y)|piX(x)) = pY |X(y|x).
Clearly, all the mutual information terms remain the same for X˜ ′, U˜ ′, Y˜ ′, and by the symmetry of p(y˜|x˜),
the two channels X˜ → Y˜ and X˜ ′ → Y˜ ′ are the same. On the other hand, p(X˜1 = 0) = 1−p. This means
that, for every choice of U˜ in the minimization of g(p) there is a choice of U˜ in minimization of g(1− p)
that leads to the same answer. As a result, g(1− p) = g(p).
Let p(x˜y˜u˜) be the distribution with X˜ − U˜ − Y˜ , that achieves the minimum in g(1/2), i.e.,
g(1/2) = I(X˜; Y˜ ) + βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ ).
Now, fix the channel p(y˜u˜|x˜), and instead of the uniform distribution on X˜ put the distribution Bern(p)
on X˜. Denote the resulting distribution by qp(x˜y˜u˜). Then by definition we have
g(p) ≤ Iqp(X˜; Y˜ ) + βIqp(U˜ ; X˜Y˜ ) + γIqp(U˜ ; X˜) + θIqp(U˜ ; Y˜ ). (34)
We similarly have
g(1− p) ≤ Iq(1−p)(X˜; Y˜ ) + βIq(1−p)(U˜ ; X˜Y˜ ) + γIq(1−p)(U˜ ; X˜) + θIq(1−p)(U˜ ; Y˜ ). (35)
Observe that for a fixed p(u˜, y˜|x˜) the expression
I(X˜; Y˜ ) + βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ ),
is a concave function of p(x˜); this is because mutual information is concave in input distribution for
a fixed channel implying that the first, third and fourth term are concave; the third term is equal to
I(U˜ ; X˜Y˜ ) = I(U˜ ; X˜)+I(U˜ ; Y˜ |X˜) which is a concave term plus a linear term. Therefore, by (34) and (35)
and this concavity we obtain
g(p) =
1
2
(g(p) + g(1− p)) ≤ g(1
2
).
This proves our claim.
Now by Theorem 6 and the above claim, for any non-negative real numbers β, γ, and θ we have
I(X;Y )+ min
U :X−U−Y
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
] ≤
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I(X˜; Y˜ ) + min
U˜ :X˜−U˜−Y˜
[
βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ )
]
, (36)
in which p(x˜) is fixed to be the uniform distribution. Since this inequality holds for all β, γ and θ, we
find that I(X˜; Y˜ ) ≥ I(X;Y ) and further
min
U :X−U−Y
[
βI(U ;XY ) + γI(U ;X) + θI(U ;Y )
] ≤
min
U˜ :X˜−U˜−Y˜
[
βI(U˜ ; X˜Y˜ ) + γI(U˜ ; X˜) + θI(U˜ ; Y˜ )
]
.
Then by the definition of S(p(y|x), p(x)), the supporting hyperplane theorem would imply statement of
the theorem, i.e.,
S(p(y˜|x˜), p(x˜)) ⊆ S(p(y|x), p(x)),
if we show that S(p(y|x), p(x)) is a convex set.
Here we prove that S(p(y|x), p(x)) is convex. Corresponding to any two points in S(p(y|x), p(x)), one
can find two random variables U1, U2 such that X − U1 − Y and X − U2 − Y form Markov chains. Let
T be a uniform random variable on {1, 2} and independent of X,Y, U1, and U2. Let U = (T,UT ). We
clearly have I(X;Y |U) = 0 and further I(U ;XY ) = 12(I(U1;XY ) + I(U2;XY )) etc. Therefore, we can
use U to show that the average of the two original points belongs to S(p(y|x), p(x)).
5.3 Point-to-point channel: BEC vs BSC
Proof of Theorem 8. (i) In this part, we would like to compute S(BEC(), pu) with uniform input distri-
bution. Take some p(u|xy) such that X − U − Y , and assume without loss of generality that p(u) > 0
for all u ∈ U . Define U ′ as a function of U as follows:
U ′ =

0 if U = u and p(X = 0|U = u) = 1,
1 if U = u and p(X = 1|U = u) = 1,
e if U = u and p(X = 1|U = u) > 0, P (X = 0|U = u) > 0.
Then we claim thatX−U ′−Y forms a Markov chain. Observe that I(X;Y |U ′ = 0) = I(X;Y |U ′ = 1) = 0,
since X is deterministic if U ′ = 0 or U ′ = 1. Moreover, U ′ = e implies that Y = e is deterministic and
hence I(X;Y |U ′ = e) = 0; this is because if for instance p(Y = 0|U ′ = e) > 0, then
p(Y = 0|X = 1) ≥ p(U ′ = e|X = 1)p(Y = 0|U ′ = e) > 0,
which is a contradiction. Therefore, X − U ′ − Y forms a Markov chain.
Since U ′ is a function of U we have
I(U ′;XY ) ≤ I(U ;XY ),
I(U ′;X) ≤ I(U ;X),
I(U ′;Y ) ≤ I(U ;Y ).
Therefore, in the definition of S(BEC(), pu) without loss of generality we may assume that U has the
form of U ′ defined above. This form is depicted in Fig. 8. Here a, b, c, d ∈ [1− , 1] are arbitrary numbers
with  = 1− ac = 1− bd. With the latter equations U is indeed determined by the pair (a, b) since c and
d are computed in terms of a, b and .
We claim that for the uniform input distribution p(x) = pu(x) it suffices to consider the symmetric
case with a = b and c = d. Observe that p(x, y, u) is linear in terms of a and b, e.g.,
p(X = 0, Y = 0, U = 0) =
ac
2
=
1− 
2
,
P (X = 0, Y = e, U = 0) =
a(1− c)
2
=
a− ac
2
=
a− 1 + 
2
,
P (X = 0, Y = e, U = e) =
1− a
2
.
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Figure 8: The form of X → U → Y in the definition of S(BEC(), pu).
On the other hand I(U ;XY ) = H(XY ) −H(XY |U) is a convex function when we linearly change the
joint pmf of p(x, u, y) while fixing p(xy). Therefore, the value of I(U ;XY ) at (a+b2 ,
a+b
2 ) is less than or
equal to the average of its values at (a, b) and (b, a). Moreover, by symmetry, the value of I(U ;XY ) is the
same at (a, b) and (b, a). We conclude that I(U ;XY ) at (a+b2 ,
a+b
2 ) is not greater than this value at (a, b).
The same argument works for I(U ;X) and I(U ;Y ) as well. Therefore, the three terms I(U ;XY ), I(U ;X)
and I(U ;Y ) are simultaneously minimized when a = b, and then c = d.
Using the Markov chain condition X − U − Y we have
I(U ;XY ) = H(XY )−H(XY |U)
= H(XY )−H(X|U)−H(Y |U)
= H(XY )−H(X)−H(Y ) +H(X) +H(Y )−H(X|U)−H(Y |U)
= −I(X;Y ) + I(X;U) + I(Y ;U)
Then, for the BEC channel with parameter  we have
I(U ;XY ) = −1 + + I(X;U) + I(Y ;U).
Moreover, for a = b ≥ 1−  we have H(X|U) = 1− a, and H(Y |U) = ah(1−a ). Then
I(U ;XY ) = h() + a− ah(1− 
a
)
I(U ;X) = a
I(U ;Y ) = 1− + h()− ah(1− 
a
)
The result then follows by a straightforward computation.
(ii) We adapt the approach of Wyner to weighted sum calculations to prove our result. Take the channel
BSC(p) with uniform input distribution. Take some arbitrary auxiliary U such that X − U − Y . We
define two random variables as functions of U by
A = p(X = 0|U), B = p(Y = 0|U).
Then we have
H(X|U) = E[h(A)], H(Y |U) = E[h(B)].
Furthermore,
p(X = 0) = E[A], p(Y = 0) = E[B].
Also
p(X = 0, Y = 0|U) = p(X = 0|U)p(Y = 0|U) = AB,
and hence p(X = 0, Y = 0) = E[AB]. Therefore, we have
I(U ;XY ) = 1 + h(p)− E[h(A)]− E[h(B)], (37)
I(U ;X) = 1− E[h(A)], (38)
I(U ;Y ) = 1− E[h(B)]. (39)
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Figure 9: Concavity of fλ(p) with respect to 0.05 ≤ p ≤ 0.5 and for all 0 ≤ λ ≤ 1.
Here A,B are real-valued random variables satisfying:
A,B ∈ [0, 1],
E[A] = E[B] =
1
2
,
E[AB] =
1− p
2
.
By the above equations to compute S(BSC(), pu) we need to characterize the set⋃
A,B
{
(b1, b2) : b1 ≤ E[h(A)], b2 ≤ E[h(B)]
}
,
where we take union over all real-valued random variables A,B satisfying the above constraints. Equiv-
alently, for any λ ∈ [0, 1] we need to compute
maxλE[h(A)] + λ¯E[h(B)], (40)
over all A,B. We show that here the maximum occurs at two binary random variables A and B that
correspond to X → U and U → Y being BSC channels.
Let X → U be a BSC with parameter α, and let U → Y be another BSC with parameter β. We need
the induced channel X → Y be a BSC with parameter p ∈ [0, 1/2]. This is equivalent to
p = α ∗ β = αβ¯ + α¯β. (41)
For this special U we get
max
α,β
α∗β=p
λH(X|U) + λ¯H(Y |U) = max
α,β
α∗β=p
λh(α) + λ¯h(β).
We then make the following conjecture:
Conjecture 1. Let
fλ(p) = max
α,β
α∗β=p
λh(α) + λ¯h(β).
Then fλ(p) is a concave function of p for all λ, as plotted in Fig. 9.
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Using this conjecture, we show that the answer to the maximization (40) is also fλ(p) defined above.
From the definitions it is clear that fλ(p) is a lower bound on (40). To prove inequality in the other
direction, take A,B with the above conditions. Assume that (A,B) = (αi, βj) happens with probability
qij . We have
λE[h(A)] + λ¯E[h(B)] =
∑
i,j
qij [λh(αi) + λ¯h(βj)]
≤
∑
i,j
qijfλ(αiβ¯j + α¯iβj)
≤ fλ
(∑
i,j
qij(αiβ¯j + α¯iβj)
)
= fλ(E[A] + E[B]− 2E[AB])
= fλ(p).
Therefore, to compute (40) we may restrict to auxiliary U where X → U and U → Y are BSC channels
with parameters α and β respectively, with p = α ∗ β. In this case, using equations (37)-(39) we have
I(U ;XY ) = 1 + h(p)− h(α)− h(β),
I(U ;X) = 1− h(α),
I(U ;Y ) = 1− h(β).
These give the desired result.
5.4 Broadcast channel
Proof of Theorem 9. The structure of the proof of this theorem is similar to that of Theorem 4 and has
three parts.
Part (1): We define two protocols each of which induces a joint distribution on random variables that
will be used in the proof.
Protocol A [Not useful for coding]. Let (Wn, Un, V n, Xn, X˜n, Y˜ n, Z˜n, Y n, Zn) be n i.i.d. repetitions of
the joint pmf p(w, u, v, x, x˜, y˜, z˜, y, z). Consider the following construction:
• To each sequence wn ∈ Wn assign two random bin indices g0 ∈ [1 : 2nR˜0 ] and ω ∈ [1 : 2nR].
• To each pair of sequences (wn, un), assign a random bin index g1 ∈ [1 : 2nR˜1 ].
• To each pair of sequences (wn, vn), assign a random bin index g2 ∈ [1 : 2nR˜2 ].
• Consider two Slepian-Wolf decoders to estimate (wˆn1 , uˆn) and (wˆn2 , vˆn) from (ω, g1, y˜n) and (ω, g2, z˜n),
respectively. Here we are considering y˜n and z˜n as side information, and (ω, g1) and (ω, g2) as ran-
dom bins of the sources (wn, un) and (wn, vn) that we want to decode. Note that wˆn1 and wˆn2 are
reconstructions of wn by two different Slepian-Wolf decoders.
The constraints on the rates R, R˜0, R˜1 and R˜2 for the success of the decoders will be imposed later. The
random pmf induced by the random binning, denoted by Q, can be expressed as follows:
Q(xn, yn, zn, wn,un, vn, g[0:2], x˜
n, y˜n, z˜n, ω)
= p(xn)p(wn, un, vn, x˜n|xn)Q(g0, ω|wn)Q(g1|wn, un)
×Q(g2|wn, vn)p(y˜n, z˜n|x˜n)Qsw(wˆn1 , uˆn|g0, g1, y˜n, ω)
×Qsw(wˆn2 , vˆn|g0, g2, z˜n, ω)p(yn|wn, un, y˜n)p(zn|wn, vn, z˜n)
= p(xn)Q(wn, un, vn, x˜n, g[0:2], ω|xn)
× p(y˜n, z˜n|x˜n)Qsw(wˆn1 , uˆn|g0, g1, y˜n, ω)
24
×Qsw(wˆn2 , vˆn|g0, g2, z˜n, ω)p(yn|wn, un, y˜n)p(zn|wn, vn, z˜n)
= p(xn)Q(g[0:2], ω|xn)Q(wn, un, vn, x˜n|xn, g[0:2], ω)p(y˜n, z˜n|x˜n)
×Qsw(wˆn1 , uˆn|g0, g1, y˜n, ω)Qsw(wˆn2 , vˆn|g0, g2, z˜n, ω)
× p(yn|wn, un, y˜n)p(zn|wn, vn, z˜n).
Protocol B [Useful for coding after removing extra common randomnesses]. In this protocol we assume
that the sender and receivers have access to the extra common randomness (G0, G1, G2) where G0, G1, G2
are mutually independent ofXn and ω. It is further assumed thatG0, G1 andG2 are distributed uniformly
over the sets [1 : 2nR˜0 ], [1 : 2nR˜1 ] and [1 : 2nR˜2 ], respectively. Now we use the following protocol:
• First, the sender having (g[0:2], ω, xn) generates (wn, un, vn, x˜n) according to pmfQ(wn, un, vn, x˜n|xn,
g[0:2], ω) of Protocol A, and sends x˜n over the memoryless broadcast channel p(y˜n, z˜n|x˜n). The first
receiver gets y˜n and the second receiver gets z˜n from the channel. Having (g0, g1, ω, y˜n), the first
receiver uses the Slepian-Wolf decoder Qsw(wˆn1 , uˆn|ω, g0, g1, y˜n) to estimate (wn, un). Similarly, the
second receiver uses the Slepian-Wolf decoder Qsw(wˆn2 , vˆn|ω, g0, g2, z˜n) to obtain an estimate of
(wn, vn). Here wˆn1 and wˆn2 are first and second receiver’s estimate of wn respectively.
• Having (y˜n, uˆn, wˆn1 ), the first receiver generates yn using p(yn|y˜n, uˆn, wˆn1 ) =
∏n
i=1 p(yi|y˜i, uˆi, wˆ1i).
Similarly the second receiver generates zn according to p(zn|z˜n, vˆn, wˆn2 ) =
∏n
i=1 p(zi|z˜i, vˆi, wˆ2i).
The random pmf induced by the second protocol, denoted by Pˆ , is equal to
Qˆ(xn, yn, zn, wn, un,vn, wˆn[1:2], uˆ
n, vˆn, g[0:2], x˜
n, y˜n, z˜n, ω)
= pu(ω)pu(g[0:2])p(x
n)Q(wn, un, vn, x˜n|xn, g[0:2], ω)
× p(y˜n, z˜n|x˜n)Qsw(wˆn1 , uˆn|ω, g[0:1], y˜n)
×Qsw(wˆn2 , vˆn|ω, g0, g2, z˜n)p(yn|y˜n, uˆn, wˆn1 )p(zn|z˜n, vˆn, wˆn2 ).
Part (2): In this part we mention sufficient conditions under which the pmf’s Q and Qˆ induced by the
above protocols are approximately equal. The first step is to observe that g0, ω, g1 and g2 are bin indices
of wn, wn, wnun and wnvn, respectively. Substituting T = 4, X1 ←W,X2 ←W,X3 ←WU , X4 ←WV
and Z ← ∅ in Theorem 1 of [9], we find that if
R+ R˜0 < H(W |X),
R+ R˜0 + R˜1 < H(WU |X),
R+ R˜0 + R˜2 < H(WV |X),
R+ R˜0 + R˜1 + R˜2 < H(WUV |X), (42)
then there exists (n)0 → 0 such that Q(g[0:2], ω|xn)

(n)
0≈ pu(ω)pu(g[0:2]) = Qˆ(g[0:2], ω). This implies that
Qˆ(xn, wn, un, vn, wˆn1 , uˆ
n, wˆn2 , vˆ
n, g[0:2], x˜
n, y˜n, z˜n, ω)

(n)
0≈ Q(xn, wn, un, vn, uˆn, wˆn1 , vˆn, wˆn2 , g[0:2], x˜n, y˜n, z˜n, ω).
(43)
Note that we have not yet included yn and zn in the above pmf’s.
The next step is to find the conditions under which the Slepian-Wolf decoders of Protocol A work
well with high probability. By the Slepian-Wolf theorem we need
R˜0 + R˜1 +R > H(WU |Y˜ ),
R˜1 > H(U |WY˜ ),
R˜0 + R˜2 +R > H(WV |Z˜),
R˜2 > H(V |WZ˜). (44)
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Then for an asymptotically vanishing sequence (n)1 , we have
Q(xn,wn, un, vn, g[0:2], x˜
n, y˜n, z˜n, ω, wˆn1 , uˆ
n, wˆn2 , vˆ
n)

(n)
1≈ Q(xn, wn, un, vn, g[1:2], x˜n, y˜n, z˜n, ω)1{wˆn1 = wˆn2 = wn, uˆn = un, vˆn = vn}. (45)
Using (43) and (45) and Lemma 3 of [9] we have
Qˆ(xn,wn, un, wˆn1 , v
n, uˆn, wˆn2 , vˆ
n, g[0:2], x˜
n, y˜n, z˜n, ω)

(n)
0 +
(n)
1≈ Q(xn, un, vn, wn, g[0:2], x˜n, y˜n, z˜n, ω)1{wˆn1 = wˆn2 = wn, uˆn = un, vˆn = vn}. (46)
Moreover, the third part of Lemma 3 of [9] implies that
Qˆ(xn, wn,un, vn, wˆn1 , wˆ
n
2 , uˆ
n, vˆn, g[0:2], x˜
n, y˜n, z˜n, ω)p(zn|z˜n, vˆn, wˆn2 )p(yn|y˜n, uˆn, wˆn1 )

(n)
0 +
(n)
1≈ Q(xn, un, wn, vn, g[0:2], x˜n, y˜n, z˜n, ω)1{wˆn1 = wˆn2 = wn, uˆn = un, vˆn = vn}
× p(zn|z˜n, wˆn2 , vˆn)p(yn|y˜n, wˆn1 , uˆn)
= Q(xn, un, wn, vn, g[0:2], x˜
n, y˜n, z˜n, ω)1{wˆn1 = wˆn2 = wn, uˆn = un, vˆn = vn}
× p(zn|z˜nwnvn)p(yn|y˜nwnun). (47)
Therefore,
Qˆ(xn, yn, zn, wn, un, wˆn1 , v
n, wˆn2 , uˆ
n, vˆn, g[0:2], x˜
n, y˜n, z˜n, ω)

(n)
0 +
(n)
1≈
Q(xn, yn, zn, wn, un, vn, g[0:2], x˜
n, y˜n, z˜n, ω)1{wˆn1 = wˆn2 = wn, uˆn = un, vˆn = vn}. (48)
Finally, using the second item in part 1 of Lemma 3 of [9] we conclude that
Qˆ(g[0:2], x
n, yn, zn)

(n)
0 +
(n)
1≈ Q(g[0:2], xn, yn, zn). (49)
In particular, the marginal pmf of (Xn, Y n, Zn) of the right hand side of this expression is equal to
p(xn, yn, zn), which is the desired distribution.
Part(3): In the above protocol we assumed that the sender and receivers have access to external random-
nesses G[0:2] which are not present in the model. To eliminate these extra common randomnesses, we will
fix particular instances g[0:2] of G[0:2] and show that the same protocol works even if we fix G[0:2] = g[0:2].
To prove this note that by letting G[0:2] = g[0:2], the induced pmf Qˆ(xn, yn, zn) changes to the condi-
tional pmf Qˆ(xn, yn, zn|g[0:2]). But if G[0:2] is almost independent of (Xn, Y n, Zn), the conditional pmf
Qˆ(xn, yn, zn|g[0:2]) would be close to the desired distribution as well. To obtain the independence, we
again use Theorem 1 of [9]. Substituting T = 3, X1 ← W , X2 ← WU , X3 ← WV , and Z ← XY Z in
Theorem 1 of [9], we find that if
R˜0 < H(W |XY Z),
R˜0 + R˜1 < H(WU |XY Z),
R˜0 + R˜2 < H(WV |XY Z),
R˜0 + R˜1 + R˜2 < H(WUV |XY Z), (50)
then Q(xn, yn, zn, g[0:2])

(n)
2≈ pu(g[0:2])p(xn, yn, zn), for some asymptotically vanishing (n)2 . Thus, by
triangular inequality for total variation, we have Qˆ(xn, yn, zn, g[0:2])
(n)≈ pU (g[0:2])p(xn, yn, zn), where
(n) =
∑2
i=0 
(n)
i . From the definition of total variation distance random pmf’s, the average of the
total variation distance between qˆ(xn, yn, zn, g[0:2]) and pu(g[0:2])p(xn, yn, zn) over all random binning is
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small. Thus, there exists a fixed binning with the corresponding pmf qˆ such that qˆ(xn, yn, zn, g[0:2])
(n)≈
pu(g[0:2])p(x
n, yn, zn). Next, Lemma 3 of [9] guarantees the existance of an instance g[0:2] such that
qˆ(xn, yn, zn|g[0:2])
2(n)≈ p(xn, yn, zn).
Then the extra shared randomness G[0:2] can be eliminated by fixing it to be G[0:2] = g[0:2].
Finally, observe that the rate region in the theorem is seen to be equivalent to that given by equa-
tions (42), (44) and (50) after eliminating R˜0, R˜1, R˜2 using Fourier-Motzkin elimination.
5.5 An infeasibility result for exact channel simulation
Proof of Theorem 10. Let Φ be a function that takes in an arbitrary discrete channel and returns a real
number. Assume that Φ(p(y|x)) that satisfies additivity and data processing properties, namely,
Φ
( n∏
i=1
p(yi|xi)
)
= nΦ
(
p(y|x))
and
Φ(p(y|x)) ≥ Φ(p(b|a)), if p(b|a) =
∑
x,y
p(b|y)p(y|x)p(x|a) for some p(x|a) and p(b|y).
We claim that if p(y|x) can be exactly simulated from p(y˜|x˜) with no shared randomness, we have
Φ(p(y|x)) ≥ Φ(p(y˜|x˜)). To show this assume that there is n and encoding and decoding maps which
result in a joint pmf q(xn, yn, x˜n, y˜n) such that (15) holds. We then have
nΦ(p(y|x)) = Φ(p(yn|xn)) (51)
≥ Φ(p(y˜n|x˜n)) (52)
= nΦ(p(y˜|x˜)), (53)
where (51) and (53) follow from the additivity of Φ for product channels, and (52) follows from the data
processing property of Φ.
Next, assume that Φ(p(y|x)) is also quasi-convex in p(y|x). We claim that if p(y|x) can be exactly
simulated from p(y˜|x˜) with infinite shared randomness, we have Φ(p(y|x)) ≥ Φ(p(y˜|x˜)). Assume that
there is n and encoding and decoding maps which result in a joint pmf q(xn, yn, x˜n, y˜n, ω) such that (15)
holds. Since p(yn|xn) = ∑ω p(yn|xn, ω), by quasi-convexity of Φ, there is some choice for ω = ω∗ such
that
Φ(p(yn|xn)) ≥ Φ(p(yn|xn, ω∗)).
Then, using the fact that p(y˜n|x˜n, ω∗) = p(y˜n|x˜n), we can similarly write
nΦ(p(y|x)) = Φ(p(yn|xn)) ≥ Φ(p(yn|xn, ω∗)) ≥ Φ(p(y˜n|x˜n)) = nΦ(p(y˜|x˜)). (54)
Note that Φ(p(y|x)) = Cα(p(y|x)) satisfies the additivity by Theorem 1, data processing by Theorem 2
and quasi-convexity by Lemma 1. This concludes the proof for capacity of order α.
It remains to show that Φ(p(y|x)) = Diamα(p(y|x)) satisfies the additivity, data processing and
quasi-convexity properties:
Data processing: If p(z|x) = ∑y p(y|x)p(z|y), then by the data processing property of α-Rényi divergence
we have
Diamα(p(y|x)) = max
p(x),q(x)
Dα(p(y)‖q(y)) ≥ max
p(x),q(x)
Dα(p(z)‖q(z)) = Diamα(p(z|x)).
If p(y|w) = ∑x p(x|w)p(y|x), then any p(w) and q(w) correspond to some p(x) and q(x). Therefore,
Diamα(p(y|w)) = max
p(w),q(w)
Dα(p(y)‖q(y)) ≤ max
p(x),q(x)
Dα(p(y)‖q(y)) = Diamα(p(y|x)).
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Additivity: First, observe that by the quasi-convexity of Dα in its arguments (see e.g., [17]), we have
Diamα(p(y|x)) = max
p(x),q(x)
Dα(p(y)‖q(y))
= max
x1,x2
Dα
(
p(y|x1)
∥∥p(y|x2)). (55)
Therefore,
Diamα(p(y
n|xn)) = max
xn1 ,x
n
2
Dα
(
p(yn|xn1 )
∥∥p(yn|xn2 ))
= max
xn1 ,x
n
2
n∑
i=1
Dα
(
p(yi|x1i)
∥∥p(yi|x2i)) (56)
= n ·max
x1,x2
Dα
(
p(y|x1)
∥∥p(y|x2))
= n · Diamα(p(y|x)),
where in (56) we use the fact that p(yn|xn1 ) =
∏n
i=1 p(yi|x1i) and similarly for p(yn|xn2 ).
Quasi-convexity: This follows from the quasi-convexity of Dα in its arguments (see e.g., [17]). If p(y|x) =∑
w p(y|x,w)p(w), then for every x1, x2, we have
Dα
(
p(y|x1)
∥∥p(y|x2)) ≤ max
w
Dα
(
p(y|x1, w)
∥∥p(y|x2, w)).
Hence, characterization of channel diameter in (55), we have
max
x1,x2
Dα
(
p(y|x1)
∥∥p(y|x2)) ≤ max
w
max
x1,x2
Dα
(
p(y|x1, w)
∥∥p(y|x2, w)).
5.6 Exact simulation of a BSC channel from a BEC channel
Proof of Theorem 11. By Theorem 10, BSC(p) can be exactly simulated from BEC() with infinite shared
randomness only if
C∞(BEC()) ≥ C∞(BSC(p)).
Using equation (2), it is easy to verify that C∞(BEC()) = log(2− ) and
C∞(BSC(p)) = log(2 max{p, p¯}).
Thus, we should have 2 max(p, p¯) ≤ 2− . Since p ∈ [0, 1/2], we get 2(1− p) ≤ 2− , or p ≥ /2. On the
other hand, a degradation strategy shows that any p ≥ /2 is achievable (without any need for shared
randomness). This completes the proof.
5.7 Exact simulation of a BIBO channel from a BIBO channel
Proof of Theorem 12. Acheivability: We first show that any point (r, s) inside any of the two parallelo-
grams is achievable. The parallelogram with vertices {(r, s), (r¯, s¯), (0, 0), (1, 1)} is achievable as follows:
fix X˜ = X. Then there are decoder strategies for achieving any of these four vertices of the parallel-
ogram if we use Y = Y˜ , Y = 1 − Y˜ , Y = 0 and Y = 1. The whole parallelogram is achievable by
time-sharing between these vertices using private randomness at the decoder. The parallelogram with
vertices {(s, r), (s¯, r¯), (0, 0), (1, 1)} is achievable in a similar way if we fix X˜ = 1−X instead.
Thus, if shared randomness is not available, the union of the two parallelograms is achievable. If
shared randomness is available, the convex hull of the region, which is the convex polygon is achievable.
Converse: It suffices to prove the converse for the case of infinite shared randomness. It is clear that
the simulation region when there is no shared randomness cannot exceed that when shared randomness
exists.
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Figure 10: The boundary of the simulation region for the exact channel simulation of BIBO channel from another BIBO channel.
By (2) for a BIBO channel p(y|x) with parameters (r, s) we have
C∞(p(y|x)) = log(max{r, s}+ max{r¯, s¯})
= log (max{r + s¯, s+ r¯}) .
Thus, by Theorem 10, the possibility of simulation gives
max{r + s¯, s+ r¯} ≤ max{r′ + s¯′, s′ + r¯′},
or max{r − s, s− r} ≤ max{r′ − s′, s′ − r′}. Equivalently, we have
|r − s| ≤ |r′ − s′|. (57)
Similarly, using (55), for such a channel p(y|x) we have
Diam∞(p(y|x)) = max
x1,x2
D∞(p(y|x1)‖q(y|x2))
= max
{
D∞((r, r¯)‖(s, s¯)), D∞((s, s¯)‖(r, r¯))
}
= log max
{r
s
,
r¯
s¯
,
s
r
,
s¯
r¯
}
.
Therefore, again by Theorem 10, the possibility of channel simulation gives
max
{r
s
,
s
r
,
r¯
s¯
,
s¯
r¯
}
≤ max
{r′
s′
,
s′
r′
,
r¯′
s¯′
,
s¯′
r¯′
}
. (58)
Equations (57) and (58) imply that (r, s) is in the area depicted in Fig. 10 for the given pair (r′, s′). In
particular, equation (57) gives the two edges that are parallel to the line r = s, and equation (58) gives
the four side boundaries of the region (see Fig. 10). This completes the proof.
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