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A New Condition for the Uniform
Convergence of certain Trigonometric Series
S. P. Zhou1 and R. J. Le
ABSTRACT. The present paper proposes a new condition to replace
both the (O-regularly varying) quasimonotone condition and a certain
type of bounded variation condition, and shows the same conclusion
for the uniform convergence of certain trigonometric series still holds.
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§1. Introduction
The following classical result was established by Chaundy and Jolliffe [1]:
Theorem CJ. Suppose that {bn} is a non-increasing real sequence with
lim
n→∞
bn = 0. Then a necessary and sufficient condition for the uniform con-
vergence of the series
∞∑
n=1
bn sinnx (1)
is lim
n→∞
nbn = 0.
Recently, Leindler [2] considered to generalize the monotonicity condition
to a certain type of bounded variation condition and proved the following
Theorem L. Let b= {bn}
∞
n=1 be a nonnegative sequence satisfying limn→∞
bn =
0 and
∞∑
n=m
|bn − bn+1| ≤M(b)bm (2)
for some constant M(b) depending only upon b and m = 1, 2, · · ·. Then a
necessary and sufficient condition either for the uniform convergence of series
(1), or for the continuity of its sum function f(x), is that lim
n→∞
nbn = 0.
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On the other hand, we recall quasimonotonicity. A real sequence {bn}
∞
n=0
is said to be quasimonotone if, for some α ≥ 0, the sequence {bn/n
α} is non-
increasing. More generally, at least in the form, people can define O-regularly
varying quasimonotone condition.
For a sequence {cn}
∞
n=0, let
∆cn = cn − cn+1.
A non-decreasing positive sequence {R(n)}∞n=0 is said to be O-regularly vary-
ing if2
lim sup
n→∞
R(2n)
R(n)
<∞. (3)
A complex sequence {cn}
∞
n=0 is O-regularly varying quasimonotone in
complex sense if for some θ0 ∈ [0, π/2) and some O-regularly varying sequence
{R(n)} (condition (3)) the sequence
∆
cn
R(n)
∈ K(θ0) := {z : |argz| ≤ θ0}, n = 0, 1, · · · .
Evidently, if {cn} is a real sequence, then the O-regularly varying quasimono-
tone condition becomes
∆
cn
R(n)
≥ 0, n = 0, 1, · · · ,
which was used in [6] as a generalization of the regularly varying quasimono-
tone condition and, in particular, the quasimonotone condition.
The following theorem, which also generalizes the classical result of Chaundy
and Jolliffe [1], was proved in Nurcombe [4] in 1992:
Theorem N. If {bn} is positive and quasimonotone, then a necessary
and sufficient condition either for the uniform convergence of series (1), or
for the continuity of its sum function f(x), is that lim
n→∞
nbn = 0.
Theorem N was further generalized by Xie and Zhou [7] to
2In some papers, this requirement is written as that for some λ > 1,
lim sup
n→∞
R([λn])/R(n) <∞. It is just a pure decoration.
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Theorem XZ1. Let {cn}
∞
n=0 be a complex O-regularly varying quasi-
monotone sequence. Write
f(x) :=
∞∑
k=−∞
cke
ikx
at any point x where the series converges. Suppose
cn + c−n ∈ K(θ1), n = 1, 2, · · ·
for some θ1 ∈ [0, π/2). Then the necessary and sufficient conditions for
f ∈ C2pi and lim
n→∞
‖f − Sn(f)‖ = 0 are that
lim
n→∞
ncn = 0
and
∞∑
n=1
|cn + c−n| <∞.
As a special case, one has
Theorem XZ2. If {bn} is positive and O-regularly varying quasimono-
tone, then a necessary and sufficient condition either for the uniform con-
vergence of series (1), or for the continuity of its sum function f(x), is that
lim
n→∞
nbn = 0.
Since quasimonotonicity and condition (2) are not comparable (cf. [3,
Theorem 1]), one probably would consider to generalize condition (2) to
include both cases. For example, the condition,
∞∑
n=m
∣∣∣∣∣ bnR(n) −
bn+1
R(n+ 1)
∣∣∣∣∣ ≤M(b) bmR(m) (2′)
for a nonnegative null sequence and someO-regularly varying sequence {R(n)},
could be a right one if we still can keep the conclusion of Theorem L. How-
ever, after deliberate investigation, we surprisingly see that a condition (2∗)
(see the statement of Theorem 1 in the next section), a revision to condition
(2) suggested by Leindler, is the right generalization. Furthermore, we can
prove that, no matter the general form it looks like, any condition like (2′)
does imply this new condition (2∗) (see Section 3)
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Throughout the paper, M(c) denotes a positive constant depending only
upon c (which is independent of n and x ∈ [0, 2π]) not necessarily the same
at each occurrence.
§2. Main Result
Let C2pi be the space of all complex valued continuous functions f(x) of
period 2π with norm
‖f‖ = max
−∞<x<+∞
|f(x)|.
Given a trigonometric series
∑∞
k=−∞ cke
ikx := lim
n→∞
∑n
k=−n cke
ikx, write
f(x) =
∞∑
k=∞
cke
ikx
at any point x where the series converges. Denote its nth partial sum Sn(f, x)
by
∑n
k=−n cke
ikx.
Theorem 1. Let c = {cn}
∞
n=0 be a complex sequence satisfying
cn ± c−n ∈ K(θ0), n = 1, 2, · · · (4)
for some θ0 ∈ [0, π/2). If there is a natural number N0 such that
2m∑
n=m
|∆cn| ≤M(c) max
m≤n<m+N0
|cn| (2
∗)
holds for all m = 1, 2, · · ·, then the necessary and sufficient conditions for
f ∈ C2pi and lim
n→∞
‖f − Sn(f)‖ = 0 are that
lim
n→∞
ncn = 0 (5)
and
∞∑
n=1
|cn + c−n| <∞. (6)
Lemma 1 (Xie and Zhou [7, Lemma 2]). Let {cn} satisfy
cn + c−n ∈ K(θ0), n = 1, 2, · · ·
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for some θ0 ∈ [0, π/2). Then f ∈ C2pi implies that
∞∑
n=1
|cn + c−n| <∞.
Lemma 2. Let {cn} satisfy all conditions of Theorem 1. Then lim
n→∞
‖f−
Sn(f)‖ = 0 implies that
lim
n→∞
ncn = 0.
Proof. Fix n, assume
max
n+jN0≤k<n+(j+1)N0
|ck| = |ckj |, j = 0, 1, · · · , [n/N0]− 1,
n ≤ n+ jN0 ≤ kj < n + (j + 1)N0 ≤ 2n.
Write
S4n(f, x)− Sn(f, x) =
4n∑
k=n+1
(
cke
ikx + c−ke
−ikx
)
=
4n∑
k=n+1
ck(e
ikx − e−ikx) +
4n∑
k=n+1
(ck + c−k) e
−ikx.
Let x0 =
pi
8n
, we see that
M
4n∑
k=n+1
Reck ≤ 2
4n∑
k=n+1
Reck sin kx0 =
∣∣∣∣∣∣
4n∑
k=n+1
Reck(e
ikx0 − e−ikx0)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
4n∑
k=n+1
ck(e
ikx0 − e−ikx0)
∣∣∣∣∣∣ ≤ ‖S4n(f)− Sn(f)‖+
4n∑
k=n+1
|ck + c−k| . (7)
At the same time, it is straightforward to see that a+ b ∈ K(θ0) if a ∈ K(θ0)
and b ∈ K(θ0) for some θ0 ∈ [0, π/2]. Hence we note that condition (4)
implies that |cn| ≤ M(θ0)Recn for n ≥ 1. From condition (2
∗), we get for
0 ≤ j ≤ [n/N0]− 1,
|c2n| =
∣∣∣∣∣∣
2(n+jN0)−1∑
j=2n
∆cj + c2(n+jN0)
∣∣∣∣∣∣ ≤
2(n+jN0)−1∑
j=n+jN0
|∆cj|+ |c2(n+jN0)|
≤M(c)(|ckj |+ |c2(n+jN0)|) ≤M(c, θ0)(Reckj + Rec2(n+jN0)),
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therefore,
4n∑
k=n+1
Reck ≥M
−1(c, θ0)
n
N0
|c2n|.
Applying Lemma 1, with (7), we get lim
n→∞
nc2n = 0. The other case lim
n→∞
nc2n+1 =
0 can be treated similarly. Lemma 2 is proved.
The following lemma is a mild variant of a theorem in Paley [5] with
almost the same proof.
Lemma 3. Let f(x) =
∑∞
n=1 bn sin nx ∈ C2pi, and {bn} be a complex
sequence with bn ∈ K(θ0) for some θ0 ∈ [0, π/2) and all n = 1, 2, · · ·. Then
lim
n→∞
‖f − Sn(f)‖ = 0.
Proof of Theorem 1.
Necessity. Applying Lemmas 1 and 2 we have (5) and (6).
Sufficiency. It is not difficult to see that (with a similar argument to that
of (8)) under conditions (5), (6), {Sn(f, x)} is a Cauchy sequence for each x,
consequently it converges at each x. Now we need only to show that
lim
n→∞
∥∥∥∥∥
∞∑
k=n
(
cke
ikx + c−ke
−ikx
)∥∥∥∥∥ = 0 (8)
in this case. In view of conditions (5) and (6), for given ǫ > 0 we choose an
n0 > 0 such that for all n ≥ n0,
∞∑
k=n
|ck + c−k| < ǫ (9)
and
n |cn| < ǫ. (10)
Let n ≥ n0. Set
∞∑
k=n
(
cke
ikx + c−ke
−ikx
)
=
∞∑
k=n
(ck + c−k) e
−ikx + 2i
∞∑
k=n
ck sin kx
=: I1(x) + 2iI2(x).
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By (9),
|I1(x)| < ǫ.
Noting for x = 0 and x = π that
I2(x) = 0,
we may restrict x within (0, π) without loss of generality. Take N = [1/x]
and set3
I2(x) =
N−1∑
k=n
ck sin kx+
∞∑
k=N
ck sin kx =: J1(x) + J2(x).
Now
|J1(x)| ≤
N−1∑
k=n
|ck|| sin kx| ≤ x
N−1∑
k=n
k|ck| < x(N − 1)ǫ ≤ ǫ
follows immediately from (10) and N = [1/x]. By the following well-known
estimate
|Dn(x)| =
∣∣∣∣∣
n∑
k=1
sin kx
∣∣∣∣∣ ≤ πx,
and by Abel’s transformation and condition (2∗) (together with (10)),
|J2(x)| =
∣∣∣∣∣
∞∑
k=N
ck sin kx
∣∣∣∣∣ ≤
∞∑
k=N
|∆ck|Dk(x)|+ cN |DN−1(x)|
≤Mx−1
(
∞∑
k=N
|∆ck|+ |cN |
)
. (11)
Assume that there is a kj, 2
jN ≤ kj < 2
jN+N0, such that max
2jN≤k<2jN+N0
|ck| =
|ckj |. We calculate that
∞∑
k=N
|∆ck| =
∞∑
j=0
∑
2jN≤k<2j+1N
|∆ck| ≤M(c)
∞∑
j=0
|ckj |
=M(c)
∞∑
j=0
kj|ckj |k
−1
j ≤M(c)εN
−1
∞∑
j=0
2−j ≤M(c)εN−1. (12)
3When N ≤ n, the same argument as in estimating J2 can be applied to deal with
I2 =
∑
∞
k=n
ck sin kx directly.
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Altogether, combining (11) and (12) yields that |J2(x)| ≤M(c)ε, and there-
fore it follows that lim
n→∞
‖f − Sn(f)‖ = 0.
From Theorem 1, we have a corollary as follows.
Theorem 2. Let b= {bn}
∞
n=1 be a nonnegative sequence. If there is a
natural number N0 such that
2m∑
n=m
|bn − bn+1| ≤M(b) max
m≤n<m+N0
bm, m = 1, 2, · · · ,
then a necessary and sufficient condition either for the uniform convergence
of series (1), or for the continuity of its sum function f(x), is that lim
n→∞
nbn =
0.
Proof. By considering Theorem 1, we only need to show that if f ∈ C2pi,
then
lim
n→∞
‖f − Sn(f)‖ = 0
in this case, and we are done just by applying Lemma 3.
§3. Remark: Any quasimonotonicity implies condition
(2∗)!
Obviously, any lacunary trigonometric series satisfies neither condition (2)
nor any O-regularly varying quasimonotone condition. Theorem 2 is surely a
nontrivial generalization of Theorem L. A question is whether condition (2∗)
implies some type of quasimonotonicity or on the opposite? After deliberate
investigation, we are surprising to find, no matter the general form it looks
like, any condition even like (2′) (it is surely weaker than any quasimono-
tonicity!) does imply our new condition (2∗)! Therefore Theorem 2 is also
an essential generalization of Theorem XL1 as well as Theorem XL2.
Theorem 3. Let c = {cn}
∞
n=1 be any given complex sequence with
lim
n→∞
cn = 0 satisfying
∞∑
n=m
∣∣∣∣∣ cnR(n) −
cn+1
R(n + 1)
∣∣∣∣∣ ≤M(c) |cm|R(m) (2′′)
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for some O-regularly varying sequence {R(n)}. Then {cn} satisfies (2
∗).
Proof. Suppose that {cn} satisfies (2
′′). Write
ck
R(k)
−
ck+1
R(k + 1)
=
ck(R(k + 1)− R(k)) +R(k)(ck − ck+1)
R(k)R(k + 1)
,
then
ck − ck+1 = R(k + 1)
(
ck
R(k)
−
ck+1
R(k + 1)
)
−
ck
R(k)
(R(k + 1)− R(k)).
On the other hand, for k ≥ n,
∣∣∣∣∣ ckR(k)
∣∣∣∣∣ =
∣∣∣∣∣∣
∞∑
j=k
(
cj
R(j)
−
cj+1
R(j + 1)
)∣∣∣∣∣∣ ≤
∞∑
j=n
∣∣∣∣∣ cjR(j) −
cj+1
R(j + 1)
∣∣∣∣∣ ≤M(c) |cn|R(n) .
Thus under the assumption,
∑
n≤k≤2n
|ck − ck+1| ≤ R(2n+ 1)
∑
n≤k≤2n
∣∣∣∣∣ ckR(k) −
ck+1
R(k + 1)
∣∣∣∣∣
+
|cn|
R(n)
∑
n≤k≤2n
(R(k + 1)− R(k))
≤M(c)R(2n+ 1)
|cn|
R(n)
+
|cn|
R(n)
(R(2n + 1)− R(n))
≤M(c, R)|cn| ≤M(c, R) max
n≤k<n+N0
|ck|
for any fixed natural number N0, that is what we are required to prove.
Corollary. Let c = {cn}
∞
n=1 be any given complex O-regularly varying
quasimonotone sequence with lim
n→∞
cn = 0. Then {cn} satisfies (2
∗).
From
∑∞
k=1 2
−αk sin 2kx =:
∑∞
n=1 bn sin nx we can see that, for any α > 0,
nαbn 6→ 0, n→∞, therefore, the condition that N0 is a fixed natural number
cannot be removed.
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