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HILBERT’S SIXTEENTH PROBLEM 
GEORGE WILSON 
(Receiced 2 March 1977) 
IN THIS article I have tried to give a self-contained account (with complete proofs) of 
the few results so far discovered restricting the mutual position of the ‘ovals’ in a 
non-singular real plane curve of even degree. The article is based mainly on recent 
work of Arnol’d, Rokhlin and other Soviet mathematicians. I refer to Gudkov’s 
survey article[6] for history, and for a discussion of related problems. 
A word on prerequisites. The proofs of the results are by algebraic topology, and to 
follow them the reader will need a basic knowledge of homology theory, including 
Poincare duality and (at one point) characteristic classes. However, both the problem 
and the results can easily be understood by anyone who knows the definition of 
projective space. So I hope that non-topologists will continue reading at least to the 
end of 91 below, and perhaps try to give new proofs of the theorems stated there. 
$1. INTRODUCTION AND STATEMENT OF RESULTS 
The first part of Hilbert’s sixteenth problem[9], broadly interpreted, asks us to 
study the topology of real algebraic varieties. However, the case of non-singular plane 
curves is already very difficult. Let f(xO,x,,xZ) be a real homogeneous polynomial of 
degree d; we set 
X = {(Xi) E CP21f(&J,J2) = 01 
X, = {(xi) E RP*lf(xo,x,,xz) = 01 
We assume that the curve has no singularities (real or complex): then it is well known 
that X is a Riemann surface of genus 
g = f(d - 1) (d - 2). 
The topology of X, and even of the pair X C CP’, depends only on the degree d. Our 
problem arises from the fact that the same is not true of the real curve XRC RP*. 
Clearly, X, is a compact one-dimensional manifold, hence[23] homeomorphic to a 
disjoint union of circles. 
THEOREM 1.1 (Harnack). The number of componenfs of X, is at most g + 1. 
Several proofs of (1.1) are known: we shall give two of them in the course of this 
paper. 
Curves having precisely g + 1 components are called M-curces. It is a (non-trivial) 
fact that there exist M-curves of every degree d. 
We should like to be able to describe the possible ways in which XR can lie inside 
RP’. Now, there are two essentially different embeddings of a circle in RP’, 
two-sided (like the standard embedding in R’) or one-sided (like RP’ C RP’). The 
two-sided components of X, are traditionally called ovals. If the degree d is even, 
every component of XR is an ova1.t The reason is that in this case we can say whether 
the value of the polynomial f at a point of RP’ is positive or negative (that-would not 
make sense for odd d, because (xi) and (-xi) are the same point of RP2). The two 
sides of X, are given by f > 0, f < 0. 
tlf d is odd. every component except one is an oval. 
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From now on we restrict ourselves to the case of even degree d = 2k. Each oval of 
X, has a well-defined interior (homeomorphic to a disc) and exterior (non-orientable. 
homeomorphic to a M5bius band). The point is that some ovals may lie inside others 
(see Fig. 1). Our problem can now be formulated as follows. 
Fig. 1. A typical plane curve f = 0. The regions f > 0. f < 0 are indicated by +. -. 
PROBLEM. Describe which arrangements of ovals can be-realized by an algebraic 
curve of degree 2k. 
To be quite precise, let us order the ovals of X, by inclusion; then we wish to 
know which partially ordered finite sets can arise in this way from a curve of degree 
2k. The problem has been solved only for k c 3. 
It is clear that the problem has to be attacked from two sides: (i) we must prove 
theorems giving restrictions on the possible relative positions of the ovals (ii) we must 
construct examples of curves, hoping eventually to get all possibilities allowed by the 
theorems. At present we seem to be a long way from this goal. For example, the 
available evidence suggests that the number of different M-curves approaches infinity 
as the degree d increases; but the number we are able to construct remains essentially 
constant. In this paper we concentrate on the theorems. We shall not discuss methods 
of constructing examples: for that we refer to [6]. 
We begin with the one result that is really easy to prove. Let us call a set of ovals 
totally ordered by inclusion a nesf. If the nest contains m ovals, a line drawn through the 
middle meets it in at least 2m points. Hence the next theorem is obvious. 
THEOREM 1.2 (Hilbert). For a curve of degree 2k, the number of ovals in a nest, or 
in two disjoint nests, is at most k. 
More generally, one can consider the intersections of the given curve with a conic, 
cubic, etc., rather than a line. Using the fact that a curve of degree r can be made to 
pass through any $-(r+3) points, one obtains a sequence of (increasingly boring) 
theorems which I shall not formulate explicitly.? 
Theorems I. I and 1.2 are enough to dispose of our problem for k = I or 2. The 
case k = I (a conic) is trivial. For a quartic curve (k = 2), (1.1) says that there are at 
most 4 ovals; (1.2) says that these must all lie outside each other, except that if the 
curve has only two ovals, they may be nested. This leaves 5 possibilities for a 
non-empty quartic curve, and it is not hard to construct examples to show that they all 
exist. 
The case of a sextic curve (k = 3) is much more interesting. According to (1.1). an 
M-curve of degree 6 has I I ovals. In [9] Hilbert states that it is not possible for all 
these -ovals to lie outside each other:$ there must be an oval containing at least one 
tSee [6]. 512. However. it seems that there is some scope for ingenuity in choosing the curve of degree 
r: Kharlamov[34] tells me that there are some ‘non-obvious’ new results of this kind. 
$I,, the proceedings of the International Congress of Mathematicians in 1900 Hilbert claims to have 
proved this; but in the revised version published a year later he says merely that he has convinced himself 
of it. 
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other oval. According to Gudkov, it was Petrowsky[26] who gave the first convincing 
proof of this remarkable fact. 
To describe Petrowsky’s result, we divide the ovals of the curve into two classes: 
an oval is called even (odd) if it lies inside an even (odd) number of other ovals. The 
number of even (odd) ovals is denoted by P(N). For example, in the curve of Fig. 1 
we have P = 5, N = 4. A more intelligent definition of these numbers is as follows. 
Our curve f = 0 divides the plane into two regions defined by 
B’ = ((~0 E RP’(f(Xi) s 0) 
B- = {(Xi) E RP'(f(x;)~0}. 
(1.3) 
We make the convention that f < 0 in the region outside all the ovals. Then an oval is 
even (odd) if it is the exterior boundary of a component of B’ (B-). Note that the 
Euler characteristic of B’ is given by 
x(B+) = P - N 
That is the basic reason why the number P - N features prominently in the theorems 
that follow. 
THEOREM 1.4 (Petrowsky). For any curve of degree 2k we have 
-;k(k--l)cP-N+(k-l)+l. 
For an ‘M-curve of degree 6 we have k = 3, P + N = 11, so that (1.4) gives P d 10;. 
Thus P# I I, which proves Hilbert’s assertion. 
Here it is appropriate to mention the paper of Ragsdale[27]. This paper contains 
(amongst other things) some nice pictures of M-curves. and the following conjecture, 
which is still open. 
CONJECTURE 1.5 (Ragsdale). For any curve of degree 2k we hare 
P +k(k- I)+ 1, N =+k(k- 1). 
Clearly the conjecture implies Petrowsky’s inequalities. Arnol’d has proved in- 
equalities that lie in between (1.4) and (1.5); I shall describe these later (see Theorem 
1.8 below). 
In the case of an M-curve. a rough interpretation of (1.4) and (1.5) (for large k) is 
as follows: a priori one might expect P to be able to take any value from 1 up to 
g + 1; however, (1.4) says that only about the middle three quarters of this range can 
occur. Ragsdale’s conjecture would be that only about the middle half can occur. 
The next theorem of Rokhlin eliminates (for M-curves) three quarters of the 
remaining possible values for P. It was conjectured by Gudkov, who had proved it for 
k = 3. 
THEOREM 1.6 (Rokhlin). For an M-curve of degree 2k, we have 
P - N = k* mod 8. 
For k = 3, this provides another proof of Hilbert’s statement P# 11. Before 
Rokhlin proved (1.6). Arnol’d[ 1] had proved the weaker result P - N = k’ mod 4. 
Arnol’d’s proof is still of interest because it is valid under a weaker hypothesis than 
Rokhlin’s (namely, that XR should divide X into two parts); also, it is more elemen- 
tary. 
Theorem 1.6 is best possible in the sense that for every k 2 3, Gudkov has 
constructed an M-curve of degree 2k with P - N = k’- 8. 
Kharlamov[ 151, and independently Gudkov and Krakhnov[71, have proved an 
analogue of (1.6) for ‘(M - I)-curves’, that is, curves with one less than the maximum 
number of ovals. 
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THEOREM I .7. For an (M - I )-curve of degree 2k. we have 
P-N=k’?I mod8. 
Gudkov [6] has proved that all the sextic curves allowed by (1.1). (1.2). (1.6) and 
(1.7) actually exist. Let us see what they are. First, the curve may consist of a single 
nest of three ovals. If we exclude this case, (1.2) shows that the curve must look as 
follows: 
where r with a circle round it denotes r ovals all lying outside each other. If the total 
number of ovals (P + N) is s9, there is no restriction on the value of N. For an 
(M - I)-curve (10 ovals) N must be 0, 1, 4. 5, 8 or 9; and for an M-curve (11 ovals) N 
mustbe 1,5or9. 
The sextic M-curves with N = 1 or 9 were already known to Hilbert; in fact[9] he 
was convinced that these were the only possibilities. It was Gudkov who first constructed 
the one with N = 5. 
Our last theorem consists of four inequalities due (essentially) to Arnol’d. To 
formulate them we divide the ovals into three classes: (i) those that are empty (ii) 
those that contain exactly one other oval immediately inside them (iii) those that 
contain more than one such oval. We denote by P,, P,,, P_ (respectively) the number 
of even ovals in the three classes, so that P = P, + PO+ P_. We define N,, N,, N_ 
similarly. In the curve of Fig. 1, for example, we have P, = 3, PO = 1, P_ = 1; N, = 3. 
N,, = 0, N- = 1. The reason for the notation is that we are considering the sign of the 
Euler characteristic of that component of B’ (or B-) having the given oval as its 
exterior boundary. 
THEOREM 1.8 (Arnol’d). For any curve of degree 2k, we have 
(1) P_+P,,a;(k- l)(k-2) (3) P 4 ;k(k - 1) + I + N- 
(2) N_+ N,s;(k- l)(k-2)-E(k) (4) N s;k(k- l)+P_ 
In (2) we have sett 
E(k) = 
0 fork even 
1 forkodd’ 
Actually, ineq:ialities (1) and (2) are not quite correct as stated: there are certain 
exceptional circumstances in which they may be wrong by one. See (7.4) below for a 
precise statement. 
Clearly inequalities (3) and (4) are improvements of Petrowsky’s inequalities in the 
direction of Ragsdale’s conjecture. Inequalities (1) and (2) are a new kind of restric- 
tion on the arrangement of the ovals. For example, by adding them we obtain the 
following easily understood result. 
COROLLARY 1.9. For an M-curve of degree 2k. the number of empty ovals is at least 
k2 (in fact at least k*+ 1 for odd k > 1). 
This completes the statement of results: the rest of the paper is devoted to proving 
them. The contents of the various sections are as follows. Sections 2-4 are not 
directly concerned with curves, but should be regarded as the beginnings of a more 
+This 6 is omitted in the Soviet literature. 
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general subject, namely the study of ‘conjugations’ on compact complex manifolds. 
Here ‘complex’ might be taken in various senses: almost complex, analytic, Kahler, 
(projective) algebraic. The idea is that a real algebraic manifold is best studied as the 
fixed point set of complex conjugation acting on the corresponding complex manifold. 
In 62 I have explained the Atiyah-Singer theorem on the ‘signature of involutions’: 
this is perhaps the least familiar topological fact we use, and it plays a decisive role in 
93. The theorem takes a particularly simple form in the case of a conjugation (see (2.4) 
below). In 03 we prove Rokhlin’s theorem on ‘M-manifolds’. generalizing (1.6), and also 
the corresponding result on ‘(M - 1)manifolds’, generalizing (1.7). The proofs are 
taken from [29], [15] and [7], except that I have made some small changes to show 
that the theorems are valid for almost complex manifoldst (in the references just 
given they are stated only for algebraic manifolds). In 94 (which is based on [16]) we 
prove an inequality of Kharlamov for conjugations on Kahler manifolds. The 
Petrowsky inequalities (1.4) follow from this; however, in 97 we shall give Arnol’d’s 
proof of (1.4), so that 84 is in fact independent of the rest of the paper. I have 
included it because I think that Kharlamov’s theorem sheds considerable light on the 
nature of the Petrowsky inequalities. By way of light relief at this point I have 
inserted a brief account of how the results proved so far can be used to determine the 
maximum number of components of a quartic surface in RP3; this problem was 
mentioned by Hilbert in [9]. In 85 we return to curves and prove theorems (1.4), (1.6) 
and (1.7) by applying the results of 93 and 84 to a certain complex surface Y; Y is a 
double covering of CP’ branched along our curve X. If one wished to proceed in 
proper generality here one would consider pairs (P, Q) with P a compact complex 
manifold of even (complex) dimension, and Q a codimension one submanifold whose 
homology class in P is divisible by 2. One can then construct a (complex) double 
covering of P branched along Q (details are in [5]).$ In this article I have confined 
myself to what is needed for the study of curves, namely the case P = CP’, Q = X. The 
recent Soviet literature usually considers the case where P is an algebraic manifold and Q 
is its intersection with a hypersurface of even degree. Sections 6 and 7 are based on 
Arnol’d’s paper [ I], and involve a closer study of the geometry on Y. In 86 we prove some 
lemmas (which are used again in 87) and deduce Arnol’d’s theorem P - N = k2 mod 4 for 
‘dividing curves’. Arnol’d states this result only for M-curves, but his proof applies more 
generally without change. The extra generality is needed in 07. I have altered a few details 
from [I]; in particular I have given a new proof of the basic lemma (6.5) which some 
readers may find easier to follow (if more pedestrian) than Arnol’d’s rather subtle 
counting up of intersections. In 07 we prove Arnol’d’s inequalities (1.8): a complete proof 
of these appears here for the first time. In [I] Arnol’d did not finish the proof, and 
subsequent remarks in the Soviet literature leave the matter in a puzzling state. Finally, in 
Appendix I have given a simple derivation of the ‘Smith theory’ exact sequence that is 
used in 83 and 47. (I could not find this in the literature.) 
To conclude this introduction I should say something about curves of odd degree. 
There is not much to be said. Petrowsky[26] proved an analogue of (1.4) for this case, 
but the result is less pleasant than (1.4) in that it refers to the relative position of the 
curve and the line at infinity. No analogue of Rokhlin’s theorem for the case of odd 
degree is known (even as a conjecture). For material on curves of odd degree, 
including a modern proof of Petrowsky’s result, see [ 17,20,25].$ 
52. THE SIGNATURE OF INVOLUTIONS 
Let X be a closed oriented manifold of dimension 4n. Then the cup product 
defines a quadratic form on H = H’“(X; R); the signature of this form is called the 
signature of X and we denote it by a(X). 
tThis has also been observed by Giitze[S]. 
SAlso in [II!]. except that the conjugations are not considered there. 
§ln [25] there is an estimate like (1.9) for the minimum number of empty ovals in the case of odd degree. I 
understand from [!4] that Zvonilov also has such an estimate (presumably a better one). 
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Let T: X+X be a smooth orientation-preserving involution (that is, T* is the 
identity). Then we can split H into the 2 1 eigenspaces of T: 
H=N,@H_, 
We denote by uI, ueI the signatures of the quadratic form restricted to N,, H_,. It is 
easy to see that the splitting is orthogonal with respect to the form, so we have the 
obvious formula 
(T1+ (T-1 = U(X) (2.1) 
which we record for future reference. More interesting is the difference (T] - u_~, 
which is called the signature of the involution. 
THEOREM 2.2 (Atiyah, Singer). The signature of the involution is equal to the 
signature of the self-intersection FoF, where F is the fixed point set of T. 
This is proved in [4], where it is deduced from a much more general result (the 
G-index theorem). However, Janich and Ossa[l3] have given a fairly elementary 
proof of (2.2). 
It is important to note that (2.2) is still true even if F is not orientable: the 
self-intersection has a natural orientation even though F does not. See [4] for more 
details. 
We now specialize to the case where X is an almost complex manifold, that is, the 
tangent bundle of X is a complex vector bundle. 
Definition 2.3. A conjugation on X is an involution T: X+X whose derivative 
is anti-linear; that is, if v is a tangent vector. we have T(iv) = - iT(v). 
The most interesting case is that of a real (projective) algebraic manifold, that is, X 
is a complex analytic T-invariant submanifold of CPN, where T is the usual con- 
jugation T(Zi) = (4). (From Chow’s theorem[8] any such manifold is in fact given by 
real polynomial equations). Because of this example we shall always write XR for the 
fixed point set of a conjugation. Note that XR is a submanifold of dimension half that 
’ of X; this is because multiplication by i interchanges the tangent and normal bundles 
of X, (they are the 5 I eigenspaces of T). 
COROLLARY 2.4. Let T be a conjugation on an almost complex manifold X,of (real) 
dimension 4n. Then the signature of the involution is equal to (- l)“x(XR). 
Proof. It is understood that X has the orientation induced by the almost complex 
structure; note that T automatically preserves the orientation, so the signature is 
defined. In general the self-intersection in (2.2) can be calculated in the normal bundle of 
XR (tubular neighbourhood); however, as mentioned above, in the case of a con- 
jugatian the normal bundle is isomorphic to the tangent bundle (via multiplication by 
i), so that if we ignore orientations we have only to calculate the self-intersection of 
XR in its own tangent bundle. This is zero-dimensional, and its signature is just the 
number of points (counted with signs), which is well known to be x(X,). Finally, the 
sign (- 1)” comes from comparing (local) orientations on the normal bundle. 
Remark. Some readers may prefer the alternative proof of (2.4) suggested in 
Remark 1 at the end of 34. This proof avoids (2.2) and uses instead the classical 
theory of Kahler manifolds (it works only when X is Kahler). 
63. ROKHLIN’S THEOREM ON M-MANIFOLDS 
Let X be a (compact) almost complex manifold, T a conjugation on X (see 
Definition 2.3). Recall that XR denotes the ‘real part’ of X, that is, the fixed point set of 
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T. According to A2(i) in the appendix, we always have 
dim H,(X,: Z/2) c dim H,(X; Z/2). 
(The notation means that we add the dimensions of all the H,.) 
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(3.1) 
Definition 3.2. We say (X, T) is an M-manifold if equality holds in (3.1). 
Thus -an M-manifold is one whose ‘real part’ is as large as possible in a certain 
sense. If X is a real plane curve, then (3.1) reduces to Harnack’s inequality (1.1). Thus 
we have a generalization of the notion of an M-curve. 
THEOREM 3.3 (Rokhlin). Let (X, T) be an M-manifold of (real) dimension 4n. 
Then 
x(X,)= a(X) mod 16. 
The proof of (3.3) does not really use the hypothesis that X is an M-manifold, but 
only the consequence (see the appendix, A2(ii)) that T acts as the identity on 
H*“(X; Z/2). However, the homological condition in (3.2) is easier to verify in practice, 
and also perhaps more intuitive. 
Proof of (3.3). We set 
E = H*“(X; Z)/(torsion) 
so that E is a finitely generated free abelian group. We write x.y for the (integer 
valued) quadratic form on E induced by the cup product. Let El, E-I be the 
eigenspaces of T acting on E; crI, (T_~ the signatures of the form restricted to Et, E-,. 
Since of course E@R= H*“(X; R), this notation agrees with that of 82 (the fact that 
the form is defined over Z was not relevant there). According to (2.4) we have 
@I - U-1 = (- l)“,y(XR) 
hence adding or subtracting (2.1) we get 
(3.4) 
Clearly, then, we have to show that (+_I (or a,) is divisible by 8. That depends on the 
following theorem, proofs of which can be found in [31] or [24]. 
THEOREM 3.5. The signature of a type II integral quadratic form of discriminant + 1 
is divisible by 8. 
(The discriminant is the value of the determinant det (ei.ei), where {ei} is a basis 
for the free abelian group on which the form is defined. ‘Type II’ means that all the 
integers x.x are even.) 
In view of (3.9, Theorem 3.3 follows at once from the next two lemmas. 
LEMMA 3.6. The restrictions of our form to El or E_, have discriminant +l. 
LEMMA 3.7. Zf n is euen (odd) the form restricted to E-, (EJ is type II. 
The proof of (3.6) is the only place where we use the hypothesis that X is an 
M-manifold. The point is that for an M-manifold we have 
E = E,@E_,. 
(In general it is clear only that E,GJE-, is a subgroup of finite index in E.) To see this, 
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let x E E. As mentioned above. AZ(ii) in the appendix shows that T acts trivially on 
H’“(X; Z/2); hence both the elements x 2 TX are divisible by 2 in E. We get the 
desired splitting by writing 
x = 4(x + TX) + f(x - TX). 
Now, it .is well known (Poincare duality) that the form on E has discriminant ? 1; 
because of the above (orthogonal) splitting the same follows for the restrictions to El 
and E_,. 
To prove (3.7) we consider the Wu class c2,, E H*“(X; Z/2); this is the class with 
the property u. 02” = U’ for all u E H’“(X; Z/2). 
LEMMA 3.8. The Wu class vtn is the mod 2 reduction of a class y that lies? in E, 
Cfor n even) or E_, (for n odd). 
Proof of (3.7). Let x be an element of E_, (for n even) or E, (for n odd), so that 
x.y = 0. If bars denote reduction mod 2, we have 
f2 = f. Qn = x.v = 0 
so that x.x is even, which is what we wanted to prove. 
Proof of (3.8). We recall that the Wu classes of a manifold are certain polynomi- 
als in the Stiefel-Whitney classes. (That follows from the well known formula 
w = Sqv and the fact what H*(BO; Z/2) is generated by the w;). For a complex vector 
bundle, Wzi+l = 0 and w2i is the mod 2 reduction of the Chern class Ci. Hence in our 
case v2n is some polynomial in the wzi, and we can take y to be the corresponding 
polynomial in the ci. To prove that y lies in the desired subgroup E, or E-,, we note 
that the conjugation T transforms the tangent bundle, hence T acts on the Chern 
classes by TCi = (- l)ici. The lemma is now clear, so we have finished the proof of 
Rokhlin’s theorem. 
Next, we show how to modify the proof of (3.3) to obtain a similar theorem about 
‘(M - l)-manifolds’. It is easy to see (for example from formula A3 in the appendix) 
that the difference between the two sides of (3.1) is always even, so that the next 
definition is reasonable. 
Definition 3.9. We say (X, T) is an (M - I)-manifold if 
dim H,(XR; Z/2) = dim H*(X; Z/2) - 2 (3.10) 
THEOREM 3.11 (Kharlamov, Gudkov, Krakhnov). Let (X, T) be an (M - l)- 
manifold of dimension 4n. Then 
x(X,) = a(X) A 2 mod 16. 
Proof. We retain the notation used in the proof of (3.3). In that proof we used the 
hypothesis that X was an M-manifold only to establish (3.6). We shall show that 
instead of (3.6) we now have the following. 
PROPOSITION 3.12. For an (M - I)-manifold the restrictions of the quadratic form to 
E, or E-, have discriminant i2. 
We then use the next proposition instead of (3.5). 
tFor clarity, I am now ignoring the distinction between E and H*“(X; Z), that is, I am writing as if there 
were no torsion. 
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PROPOSITION 3.13. The signature of a type II integral quadratic form of dis- 
criminant f 2 is congruent to 2 1 mod 8. 
Theorem 3.11 now follows at once, since we still have (3.4) and (3.7). 
Proof of (3.13). This can be deduced from (3.5) by constructing a form with 
discriminant + 1 of degree one more than the given one. Details are left to the reader 
(they may be found in [6], [7], or [15]). Alternatively, in [241. Appendix 4, one finds 
proved a formula due to Milgram for the signature of a type II form of arbitrary 
(non-zero) discriminant. Both (3.5) and (3.13) follow immediately from Milgram’s 
formula. 
The proof of (3.12) uses the following lemma. 
LEMMA 3.14. Let A @ B C E be subgroups such that each of A and B is the 
annihilator of the other with respect to the quadratic form. Then the discriminant of 
the form restricted to A (or B) has absolute value equal to the index of A@ B in E. 
Proof. First, let V be an finitely generated free abelian group with a quadratic 
form of non-zero discriminant. The form defines an injection i: V-+ V*, where 
V* = Hom( V, Z), and it is easy to see that the absolute value of the discriminant is 
equal to the index 1 V* : i( V)l. Thus we have to show that IE: A@ BI = IA*: i(A But 
that is clear, because the map 
E% E*+A*+A*/i(A) 
is surjective and its kernel is A@ B. (The second map is restriction, and is surjective 
because A, being an annihilator, is a direct factor in E.) 
Proof of 3.12. According to (3.14), we have to show that IE: E,@E_,I = 2. From 
Al(iv) and A3 in the appendix we see that the fixed point set of T acting on 
H*“(X; Z/2) has codimension ~1. Hence the same is true for T acting on E/2E. Since 
El @ E-, is clearly the inverse image in E of the fixed points in E/2E, we deduce that the 
index of E, @ E_, in E is ~2. To prove (3.12) it remains only to eliminate the possibility 
that the index is 1, that is, that E = E, @ E-,. Now, if that were so, the proof of (3.3) 
would apply, and we should have 
x(X,)= a(X) mod 16 (3.15) 
On the other hand, from Poincare duality we have 
x(X) = dim H,(X; Z/2) 
(-l)“x(Xa) = dim H*(Xa; Z/2) I 
mod 4, 
so that using (3.10), (3.15) would give 
(- l)“a(X)=X(X)-2 mod 4. 
That is impossible, because of the following lemma. 
LEMMA 3.16. If X is an almost complex manifold of dimension 4n, then 
x(X) = (- l)“a(X) mod 4. 
I am not sure what the proper proof of the lemma is, so I shall give two. The first 
(due to Kharlamov) is valid as it stands only for a complex analytic manifold, but 1 expect 
that with a little more work it could be interpreted so as to hold in the almost complex 
case. 
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First proof of (3.16). Let xp = Z(-I)‘hP.q be the numbers one computes in the 
Riemann-Roth theorem. Then [IO, ch. 41 one has 
Zn 
dX) = c xp 
x(X) = 2 (- l)PxP 
0 
Adding or subtracting judiciously one gets 
a(X) +x(X) = 2(an even number of terms) 
and the terms are equal in pairs by Serre duality: xp = x*“-~. 
Second proof of (3.16). According to [2] or [3], the integert f(x(X)-( - l)“a(X)) 
mod 2 is the ‘Z/2-component’ of the index of any 2-field of tangent vectors with finite 
singularities. We let 4 be any vector field with finite singularities, and consider the 
2-field (5, il). It is easy to see that the Z/Zcomponent of the local index of such a field 
at each singular point is zero, so a fortiori the global index is zero. This argument is 
not valid if n = I; in that case we prove the lemma by considering the product 
x x CP. 
Examples (the manifolds Y of $5 corresponding to sextic curves) show that both 
the signs 12 in (3.11) can occur, and also that there are no similar theorems for 
‘(M -2)-manifolds’, etc. However, one can make further progress if one is willing to 
impose extra hypotheses. on X. See [ 181 for some results of this kind. 
94. KHARLAMOV’S INEQUALITY FOR KtiLER MANIFOLDS 
In this section (only) I assume that the reader is familiar with the theory of Kahler 
manifolds, in particular the decompositions 
H*(X; C) = @ Hp.4 = @ g’ A Pb (4.1) 
where Pa*’ is the space of primitive classes of type (a, b), and o E H’(X) is the Kahler 
class. For this see [21] or [32]. 
THEOREM 4.2 (Kharlamov). Let X be u (compact, connected) Klihler manifold of 
even complex dimension 2n; let T be a conjugation on X, X, the fixed point set of T. 
Then the Euler characteristic of XR satisfies 
I,y(Xd- 11 d h”*“(X)- 1. 
In particular, the theorem applies when X is a real algebraic manifold: we recall 
that CPM carries a canonical KIhler metric, hence (by restriction) so does any 
complex analytic submanifold. 
Proof of (4.2). For the proof we fix a Kghler metric on X such that T is an 
anti-isometry; that is, T is an isometry of the underlying Riemannian metric and 
(hence) acts on the KSihler form (or class) by Tw = - o. If X is algebraic, the 
canonical metric already has this property: in general, if (,) is any KIhler metric on X 
we get one of the desired kind by setting 
(u, v) = (u, u) + (Tu, TV). 
Applying the (classical) Lefschetz fixed point theorem to.the isometry T gives 
x(Xn) = x(-l)’ tr T(H’(X) (4.3) 
We now use the decomposition (4.1). First, because T is a conjugation, it interchanges 
tOf course x(X) - a(X) mod 2 for any (orientable) X. 
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HP.’ and Hq.“, so that the terms with p# q contribute zero to the trace. The remaining 
terms split up 
2m-aI n 
2 HP.P = x 2 up A pa.‘. 
,=O a=0 
In this direct sum all the terms are T-invariant. We examine the ones involving a fixed 
P ‘.‘: these terms are all isomorphic (indeed, multiplication by the appropriate power 
of w essentially implements Poincart duality in H*(X)). Because TW = - W, the 
contributions to the trace of successive terms cancel; since the number of terms is 
odd, there is just one left. Taking account of all this, (4.3) reduces to 
Hence 
x(&t) = o$o tr T 1 Pa.’ (4.4) 
]x(Xa)] c zo]tr TIP”“I s godim P“.” = h”.“; 
here the second inequality comes from the fact that the eigenvalues of T are & 1, and 
the last step uses the decomposition H”” = i w”-’ A Pa.II. This is almost the 
a=0 
theorem; the extra l’s in (4.2) come from noting that tr TIP’*‘= + 1. 
Remarks. 1. Consider the decomposition (4.1) in the middle dimension 2n. Let H’ 
(H-) denote the sum of all the components wr A Pab with a even (odd). It is well 
known that the cup product form is positive (negative) definite on H’(H-). Using this 
fact it is easy to show that the expression on the right of (4.4) is equal to (- 1)” times 
the signature of the involution in the sense of 82. This gives (for Kghler manifolds) 
another proof of (2.4), independent of the Atiyah-Singer Theorem (2.2). Alternatively, 
if one is prepared to use (2.2) one can deduce Kharlamov’s Theorem directly from 
(2.4). In fact Gijtze[5] discovered (4.2) in this way independently of Kharlamov. 
2. For (4.2) to be effective, we must be able to calculate h”*“(X). If X is a 
(non-singular) hypersurface in projective space, or more generally a complete inter- 
section, the calculation is easily done using the Hirzebruch-Riemann-Roth theorem 
(see [lo], appendix 1). For example, if X is a surface of degree d in CP’, then 
h l.‘(X) = $f3 - 2d2 + $d. 
3. By applying (4.2) to suitable X (for example, hypersurfaces) one can recover 
various results that Petrowsky and Oleinik had proved earlier by different methods. 
See [16] for details and references to the literature. I should mention that in [16] 
Kharlamov leaves open the question of whether his results always coincide with those 
of Petrowsky and Oleinik; Zvonilov [33] and Gotze [5] have proved that they do. 
Diversion: quartic surfaces in RP3. 
After plane curves, the next simplest objects to study are surfaces in 3-space. 
Surfaces of degrees 2 and 3 are relatively easy to classify, but for a surface of degree 
4, Hilbert remarked in [9] that he did not even know what was the maximum possible 
number of components. (This is still not known for degrees > 4). 
PROPOSITION 4.5. Let X c CP3 be a non-singular real quartic surface. Then 
X, C RP3 has at most 10 connected components. 
Examples are known with exactly 10 components (see references in [6]). 
Proof of 4.5. First we have to do some calculations for the complex quartic 
surface X. The results are: 
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H”(X) = NJ(X) = z: H’(X) = H)(X) = 0: HZ(X) = 222; 
h l.‘(X) = 20; a(X) = - 16. 
From (3.1) we have dim H,(X,) d 24, so that X, has ~12 components. and the only 
possibilities with 11 or 12 components are: 12 spheres, 11 spheres, or 10 spheres and a 
torus. But all these surfaces contradict at least one of Theorems 3.3, 3.11, and 4.2, 
hence they do not exist.? (Note: every component of Xrt is orientable, because XR is 
embedded two-sidedly in RP3. For if XR has equation F = 0, the two sides are given 
by F > 0, F < 0: as for curves, this makes sense because the degree is even). 
Proposition (4.5) was first proved by Kharlamov[ 141 before (3.3) was known; in 
fact this proof of (4.5) served as inspiration to Rokhlin to prove (3.3). 
A great deal of work has been done (especially by Utkin) on the problem of 
classifying real quartic surfaces (see [6]). Recent work of Khariamov[l9] has now 
completed this task (in [19] there are still a few doubtful cases, but Kharlamov[34] 
tells me he has now disposed of these). 
85. APPLICATION TO CURVES 
We now revert to the notation of $1, so that X C CP* is a nonsingular real curve 
of degree 2k, given by the equation f = 0. As mentioned in §l, our theorems on curves 
are all proved by considering a certain covering of CP* branched along X. The most 
obvious such covering is the non-singular real surface 
2 = {(Xi) E CP31f(Xl)9XItX*) + X:k = 0)~ 
the map Z+CP’ being projection onto (xo.xI,xz). Clearly, Z is a Zk-fold covering of 
CP*, branched along X. However, the real part ZR is not a 2k-fold covering of RP*: it 
is only a 2-fold covering of B-, where B- is as in (1.3). Thus Z has little chance of 
being an M-manifold. Another disadvantage of Z for our purposes is that complex 
conjugation on Z does not commute with the covering transformations. For these 
reasons it is better to consider an intermediate covering Z+ Y + CP*. To define Y, let 
G, denote the (cyclic) group of rth roots of unity: we make w E Gzk act on Z by 
(XO: XI: ~2: x3)+(x0: XI: x2: wx3). Then we can identify the covering Z+CP* with the 
quotient map Z + Z/Gzk, and we set 
Y = Z/Gk. 
It is clear that Y is a double covering of CP* branched along X; we write 0: Y + Y 
for the covering transformation. Complex conjugation on Z induces an involution T- 
on Y. The composition T- 0 8 = 8 0 T- is another involution, which we denote by T’. The 
following omnibus proposition summarizes the geometrical features of this situation 
that we shall use. 
PROPOSITION 5.1. The manifold Y has a natural complex analytic structure such 
that the maps Z+ Y +CP* are holomorphic. The three involutions (9, T’, T-) on Y 
form an action of Z/2x Z/2, that is, each is the composition of the other two. The 
covering involution 8 is ‘holomorphic; its fixed point set is our curve X, and the 
quotient Y/(d) is CP*. The involutions T’ are conjugations (anti-holomorohic); we 
denote their fixed point sets by YR-. Then YR* is a double covering of B’ branched 
along X, (see (1.3) for the definition of B’). Every component of YR+ is orientable; in 
fact YR+ is the double of B’. Zf k is odd, every component of Ya- is orientable; but if k 
is even, Y, - is the double of B-, and so has one non-orientable component. 
Discussion. Recall from 01 our convention that the polynomial f is negative on 
the (non-orientable) part of RP* outside all the ovals of XR, so that this part belongs to 
B-. All the assertions in (5.1) follow easily from the definitions: perhaps the fact that 
tIndeed, we do not need both of (3. I I) and (4.2): either one would do. 
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Y& is orientable for k odd deserves comment. The reason is that for k odd the 
projection Z+ Y induces an isomorphism Z&A Ya-. Now, ZR is a surface of even 
degree in RP3, hence orientable by the argument given in the proof of (4.5). 
We wish to apply theorem 3.3 to Y; for that we have to find out when Y is an 
M-manifold. Rokhlin[29] does this by an indirect argument with Smith theory 
sequences; we prefer to give a direct calculation of the homology, which will be 
useful in 87 too. 
LEMMA 5.2. The manifold Y is simply connected. 
Proof. We identify the fixed point sets of all the coverings Z+ Y -+CP* with the 
curve X. Now Z - X is the ‘affine part’ of Z (in C3), and it is well known that this is 
simply connected; indeed, there is an elementary argument to show that Z - X has 
the homotopy type of a buoquet of 2-spheres (see [I 11). Since (Z - X)+( Y - X) is an 
unbranched covering, it follows that T,( Y - X) is cyclic of order k generated by a 
small loop y going round X in one fibre of the normal bundle. Given a loop cu in Y, we 
can shrink it to a point as follows: (i) since X has codimension 2 we can deform a so 
as to miss X (ii) remaining inside Y - X we deform the result into a multiple of y (iii) 
putting back X, we can shrink y to a point. 
PROPOSITION 5.3. The integral homology of Y is given by HO(Y) = H4( Y) = Z; 
H,(Y) = H3( Y) = 0; Hz(Y) = (2 + 2g)Z, where g = (2k - I)(k - 1) is the genus of X. 
Proof. By (5.2) and Hurewicz’s theorem, H, = 0. By Poincare duality and the 
universal coefficient theorem, there is no torsion, and H3 = 0. It remains to calculate 
the rank of Hz, or equivalently the Euler characteristic. From the branched covering 
Y +CP* we get 
x(Y) = 2x(CP’) -x(X) = 6 - (2 - 2g) = 4 + 2g, 
so that rank H2 = 2 + 2g. 
PROPOSITION 5.4. The mod 2 homology of YR- is given by 
Hot YR-: Z/2) = Hz( YR-; Z/2) = (N + l)Z/2; 
H,( YR-; Z/2) = 2P Z/2. 
Proof. Trivial: YR- is a surface with (N + 1) components, which determines H,, 
and Ht. From the branched covering YR-+B- we get 
x( YR-) = 2X(K) -x(X,) = 2X(K) = 2 - 2(P - N) 
which determines H,. 
PROPOSITION 5.5. (Y, T-) is an M-manifold if (and only if) X is an M-curve. 
Proof. From (5.3) and (5.4) we have 
dimH,(Y; Z/2)=4+2g; 
dim H,(Y,-;2/2)=2+2(P+N). 
For an M-curve P + N = g + 1, so (5.5) follows. 
To apply (3.3) to Y we need also to know its signature. 
LEMMA 5.6. We have 
a(Y)=2-2k2. 
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Proof. From the branched covering Y +CP’ we get 
a(Y)=2o(CP’)-[XoXlv 
the last term being the self-intersection number of X in Y. This formula? is an easy 
consequence of Theorem 2.2 and the fact that the fixed point set of the covering 
involution acting H*(Y; R) can be identified with H*(CP*; R). We have a(CP*) = 1. 
and 
[X 0 X], = f[X 0 X]cp’ = f(2k)2 = 2k?, 
so the lemma follows. 
Rokhlin’s theorem on M-curves (1.6) now follows at once if we apply (3.3) to the 
M-manifold (Y, T-) and put in the numbers just calculated. (Note incidentally that 
(Y, T’) is never an M-manifold: that is why we have been using T- rather than T’.) The 
calculations above also show that (Y. T-1 is an (M - I)-manifold if (and only if) X is an 
(M - I)-curve. so the theorem on (M - I)-curves (1.7) follows from (3.11). 
Finally, I leave it as an exercise for the reader to prove Petrowsky’s inequalities 
(1.4) by applying (4.2) to Y (using both the conjugations T’). For that one needs to 
know that Y is a Kahler manifold; this is perhaps most easily seen by writing down 
some specific projective embedding. For example, Y can be realized as the image of 2 
in CP’ x CP3 under the map 
(x0: xl: x2: x3)+(x0: x1: x2: x0): x,&: xzA: x3”). 
16. DIVIDING CURVES 
We retain the notation of § 1, so that X is a real plane curve of degree d. We begin 
with some elementary considerations concerning the embedding X, C X; for these it 
is not necessary to assume that d is even. 
First we consider the effect of removing just one of the circles (components) of XR 
from X. Clearly the resulting space has at most two components, and if it has two, 
they are interchanged by the complex conjugation T. But this would mean that T had 
no more fixed points on X, which is false if XR has more than one component. 
Continuing the argument, we obtain the following. 
LEMMA 6.1. If we remove from X all but one of the circles of XR, the resulting space 
is connected. 
If we remove the whole of X,, the space may still remain connected, or it may 
divide into two homeomorphic parts (interchanged by T). 
Definition 6.2. We say X is a dividing curve, or simply X ditiides, if X - XR is not 
connected. 
PROPOWION 6.3. (i) An M-curve always divides. (ii) An (M - I)-curve, (M - 3)- 
curve, etc. never divides. 
An (M - 2)-curve, (M -4)-curve, etc. may or may not divide, as we shall see. Of 
course by an (M - t)-curve we mean one having t less components than the 
maximum g + 1. 
Proof of (6.3). The following argument is classical, and proves Harnack’s 
theorem (1.1) simultaneously. We recall (see [22]) that an orientable compact con- 
nected surface S is classified by the number r of handles and the number s of holes 
tSee 1121 for a more general formula giving the signature of a cyclic branched covering of any degree. 
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(boundary components). Let y C S be an embedded circle such that S - y is con- 
nected. Then removing a small neighbourhood of y creates a surface with (r- 1) 
handles and (s + 2) holes. (This can be seen rigorously by noting that the Euler 
characteristic remains unchanged.) Now our curve X has g handles (and no holes). 
Suppose X, has 2 g + 1 components; then, using (6.1), we see that removing (small 
neighbourhoods of) g of them gives a surface with no handles and 2g holes; that is, a 
sphere with 2g holes. Removing another circle must disconnect the surface, so that 
(6.1) proves part (i) of (6.3), and simultaneously that there can not be more than g + I 
circles in Xa (Harnack’s theorem). Part (ii) of (6.3) comes from the fact that if X is to 
divide, we must have an even number of handles left just before removing the last 
circle of XR. 
We now revert to our assumption that the curve has even degree d = 2k. Note that 
in this case (6.3) (ii) is equivalent to the statement that P - N = k’ mod 2 for a 
dividing curve. 
THEOREM 6.4 (Arnol’d). For a dividing curve of degree 2k, we have 
P - N = k’ mod 4. 
By (6.3) (i), the Theorem applies to M-curves, so we recover Rokhlin’s congruence 
(1.6), but only mod 4, not mod 8. The congruence is not valid mod 8 if we assume only 
that the curve divides:t for example, we shall see in $7 that a quartit curve consisting 
of two nested ovals must divide; here k = 2 and P - N = O+ k’ mod 8. 
Theorem 6.4 shows that there is a non-trivial relationship between the embeddings 
of XR in RP2 and in X. I do not know if one can tell whether or not X divides by examining 
only the real part XRC RP’. 
For the rest of this section we assume that X is a dividing curve of degree 2k. We 
denote by X’, X- the two halves into which XR divides X. We recall (see (1.3)) that 
XR also divides RP” into two parts B’. B-, of which B’ is orientable. We set 
W = X’ U B’. 
Since X’ and B’ have common boundary XR, it is clear that W is a (non-smoothly 
embedded) surface without boundary in CP”: it therefore defines a homology class 
[W] E H2(CP2; Z/2). (Note that W is in general not orientable: that is because the 
orientation on XI1 induced from X’ may not agree with that induced by any 
orientation of B’.)S Following Arnol’d, we write m for the line at infinity in CP’, so 
that [a] is the non-zero element of Hz(CP’; Z/2). The next lemma is the basic one on 
which the proof of (6.4) rests. 
LEMMA 6.5. We have 
[WI = k[=l in HACP’: Z/I). 
For the proof of this and the following lemmas we fix a triangulation of CP' such 
that (i) the various subspaces arising are all subcomplexes (ii) the complex con- 
jugation T is a simplicial map. We shall allow the following abuse of notation: X (for 
example) may denote either the space X or the corresponding (integral or mod 2) 
chain (sum of all the 2-simplexes contained in X1. It is understood that the sim- 
plexes are oriented in a sensible manner, so that, for example, the integral chain X is a 
cycle. 
tRokhlin’s first proof [28] of the congruence mod 8 seems to use only that the curve divides. but I can 
not follow this argument (I do not see why the Arf invariants are zero). 
*However. there is a relationship between the orientation induced from X’ and the real embedding 
X, C RP’: see 1301. I have not discussed this work of Rokhlin here. because it does not lead to any new 
restrictions on the position of the ovals. 
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Proof of 6.5. As integral chains on CP2, we have 
ax’ = C. (all the ovals of X,, with certain signs + ) 
3B’ = X (the same, but perhaps with different signs). 
Hence a(X’+ B’) = 2C(some of the ovals) = 2aD, say, where D is some 2-chain on 
RP* (for each oval bounds a region in RP*). Thus X’ + B’ - 20 is a cycle. Since T 
acts as -1 on H2(CP’; Z) we have 
(l+ T)(X++B+-20)-O 
where - means ‘homologous’. Now, T fixes B’ and D, and TX’ = - X-; also we 
have X’+ X- = X - 2k. 03, and X’ + B’ = W. Putting all that into the last equation 
yields 
2(W-km-20)-O. 
Since CP’ has no torsion, we deduce 
W-km-20-0, 
and reducing mod 2 gives the lemma. 
We now lift our triangulation of CP2 to a triangulation of the double covering Y. In 
what follows we use the notation of §S (see especially (5.1)). We define the transfer 
tr: (chains of CP*)+ (chains of Y) 
as follows: if cr is a simplex of X (the branching locus), tra is twice the corresponding 
simplex in Y; if c is not in X, then fra is the sum of the two simplexes lying over it in 
Y. It is easy to see that fr is a chain map, hence induces a map on homology (integral 
or mod 2). We set 
thus =JY is an integral cycle on Y. 
LEMMA 6.6. We have 
[Xl = k[ay] in H2(Y; Z). 
Proof. In H2(CP2; Z) we have [Xl = 2k[m]; taking the transfer gives 2[X] = 
2k[aY]. Since Y has no torsion (see (5.3)) the lemma follows. 
LEMMA 6.7. In H2( Y; Z/2) we haue 
(i) [YR+] = k[my] (ii) [ YJ = (k + I) [my] 
Proof. Clearly YRr = tr B’ as mod 2 chains. From (6.5) we have X’+ B’ - k. m 
(mod .2); taking the transfer gives (2X’+ )Y,’ - k. my, which proves (i). As mod 2 
chains on CP’, we have B’+ B- = RP* - 00; taking the transfer gives YR++ YR- -coy, 
so that (ii) follows from (i). 
Proof of Amol’d’s Theorem (6.4). On H2( Y; Z) we consider the quadratic form 
(a$) = a o (tV) 
where 0 denotes intersection (dual to the cup product) and 8 is the covering involution 
(with fixed point set X). Then [X] is ‘characteristic’ for this form. that is, we have 
(a. a) = (a, [Xl) mod 2 for all Q. That is clear, because the .intersections of (cycles 
representing) a and &Y either lie on X, or else occur in pairs interchanged by 8. From (6.6) 
and (6.7) (i), we have [X] = [ YR+] mod 2, from which easily follows 
([Xl, [Xl> = (1 YR’I, 1 YR+l) mod 8. 
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We saw in the proof of (5.6) that [X]o[X] = 2k’; and as explained in the proof of (2.4), we 
have [ YRf]o[ YR+] = - x( Y,‘) = - 2(P - N). since t9[ Ya+] = - [ YR+] the equation above 
gives 
as required. 
2k* = 2(P - N) mod 8, 
57. ARNOL’D’S INEQUALITIEs 
In this section we retain the notation of (5.1). and we set 
E = H,(Y;R). 
On E we have (i) the action of the group Z/2x Z/2 (ii) the quadratic form given by 
intersections. This induces a direct sum splitting of E into (in principle) eight parts, 
which we denote by the symbols .,Ez,. For example _,E,+ is a maximal subspace of E 
on which the form is positive definite, the involution T’ acts as 1, and the involution 
T- acts as - 1. 
The idea of the proof of Arnol’d’s inequalities (1.8) is now easy to explain: we 
calculate the dimensions of these spaces, then look to see how many linearly 
independent elements of each we can spot. The inequalities state that the number can 
not be more than the dimension of the space. Our candidates for linearly independent 
elements are the components of YR+. 
To begin the calculation, we note that the part of E on which 8 = T’o T- acts as + 1 
can be identified with H2(CP’; R). This part contains the four components ,E,‘, _,EI,. 
On H2(CP’), conjugation acts as- 1 and the intersection form is positive. It follows 




dimension: a b C d 1 






The first two equations are obvious; the third comes from applying the Lefschetz 
fixed point theorem to T’, the fourth from applying (2.4) to T’. The numbers on the 
right were all calculated in 95, so we can solve the equations and obtain the following. 
PROPOSITION 7.2. The dimensions in the decomposition (7.1) are 
a = c =&k- l)(k-2), 
b=;k(k-l)+(P-N), d=$k(k-l)+l-(P-N). 
Note that this already proves Petrowsky’s inequalities (1.4) which state that b z 0, 
d 2 0. 
We now examine the connected components of Ya+. There are P of them: denote 
them by II;. Obviously, all the [II,] lie in _,E,‘@ _,E,-. As for the self-intersections. the 
argument in the proof of (2.4) applies to each Iii separately to show that 
Thus YR+ has P+(P”.P-) components with negative (zero. positive) self-intersection. 
Now, it is trivial that the [IIi]‘s with non-zero self-intersection are linearly in- 
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dependent, which gives the inequalities 
P_Sa. P+Sb. 
If we could prove that all the [II,] were linearly independent. an easy argument shows 
that we could add PO to the left hand side of both these inequalities. That would give 
inequalities (1) and (3) in (I .8). Inequalities (2) and (4) in (I .8) are obtained in the same 
way by looking at the orientable components of Ya-. The term e(k) in inequality (2) 
comes of course from the extra orientable component of YR- for k odd (see (5.1)). 
This ‘outside’ component usually has negative Euler characteristic.? However, if the 
curve happens to have only one outermost oval, it has zero Euler characteristic, so for 
completeness I should mention that in this case inequality (4) too can be improved by 
r(k). To sum up, we have now proved the following. 
PROPOSITION 7.3. Amol’d’s inequalities are true as stated in (1.8), provided that the 
maps 
are injective. 
Hz( Y,‘: R) + tiz( Y: R) 
This is the point reached by Arnold in [ 11. The subsequent literature on this matter 
consists of two footnotes. In a footnote to [30], Rokhlin states that. using a Smith 
theory sequence, it is easy to see -that the conditions in (7.3) are always satisfied. 
However, that is not quite correct: for example inequality (1) is false for a quartic 
curve consisting of two nested ovals. In a footnote to [25], it is stated that Zvonilov 
has pointed out that either inequality (1) or inequality (2) (depending whether k is 
even or odd) must be corrected by one. That suggests that Zvonilov has made an 
analysis like the one below. but the statement is over-cautious. The true situation is as 
follows. 
PROPOSITION 7.4. (i) Inequalities (2) and (4) are always correct. (ii) A11 the in- 
equalities are correct if the curve X does not divide. (iii) if X divides, inequalities (1) 
and (2) are still correct, except that 
(a) if k is even and every component of B’ has zero Euler characteristic, inequality 
(1) may be wrong by one 
(b) if k is odd and every component of B- has zero Euler characteristic, inequality 
(2) may be wrong by one. 
I mentioned above a quartic curve where (a) occurs; (b) occurs for a conic, and for 
a sextic curve consisting of three nested ovals. Incidentally (7.4) (ii) shows that these 
curves must divide. I do not know if similar examples exist for higher values of k. but 
I see no reason why they should not. 
Proof of 7.4. We should like to prove that Hj( Y. YR=; Z) = 0. That would clearly 
imply what we want, and is in fact equivalent to it, since Y has no torsion and 
HJ Y) = 0. It seems easier first to calculate the groups HJ Y. YR’; Z/2). For this we 
consider the space (or rather two spaces ) Y/Y,‘. The covering involution 0 on Y 
preserves YRz, hence induces an involution on Y/YRz: the fixed point set is X/X,. the 
quotient space CP’/Bz. We write down the first seven terms of the Smith theory 
sequence for this space (see the appendix). After some routine calculations one can 
extract the following exact sequence:f 
O-,2/2+ H3(CP’. B’ U X: Z/2)+ H3(.Y. YRz: Z/2)+0 (7.5) 
+Namely. ?[I -(number of outermost ovals)]. 
fTo prove surjectirity at the end of (7.5) one has to use propert) (iii) of the Smith sequence (see Theorem A I 
in the appendix). 
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From the exact sequence of the pair (CP”/B’, X/X,) we get 
O-+HJ(CP?. B’UX: Z/?)+Hz(X, XR: z/2,+ ff?(CP?. B’: Z/7) (7.6) 
Now, by duality, H2(X. X,: Z/2) has dimension 2 if X divides, 1 if it does not. Thus if 
X does not divide, (7.5) and (7.6) show that both the groups H,( Y, YR-; Z/2) are zero. 
A for-riot-i the corresponding groups with coefficients Z (or R) are zero, which proves 
part (ii) of (7.4). From now on we assume that X divides, so that H3(Y, YR’; Z/2) is 
either 0 or Z/2. That already shows that none of Amol’d’s inequalities can be wrong 
by more than 1: we now pursue this 1. Examining the exact sequence of the triple 
(CP’, X, X,) and the relative Meyer-Vietoris sequence of CP’ modulo (RP’, B’, B-) 
shows that at least one of the maps H,(X. XR; Z/2)+ H?(CP’, B’: Z/2) in (7.6) must be 
non-zero; hence from (7.5), at least one of HJ( Y, YRC; Z/2) must be zero: the other is 0 
or Z/2. To finish the calculation we use (6.7): this shows that for k even we have 
H,( Y. Y,“; Z/2) = z/2, zf3( Y, y,-; Z/2) = 0 
and the kernel of Hz(Y,‘: Z/2)-r Hz( Y: Z/2) is [ YR+]. For k odd. it is the same. but 
with + and - interchanged. Now, for k even, the above shows that the only serious 
candidates for elements in the kernel of H?(Y,‘: Z)+ Hz( Y: Z) are of the form 
ISn,[lI,] with all the n, odd. (Here. as before, n; are the components of YR+). But it is 
clear that such an element can not be in the kernel unless all the Iii have zero 
self-intersection in Y. For k odd. every component of Y,- is orientable, so the same 
argument holds. This proves (iii) of (7.4). since a n, having zero self-intersection is 
equivalent to the corresponding component of B’ having zero Euler characteristic. 
Finally. to prove (i), the (corrected) inequalities (1) and (2) show that under the 
circumstances of (a) and (b) in (iii). the total number of ovals is only about k’, so that 
inequalities (3) and (4) are trivially correct even for these curves. 
The last remark also shows that (except when k = I) inequalities (I) and (2) are 




















V. I. ARNOL’D: On the arrangement of the ovals of real plane curves. involutions of 4-dimensional 
smooth manifolds. and the arithmetic of integral quadratic forms. Funkrsionol’ni An&i: i ego Prilo- 
zheniya 5 (1971). l-9. 
M. F. ATIYAH: Vector fields on manifolds. Arbeil.rgemeinschafr~f fiir Forschung des Landes Nordrhein- 
Westfalen. Heft 200. 
M F. ATIYAH and J. l_. DCPOYT: Vector held\ uith finite \ingularities. .qtru mufh. Stockh. I28 (1972). 
I-40. 
M. F. ATIYAH and I. M. SINGER: The index of elliptic operators III Ann. Math. 87 (1968). 546-603. 
F. G~TZE: Konjugationen auf komplexen Mannigfaltigkeiten und Eulerzahl von reel1 algebraischen 
VarietPten, Diplomarbeit. Bonn 1975 (unpublished). 
D. .A. ~~UDKOV: The topolop! elf real prujectibe algebraic manifold\ Us~e/,/ri hfor. NLIU~ 29 I 19741. 3-79: 
Russ. math. Surcs 29 (1974). l-79. 
D. A. GUDKOV and A. D. KRAKHNOV: On the periodicity of the Euler characteristic of real algebraic 
(M - I)-manifolds. Fun/,r.siontr/‘ni Antrliz i eqo Prilo,-lreniyu 7 ( 1973). 15-19. 
R. C. GUNNING and H. ROW: Analytic Functions of Seceral Complex Variables. Prentice Hall I 1965). 
D. HILBERT: Mathematische Probleme. Gesammelte Abhondlungen. Band 3. Springer (1935). 
F. HWEBRUCH: Topolocictrl Mefhodv in crl,cebnric Geometry. 3rd Edn. Springer (1966). 
F. HIRZEBRUCH: Singularities and exotic spheres. SPminoire BowbaLi 1966-67. expose 314. 
F. HIRZEBRUCH: The signature of ramified coverings. GIobul Analysis (papers in honour of Kodaira) pp. 
253-265. University Press. Tokyo (1969). 
K. JKNICH and E. 0s~~: On the signature of an involution. Topology 8 (1969). 27-30. 
V. M. KHARLAMOV: The maximum number of components of a surface of degree 4 in RP’. Funk- 
sional’ni Anoliz i ego Prilo:heniya 6 (1972). 101. 
V. M. KHARLAMOV: h’ew congruences for the Euler characteristic of real algebraic manifolds. 
FunLrsiontrl’ni Arm/i-_ i cpo Prilozhenivtr 7 (1973). 74-78. 
V. M. KHARLAMOV: The generalized Petrowsky inequality. Funktsional’ni Anali-_ i ego Prilozheniya 8 
( 1974). 50-56. 
V. M. KHARLAMOV: The generalized Petrowsky inequality II. Funktsionul~ni Anuiiz i ego Pri/o-_heni~u 9 
(197.5). 93-94. 
72 G. WILSON 
18. 
19. 
V. M. KHARLAMOV: Further congruences for the Euler characteristic of even-dimensional real algebraic 
manifolds, FunX-rsional’ni Analiz i ego Prilozheniya 9 (1975). 5 140. 
V. M. KHARLAMOV: Topological types of non-singular surfaces of degree 4 in RP’. Funkrsional’ni 
Analiz i ego Prilozheniya 10 (1976) 55-68. 
20. V. A. KRASNOV: The generalized Petrowsky inequality for odd degree. Funkfsional’ni Anali: i ego 
Pritozheniya 10 (1976). 41-48. 






W. S. MASSEY: Algebraic Topology, an Inrroducrion. Harcourt. Brace and World (1967). 
1. MILNOR: Topology from rhe Differenriabte Viewpoinr. University Press of Virginia (1%5). 
I. MILNOR and D. HUSEMOLLER: Symmerric Bilinear Forms. Springer (1973). 
N. M. MISHACHOV: Complex orientations of plane M-curves of odd degree, Funkrsional'ni Anali: iego 
Prilozheniya 9 (1975). 77-78. 
26. I. PETROWSKY: On the topology of real plane algebraic curves. Ann. Math. 39 (1938). 189-209. 
27. V. RAGSDALE: On the arrangement of the real branches of plane algebraic curves, Am. 1. Marh. 28 
(1906). 377-404. 
28. V. A. ROKHLIN: Proof of Gudkov’s conjecture, Funkrsional’ni Analiz i ego Prilozheniya 7 (1972), 62-64. 
29. V. A. ROKHLIN: Congruences modulo I6 in Hilbert’s sixteenth problem, Funkrsional’ni Anali; i ego 
Prilozheniya R (1972). 58-64: part II. ibid.. 7 (1973). 91-92. 
30. V. A. ROKHLIN: Complex orientations of real algebraic curves. Funkrsionat’ni Analiz i ego Pritozheniya 
8 (1974). 71-75. 
31. J-P. SERRE: Cours d’Arirhm8ique. Presses Universitaires de France, Paris (1970). 
32. A. WEIL: Inrroducrion ci I’irude des Varieris Krihiiriennes. Hermann (1958). 
33. V. I. ZVONILOV: Kharlamov’s inequalities and the Petrowsky-Oleinik inequalities, Funkrsionat’ni analiz 
i ego Prilozheniya 9 (1975). 71-72. 
34. V. M. KHARLAMOV: Private communication dated 23/4/77. 
Mathematical Institute, 
24-29 St. Giles, Oxford 
APPENDIX. THE ‘SMITH THEORY’ EXACT SEQUENCE FOR INVOLUTIONS 
Let X be a space. T :X+X a (continuous) involution. We denote the fixed point set Xr by F, the 
quotient space X/T by X’. We regard F as a subspace of both X and X’. Throughout the appendix, H, means 
homology with Z/2 coefficients. 
THEOREM Al.t There is an exact sequence 
in which 
I,*, 
H,,,(X’,P)- H,(X’.F)@H,(F)A H,(X)2 H,(X’,F)A.. 
(i) S is induced by the narural map X+X’+ X’IF. 
(ii) the second component of a is induced by rhe inclusion F+ X. 
(iii) rhe second componenr of y is the boundary map of rhe pair (X’, F). 
(iv) Tacrs as rhe idenriry on rhe imuge of a. 
The definition of the maps not mentioned above will be clear when we derive the sequence. The first 
component of y is essentially cap product with the class wr of the covering (X - F)+(X’- F). 
COROLLARY A2. Suppose dim H*(X) is finire. Then 
ri) dim H,(F)~dim H*(X) 
(ii) if dim H*(F) = dim H,(X), then T acrs as the idenriry on H,(X). 
Proof of A2. From the sequence in Al we easily find 
dim H*(X) = dim H,(F) + 2 2 dim ker y,. 
r (A3) 
which proves (i). If we have equality in (i). then (A3) shows that ker y = 0. so that a is onto. Thus (ii) 
follows from part (iv) of (Al). 
Proof of A I. We consider the following diagram of cofibre (Puppe) sequences: 
F+ x+X/F * SF+SX+ . . . 
II 11 II 
F-t X’+X’/F w SF+... 
1 1 1 1 
I* cq C’ -) *+ . . . 
1 
sx 
+Strictly speaking. the last part of the proof below requires some mild regularity assumption on either the 
spaces or the homology theory. In our applications X was a finite complex. 
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Here S denotes suspension. * is a contractible space. and C and C’ are mapping cones. The map C+C’ 
just collapses a cone on F. hence it is a homotopy equivalence. There are two ways of extracting 
Meyer-Vietoris type exact sequences from this diagram, starting at the point X. (Both are in fact the 
Meyer-Vietoris sequences of certain triples that we shall not specify.) The one we want is 
. ..-H.(X)+H,(X’.F)+H,(C’)@H,(SF)+H,(SX)+ . . 
The sequence in (Al) is derived from this by inserting an isomorphism H,(C’) = H,_,(X’. F). This is 
essentially a Thorn isomorphism. and is obtained as follows. The projection n: (X - F)+(X’- F) is a 
double covering (unbranched): it can be regarded as the unit sphere bundle of a line bundle over X’ - F. We 
recall that the mapping cone of n is the same as the Thorn space of this line bundle. Thus if A c E are 
subspaces of X’ - F. we have a (relative) Thorn isomorphism 
H,.,(B. A) :H,(C,. C,). 
where C,. C, are the mapping cones of ?r restricted to r-‘(B). n-‘(A). (For this it is of course essential that 
we are using Z/2 coefficients.) Hence if K is any closed neighbourhood of F in X’, we have (using excision) 
H,.,(X’. K) :Hr(C. CK). 
Taking a limit over shrinking neighbourhoods K we get 
H,_,(X’. F) fH,(C. C,) = H,(C’). 
as desired. This completes the construction of the Smith theory sequence. Properties (i), (ii) and (iii) in (Al) 
are obvious. and (iv) is an easy exercise. 
