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We investigate the open dynamics of an atomic impurity embedded in a one-dimensional Bose-Hubbard lat-
tice. We derive the reduced evolution equation for the impurity and show that the Bose-Hubbard lattice behaves
as a tunable engineered environment allowing to simulate both Markovian and non-Markovian dynamics in a
controlled and experimentally realisable way. We demonstrate that the presence or absence of memory effects
is a signature of the nature of the excitations induced by the impurity, being delocalized or localized in the two
limiting cases of superfluid and Mott insulator, respectively. Furthermore, our findings show how the excitations
supported in the two phases can be characterized as information carriers.
Introduction - Several condensed matter models have been
recently investigated from an open system viewpoint. Typi-
cally, one imagines embedding an impurity in a much larger
many-body system that acts as its environment. The un-
derlying idea is that, by monitoring dynamical properties of
such a probe-impurity, one can access information about the
many-body system indirectly and, ideally, with very little dis-
turbance. Several features of a many-body system can be
thoroughly investigated within this framework, from single-
particle excitation spectra to many-body correlations [1–5].
In a complementary fashion, one can shift the perspec-
tive and study properties of the impurity dynamics itself. In
this respect, an interesting question to ask is whether the
open dynamics induced by a many-body system is memory-
less or not. Generally, the answer depends on the specific
system at hand, as well as on those controllable parameters
that make tunable the many-body environment. Open sys-
tem dynamics induced in many-body experimental platforms
have been studied and simulated mainly in the Markovian,
or memory-free, regime [6–9], modelled by a Lindblad mas-
ter equation [10]. In a number of physical scenarios, how-
ever, a Markovian description of the dynamics is inadequate
[11–13]. Furthermore, memory effects may be beneficial for
certain quantum-enhanced protocols, such as superdense cod-
ing [14, 15], teleportation [16], and quantum key-distribution
[17], and they play a key role as well in quantum thermody-
namics [18] and measurement theory [19]. Their quantifica-
tion in terms of information backflow has led to the introduc-
tion of a number of non-Markovianity measures or witnesses,
based on the dynamical properties of different quantum in-
formation quantifiers[20–25]. Depending on both the system
and the quantum protocol of interest, one may choose the ap-
propriate non-Markovianity measure and investigate if and in
which way memory effects lead to optimised performance. In
light of this renewed interest in non-Markovian dynamics, a
few experiments in the quantum optical domain have been
performed to implement quantum simulators of simple non-
Markovian models [26–34]. At the same time a number of
theoretical studies have demonstrated that many-body envi-
ronments may induce memory effects in the dynamics of an
interacting impurity [35–40].
In this Letter, we focus on the Bose-Hubbard model, which
is efficiently implemented using cold atoms in optical lat-
tices [41–43]. In particular, the occurrence of a critical point
has been demonstrated, which separates a superfluid quasi-
condensate from a Mott insulator phase [44]. We consider
the one-dimensional model, whose phase diagram has been
extensively investigated [45]. In contrast to previous works
on spin system and ion crystals [46, 47], our results show for
the first time the existence of a direct connection between the
presence or absence of memory effects in the induced open
system dynamics and the nature of the environmental exci-
tations, giving rise to either delocalized or localized density
fluctuations in the two phases, respectively. By using both
analytical and numerical tools, we evaluate the amount of in-
formation backflow and its dependence upon the parameters
of the Bose-Hubbard model. In particular, we adopt two dif-
ferent analytic approaches in the superfluid and deep Mott
regimes, respectively, which allowed us to identify the sin-
gle particle excitations in the two phases and to obtain their
contributions to information flow and memory effects. Then
we use numerical t-DMRG to interpolate between the two ex-
tremes and analyse non-Markovianity close to the transition
point. Besides directly linking memory effects to the physi-
cal properties of the information carriers, this analysis offers
the possibility of characterizing the mobility of the excitations
from a quantum information perspective.
In a related work [67], memory effects induced by An-
derson localisation were studied for a two-level atom cou-
pled to a one-dimensional array of disordered cavities, and
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2non-Markovianity was shown to increase with the disorder
strength. Taken together with these observations, our results
point towards a possible universal connection between non-
Markovianity and localization in complex many-body envi-
ronments.
Impurity dephasing in the Bose-Hubbard lattice - The dy-
namics of a cold gas of bosonic atoms trapped in a one-
dimensional optical lattice and confined to the lowest Bloch
band is governed by the Bose-Hubbard Hamiltonian [41, 48]
HˆBH = −J
∑
i
(aˆ†i aˆi+1 + aˆ
†
i+1aˆi) +
U
2
∑
i
nˆi(nˆi − 1), (1)
where J is the hopping parameter, U is the localising on-site
interaction, aˆi, aˆ
†
i are the standard boson annihilation and cre-
ation operators and nˆi = aˆ
†
i aˆi. In the limits J = 0 and U = 0,
the above Hamiltonian is exactly solvable, with the ground
states describing either a Mott insulator, with a uniform occu-
pation number per site n¯, or a quasi-condensate, with a macro-
occupancy of the lowest momentum-state, respectively. The
intermediate regime is analytically intractable but approxi-
mate models can be employed in the J  U and U  J
regimes [49–51].
A single atomic impurity can be used to investigate fea-
tures of the lattice trapped gas [52–54]. We assume that the
impurity is harmonically confined in three dimensions, frozen
in its motional ground state, whose wavefunction is a Gaus-
sian centered at a specific site (say i = 0) of the lattice. This
setting can be practically implemented using selective optical
potentials that are able to confine different internal states or
different atomic species independently [55–60]. The impurity
and the surrounding gas are coupled via a density-density in-
teraction, whose strength depends on the internal state of the
impurity, and which couples it to the local number operator
nˆ0 [1, 61]. We assume that only the two lowest internal lev-
els of the impurity (|e〉 , |g〉) are relevant to the dynamics and
that |g〉 does not couple to the gas. This can be achieved by
a Feshbach resonance [55–61]. The total Hamiltonian reads
Hˆ = ω02 σˆz + HˆBH + Ue|e〉〈e| ⊗ nˆ0, where Ue is an effective
coupling constant accounting for the spatial overlap between
the impurity and the gas wave functions. We will consider a
repulsive interaction, Ue > 0.
Starting with the impurity initially in state |g〉, we assume it
to be transferred into an equal superposition of |g〉 and |e〉 by
a pi/2 pulse. The ensuing evolution generated by Hˆ will not
lead to population transfer. It will, however, cause dephasing,
giving rise to a decay of the impurity coherence. The central
physical quantity of interest in this work will be the decoher-
ence function, which we will use to characterize the impurity
dynamics. It can be measured in a Ramsey-type experiment
by applying a second pi/2 pulse, after a variable delay t, that
maps the relative phase between |g〉 and |e〉 into a measurable
population imbalance [62]. The environment-induced dynam-
ics of the impurity’s internal levels can be either memory-less
(Markovian), with a monotonic loss of the initial coherence, or
with memory (non-Markovian), with some temporary and par-
tial recovery. Starting from the microscopic Hamiltonian Hˆ,
by means of standard time convolutionless projection operator
technique [63], one can derive a perturbative master equation
for the reduced impurity state,
dρ
dt
= − iω¯0
2
[σˆz, ρ] + γ(t)(σˆzρσˆz − ρ), (2)
which is well known as a dephasing master equation (with a
renormalized transition frequency ω¯0). The time-dependent
transition rate γ(t) is directly connected to the density fluctu-
ations of the gas
γ(t) = U2e Re
∫ t
0
dt′〈nˆ0(t′)nˆ0(0)〉. (3)
Through this relation, the properties of the Bose-Hubbard
gas are dynamically mapped into the impurity time evolution,
which comes out to be Markovian if and only if the decay rate
is positive at all times, implying no memory-effects. Non-
Markovian dynamics occurs, instead, if at least one time in-
terval exists for which γ(t) < 0, causing information back-
flow [21]. This is directly linked to the time behaviour of
the Loschmidt echo, defined as L(t) ≡ | 〈φ(t)| φ′(t)〉|2, with
|φ(t)〉 being the ground state |φ(0)〉 of HˆBH , chosen as the ini-
tial state, evolved according to HˆBH only, while |φ′(t)〉 is the
time-evolved state in the presence of the impurity. It turns
out that |ρeg(t)|/|ρeg(0)| = | 〈φ(0)| eiHˆgte−iHˆet |φ(0)〉 | = √L(t),
where Hˆk = 〈k| Hˆ |k〉, with k = g, e. Therefore, √L(t) = eΓ(t),
where Γ(t) = − ∫ t0 dt′γ(t′), is uniquely determined by the de-
phasing coefficient of the impurity.
In order to investigate the Markovian or non-Markovian
character of the dynamics induced by the engineered quantum
environment we use the trace-distance measure (BLP mea-
sure) quantifying information flow in terms of distinguisha-
bility between two arbitrary quantum states of the probe [21].
It is worth stressing that, for the open quantum system investi-
gated here, all non-Markovianity measures agree in discerning
Markovian from non-Markovian dynamics [10, 64]. For our
case, the BLP non-Markovianity measure N can be explicitly
computed via the Loschmidt echo [46, 65]
N =
∑
n
√
L(tn+1) −
√
L(tn), (4)
where the sum is taken over the set of time intervals [tn, tn+1] at
which the echo increases. During these intervals, some of the
previously lost information regarding the state of the impurity
is temporarily recovered, thanks to the fact that the dephasing
coefficient γ(t) becomes temporarily negative.
Dephasing dynamics in the limiting cases - We assume the
total system to be initially at zero temperature, with the gas
prepared in its ground state, and the impurity in an equal su-
perposition state. In the superfluid regime, U  J, the kinetic
energy of the atoms in the lattice is much larger than the on-
site interaction, and hence the latter can be treated as a weak
perturbation. The gas is a 1D quasi-condensate whose ma-
jority of atoms occupy the k = 0 momentum state. It can
3be described using Bogoliubov mean-field theory [49], which
allows us to recast the local density operator as follows
nˆ0 = n0 +
∑
k
βk
Ns
(
bˆ†k + bˆk
)
, (5)
in which n0 is the condensate density, βk =
√
n0Ns (uk + vk)
is the spectral density expressed in terms of the Bogoliubov
coefficients uk, vk [49], and bˆ
†
k create the Bogoliubov quasi-
particle excitations with momentum k (with Ns being the num-
ber of lattice sites). In the strongly interacting regime U  J,
we use the doublon-holon approximate description instead,
derived in [50, 51] and successfully employed to study out-of-
equilibrium dynamics [68]. We assume that, if the gas filling
factor is n¯, defining the ground state |GS〉 ∝ ⊗ j |n¯〉 j in the limit
U/J → ∞, then only the local states |n¯〉, |n¯ + 1〉 and |n¯ − 1〉
play a major role in the dynamics. Truncating the local basis
to these three states [51], we obtain an effective description of
the system in terms of fermionic excitations, giving
nˆ0 = n¯ +
1
N2s
∑
k,q
cos
(
θk − θq
2
)
(dˆ†k dˆq − hˆ†k hˆq)+
i sin
(
θk − θq
2
) (
dˆ†k hˆ
†
−q − hˆ−qdˆk
)
,
(6)
where dˆ†k (dˆk) and hˆ
†
k (hˆk) are fermionic operators creating
(destroying) doublon and holon excitations, respectively [76].
This approach breaks down for U/J < 4(n¯ + 1), therefore
choosing n¯ = 1 restricts the range of validity to U/J ≥ 8.
In the two limiting cases, analytic expressions for the de-
phasing rate can be derived by plugging the density fluctua-
tions of (5) and (6) into the expression for γ(t). Including the
constant density component in the unitary evolution, and tak-
ing the average over the respective vacuum states, we obtain:
γS F(t) = U2e
∑
k
|βk |2
N2s
(
sinωkt
ωk
)
, (7)
γM(t) = U2e
∑
k,q
sin2
(
θk − θq
2
) sin(ωdk + ωhq)t
N2s (ω
d
k + ω
h
q)
, (8)
where ωk and ω
d/h
k are the energies of the superfluid and dou-
blon/holon excitations, respectively [77]. As we discuss be-
low, while γS F gives rise to a purely Markovian impurity dy-
namics (due to delocalised excitations), γM results in a gener-
ally non-zero information backflow (due to the doublon-holon
pairs, generating localised particle density fluctuations).
Results - As seen from Eq. (4), non-Markovian effects oc-
cur if the Loschmidt echo does not decay monotonically (re-
quiring a temporary negative γ(t)). In the superfluid regime,
L(t) displays revivals at long times only, due to finite size ef-
fects, see panel (a) of Fig. 1. The memory-inducing mech-
anism, in this case, is the following: after the impurity is
embedded in the Bose lattice at site 0, representing the cen-
ter of the lattice, the repulsion generates a small depletion of
the quenched site, and a fraction of the initial particles moves
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Figure 1. (Color online). (a): Loshmidt echo in the superfluid phase
calculated using Eq. (7) at U/J = 1, the vertical line is the recurrence
time τ = NScs ' 2piωk=2pi/Ns , due to finite size effects. (b): Loshmidt echo
deep in the insulating phase at U/J = 30, the vertical line is τ = 2piU .
(c): Loshmidt echo in the intermediate regime for U/J = 3.5, 4, 5 in
dotted blue, dashed green an solid black, respectively. (d): density
fluctuations in the nearest neighbor of the quenched site (dubbed as
1) for U/J = 3.5, 4, 5 in dotted blue, dashed green an solid black,
respectively. The dot-dashed gray line gives the density fluctuation
in the perturbed site for U/J = 5. In all the panels Ue/J = 0.01 and
Ns = 96. Data displayed in (b), (c) and (d) were obtained trough
particle-conserving (n¯ = 1) t-DMRG calculations.
towards the neighbouring sites. In the superfluid regime, a
density wave is generated, which travels freely throughout the
lattice. Revivals in the density of the quenched site (and, as
a consequence, in the Loschmidt echo) are due to this wave
reaching the boundary - because of the finite size - and bounc-
ing back towards its source. In the Bogoliubov mean field
approach, delocalised phononic excitation have the effective
speed of sound cs =
√
2JUn0, so that we can predict the re-
vival time to be Ns/cs.
In the Mott phase, the behaviour is qualitatively differ-
ent. At strong interactions, the energy of a pair of two dis-
tinct types of quasiparticle with opposite momenta is 2Ω(k) '
U − 2J(2n¯ + 1) cos k [51, 77]. In this regime, the maximal
relative velocity of a pair is found at |k| ' pi2 , where the spec-
tral density exhibits a maximum. As a result, the decoherence
function shows the first revival at t ' 2pi2Ω(pi/2) = 2piU , in agree-
ment with the numerics, see panel (b) of Fig. 1. Hence, the
non-monotonicity of the Loschmidt echo occurs for shorter
and shorter times with increasing the interaction strength. In
the limit U/J → ∞, the gas approaches the hard-core boson
limit, with the exact eigenstates of the Hamiltonian in Eq. (1)
being given by local Fock states |n〉 j. In this case, the interac-
tion with the impurity only causes a local energy shift, gener-
4ating no dynamics and no memory effects at all.
Around the critical point (U/J)c ≈ 3.4 [71–73], the descrip-
tion gets more involved as mean field approaches do not hold
anymore. In analogy to the limiting cases discussed above, we
can start off considering the effect of the impurity on the lo-
cal particle density. As expected, a depletion of the quenched
site occurs; however, the local density displays a few oscil-
lations only, before reaching a stationary value. In the Mott
phase, the response of the gas after the embedding of the im-
purity can be witnessed by analysing the density fluctuations
at the neighbouring site i = 1, δn1(t) = 〈nˆ1(t)〉 − 〈nˆ1〉GS. For
U/J . 4, after a quick transient with a positive density fluctu-
ation, a negative stationary value is reached, see panel (d) of
Fig. 1. After U/J ' 4 the extra particles moving away from
site 0 stay almost localized, as they oscillate back and forth,
accumulating (on average) on site 1, i.e. generating a positive
stationary value for the density fluctuation.
To understand this behavior, we can compare it with the
results of Ref. [74], where the expansion velocity vc of an
initially held cloud of atoms in a 1D Bose-Hubbard lattice
was thoroughly investigated and a minimum was found at
(U/J)vc ' 4, consistently with other experimental observa-
tions [75]. In that scenario, high occupancy states begin to
form at small U/J (but still in the Mott phase), resulting in a
reduction of the expansion velocity of the cloud. In our setup,
where the lattice is not switched off, the excess of particles
generated by the impurity ends up trapped in the vicinity of
the quenched site for U/J & 4. In the intermediate regime
(between the critical point and U/J ' 4), instead, they are
able to propagate even though the environment has entered the
insulating phase. This behaviour can be related to the emer-
gence of structures in the Loschmidt echo. Proper oscillations
are found for U & 4, with L(t) displaying a series of maxima
and minima that signal a non-Markovian dynamics, ultimately
due to the localized character of the density fluctuations, see
panel (c) in Fig. 1. On the other hand, for U . 4 the Loshmidt
echo displays a series of inflection points, not giving rise to
any true memory effect. Finally, all these structures disappear
in the superfluid regime.
The memory quantifier displays the counterpart of these
different behaviours of the local density. In Fig. 2, we display
the normalized non-markovianity measure, N = N/Nmax,
comparing a numerical calculation with the analytic results
obtained with the doublon-holon model in the thermody-
namic limit [70]. The plot summarises our findings, show-
ing that the two limiting phases of the lattice gas are charac-
terised by qualitatively different dynamics: fully Markovian
when the environment is in the superfluid phase and non-
Markovian when the environment is deep in the Mott insu-
lator phase. The Markovian-to-non-Markovian transition oc-
curs at (U/J)N ' 4, different from but still quite close to the
critical point. Notice, in particular, the good agreement be-
tween the numerical and the approximate analytic results, dis-
crepancies being due to the perturbative nature of the master
equation and to the truncation of the Hilbert space adopted
in the analytic approach. Increasing the ratio U/J, the two
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Figure 2. (color online): Comparison between numerical (dashed
green, Ns = 96) and analytical (solid black, NS → ∞) normalised
non-Markovianity measureN = N/Nmax and average excess particle
number at site 1, δn¯1/δn¯1max (dotted blue, Ns = 96), where the time
average is performed over JT = 2pi. In the inset, N for different
lattice sizes, Ns = 80, 96 and 128 in solid red, dotted blue and dashed
green respectively.
calculation methods agree in giving an amount of informa-
tion backflow that decays asymptotically to zero. The onset
of non-Markovian dynamics is then compared with the time
averaged occupancy fluctuation of the impurity’s adjacent site
δn¯1 = 1/T
∫ T
0 〈nˆ1(t)〉−〈nˆ1〉GS. This quantity is negative for val-
ues of U/J at which the gas has a larger mobility, resulting in
quasi-particles being pushed away from the neighbourhood of
the impurity and spreading without any backflow, hence lead-
ing to Markovian dynamics. As soon as δn¯1 becomes posi-
tive, instead, extra particles moving away from site 0 oscil-
late back and forth, accumulating (on average) on site 1, and
giving rise to the observed memory effects. This is true up
to a maximum after which the gas approaches the hard-core
boson limit, where even these oscillations are strongly sup-
pressed, resulting in a decay of δn¯1 back to its ground-state
value, and in a tendency of the dynamics to become memory-
less again. In this system, therefore, we can understand the
quasi-particles as the physical information carriers, their dy-
namics being uniquely connected to information backflow and
non-Markovian memory effects.
Conclusions and outlook - We have investigated the open
system dynamics induced by a Bose-Hubbard lattice when
it plays the role of environment for an (open) impurity sys-
tem. We have derived the generalized master equation for the
open system dynamics and linked the dephasing coefficient to
the density-density correlations of the cold atom environment.
Using both analytical and numerical techniques we have stud-
ied the non-equilibrium dynamics of the total system and we
have shown that the ratio U/J can be thought of as a control
parameter allowing to manipulate the nature of the informa-
tion carriers and thus ruling the Markovian to non-Markovian
crossover. In this sense, the Bose-Hubbard lattice can act as a
controllable engineered environment, allowing for the simula-
tion of open quantum system dynamics in both Markovian and
non-Markovian regimes. We have shown that in this system
5the presence or absence of memory effects is directly linked
to the nature of the excitations induced in the environmental
ground state and showed how the onset of memory effects sig-
nals the trapping of higher occupancies in the vicinity of the
impurity.
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