Given a finite subset S ⊂ F d p , let a(S) be the number of distinct r-tuples α 1 , ..., α r ∈ S such that α 1 + · · · + α r = 0. We consider the "moments" F (m, n) = |S|=n a(S) m . Specifically, we present an explicit formula for F (m, n) as a product of two matrices, ultimately yielding a polynomial in q = p d . The first matrix is independent of n while the second makes no mention of finite fields. However, the complexity of calculating each grows with m. The main tools here are the Schur-Weyl duality theorem, and some elementary properties of symmetric functions. This problem is closely to the study of maximal caps.
Introduction
Given a subset S ⊂ F d p , denote by a(S) the number of distinct r-tuples such that j α j = 0 in F d p . An important "zero-sum" problem [4] is determining how large |S| can be subject to the constraint a(S) = 0. In this paper, we consider the functions
where S ⊂ F d p , p is a prime. F (m, n)/F (0, n) is the mth moment of the push-forward of the uniform distribution through a. Since this distribution is compactly supported, the values F (m, n) for 0 ≤ m ≤ max |S|=n a(S) determine the entire distribution.
The strategy of this paper is to describe F (m, n) as the trace of an operator that does not depend on n. Sections 2 and 3 describe the operator, and the decomposition mentioned in the abstract. Section 4 is the main theorem about the decomposition, while sections 5 and 6 give explicit formulas for the matrix elements. Finally, section 7 covers the example m = 2, n = 10, p = 3, d arbitrary.
The Moment Function as a Trace
, the Lie algebra of GL(V ), and
the tensor algebra of g. For any representation ρ :
given by
where ρ ′ is the derivative of ρ. When ρ = ∧ n , ρ(V ) is the vector space with basis v S , #S = n. Our aim is to represent the operator
It turns out that one can choose B so that deg B ≤ p, and so that B is generated by simultaneously commuting elements of g. One can therefore take
, where B m = Φ (B ⊗m ), and Φ = Φ k is the symmetrization map
We capitalize on this element using a factorization of the composed map f = h • Φ: f is a GL(V ) × S k -invariant map to C, so factors through
where the middle term is the trivial subspace with respect to the GL(V ) ×S k action.
Our theorem is a calculation of the matrix elements of g, h in a canonical basis of g ⊗k trivial
. The use of this decomposition is can be seen from a complexity point of view: the matrix elements of g depend on F d p , and m, but do not contain an n term. The complexity of computing h depends on m and n, but not on B.
The Tensor Algebra Element
To find B, we use a fact used by Bierbrauer and Edel in [1] 
where e r is the rth elementary symmetric polynomial. e r has a useful expression in the power-sum basis
where ρ ∈ Λ(r), the set of partitions of r, p ρ = ℓ=ℓ(ρ) j=1
, and
the standard inner product on symmetric polynomials. We can now describe B. Let
in T k≤p . The product here is the symmetric product, i.e. the symmetrization of the tensor product. By (1) and (2), B has the desired property f (B m ) = F (m, n).
Schur-Weyl Duality and The Theorem
The canonical basis of g ⊗k trivial is better said under the isomorphism
The decomposition is now Schur's lemma and Schur-Weyl duality:
Here µ is a partition of k, and P µ ∈ End(V ⊗k ) is the projection onto S µ (V ) ⊗ S µ in the Schur-Weyl decomposition
S µ is Schur functor, and S µ is the irreducible Specht module [6] associated to µ. The fact that the multiplicity of each irreducible is a most one means that P µ is a canonical basis. We calculate the matrix elements of g, h in this basis.
Theorem 1. The moment function is given by
Furthermore, combinatorial formulas for G, H, F are given in (7), (14) and (15), and the answer is a polynomial of degree ≤ n − 1 in q.
Proof. This just expresses f (B m ) = h · g(B m ) in the basis P µ . The explicit formulas for G, H, and F are given in sections 5, 6, and 7. The fact that the answer is a polynomial in q of degree n − 1 follows from (15), and the fact that m ν (λ) = 0 for ℓ(λ) < ℓ(ν). The bound for the degree also follows from the simple fact that
Decomposition of the Algebra Element
This section calculates G(m, µ), the coordinate of g(B m ). First, we expand B m :
Where the sum is over functions m : Λ(r) → N with |m| = ρ m(ρ) = m, k = ρ m(ρ)ℓ(ρ), and
with the tensor taken in the lexicographic order on Λ(r). Let G(m, µ) be the coordinate of each component g(B m ),
Given |µ| = |ν| = k, let χ µ ν denote the character of the irreducible representation of S k corresponding to µ on σ ∈ S k of cycle-type ν. By Schur-Weyl duality, this is the same as s µ , p ν , where s µ is the Schur polynomial. Using [7] , theorem 8(ii), 
b being the index within C ρ,a . The summand in G 0 only depends on [π](σ):
The sum over α j is just the dimension of the kernel over F p of the m by ℓ matrix X = X(m, π), where
with ρ, a, b associated to c as in (6) . The summand depends only on the equivalence class [X] m,ℓ , where
It is helpful to think of [X] m,ℓ as an equivalence class of the bipartite graph with adjacency matrix X. Since every map is onto with fibers of the same size in
we get
ρ is associated to 1 ≤ i ≤ m under π m , and the sum is over π 0 : {1, ..., ℓ(ρ)} → {1, ..., ℓ}. The final formula is
6 Trace of the Schur Projections
Finally, we calculate the matrix element
applying ϕ using the identification (4).
Proceeding directly leads to difficult combinatorics, but the computation can be much simplified using the identification of symmetric polynomials with (virtual) representations of GL(V ). Specifically, one identifies
e n (x 1 , ..., x q ) being the character of ∧ n (diag(x 1 , ..., x q )). By (2),
where ρ λ (V ) is the vector space with basis
v i are basis vectors of V , and
is a linear map End(V ) → End(ρ λ (V )) so ϕ ρ λ is well-defined. H 1 turns out to be the better-behaved expression.
Continuing,
We calculate each summand,
The sum is over π : {1, ..., k} → {1, ..., ℓ} which keeps track of where each E ia,ja is inserted as in (10). Also, we have set {a 1 , ..., a c } = π −1 (b), with the ordering a 1 < · · · < a c .
Associated to each π there is a unique permutation σ ′ (π) ∈ S k which is "sorted," and such that [π](σ ′ ) = [π]. Sorted here means that each cycle of Finally, summing over ν gives
using (13), (8), (9), and orthogonality of characters.
An Example
Combining equations (5), (7), (14), and the formula
we arrive at a formula for F : 
F(m) is a symmetric polynomial of degree k, independent of n.
As an example, we present the second moment for n = 10 points in F Notice that F (2, 10) vanishes at q = 1, 3, 9, since there are no subsets of size 10 when d = 0, 1, 2.
