Abstract. Gaussian smoothing of images is an important step in Voxelbased Analysis and Statistical Parametric Mapping (VBA-SPM); it accounts for registration errors and integrates imaging signals from a region around each voxel being analyzed. However, it has also become a limitation of VBA-SPM based methods, since it is often chosen empirically, non-optimally, and lacks spatial adaptivity to the shape and spatial extent of the region of interest. In this paper, we propose a new framework, named Optimally-Discriminative Voxel-Based Analysis (ODVBA), for determining the optimal spatially adaptive smoothing of images, followed by applying voxel-based group analysis. In ODVBA, Nonnegative Discriminative Projection is applied locally to get the direction that best discriminates between two groups, e.g. patients and controls; this direction is equivalent to local filtering by an optimal kernel whose coefficients define the optimally discriminative direction. By considering all the neighborhoods that contain a given voxel, we then compose this information to produce the statistic for each voxel. Permutation tests are finally used to obtain the statistical significance. The experiments on Mild Cognitive Impairment (MCI) study have shown the effectiveness of the framework.
Introduction
Voxel-based Analysis and Statistical Parametric Mapping (VBA-SPM) [2] [7] of imaging data have offered the potential to analyze structural and functional data in great spatial detail, without the need to define a priori regions of interests (ROIs). A fundamentally important aspect of VBA-SPM has been the spatial smoothing of images prior to analysis. Typically, Gaussian blurs of full-widthhalf-max (FWHM) in the range of 8-15mm are used to account for registration errors, to Gaussianize data, and to integrate imaging signals from a region, rather than from a single voxel.
The effect of this smoothing function is critical: if the kernel is too small for the task, statistical power will be lost and large numbers of false negatives will confound the analysis; if the kernel is too large, statistical power can also be lost by blurring image measurements from regions that display group differences with measurements from regions that have no group difference. In the latter case, spatial localization is also seriously compromised, as significant smoothing blurs the measurements out and often leads to false conclusions about the origin of a functional activation or of structural abnormalities. Moreover, a filter that is too large, or that is not matched with the underlying group difference, will also have reduced sensitivity in detecting group differences. As a result, Gaussian smoothing is often chosen empirically, or in an ad hoc fashion, an obvious limitation of such VBA-SPM analyses.
However, the most profound limitation of Gaussian smoothing of images is its lack of spatial adaptivity to the shape and spatial extent of the region of interest. For example, if atrophy or functional activation in the hippocampus is to be detected, Gaussian smoothing will blur volumetric or activation measurements from the hippocampus with such measurements from surrounding tissues, including the ventricles, the fusiform gyrus, and the white matter. Some earlier work in the literature [5] had shown that spatially adaptive filtering of image data can improve statistical power to detect group differences, however it didn't offer a way to determine optimal data filtering. In general, little is known about how to optimally define the shape and extent of the smoothing filter, so as to maximize the ability of VBA-SPM to detect group effects.
In this paper, we present a mathematically rigorous framework for determining the optimal spatial smoothing of medical images, prior to applying voxel-based group analysis. We consider this problem in the context of determining group differences, and we therefore restrict our experiments to voxel-wise statistical hypothesis testing. In order to determine the optimal smoothing kernel, a local discriminative analysis, restricted by appropriate nonnegativity constraints, is applied to a spatial neighborhood around each voxel, aiming to find the direction (in a space of dimensionality equal to the size of the neighborhood) that best highlights the difference between two groups in that neighborhood. Since each voxel belongs to a large number of such neighborhoods, each centered on one of its neighboring voxels, the group difference at each voxel is determined by a composition of all these optimal smoothing directions. Permutation tests are used to obtain the statistical significance of the resulting ODVBA maps.
The Proposed Framework
The proposed framework contains three stages: 1) Local Nonnegative Discriminative Projection, 2) Determining each voxel's statistic, and 3) Permutation tests.
Local Nonnegative Discriminative Projection
Learning Set Construction. For a given voxel x in volume X, we construct its neighborhood N: x − x i < ξ. To render subsquent processing tractable, we randomly select k − 1 voxels x 1 , · · · , x k−1 in this neighborhood and represent this neighborhood using a k dimensional subvolume vector:
T . Provided that there are N subjects, we can obtain N subvolume vectors which form a data set: Θ = [θ 1 , θ 2 , · · · , θ N ] for learning. The procedure is illustrated in Fig. 1 . The Basic Idea of NDP. The Nonnegative Discriminative Projection (NDP) algorithm is used to find the optimal discriminative directions which project the high-dimensional subvolume samples onto a 1-dimensional space maximizing the classification accuracy. The resultant optimally filter w is nonnegative, because of the nonnegativity constraint incorporated into the objective function. This constraint is used to help us interpret the group differences. Specifically, our goal is not simply to find an image contrast, prescribed by w, which distinguishes the two groups, but also requires that this contrast tells us something about the properties of the images we are measuring, e.g. about regional volumetrics or functional activity. We therefore limit ourselves to nonnegative, albeit arbitrarily shaped, local filters, each of which prescribes a regional weighted average of the signal being measured, and therefore can be easily interpreted.
To illustrate the idea of NDP, we show its results on a toy dataset before describing the formulation. We generated two groups of images containing a square with intensity varying from one image to another: the first set of squares had intensities with mean 120.53 and standard deviation 5.79, while the second had 90.36 and 5.72, respectively. Fig. 2A shows the difference of means from the two groups. Fig. 2B shows the w obtained from the learning set constructed according to the neighborhood I; it is basically noise with very small values of (w) j , indicating that no local filter can be found that distinguishes the two groups at that neighborhood. Fig. 2C shows the w obtained from the learning set corresponding to neighborhood II; the estimated w is well aligned with the underlying group difference, within which it has high values. The bottom-line here is that a properly estimated w can highlight the underlying difference.
The Formulation of NDP. Using one given learning set, we probe into neighborhood elements' contributions for discrimination of the two groups. We target to find such a nonnegative vector w: the larger the value of (w) j is, the more the corresponding element (θ) j contributes to the discrimination. Equivalently, (w) j is the jth coefficient of the regional filter denoted by w. Via w, the learning set can be projected from the k-dimensional space onto the 1-dimensional space to be optimally classified, such as Ψ = w T θ. We expect that, in the projected space, the two classes will be separated as much as possible along w, and at the same time the samples from the same class get more compact. A measure of the separation between the two classes is w T S B w, where
θ∈Ci θ; C i means the ith class; N i denotes the number of samples in C i . And, the intraclass compactness can be described by w T S W w, where
T . S B and S W are called the betweenclass scatter matrix and the within-class scatter matrix respectively, according to the classic Fisher LDA [6] in which the criterion function is based on the generalized Rayleigh quotient. Herein, S B and S W are considered under the formulation of quadratic programming which is amenable to the nonnegative constraint as follows:
where, A = (γS W − S B + (|λ min | + τ 2 )I); γ is the tuning parameter; |λ min | is the absolute value of the smallest eigenvalue of γS W − S B ; τ 2 << 1 is the regularization parameter; I is the identity matrix; e = [1, · · · , 1]
T ; the second term e T w is used to achieve k i=1 (w) i > 0 which means the solutions of (w) i are not all zeros under the nonnegative constraint; μ is the balance parameter.
Theorem 1. A is a positive definite matrix.
Proof. If λ min ≥ 0, the smallest eigenvalue of A is 2λ min + τ 2 which is greater than 0. If λ min < 0, the smallest eigenvalue of A is just τ 2 . In a words, all eigenvalues of A are greater than 0. Since S W , S B , and I are all symmetric matrices, A is a symmetric matrix. Thus, we complete the proof.
Since A is positive definite, J(w) is a convex function and has the unique global minimum. We solve the above optimization problem using the Nonnegative Quadratic Programming (NQP) [11] . According to [11] , define the nonnegative matrices A + and A − as follows:
Multiplicative updates rule which does not involve the learning rates, is introduced to minimize the objective function iteratively:
where i = 1, · · · , k. Eq.2 means that all the elements in w are updated in parallel. Since (A + w) i ≥ 0 and (A − w) i ≥ 0, the updated w in Eq.2 is always nonnegative.
Theorem 2. The function of J(w) in Eq.1 decreases monotonically to the value of its global minimum under the multiplicative updates in Eq.2.
proof. An auxiliary function ( [9] , pp. 659, Definition 1)( [11] , pp. 2013, Theorem 1) as follows is used to derive the multiple updates:
According to ([9] , pp. 659, Lemma 1), J(w) is nonincreasing under the updates: w = arg min v G(v, w) and for each component in w,
we can obtain the updates described as Eq. 2.
Determining Each Voxel'S Statistic
For all the M voxels in one volume, we have M discriminative directions, each applied to a different neighborhood, as described in Section 2.1. For a given voxel x, we obtain a list of (w) j values since x may belong to a number of neighborhoods. To quantify the group difference measured at voxel x , we use the discrimination degree, which relates to the effect size [3] :
where,m i = 1 Ni Ψ ∈Ci Ψ , φ is the tuning parameter for reducing potential outliers in the dataset. Let Δ = {N|x ∈ N} denote the set of neighborhoods that a voxel x belongs to, then we define the group difference on x by summing up contributions from all neighborhoods to which it participates:
where, w N denotes the coefficients corresponding to voxels in N, (w N ) j denotes that x is the jth element in N, and δ N which acts as the weight for w N denotes the discrimination degree achieved in neighborhood N and is defined in Eq. 4. S x will serve as the statistic reflecting group differences on the voxel x, and will be used next to determine statistical significance. Higher values of S x reflect stronger group differences.
Permutation Tests
Assume the null hypothesis that no difference between the two groups, the statistical significance can be assessed by comparison with the distribution of values obtained when the labels are randomly permuted [10] . In particular, we randomly assign the subjects into two groups, and then implement Section 2.1-Section 2.2 to calculate the statistic for each voxel. The above relabeling is repeated N P times. For one given voxel, let S 0 denote the statistic value obtained under the initial class labels, and S i , i = 1, · · · , N P denotes the ones obtained by relabeling.
The P value for the given voxel is calculated according to:
where, u(t) = 1, if t ≥ 0; otherwise it is 0.
Results
In this section, we carry out the study of determining the extent of atrophy in Mild Cognitive Impairment (MCI) subjects to evaluate ODVBA compared with the original SPM [2] and the nonparametric permutation based SPM (SnPM) [10] . The data was obtained from ADNI [1] , which has recruited approximately 800 adults including 200 normal controls, 400 individuals with MCI and 200 Alzheimer's disease (AD) patients. The images were acquired and processed according to a number of steps detailed under the ADNI website [1] . We randomly selected 100 subjects with MCI from the ADNI cohort. 50 of these subjects that had undergone conversion to AD were referred to MCI-C. The remaining 50 non-converters were referred to MCI-NC. Images were preprocessed according to the following steps. 1) Alignment to the ACPC plane; 2) Removal of extracranial material; 3) Tissue segmentation into grey matter (GM), white matter (WM), and cerebrospinal fluid (CSF); 4) High-dimensional image warping to a standardized coordinate system; 5) Formation of tissue density maps typically used in the modulated SPM analysis [4] . We used GM for evaluation purposes. Both SnPM and ODVBA are implemented with 2000 permutations. Fig. 3 shows some selected sections from the results (with P value < 0.001 thresthold) of SPM, SnPM, and ODVBA, respectively. We can see that the results of ODVBA reflect significant GM loss in MCI-C compared with MCI-NC mainly in Hippocampus (Fig. 3A) , Inferior Temporal Gyrus (Fig. 3B) , Middle Temporal Gyrus (Fig. 3C) , Superior Temporal Gyrus (Fig. 3D ), Occipital Lobe (Fig. 3E) , Insular Cortex (Fig. 3F ), Fusiform Gyrus (Fig. 3G ), Parietal Lobe (Fig. 3H) , and Inferior Frontal Gyrus (Fig. 3I ). In addition, some significant regions detected by ODVBA are either totally or partially obscured in the results of SPM and SnPM. Surface renderings in Fig. 4 also demonstrate the results of the three methods. As we can see, ODVBA reveals a substantially larger and more detailed area of atrophy in Temporal Lobe, Parietal Lobe, and Frontal Lobe than SPM and SnPM, which barely detected the damage. Moreover, these are all regions that are generally known from histopathology studies to be affected in AD. Fig. 5 shows two representative magnified regions that were found by the three methods. Among them, Fig. 5A shows the region near the Hippocampus and Fig. 5B shows the region around the Temporal Lobe. The results are with P value < 0.005 threshold and P value < 0.001 threshold respectively. For the Fig.  5A , we can see that SPM and SnPM blurred the regions of the Hippocampus and the Fusiform Gyrus. In contrast, a clear separation of the two regions can be found in the results of ODVBA. Moreover, the results of SPM with P value < 0.001 detected no significant atrophy located in the Fusiform Gyrus in that section. For the Fig. 5B , SPM and SnPM blurred the different gyri and sulci in the region of the Temporal Lobe; however, ODVBA delineates a more precise area of significant atrophy in that region.
In Table 1 , we list the t value on the three biggest clusters with P values < 0.005 and < 0.001, respectively. The t value is calculated based on the cluster means on the tissue density maps of the two groups' samples. We can see that the t values with clusters of ODVBA are higher than those of SPM and SnPM; that is, the regions found by ODVBA display a greater difference between the two groups than SPM and SnPM.
Summary
We have introduced a new framework of voxel-based analysis, aiming to detect differences associated with brain abnormalities existing in two groups. The main premise of this approach is that the optimal shape and size of the spatial filter to be applied to the data prior to statistical analysis is not known in advance, but must be estimated from the data. Moreover, this spatial filtering is not fixed throughout the image, as customary in the literature, but is spatially adaptive, depending on the local anatomy and abnormality (which is unknown in advance, as well). We presented a nonnegative discriminative direction method, which determines the filter that best distinguishes the two groups being compared. This approach was evaluated in the study of contrasting MCI-C versus MCI-NC, and revealed substantially more extensive, and more significant GM atrophy in regions known to be affected by AD, whereas SPM and SnPM produced inferior results.
