Abstract-Interfering jobs problems or multi agents scheduling problems are an emergent topic in the scheduling literature. In this problem two or more sets of jobs are scheduled, each one with its own criterion. We study here the problem occurring when jobs from two sets are scheduled on a single machine. The objective is to minimize the total flowtime of one set, while maintaining the total flowtime of the jobs in the other set lower or equal than a given constant. This problem is known to be NP-hard. We provide some properties and code the solutions according to these properties using a binary codification. We compare this binary codification with the classical permutation codification using a Genetic Algorithm. We have tested small and big instances, and show the advantages up the binary codification.
I. INTRODUCTION
Interfering jobs problems consist on scheduling jobs from different sets, each one with its own objective, and competing for the same machines [?] , [?] . In the scheduling literature, this kind of problems are also called multi-agent scheduling problems (see for example [?] , [?] , [?] , [?] ). In this paper, we consider a single machine scheduling problem with two sets of jobs, J A and J B , with n A and n B jobs respectively. The objective is to minimize C A sum the total flowtime of J A , while the flowtime of J B is constrained to be lower or equal to a given constant ǫ, C B sum ≤ ǫ. Following the notation presented by T'kindt and Billaut [?] for multicriteria scheduling problems, our problem is denoted 1||ǫ(C A sum /C B sum ). This problem is shown to be binary NP-hard by Agnetis el al. 2004 [?] , who present a Dynamic Programming (DP) algorithm with running time O(n A n B ǫ). The weighted version of this problem is studied by Agnetis et al. 2007 [?] , who present a branch and bound algorithm based on some properties proved for a Lagrangian relaxation of the problem. This algorithm is tested for instances up to n A = 60 and n B = 60, weights and processing times uniformly generated between 1 and 25, and ǫ ∈ [ǫ min , ǫ max ], where ǫ min is the minimum value of C B wsum , obtained when all jobs in J B are scheduled in WSPT order at the beginning of the schedule, and ǫ max is the maximum value of C B wsum , when all jobs in J B are scheduled in WSPT order at the end of the schedule, after all jobs in J A .
Similar problems considering different multicriteria objectives forms have been studied in the literature, such as the Pareto case of the weighted version, 1||#(C A wsum /C B wsum ), which is proved NP-hard by [?] . Finally, the weighted version of the problem where the objective is the lineal combination of the both objectives 1||F l (C A wsum /C B wsum ) is proved to be polynomially solvable using the WSPT rule [?] , which implies that 1||F l (C A sum /C B sum ) is polynomially solvable using by SPT rule.
II. NOTATION
In our problem, we consider two sets of jobs
jobs. The processing times are denoted p X j , X = A or B; and we define p
is the flowtime or total completion time of a complete schedule σ for jobs in J X . Without loss of generality, we omit σ in the objective function unless it may lead to confusion. Our objective is to minimize C A sum subject to C B sum ≤ ǫ, with ǫ a given constant. Note that the problem can be trivial depending on the value of ǫ. The minimum and maximal values are defined below, where σ X SP T is the sequence formed by jobs from J X in the SPT order, X = A or B.
• ǫ min = C B sum (σ B SP T ). If ǫ = ǫ min the problem is trivial, and the optimal schedule is σ = σ
If ǫ < ǫ min the problem is unfeasible.
•
A . If ǫ ≥ ǫ max the problem is trivial, and the optimal schedule is σ = σ
Without loss of generality, in this paper we assume that all jobs are enumerated according to the SPT rule, i.e. p
that was shown to be optimal by Agentis el al 2004, [?] . Therefore, an optimal schedule of our problem σ = [σ 1 , . . . , σ n ] verifies that ∀i < j,
. This property cannot be extended to the weighted version of the problem [?] . Then, although jobs of different sets may not follow the SPT order, jobs in J A follow the SPT order, and jobs in J B follow the SPT order too. We will denote schedules verifying this SPT property as SPT schedules. A consequence of this property is that the search space of the problem 1||ǫ(C
. Considering the structure of solutions given by the SPT property, we generalize the idea provided by Agnetis el al 2004 [?] for jobs in J B , and define a X-block as a maximal subsequence of consecutive jobs of J X in σ.
As the problem is NP-hard, and those methods used in the literature need long times for big instances, so we propose a Genetic Algorithm to solve it. As we search solutions verifying the SPT property, not all moves are allowed to generate a neighbourd of each solution. Next Section presents some properties useful to generate neighbourhoods for our problem.
III. PROBLEM PROPERTIES
In order to verify the SPT property, the construction of neighborhoods is based on forward and backwards moves, since swapping is not allowed for two jobs in the same set.
Property 3.1:
A forward/backward move of a job σ i belonging to a set X = A or B does not violate the SPT property (and the move is allowed) if and only if those jobs between the initial and final positions belong to the other set. Therefore, in a forward/backward move, σ i must be the first/last job of its X-block, and it is moved into the adjacent block which is formed by jobs in the other set (see Figure 1) . . In this case, the improvement on the objective function is 
Property 3 . In this case, the objective function worsens in the following way:
′ is feasible by applying a forward move of a job σ i ∈ J B if and only if the number of positions overtaken, k, verifies
In this case, the objective function worsens in the following way:
sum (σ) > 0, and the proof is similar to the previous one.
IV. SCHEDULE CODIFICATION
Usually, in scheduling literature the classical codification used to represent a sequence is the permutation codification, where each job j ∈ J is represented by a number, j = 1, . . . , n. In our problem, jobs in J A are those from 1 to n A , and jobs in J B are those from n A + 1 to n = n A + n B . Then a schedule is [1, . . . , n]. With this codification, any move provides one of the n! possible schedules of a single machine problem.
In our problem, we know that an optimal solution verifies the SPT property presented in the previous section. Then, using the permutation codification, it is difficult to verify this property for each sequence. Then, we use other type of representation, called binary codification, where we take into account the features of our problem in order to explore the space of those solutions verifying the SPT property (SPT schedules). Then, for any SPT schedule, jobs in J A always maintain the same partial order, and jobs in J B too. Coding jobs in J A as zero, and jobs in J B as one, any schedule formed by zeros and ones represents only one SPT schedule, and we know the job corresponding to each zero or each one in the schedule (see Figure 2) . In this case, a move provides n A !n B ! possible SPT schedules of our problem, and consequently, the SPT property is always verified.
The main feature of this codification is that the size of the space of search of solutions is smaller than the size generated by the permutation codification (from n! possible schedules to
possible SPT schedules). In order to compare both codifications, and to analyse the advantages of the properties studied previously in Section III, in the following section we adapt a GA to our problem for both codifications, denoting GA(P) to the GA coded using permutation schedules and GA(B) that using binary schedules. We have the same complexity for both algorithms, however, the space of search of solutions is smaller for the GA(B). This scheme of GA has been implemented using both codifications presented in the previous section: permutation and binary codification (GA(P) and GA(B) respectively). The methods are equal in both cases, except with respect to the fitness computation, since the way to calculate the flowtime is simpler for the binary codification than for the permutation codification.
Initial population, fitness calculation, parents selection, crossover operator, path relinking method, mutation scheme, and the diversity of the population are described in the following subsections. Finally, as the algorithm does not have a natural stopping criterion, it is stopped when a given amount of CPU time has elapsed given in Section VI.
insert S 1 and S 2 into population; for k = 3 to size population do S k := randomly generated sequence;
insert S k into population; end for for k = 1 to size population do 
A. Initial population
The population size is given by the parameter populationsize. This population contains two superindividuals generated in the first step. We obtain an initial solution by applying SPT to J B and then to J A , and moving to the beginning of the schedule as many jobs in J A as possible if the schedule obtained is feasible. Let
A be the sequence obtained. The second super-individual, S 2 , is generated by the so-called Initial Improved Solution method, which starts from S 1 moving forward as many jobs in SP T 2 A as possible to the best position in the left while maintaining the feasibility of the obtained sequence.
B. Fitness calculation
In order to obtain better results, unfeasible solutions in the population are allowed. Then, the fitness of sequence σ is calculated depending on its feasibility. For a given ǫ, a sequence is feasible if C B sum (σ) ≤ ǫ, and unfeasible in the opposite case. Then, the unfeasibility is penalized by the difference between C B sum and ǫ. Therefore, the fitness of σ is given by:
• If σ is feasible:
• If σ is unfeasible:
C. Parents selection
For parents selection, the n-tournament selection procedure [?] is chosen.
Step 1: 1) Select randomly a percentage of the population according to the pressure parameter p. 2) Select the individual with the best fitness value among the randomly chosen individuals as a parent 3) If there are two parents then Stop. Else, remove the first parent from the population and return to Step 2
In this procedure, the first parent selected does not participate in the tournament for the selection of the second parent.
D. Crossover operator
The crossover procedure selected is the two-point (TP) crossing. Two-point crossover selects two crossing sites and chromosomal material is swapped between them. If we have two parents S 1 = (S 1 1 , . . . , S 1 n ) and S 2 = (S 2 1 , . . . , S 2 n ), and k and l (k < l) the two points, the resulting offsprings have the same structure than their parents from job 1 to k and from job l to n, and the jobs from k to l swapped from S 1 to S 2 . Applying this method to a schedule may result in some jobs repeated in the offspring and therefore unfeasible sequences. This is avoided by the process explained in Figure 4 . The probability of carrying out a crossover after selection is called p C .
E. Path Relinking
GA incorporates a local search based on a Path Relinking method applied to all pairs of individuals, denoted as S 1 and S 2 , obtained by the n-tournament procedure, or to both offsprings obtained after crossover if it has been carried out.
Step 1: 1) Let S the best sequence between S 1 and S 2 2) Compare each component of S 1 to the same component of S 2 , if they are different remove it and insert it at the end of S 1 . 3) If the sequence obtained for each comparison is better than S, replace S by this new sequence.
F. Mutation scheme
The mutation operator is based on a probability (p M ) per individual to be mutated. The mutation process is as follows:
Step 1: 1) Extract one job from the individual 2) Re-insert it in another random position
G. Diversity in the population
Finally, each new individual is checked to guarantee its 'uniqueness' once the fitness has been calculated in order to avoid clones in the population, following this two-level process:
• At objective function level: two identical individuals cannot have distinct objective function values, but two distinct solutions might have the same objective function value. Therefore, whenever an equal objective function value is found in the population, both solutions (the existing and the new one) are selected for the next level.
• At permutation level: check if the selected individuals in the previous level have the same exact permutation. In this case, the new individual is not introduced in the population. 
H. GA(B) BLS
In order to apply properties 3.2 and 3.3 presented in Section III, we have implemented other GA procedure, similar to GA(B) but changing the Path Relinking method by a new local search process based on the binary codification, called BLS. This local search is applied twice, once for each individual obtained by the n-tournament (or the crossover if this have been carried out). The best sequence obtained from both applications of BLS is the S new in the procedure shown in Figure 3 . BLS is as follows:
• If the given solution is feasible:
Step 1: 1) Starting from the end of the given solution, select those jobs in J A at the beginning of each A-block and apply property 3.2 (1). 2) Starting from the beginning of the given solution, select those jobs in J B at the end of each B-block and apply property 3.2 (2).
• If the given solution is unfeasible:
Step 1: 1) Starting from the beginning of the given solution, select those jobs in J A at the end of each A-block and apply property 3.3 (1). 2) Starting from the end of the given solution, select those jobs in J B at the beginning of each B-block and apply property 3.3 (2).
VI. COMPUTATIONAL EXPERIMENTS
In this section we present several computational experiments in order to analyse the performance of the different codifications (binary and permutation) defined for our problem 1||ǫ(C A sum /C B sum ). Moreover, in Section I was commented that our problem can be optimally solved by a DP algorithm [?] . This algorithm requires long times to solve medium sized instances (around 4500 seconds for 40 jobs). In order to compare our GA with this method, and to analyse the performance of the algorithm for big problems, we use two sets of instances with ten independent trials for each size with processing times generated according to a uniform distribution between 1 and 99:
• Small size: n A × n B ∈ {5 × 5, 5 × 10, 5 × 15, 10 × 5, 10 × 10, 10 × 15, 15 × 5, 15 × 10, 15 × 15}.
• Big size: n A × n B ∈ {20 × 20, 50 × 20, 50 × 50, 100 × 20, 100 × 50, 100 × 100, 200 × 50, 200 × 100, 200 × 200, 500 × 100, 500 × 200, 500 × 500}.
For big instances, note that we consider n A ≥ n B , since [?] show that instances with more jobs in J A are more difficult than the opposite case. Moreover, in the same way than [?], the value of ǫ is computed as (1 + δ)C The GA presented in the previous section has the following parameters: populationsize, p (pressure for parents selection), p C (probability of carrying out the crossover), and p M (probability of carrying out the mutation). Calibration of parameters will be carried out as future line for the best GA obtained in this preliminar work. So in our adaptation we have maintained the original values of the parameters given by [?] (except in the percentage of probability for the local search procedure which has been removed): populationsize = 50, p = 0.3, p C = 0.3 and p M = 0.02. The maximum CPU time given to the GA is n· t/100 milliseconds, adapted from [?] and [?] , taking t = 60.
A. Small size instances
In order to analyse the GA procedures, small instances are also solved by DP, GA(P) and GA(B). DP only computes C Table I with the total number of jobs n, and the ARPD values for C A sum given by DP, GA(P) and GA(B). The optimal solutions are provided by the DP algorithm, and it can be observed that GA(B) gives better solutions than GA(P). Figure  5 shows the results of ARPD for C A sum graphically (GA(P) by dotted line and GA(B) continuous line). It can be observed that the algorithms provide worse values as n A grows. Moreover, GA(B) is more effective as n B grows. DP is the best method to solve small instances, providing optimal solutions in very short times (6.5 seconds on average for 15 × 15). However, the objective of this analysis is to compare the codifications applied to the GA algorithm, as well as to compare them to the optimal solutions. We conclude that the binary codification provides, on average solutions 50% better than the permutation codification, being higher in many sizes of small instances. In the following subsection, we analyse the performance of both algorithms for big instances, where is not possible to obtain the optimal solution in reasonable time. Moreover, we include in the analysis the GA(B) BLS where properties of the problem are applied in the local search procedure.
B. Big size instances
In this section each big size instance has been solved by GA(P), GA(B) and GA(B) BLS. In this case we consider C Table II shows that C 
VII. CONCLUSIONS
In this paper, we study the problem 1||ǫ(C A sum /C B sum ), which is known to be NP-hard, giving some properties. Based Results obtained by the GA using the binary codification are better than the permutation codification for small as well as for big size instances. Moreover, the GA BLS, which apply a local search using the properties presented in section III is the best algorithm among those presented for big instances. In general, algorithms providing solutions where C does not provide useful information about the performance of the algorithms. Interesting future research lines are to analyse the structure of solutions in order to determine the difficulty of the problem according to the size, and to apply binary and permutation schedules for new algorithms in order to extend the conclusions.
