Abstract. In this paper we consider a narrowband point-to-point MIMO communication system with n T transmit antennas and n R receive antennas, and we assume that the receiver has perfect knowledge of the channel. We consider two canonical cases of partial channel feedback: (a) where the mean channel is fed back to the transmitter and the channel covariance is assumed to be white with known magnitude, and (b) the covariance (assumed factorizable) of the channel is fed back to transmitter, and we assume the mean channel is zero. In both cases we are able to derive an exact analytic condition (both necessary and sufficient) that determines when beamforming is optimal for maximizing the average throughput.
Introduction
The large capacities available to communication systems employing multiple antennas has been the subject of much research in recent years. Interesting questions arise in cases where the receiver has perfect knowledge of the channel (as might be achieved by pilots in practice) but the transmitter has only partial information about the channel (as would have to be gained from some sort of feedback). It has been seen in many cases that exploiting such partial channel information at the transmitter can increase link capacities substantially. In this paper we will focus on two canonical cases of channel feedback : (a) mean feedback, where the mean of the channel is known to the transmitter and the covariance of the channel is assumed to be white with known magnitude, and (b) covariance feedback, where the full (factorizable) covariance of the channel is known and the average channel is assumed to be zero. These two cases appear to be realistic and have been considered before in a number of publications [1, 2, 3] . In this paper, we focus on the question of whether beamforming transmission strategies are optimal for maximizing the ergodic (average) channel capacity given the partial channel knowledge. (Some very limited results have been previously obtained on the harder question of whether beamforming transmission is optimal for maximizing some particular outage capacity [4, 5] ).
The question of beamforming optimality has been addressed in a number of publications. Much of this work has been concerned with the simple case where there are n T transmit antennas and a single receive antenna [6, 7, 8, 4] . More recently certain limited results have been obtained for the more general case with multiple transmit and multiple receive antennas. Jafar et al [3] considered the case of covariance feedback in the special case where the channel is assumed to have i.i.d. rows and correlated columns, and managed to derive upper and lower bounds on the optimality condition for beamforming. Later, the current authors [5] derived the exact optimality condition in this special case. In the present paper we shall obtain a result that will apply to a general channel covariance which can be written as a direct product of arbitrarily correlated columns (transmitting antenna elements) and correlated rows (receiving antenna elements). In addition, we will also obtain an exact beamforming optimality condition for the case of mean channel feedback where the covariance of the channel is assumed to be white.
Definitions
In the narrowband MIMO problem -n T transmitters and n R receivers -the channel is defined by
where y α is α th component of the vector of n R complex received signals, x i is the i th component of the n R dimensional complex vector of transmitted signal, G * iα is the complex channel from the i th transmitter to the α th receiver, and η α is the complex noise at the α th receiver. We will try to keep the notation that italic roman indices i, j, . . . represent the transmitter antennas and take values 1 . . . n T whereas Greek indices α, β, . . . represent the receiver end and go from 1, . . . , n R . In this paper, boldface quantities denote matrices or vectors (hopefully usage will make clear which one is which) so we can also write y = G † x + η (with the † indicating transpose-conjugate). We will assume that the noise is an i.i.d. Gaussian random vector, E{η * α η β } = νδ αβ where E{·} denotes the expectation value, ν is the noise power per receiver, and δ is the Kronecker delta function. (Generalizing the calculations below to a nontrivial noise correlation matrix (in place of the δ) is trivial in the covariance feedback problem, but is nontrivial for mean feedback). For simplicity, we assume in this paper that the noise power per receiver is of unit amplitude ν = 1 (all other quantities need to be measured in units of the noise power).
The transmitted signal covariance matrix is given by E{x * i x j } = Q ij with Q ij a non-negative definite Hermitian matrix, with eigenvalues q i , for i = 1, . . . , n T . The constraint of fixed total transmitted power P is expressed in terms of Q as Tr{Q} = n T i=1 q i = P . For a given instantiation of G, if the receiver knows the channel (which in practice is achieved by transmitting pilot signals), the mutual information I[(y, G); x] is given by
where 1 is the identity matrix. Throughout this paper we will measure information in nats/sec/Hz where one nat is equal to e bits (e = 2.718 . . .). That is, the log in this equation is defined to be a natural log. The quantity we are concerned with is the so-called ergodic or mean average of this information over instantiations of the channel within some ensemble of channels which we write as I . We will write brackets to denote an average over instantiations in a given ensemble of instantiations. We would like to maximize I over all possible transmission covariances Q. More specifically, in this paper, we would like to know when Q being of rank one (ie, a beamforming solution) is optimal, and what that particular beamforming solution is.
Concavity and Optimality Condition
An essential part of the following calculations rely on the concavity of the mutual information (Eq. 2) with respect to the transmission covariance. To show this, we vary the transmission covariance slightly by writing
where both Q and Q 0 are nonnegative definite Hermitian matrices with TrQ = TrQ 0 = P , and Q 1 has trace zero. We can then write Eq. 2 as
where
is the value of I at = 0. We now expand to second order in to obtain
We see that the trace in the second order term is of the form Tr[MNMN] where both M and N are Hermitian matrices. Using the cyclic property of the trace, this term can be rewritten as Tr[(
which is nonnegative definite. Therefore, we have the mutual information being a concave function of Q at every allowable value of Q. Thus, the average of the mutual information over any ensemble is also everywhere concave.
Since the mutual information is everywhere concave, the optimality condition for maximizing the average of the mutual information can be written as follows: A nonnegative definite Hermitian matrix Q 0 is optimal if and only if
for all zero trace Hermitian matrices Q 1 such that Q 0 + Q 1 remains nonnegative definite for infinitesimal . Here, we are simply saying that any allowable small change of Q 0 at fixed power decreases the mutual information (allowable means that the new Q is still Hermitian and nonnegative definite). The concavity property tells us that optimality with respect to small changes in Q implies global optimality. Note that the brackets in Eq. 4 represent average over the ensemble of channels. The derived optimality condition will, of course, depend on the definition of the ensemble.
If Q 0 corresponds to beamforming (ie, has rank one) we can use the identities of Appendix A to reduce the optimality condition to
The calculational difficulty here is that the channel matrix appears in the denominator. The first step in attacking this problem is to move the denominator into the exponent to give the following equivalent beamforming optimality condition
which will be our calculational starting point below.
Covariance Feedback
If the covariance of the channel is fed back to the transmitter, we then assume a channel model where G has zero mean and is normally distributed with that given covariance. In this paper we assume a factorizable form of the covariance T ⊗ R with T being an n T dimensional nonnegative definite Hermitian matrix and R being an n R dimensional nonnegative definite Hermitian matrix (so that T ⊗ R is an n T n R dimensional matrix, see Eq. 8 below). This factorizable form has been used by many authors [1, 2] and has been found to be a good representation of MIMO channels in highly scattering environments [2] . Further, it can be shown that this factorizable form is the first term in a controlled approximation for diffusive environments [1] . The matrices T and R become nontrivial when there are nonnegligible antenna correlations at the transmitter or receiver respectively. We will sometimes use the notation that T i and R α are the eigenvalues of the matrices T and R.
Thus we have G being N (0, T ⊗ R) such that
√ R where Z is an i.i.d. Gaussian random matrix with unit covariance.
The ensemble average of any function F of G, which we write as F (G) , can be written more explicitly as
which is shorthand for
We also note that the integration measure is correctly defined so that 1 = 1, and so that Eq. 8 is satisfied. For this situation of covariance feedback, we will use to our advantage the fact that the optimal transmission covariance Q must be diagonal in the same basis as T (ie, Q and T have the same eigenvectors). This fact has been proven previously in references [3, 5] . Although these particular proofs considered the case of R = 1, it is easy to see that they apply equally well to the case of nontrivial R. Furthermore, it is proven in these works that an optimal Q must have values along the diagonal that are ordered in the same manner as the eigenvalues of T. In other words the eigenvector corresponding to the largest eigenvalue of T is also the eigenvector corresponding to the largest eigenvalue of Q. Similarly, the eigenvector corresponding to the second largest eigenvalue of T is also the eigenvector corresponding to the second largest eigenvalue of Q; and so forth. Thus, if a rank one (beamforming) Q 0 is optimal, then it must be of the form
where t 1 is the normalized n T -dimensional eigenvector of the matrix T corresponding to the largest eigenvalue T 1 of this matrix. (In more explicit notation
. Since the optimal Q must be diagonal in the T basis, in the beamforming condition Eq. 6, one need only consider Q 1 's that are also diagonal in this basis. Furthermore, since we must have Q 0 + Q 1 nonnegative definite, we need only consider Q 1 's of the form (recall Q 1 must be traceless)
where t i are the eigenvectors of T and all q i > 0. Working in a basis where both R and T are diagonal (and Q 0 and Q 1 therefore), and using the above forms (Eq. 11 and 12) for Q 0 and Q 1 , the optimality condition Eq. 6) is rewritten as
(Here we have used the fact that the covariance of G is diagonal in both j and α). Taking some of the averages, can be reduced to
Writing out the expectation on the right hand side explicitly as an integral we obtain
Writing in the exponent
the integrals over G can be performed explictly to yield
There is only a single appearance of T j on the right hand side for j = 1. The magnitude of this term can be easily bounded to be (see Appendix B)
which then allows us to symbolically write Eq. 17 as
with A > 0 due to the inequality Eq. 18 (where all dependence on q i and T i for i ≥ 2 are explicit here). Since T 2 ≥ T 3 ≥ T 4 . . ., using this form, one can see that if the the above optimality condition (Eq. 17) is true for the case of q 2 = 1 and all other q i 's equal to zero, then it is true for any selection of q i 's (recall that all q i > 0) . It is then sufficient to only consider this one case of q 2 = 1. This is simply the statement that beamforming optimality is completely determined by testing whether transferring a small amount of weight from the strongest eigendirection (the t 1 direction) to the next strongest direction (the t 2 direction or q 2 direction) increases capacity or not (This principle has been deduced previously [3, 5] ). Thus setting q 2 = 1 and all other q i = 0, Eq. 17 is further simplified by integrating by parts twice (paying careful attention to the boundary terms) to give (20)
For the simple case where R = 1, a case that can be solved [5] with other methods (and previously studied by [3] ), one can evaluate these integrals explicitly using the fact that for A/P > 0 we have [9] (21)
with Γ the incomplete gamma function. With some algebra, using the identity [9] Γ[m + 1, x] = mΓ[m, x] + x m e −x the result can be simplified to the trivial form
which agrees with previous derived results [5] for the special case of R = 1 . The current derivation, however, is simpler and far more general.
In the more general case where R = 1, the integrals in Eq. 20 can still be performed analytically using Eq. 21 after decomposing products into partial fractions. We write (23)
which enables us to write Eq. 20 as
Writing the last term as
and using Eq. 21 we then simplify Eq. 24 to (25)
which is our final analytic result for the general optimality condition for beamforming in a MIMO system with covariance feedback (where T 1 and T 2 are the largest and second largest eigenvalues of the transmission correlation matrix T, and R γ are the eigenvalues of the receiver correlation matrix R). It is interesting to note that the beamforming condition at the transmitter depends not only on the eigenvalues of the correlation matrix at the transmitter T, but in general it also depends on the correlations of the receiving array.
Mean Feedback
If the mean of the channel is fed back to the transmitter, we then assume a channel model that has nonzero mean H and white covariance around this mean with some amplitude σ 2 which we assume is also known by the transmitter. Thus we have G being N (H, σ 2 1 ⊗ 1) such that
Equivalently, we could write
where Z is an i.i.d. Gaussian random matrix with unit covariance. Again, the ensemble average of any function F of G we write as F (G) can be written more explicitly as
which here is shorthand for
We note again that the integration measure is correctly defined so that 1 = 1 and Eq. 27 is satisfied. We now rewrite the beamforming optimality condition Eq. 6 as
where on the left hand side we have used the fact that TrQ 1 = 0. With some algebraic manipulation we massage this into
where we have defined the Hermitian matrix (see appendix A)
Making the change of variables Note that the off-diagonal terms of Q 1 don't enter and therefore need not be considered (as one might have guessed).
Analogous to the argument given near Eq. 18, we use the inequality
(where the last inequality is demonstrated in Eq. 44) to again allow us to symbolically write Eq. 36 as
with A > 0. Once again, we see that this inequality holds for arbitrary Q 1 if and only if it holds for the case of q 2 = 1 and all other q i = 0. As with the above case, we can then reduce our beamforming optimality condition to
which is our final analytic result for optimality of beamforming in the mean feedback case. (Here H 1 and H 2 are the largest and second largest eigenvalues of the mean channel squared HH † , and σ is the fluctuation of the channel around this average).
Summary
We have shown how one can determine whether or not beamforming is optimal for MIMO systems when partial information about the channel is known at the transmitter. We have given analytic results for the cases of channel covariance feedback and mean channel feedback. Both of these cases seem realizable for practical systems. Further discussion and interpretation of these results will be presented in a forthcoming paper. 
