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T´ıtulo del estudio:
Heur´ıstica lagrangiana para el problema
de localizacio´n capacitado en dos etapas
Nu´mero de pa´ginas: 119.
Objetivos y me´todo de estudio: El objetivo principal de este trabajo consiste
en desarrollar e implementar un me´todo heur´ıstico basado en relajaciones lagrangia-
nas al problema de localizacio´n capacitado en dos etapas.
La formulacio´n de un problema es de gran importancia para su solucio´n, por
ello, en el presente trabajo se estudian dos formulaciones equivalentes del proble-
ma de localizacio´n capacitado en dos etapas y se busca aprovechar la estructura
del mismo con el propo´sito de poder comparar nume´ricamente la calidad de varias
relajaciones lagrangianas.
Adema´s de encontrar buenas cotas duales otro de los objetivos del presente
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trabajo es obtener cotas primales del problema de localizacio´n capacitado en dos
etapas. En este trabajo,para obtener las cotas primales, se emplea un algoritmo que
recupera factibilidad a partir de las soluciones lagrangianas en cada iteracio´n basado
en la parte continua de las soluciones y no en la parte binaria que es lo que se hace
comu´nmente.
Se utiliza el algoritmo del subgradiente para resolver el problema dual en todas
las relajaciones. En cada iteracio´n del subgradiente se recupera la solucio´n factible
a partir de la solucio´n lagrangiana actual y e´sta, a su vez, se utiliza para actualizar
el taman˜o del paso del algoritmo.
Contribuciones y conlusiones: Se comparan nume´ricamente las diferentes re-
lajaciones lagrangianas propuestas para el problema, las cotas lagrangianas obtenidas
as´ı como las cotas factibles encontradas a partir de e´stas.
En muchos de los trabajos con enfoques lagrangianos frecuentemente se piensa,
de manera impl´ıcita, que la relajacio´n que nos da la mejor cota lagrangiana propor-
ciona tambie´n la mejor solucio´n factible. Sin embargo, mediante la experimentacio´n
encontramos que no siempre es as´ı, pues: a) para una relajacio´n fija la mejor cota
(correspondiente a la solucio´n de problema dual) no aporta siempre la mejor cota
factible, y b) la relajacio´n lagrangiana ma´s atractiva en te´rminos de calidad de la
cota dual no necesariamente nos proporciona la mejor solucio´n factible.
Una de las relajaciones lagrangianas propuestas en este trabajo resulta intere-
sante para la investigacio´n debido a que se descompone en subproblemas sencillos y
en la que la solucio´n factible encontrada a partir de esta cota resulta en una buena
cota factible para el problema, generalmente dentro del 0.5% de suboptimalidad
relativa. Adema´s se observa que para casos de mayor taman˜o, la calidad de la cota
dual proporcionada por esta relajacio´n lagrangiana mejora su calidad de manera sig-
nificativa. Con el propo´sito de evaluar mejor la eficiencia de la metodolog´ı propuesta,
se trabaja con diferentes conjuntos de instancias.
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Cap´ıtulo 1
Introduccio´n
Los problemas de localizacio´n de instalaciones han sido estudiados ampliamen-
te en la literatura, ya que surgen en una gran variedad de situaciones reales (tele-
comunicaciones, escuelas, hospitales). Ba´sicamente, un problema de localizacio´n se
caracteriza por los siguientes elementos [Wildbore [2008]]:
Un conjunto de localizaciones posibles para las instalaciones. Para cada una se
tiene informacio´n sobre los costos/beneficios de abrir o construir la instalacio´n
en dicha localizacio´n.
Un conjunto de clientes que deben ser asignados para su servicio a alguna de
las instalaciones. Para los clientes, tambie´n se cuenta con informacio´n sobre
la cantidad de demanda y los costos por ser atendidos desde alguna de las
instalaciones.
Una lista de requerimientos que deben ser cumplidos por las instalaciones abier-
tas y las asignaciones realizadas a los clientes.
Una funcio´n de costo/beneficio.
El objetivo del problema de localizacio´n de instalaciones es encontrar cua´les
instalaciones deben ser abiertas de manera que se optimice esa funcio´n de cos-
to/beneficio.
Hay una gran variedad de problemas de localizacio´n de instalaciones. Si el
conjunto de puntos de demanda y localizacio´n de las instalaciones es finito, se conoce
1
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como problema de localizacio´n de instalaciones discreto. Si todos los datos son exac-
tos, se refiere al modelo como determin´ıstico, si los valores de algunos para´metros
son dados por una distribucio´n de probabilidad, el modelo se considera estoca´stico.
Podemos clasificar tambie´n el modelo como capacitado o no capacitado, esto es, si
las instalaciones cuentan con una capacidad limitada o no para satisfacer la demanda
de los clientes.
En este trabajo de investigacio´n nos concentraremos en el problema de locali-
zacio´n de instalaciones capacitado en dos etapas (por sus siglas en ingle´s TSCFLP).
En este problema, un u´nico producto es producido en un conjunto de plantas con
capacidades conocidas y enviado a un conjunto de almacenes tambie´n con capacida-
des conocidas, desde los cuales se enviara´ el producto hacia un conjunto de clientes
para finalmente abastecer sus demandas. Usar una determinada planta o almace´n
incurre en un costo fijo, adema´s del costo por transportar cada unidad de producto
entre las plantas y los almacenes y entre los almacenes y los clientes.
El objetivo del problema de localizacio´n capacitado en dos etapas es determinar
cua´les plantas y cua´les almacenes deben utilizarse y cua´les almacenes, as´ı como la
cantidad de producto que va de cada planta a cada almace´n y de cada almace´n a
cada cliente.
1.1 Motivacio´n
El manejo de la cadena de suministro implica no solo el movimiento de los
bienes, sino tambie´n decisiones como do´nde producir y do´nde localizar plantas y
centros de distribucio´n as´ı como cua´nto producir en cada lugar.
Las decisiones de localizacio´n, adema´s de necesarias, son tal vez las ma´s im-
portantes y dif´ıciles de las para lograr una cadena de suministro eficiente. E´stas
constituyen una cuestio´n estrate´gica para casi todas las compan˜´ıas al disen˜ar su
sistema de distribucio´n, siendo la localizacio´n de instalaciones y la asignacio´n de
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clientes, los principales componentes de este disen˜o.
Muchas empresas deben ubicar plantas de fabricacio´n y ensamblaje as´ı como
almacenes. La capacidad de fabricar y comercializar los productos depende, en parte,
de la ubicacio´n de las instalaciones.
En los trabajos estudiados de la literatura, se ha mostrado que los esquemas
lagrangianos aportan buenas aproximaciones a la solucio´n del problema. Comu´nmen-
te, se relajan las restricciones de satisfaccio´n de la demanda o las restricciones de
capacidad de las plantas.
El problema de localizacio´n en dos etapas permite aprovechar su estructura
para construir esquemas lagrangianos y analizar distintas relajaciones lagrangianas,
buscando utilizar una que aporte resultados de buena calidad y que al mismo tiempo
sean fa´ciles de resolver.
1.2 Objetivos
Se busca resolver el problema de localizacio´n capacitado en dos etapas mediante
el uso de te´cnicas heur´ısticas lagrangianas. Se presentan formulaciones basadas en
la de Wolsey [1999] para el problema de una sola etapa.
Sabemos que la estructura del problema es muy rica en el sentido de que nos
permite definir varias relajaciones lagrangianas diferentes. De entre un conjunto de
relajaciones lagrangianas propuestas, se busca identificar aquella que nos proporcione
una cota lagrangiana de buena calidad en un tiempo considerable. Adema´s, tambie´n
se pretende encontrar soluciones factibles al problema.
1.3 Contribucio´n
Se consideran dos formulaciones del problema de localizacio´n capacitado en
dos etapas que nos permiten aprovechar su estructura para definir un conjunto de
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relajaciones lagrangianas, de manera que los problemas resultantes son ma´s sencillos
de resolver. De forma particular, se trabaja con una relajacio´n lagrangiana que no
es usada comu´nmente en la literatura, donde se dualizan las restricciones tanto de
demanda como de capacidad de planta, pero que, de acuerdo a las formulaciones
propuestas, puede descomponerse en subproblemas muy sencillos.
Se implementa un algoritmo para recuperar la factibilidad de las soluciones
lagrangianas, en el que, a diferencia de lo estudiado en literatura, se emplea la parte
continua de las soluciones lagrangianas y no la parte binaria de las mismas. Este
algoritmo nos permite encontrar soluciones factibles de buena calidad, adema´s, es un
algoritmo simple y que puede aplicarse de manera general para cualquier relajacio´n
propuesta para el problema.
Por lo anterior, la principal contribucio´n de este trabajo, consiste en identificar,
de entre las posibles relajaciones, aquella que tiene una estructura que nos permite
resolverla de manera muy sencilla y que, al implementar el algoritmo para recuperar
factibilidad a partir de las soluciones lagrangianas, aporta cotas primales, as´ı como
cotas duales de muy buena calidad para problemas de taman˜o grande.
1.4 Metodolog´ıa
Para cumplir con los objetivos se presentan dos formulaciones equivalentes
del problema y se comparan nume´ricamente la calidad de las cotas lagrangianas
obtenidas a partir de las relajaciones propuestas, as´ı como la calidad de la cota
primal obtenida a partir de estas soluciones lagrangianas mediante un algoritmo
heur´ıstico voraz.
El valor o´ptimo de la relajacio´n lagrangiana se usa como cota dual y la solucio´n
lagrangiana se usa como punto de partida o referencia para producir una solucio´n
factible. Frecuentemente, una relajacio´n lagrangiana es considerada como buena si
produce una cota dual cercana al valor o´ptimo original, sin embargo, la calidad de
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la cota factible obtenida en base a esa solucio´n lagrangiana puede ser tomada en
cuenta tambie´n al evaluar una relajacio´n.
Resolviendo las relajaciones propuestas por medio del algoritmo del subgra-
diente, obtenemos cotas lagrangianas del problema y aplicamos un algoritmo simple
que recupera factibilidad a partir de dichas soluciones lagrangianas.
Se detectan las relajaciones atractivas, en te´rminos de la calidad de las cotas
lagrangianas y las que resultan atractivas en te´rminos de la calidad de las cotas
factibles.
1.5 Estructura de la tesis
Este trabajo de investigacio´n esta´ organizado como sigue. El cap´ıtulo 2 pre-
senta una revisio´n de la literatura del problema de localizacio´n de instalaciones no
capacitado (por sus siglas en ingle´s UFLP) as´ı como la versio´n capacitada (por sus
siglas en ingle´s CFLP). Adema´s se presenta el estado del arte del problema de loca-
lizacio´n de instalaciones capacitado de dos etapas (por sus siglas en ingle´s TSCFLP)
y algunas referencias tambie´n para el caso no capacitado (por sus siglas en ingle´s
TSUFLP).
La literatura sobre relajaciones lagrangianas, el problema dual lagrangiano y
algunos me´todos primales y duales para resolver el problema dual lagrangiano se
presentan en el cap´ıtulo 3.
En el cap´ıtulo 4 se presentan algunas aplicaciones del problema as´ı como dos
formulaciones equivalentes al TSCFLP y cinco relajaciones lagrangianas para cada
una de las formulaciones.
El cap´ıtulo 5 es dedicado a las soluciones factibles del TSCFLP obtenidas
mediante el algoritmo de refactibilizacio´n propuesto. Se presenta el algoritmo y un
ejemplo ilustrativo de un caso pequen˜o.
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En el cap´ıtulo 6 se presenta la experimentacio´n computacional. Se muestran
los taman˜os de casos utilizados a lo largo del trabajo de investigacio´n y la forma en
que se generan los para´metros. Se presentan tambie´n los algoritmos utilizados para
resolver el problema dual lagrangiano.
El cap´ıtulo 7 incluye las conclusiones derivadas de este trabajo.
Cap´ıtulo 2
Marco teo´rico
En este cap´ıtulo se presenta la literatura sobre el problema de localizacio´n ca-
pacitado en dos etapas (TSCFLP). Se dedica una parte de este cap´ıtulo al problema
capacitado de ubicacio´n de instalaciones (CFLP). EL TSCFLP es una extensio´n del
CFLP, por lo tanto se revisara´ la literatura en este contexto.
El problema de localizacio´n de instalaciones se puede clasificar en distintas
categor´ıas dependiendo de las restricciones que se consideran. En el problema de
ubicacio´n de instalaciones no capacitado no se consideran l´ımites de capacidad para
ninguna de las instalaciones; cada cliente recibe la demanda requerida desde algunas
de las instalaciones.
2.1 Problema de localizacio´n de instalaciones
no capacitado
Sea dado un conjunto de posibles localizaciones para depo´sitos J y un conjunto
de clientes K. Suponemos que existe un costo fijo fj asociado con el uso del depo´sito
j y un costo de transporte cjk si la demanda del cliente k es satisfecha por el depo´sito
j. El problema consiste en decidir que´ depo´sitos deben ser abiertos y cua´l de ellos
debe satisfacer la demanda de cada cliente de manera que se minimicen los costos
fijos y de transporte.
Para formular el problema se introducen las variables de decisio´n (Wolsey
7
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Figura 2.1: Esquema del problema de una etapa
[1999]):
xjk es la fraccio´n de demanda del cliente k satisfecha por el depo´sito j.
yj = 1 si el depo´sito j se abre y yj = 0 en otro caso.
Las restricciones del problema se definen de la siguiente manera:
Satisfaccio´n de la demanda del cliente k:
∑
j
xjk = 1, k ∈ K
Para representar la relacio´n entre las variables xjk y las variables binarias yj
hacemos notar que ∑
k
xjk ≤ k
y obtenemos las restricciones siguientes:
∑
k
xjk ≤ kyj, j ∈ J
La funcio´n objetivo se define como sigue:
∑
(j,k)
cjkxjk +
∑
j
fjyj
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Un gran nu´mero de algoritmos de solucio´n han sido propuestos para el problema
de localizacio´n de instalaciones no capacitado (UFLP). T´ıpicamente una heur´ıstica
simple consta de construir una solucio´n factible agregando o eliminando instalaciones
de la solucio´n hasta que e´sta ya no puede ser mejorada.
Galva˜o [2004] presenta una revisio´n de algunas contribuciones al campo del
problema de localizacio´n de instalaciones no capacitado. E´stas incluyen algoritmos
desarrollados para el problema de la p-mediana, la formulacio´n general para el pro-
blema de localizacio´n no capacitado, estudio de modelos de localizacio´n dina´mica,
problemas de cubrimiento y de localizacio´n jera´rquica, entre otros. Las contribucio-
nes abarcan desarrollos teo´ricos, algoritmos computacionales y aplicaciones pra´cti-
cas.
Bumb [2002], estudia algoritmos de aproximacio´n para problemas de localiza-
cio´n de instalaciones. Hace una revisio´n de los resultados principales del UFLP y
estudia la versio´n con tolerancia de fallo, donde cada cliente debe ser asignado a una
o ma´s instalaciones.
2.2 Problema de localizacio´n de instalaciones
capacitado
Cuando se considera un l´ımite de capacidad para cada una de las instalaciones
el problema se denomina problema de localizacio´n de instalaciones capacitado.
Este problema puede ser dividido en otras categor´ıas como por ejemplo, el
problema de localizacio´n de instalaciones capacitado con restricciones de abasteci-
miento de una sola fuente, donde cada cliente debe recibir su demanda desde una
u´nica instalacio´n abierta. Otra versio´n del problema permite que la demanda de cada
cliente sea satisfecha en fracciones desde dos o ma´s depo´sitos abiertos.
Los modelos mencionados anteriormente envuelven dos clases de decisiones, la
primera decisio´n que se busca es elegir el conjunto de instalaciones o depo´sitos a ser
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abiertos. La segunda decisio´n que se busca hacer es la asignacio´n de cada cliente al
conjunto de instalaciones abiertas para su uso.
El problema de localizacio´n de instalaciones tiene numerosas aplicaciones y
ha sido ampliamente estudiado en la literatura. Klose y Drexl [2004] presentan una
revisio´n de los modelos cla´sicos del problema de localizacio´n de instalaciones. En par-
ticular, se resumen algunos modelos de localizacio´n continua, localizacio´n en redes,
modelos de programacio´n entera mixta y aplicaciones.
En Sahin y Sural [2007] se revisan los modelos de localizacio´n de instalaciones
jera´rquicos. Primero se clasifican los problemas de acuerdo a las caracter´ısticas de
los sistemas estudiados y despue´s se investigan las aplicaciones, modelos de progra-
macio´n entera mixta y me´todos de solucio´n presentados para el problema.
Snyder [2006] revisa la literatura existente sobre modelos de localizacio´n de
instalaciones estoca´sticos. Intenta ilustrar la variedad de enfoques de optimizacio´n
bajo incertidumbre que han aparecido en la literatura y sus aplicaciones al problema
de localizacio´n de instalaciones.
Verter [2011] presenta una revisio´n de la literatura para el UFLP. Presenta
principalmente un procedimiento dual para el problema desarrollado por Erlenkot-
ter [1978] y una heur´ıstica desarrollada por Kuehn y Hamburger [1963] para la
localizacio´n de centros de distribucio´n. Adema´s de una revisio´n ma´s reciente sobre
los trabajos existentes para el UFLP y el CFLP.
En el trabajo de Mar´ın y Pelegr´ın [2008] se considera el problema de localiza-
cio´n de plantas simple y el problema de la p-mediana generalizado. Se construyen
dos algoritmos heur´ısticos, uno para cada problema, basados en una te´cnica de des-
composicio´n lagrangiana para problemas binarios.
Numerosos algoritmos heur´ısticos y exactos para el CFLP han sido propuestos
en la literatura, muchos de los cuales basados en relajaciones lagrangianas, e´stos,
generalmente usan el me´todo subgradiente para obtener soluciones aproximadas para
el dual lagrangiano.
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Varios enfoques exactos han sido propuestos para los problemas de localizacio´n.
Por ejemplo, Avella y Boccia [2009] presentan una formulacio´n basada en una familia
de desigualdades tipo mochila que contienen variables binarias y continuas para el
problema capacitado y desarrolla un algoritmo de ramificacio´n y corte para los casoss
de gran escala.
Klose y Drexl [2005] estudian algunos esquemas para resolver el problema ma-
estro de forma exacta, empleando diferentes estrategias para estabilizar el proceso de
generacio´n de columnas. Adema´s, proponen una nueva cota inferior para el problema
de localizacio´n capacitado basada en la particio´n del conjunto de plantas empleando
generacio´n de columnas.
El uso de desigualdades va´lidas en un esquema de ramificacio´n y acotamiento
para el problema de localizacio´n capacitado es presentado en Aardal [1998]. Osorio y
Sa´nchez [2008] presentan un preproceso para fijar las variables binarias en el CFLP
mediante vinculacio´n y ana´lisis de las restricciones subrogadas.
En Jia et al. [2007] se estudian los problemas generales de localizacio´n de
instalaciones utilizados para hacer frente a situaciones comunes de emergencia, como
incendios o necesidades de salud. Se analizan las caracter´ısticas de las emergencias
a gran escala y se propone un modelo general para el problema.
Para resolver el problema capacitado y no capacitado, tambie´n se ha trabajado
con algunos algoritmos heur´ısticos.
Kuehn y Hamburger [1963] presentan un algoritmo heur´ıstico para el problema
de localizacio´n de almacenes. Este consiste de dos partes: el programa principal, que
va ubicando las instalaciones una a la vez hasta que no puede ser an˜adida ninguna
ma´s a la red de distribucio´n sin incrementar los costos totales, y la segunda parte, la
rutina de cambio, que intenta modificar la solucio´n encontrada por el programa prin-
cipal evaluando los beneficios de quitar alguna instalacio´n o cambiar una localizacio´n
por otra.
Sun et al. [2007] presentan un estudio en el que se propone un procedimiento
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heur´ıstico de bu´squeda tabu´ para el CFLP. La heur´ıstica utiliza memorias a corto
y largo plazo para realizar el proceso de bu´squeda central as´ı como las funciones de
diversificacio´n e intensificacio´n.
Caserta y Quin˜onez [2009] estudian un algoritmo metaheur´ıstico para el CFLP.
El esquema propuesto consta de tres fases, la fase de construccio´n de la solucio´n,
la fase de bu´squeda local dirigida a explorar el vecindario de soluciones e´lite de la
fase previa, y la tercera que es la fase de aprendizaje. Un algoritmo para casos de
gran escala del UFLP y CFLP es presentado en Barahona y Chudak [2005]. Ellos
usan heur´ısticas que producen soluciones enteras factibles y utilizan relajaciones
lagrangianas para obtener cotas inferiores al valor o´ptimo del problema.
Generalmente el CFLP puede dividirse en dos clases, el problema de una sola
fuente (SSCFLP) y el multi-servicio (MSCFLP). En Chyu y Chang [2008] se mues-
tran dos metaheur´ısticas basadas en bu´squeda local para el problema de localizacio´n
capacitado multi-servicio, donde la demanda de cada cliente puede ser satisfecha por
una o ma´s instalaciones.
Contreras y Dı´az [2007] consideran el problema capacitado con restricciones
de abastecimiento de una sola fuente. Porponen un algoritmo de bu´squeda dispersa
para obtener cotas superiores al valor o´ptimo del problema.
Liao y Diansheng [2008] desarrollan un me´todo de localizacio´n-asignacio´n ba-
sado en agrupamiento para el problema de localizacio´n de instalaciones capacitado,
que resulta en una aproximacio´n de la solucio´n o´ptima del problema.
Filho y Galva˜o [1998] presentan relajaciones lagrangianas complementadas por
una bu´squeda tabu´ para un problema cla´sico de localizacio´n en el disen˜o de redes.
Se han propuesto, adema´s, distintas aproximaciones basadas en relajaciones
lagrangianas para el problema, tanto en su versio´n no capacitada como en la capa-
citada.
En Avella et al. [2009] se utiliza una heur´ıstica para casos de gran escala del
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CFLP, basada en relajaciones lagrangianas, para seleccionar un subconjunto de va-
riables prometedoras y un algoritmo de ramificacio´n y corte para resolver el problema
central.
Una heur´ıstica basada en relajaciones lagrangianas para resolver el CFLP con
restricciones de cotas superiores sobre subconjuntos disjuntos de variables binarias es
propuesta en Sridharan [1991]. Cornuejols et al. [1991] comparan diversos enfoques
propuestos en la literatura para el CFLP. La comparacio´n esta´ basada en resultados
teo´ricos y computacionales. El e´nfasis principal esta´ en las relajaciones, se identifican
las relaciones de dominio entre varias relajaciones encontradas en la literatura.
Ramos y Sa´enz [2005] aplican la metodolog´ıa de planos cortantes Fenchel al
CFLP. Simulta´neamente obtienen una solucio´n primal heur´ıstica y las cotas inferior
y superior obtenidas son comparadas a las encontradas relajando de forma lagran-
giana las restricciones de demanda. Gortz y Klose [2009] presentan un me´todo de
ramificacio´n y acotamiento basado en relajaciones lagrangianas y optimizacio´n sub-
gradiente para resolver de manera o´ptima casos grandes del CFLP.
2.3 Problema de localizacio´n de instalaciones
capacitado en dos etapas
El problema que se considera en este trabajo de tesis es el problema de lo-
calizacio´n de instalaciones capacitado en dos etapas (TSCFLP), donde la primera
etapa se refiere a las fa´bricas o plantas de produccio´n, en esta etapa la decisio´n a
ser tomada es cua´les fa´bricas abrir de un conjunto de posibles localizaciones para
e´stas. La segunda etapa se refiere a los depo´sitos y la decisio´n que se busca tomar es
cua´les depo´sitos abrir entre un conjunto de posibles localizaciones para los mismos.
La siguiente decisio´n esta´ relacionada a los clientes, se busca hacer las asignacio-
nes de cada cliente a los depo´sitos abiertos y tambie´n asignar los depo´sitos a plantas
abiertas y definir el flujo de producto a trave´s de ellos para satisfacer las restricciones
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de demanda de cada cliente.
Figura 2.2: Esquema del problema de dos etapas
Gao y Robinson [1994] presentan un modelo general y un procedimiento de
ramificacio´n y acotamiento para encontrar soluciones o´ptimas al problema de lo-
calizacio´n de instalaciones no capacitado de una y dos etapas. En Klose [1999] se
muestra una heur´ıstica lagrangiana basada en la relajacio´n de las restricciones de
capacidad. El subproblema que resulta es un UFLP y se puede resolver de forma
eficiente mediante me´todos de ramificacio´n y acotamiento.
Liu y Zhu [2007] presentan una nueva clase de modelos de localizacio´n de
mı´nimo riesgo y asignacio´n en dos etapas basado en la teor´ıa de credibilidad. Se
disen˜a un algoritmo h´ıbrido que integra esquemas de aproximacio´n mediante redes
neuronales y recocido simulado para resolver el problema de localizacio´n/asignacio´n
propuesto.
Motivado por una aplicacio´n en el contexto de la cadena de suministro inversa
para el te´rmino de vida u´til de veh´ıculos, un problema de localizacio´n multi-nivel
con costos escalera y separacio´n de productos es formulado por Wollenweber [2008].
Se propone un enfoque de solucio´n heur´ıstico de dos etapas, una de construccio´n y
otra de mejora.
En Landete y Mar´ın [2009] se considera un problema de localizacio´n de ins-
talaciones no capacitado. La asimetr´ıa inherente del problema es tomada en cuenta
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para realizar la formulacio´n del mismo. Gendron y Semet [2009] consideran un pro-
blema de localizacio´n multi-nivel derivado de una aplicacio´n en el servicio de entrega
ra´pida. Presentan y comparan dos formulaciones al problema, un modelo basado en
arcos y otro basado en los caminos. Tambie´n comparan la llamada relajacio´n binaria,
que se obtiene relajando las restricciones de integralidad para las variables enteras
generales pero no para las variables binarias.
Wang et al. [2009] proponen un problema de localizacio´n en dos etapas difuso
con valor de riesgo, que resulta en un problema de programacio´n binaria difusa de dos
etapas. Se propone tambie´n un me´todo basado en la discretizacio´n de las variables
difusas para aproximar el valor de riesgo.
Aardal et al. [1996] estudian el problema de localizacio´n de instalaciones no
capacitado en dos etapas (TSUFLP), algunas propiedades estructurales, introducen
la notacio´n necesaria y una formulacio´n de flujo multi-producto para el TSUFLP y
caracterizan los puntos extremos de su relajacio´n lineal.
Muchos esquemas de relajacio´n lagrangiana han sido propuestos para el pro-
blema de localizacio´n de instalaciones en dos etapas. Para el caso no capacitado,
en Chardaire et al. [1999] se considera un problema relevante para la industria de
las telecomunicaciones. Desarrollan un me´todo de relajaciones lagrangianas para
encontrar cotas inferiores al problema.
Lu y Bostel [2005] estudian un problema de localizacio´n de dos etapas con tres
tipos de instalaciones a ser localizadas en un sistema de log´ıstica inversa. Se propone
un modelo de programacio´n entera mixta. Se desarrolla un algoritmo basado en una
heur´ıstica lagrangiana para probar el modelo.
Un problema de localizacio´n en dos etapas no capacitado es estudiado en Mar´ın
[2007]. Se presenta una formulacio´n entera mixta y se analizan varias relajaciones
lagrangianas propuestas para el modelo.
Para el caso capacitado, la relajacio´n lagrangiana fue estudiada y probada
nume´ricamente en Barros y Labbe´ [1994]. En Bloemhof-Ruwaard et al. [1996] se
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estudia la formulacio´n del modelo matema´tico para el problema de distribucio´n y
eliminacio´n de residuos en dos etapas con restricciones de capacidad. Se trabaja
con dos procedimientos para obtener cotas inferiores, el primero en base a la relaja-
cio´n lineal reforzada por desigualdades va´lidas y el segundo mediante la relajacio´n
lagrangiana de las restricciones de balance de flujo.
Mediante el uso de relajaciones lagrangianas, Mar´ın y Pelegr´ın [1999] obtienen
cotas inferiores y soluciones heur´ısticas para dos clases de formulaciones al TSCFLP
en base a dos o tres ı´ndices para las variables de transporte de flujo. La calidad de
las formulaciones es comparada mediante un estudio computacional.
En Tragantalerngsak et al. [2000] se propone un algoritmo de ramificacio´n y
acotamiento basado en relajaciones lagrangianas para el TSCFLP con restricciones
de abastecimiento de una sola fuente. Una heur´ıstica lagrangiana es estudiada en
Klose [2000] usando la relajacio´n de las restricciones de capacidad para el TSCFLP
con un nu´mero fijo de instalaciones en el primer nivel.
En Hinojosa et al. [2000] se estudia el problema de localizacio´n de plantas capa-
citado en dos etapas multi-periodo. Se formula como un problema de programacio´n
entera mixta y se propone la relajacio´n lagrangiana para resolverlo, justo con un
procedimiento heur´ıstico para construir soluciones factibles del problema original a
partir de las soluciones obtenidas en los problemas relajados.
En la tesis doctoral de Wildbore [2008], se trabaja con el TSCFLP donde
los clientes pueden ser abastecidos por mu´ltiples depo´sitos abiertos y e´stos a su
vez por mu´ltiples plantas abiertas, ambos, con capacidades limitadas. Se an˜aden
restricciones subrogadas para reforzar las cotas de las relajaciones del problema. Se
muestra, adema´s, un ana´lisis teo´rico y computacional de las cotas lagrangianas para
el TSCFLP.
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2.4 Aplicaciones
Algunas aplicaciones del CFLP incluyen la localizacio´n y planificacio´n de la
distribucio´n, la planificacio´n de produccio´n y disen˜o de redes de telecomunicaciones.
Adema´s, agencias gubernamentales deben decidir sobre la localizacio´n de ofi-
cinas, escuelas, hospitales, estaciones de bomberos, etc. En cada caso, la calidad de
los servicios depende de la localizacio´n de las instalaciones en relacio´n con otras.
En Troncoso et al. [2002] se muestra una aplicacio´n de un modelo de localiza-
cio´n de instalaciones para la produccio´n y log´ıstica forestal, que permite la eleccio´n
estrate´gica del sitio y taman˜os o´ptimos para la instalacio´n forestal que se desee
construir, adema´s de la identificacio´n de los niveles de produccio´n y de los flujos de
carga que se generara´n en el horizonte de planificacio´n considerado.
Cap´ıtulo 3
Relajaciones lagrangianas
En este cap´ıtulo se presenta una revisio´n de la literatura existente relacionada
con la relajacio´n lagrangiana, sus propiedades y la funcio´n lagrangiana, as´ı como
algunos algoritmos para resolver el problema dual lagrangiano, co´mo encontrar so-
luciones factibles, entre otros.
3.1 Relajacio´n lagrangiana
Esta seccio´n presenta la metodolog´ıa lagrangiana proporcionada por algunos
autores como Guignard [2003], Fisher [1985], Conejo et al. [2006], entre otros.
La literatura de la relajacio´n lagrangiana y sus aplicaciones es muy extensa.
Por lo tanto no citaremos todos los art´ıculos que se refieren a relajacio´n lagrangiana.
Por lo que si se desea ver una visio´n ma´s amplia acerca del gran campo sobre este
tema el lector podra´ ver: Beasley [1993], Everett [1963], Fisher [1981], Fisher [1985],
Geoffrion [1974], Held y Karp [1970], Held y Karp [1971], Lemare´chal [2001], Shapiro
[1974], Shapiro [1979].
Si P es un problema de optimizacio´n, se usa la siguiente notacio´n:
FS(P ): el conjunto de soluciones factibles del problema P
OS(P ): el conjunto de soluciones o´ptimas del problema P
v(P ): el valor o´ptimo del problema P
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sk, λk, γk: el valor de s y λ, γ, usado en la iteracio´n k
xk: el k-e´simo punto extremo de algu´n poliedro
x(k): una solucio´n encontrada en la iteracio´n k
conv(X): envolvente convexo del conjunto X .
En Geoffrion [1974] se define formalmente la relajacio´n de un problema de
optimizacio´n como sigue:
Definicio´n 3.1 El problema (RPmin ) : min {g(x) | x ∈ W} es una relajacio´n
del problema (Pmin ) : min {f(x) | x ∈ V }, con la misma variable de decisio´n x, si
y so´lo si:
i) el conjunto factible de (RPmin ) contiene a (Pmin ), esto es W ⊇ V y
ii) sobre el conjunto factible de (Pmin ), la funcio´n objetivo de (RPmin ) domina a
(Pmin ), esto es, ∀ x ∈ V, g(x) ≤ f(x).
La relajacio´n ampliamente usada para problemas de programacio´n como P :
min (o´ max ){f(x) | x ∈ V } es la relajacio´n continua (CR) (conocida comunmente
como relajacio´n lineal), i.e., el problema P con las restricciones de integralidad sobre
x ignoradas.
El nacimiento del esquema lagrangiano como lo conocemos fue en 1970, cuando
Held y Karp [1970] usaron un problema lagrangiano basado en a´rboles de mı´nima
expansio´n para disen˜ar un algoritmo eficiente para el problema del agente viajero
[Fisher, 1985]. Sin pe´rdida de generalidad suponemos que el problema P es de la
forma:
(P ) :min fx (3.1)
s. a: Ax ≤ b (3.2)
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Cx ≤ d (3.3)
x ∈ X (3.4)
donde X contiene restricciones de signo y de integralidad para x.
Se supone que las restricciones de la forma Ax ≤ b son dif´ıciles, en el sentido
de que el problema P sin e´stas ser´ıa mucho ma´s simple de resolver. Una cota inferior
lagrangiana del problema puede ser encontrada introduciendo un vector de multipli-
cadores λ = (λ1, . . . , λm) para las restricciones dif´ıciles. Esto se denota comu´nmente
como (LRλ) y esta´ dado como sigue:
Definicio´n 3.2 La relajacio´n lagrangiana de P relacionada a las restricciones
dif´ıciles Ax ≤ b, con multiplicadores lagrangianos λ no negativos, es el problema:
(LRλ) :min fx+ λ(Ax− b) (3.5)
s.a: Cx ≤ d (3.6)
x ∈ X (3.7)
Al vector λ se le conoce como vector de multiplicadores de Lagrange.
En (LRλ), la diferencia de las restricciones dif´ıciles Ax ≤ b han sido agregadas
a la funcio´n objetivo con pesos λ y las restricciones Ax ≤ b eliminadas. Decimos que
las restricciones Ax ≤ b, han sido dualizadas.
(LRλ) es una relajacio´n de P , entonces:
i. FS(LRλ) contiene FS(P ),
ii. para cualquier x de P , y cualquier λ ≥ 0, fx + λ(Ax − b) es menor o igual que
fx (mejor, ya que estemos minimizando). Ahora podemos decir que v(LRλ) ≤
v(P ), ∀λ ≥ 0, esto es, que el valor o´ptimo v(LRλ), el cua´l depende de λ, es
una cota inferior del valor o´ptimo de P .
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Para ilustrar el concepto de relajacio´n lagrangiana, Wildbore [2008] considera el
problema de programacio´n entera P como sigue:
min {fx |Ax = b, Cx ≤ d, x ∈ X } (3.8)
Y podemos ver el siguiente teorema:
Teorema 3.3 v(LRλ) ≤ v(P )
Demostracio´n: Para su demostracio´n, Fisher [1981], supone que la solucio´n o´ptima
de (P ) x∗ es conocida, entonces:
v(LRλ) ≤ fx∗ + λ(Ax∗ − b) = v(P )
La desigualdad en esta relacio´n sigue de la definicio´n de v(LRλ) y la igualdad v(P ) =
fx∗ y Ax∗ − b = 0. Si Ax = b se reemplaza por Ax ≤ b en (P ), entonces se requiere
λ ≥ 0 y el argumento se puede escribir como:
v(LRλ) ≤ fx∗ + λ(Ax∗ − b) ≤ v(P )
donde la segunda desigualdad sigue de v(P ) = fx∗, λ ≥ 0 y Ax∗− b ≤ 0. De manera
similar para Ax ≥ b se requiere λ ≤ 0 para v(LRλ) ≤ v(P ).
Definicio´n 3.4 El problema de encontrar la mejor cota lagrangiana de v(P ) es
hallar:
(LR) : max λ≥0v(LRλ) (3.9)
E´ste es llamado dual lagrangiano de P relacionado a las restricciones dif´ıciles.
Nota 3.5 Supongamos que el problema en consideracio´n tiene restricciones de igual-
dad en lugar de restricciones de desigualdad. Podemos referirnos a tal problema como
(Q) a continuacio´n:
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(Q) :min xfx (3.10)
s.a: Ax = b (3.11)
Cx ≤ d (3.12)
x ∈ X (3.13)
Podemos dualizar las restricciones Ax = b siendo remplazadas por un par de
restricciones de desigualdad: Ax ≤ b y −Ax ≤ −b. Entonces sea µ ≥ 0 y ν ≥ 0 los
multiplicadores lagrangianos de dimensiones apropiadas. La relajacio´n lagrangiana
para µ ≥ 0 y ν ≥ 0 dados es:
(LRµ,ν) : min xfx+µ(Ax− b) + ν(−Ax+ b) (3.14)
s.a: Cx ≤ d (3.15)
x ∈ X (3.16)
el cual es equivalente a:
(LRλ) :min xfx+ λ(Ax− b) (3.17)
s.a: Cx ≤ d (3.18)
x ∈ X (3.19)
con λ = µ−ν. No´tese que en el caso de igualdad, λ no necesariamente debe de tener
valores no negativos para que (LRλ) sea una relajacio´n de (Q).
Teorema 3.6 El dual lagrangiano LR es equivalente a la relajacio´n primal
(PR) : min xfx (3.20)
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s.a: Ax ≤ b (3.21)
x ∈ conv {x ∈ X | Cx ≤ d} (3.22)
en el sentido que v(LR) = v(PR).
Este resultado esta´ basado en la dualidad del problema lineal LP y las propie-
dades de las soluciones o´ptimas de programas lineales. Este resultado podr´ıa no ser
verdadero si la matriz de restricciones es no racional, o mejor dicho para un poliedro
no racional que no es igual al envolvente convexo de sus puntos extremos. Aunque
en la pra´ctica los nu´meros en las computadoras son almacenados como nu´meros ra-
cionales y por lo tanto todas las matrices son racionales, pero ocasionalmente esto
modifica la verdadera estructura del poliedro asociado.
La siguiente definicio´n es importante y los resultados son obtenidos de la in-
terpretacio´n geome´trica.
Definicio´n 3.7 Decimos que el problema dual lagrangiano LR tiene la propiedad
de integralidad si conv{x ∈ X | Cx ≤ d} = {x | Cx ≤ d}.
Si LR tiene la propiedad de integralidad (la cual de aqu´ı en adelante sera´ re-
presentada por IP), entonces los puntos extremos de {x | Cx ≤ d} esta´n en X .
Desafortunadamente la consecuencia es tal que un esquema LR no puede producir
una cota mejor a la de LP , esto es lo que se indica en los siguientes corolarios. Sin
embargo, algunas veces, esto se puede usar de todas formas porque la relajacio´n
LP no puede ser calculada fa´cilmente. Esto puede ocurrir para algunos ejemplos de
algu´n problema que tenga un nu´mero exponencial de restricciones, las cuales pueden
ser relajadas de cualquier forma para resolver fa´cilmente los subproblemas.
Cualquier cota de relajacio´n lagrangiana siempre es mejor o igual que la mejor
cota obtenida por LP , nunca peor.
Corolario 3.8 Si el conjunto conv{x ∈ X | Cx ≤ d} = {x | Cx ≤ d}, entonces
v(LP ) = v(PR) = v(LR) ≤ v(P ).
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En este caso, la cota de relajacio´n lagrangiana es igual (no puede ser mejor que) a
la cota de LP .
Corolario 3.9 Si el conjunto conv{x ∈ X | Cx ≤ d} ⊂ {x | Cx ≤ d}, enton-
ces v(LP ) ≤ v(PR) = v(LR) ≤ v(P ) y puede ocurrir que la cota de relajacio´n
lagrangiana sea estrictamente mejor que la cota LP .
Lo que dicen estos dos corolarios es que a menos que LR no tenga la propiedad
de integralidad, podr´ıa mejorar la cota obtenida por la relajacio´n LP . Es importante
saber esto si todos los ve´rtices del poliedro racional {x | Cx ≤ d} esta´n en X .
El propo´sito es obtener una relajacio´n lagrangiana que sea ma´s fa´cil de resolver
que el problema original debido a alguna estructura especial en las restricciones no
dualizadas que pueda ser explotada.
La seleccio´n de una relajacio´n deseable es uno de los problemas ma´s impor-
tantes a considerar cuando formamos un me´todo de solucio´n basado en relajaciones
lagrangianas. Los factores a tomar en cuenta al evaluar una relajacio´n son: su faci-
lidad de solucio´n y la calidad de las cotas generadas.
La posibilidad de generar subproblemas fa´ciles y ma´s pequen˜os comparados con
el problema original, depende de la estructura del mismo y del grado de separabilidad
obtenido al relajar ciertas restricciones.
Ejemplo 3.10 El problema de asignacio´n generalizada GAP consiste en asignar un
conjunto de trabajos (j ∈ J) a uno de ma´quinas (i ∈ I) con el menor costo total
de asignacio´n posible (o posiblemente con el mayor valor de ganancia). El costo (o
ganancia) de asignar j a i es cij, entonces el problema puede ser un problema de
minimizacio´n o maximizacio´n, usando la notacio´n ((min (o´ max ))) . Cada trabajo
debe ser realizado por una ma´quina (de ah´ı las restricciones (3.25), conocidas como
restricciones de mu´ltiple eleccio´n). Cada ma´quina i esta´ disponible por bi unidades de
tiempo y si se asigna el trabajo j a la ma´quina i se utilizan aij unidades de tiempo (de
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ah´ı las restricciones (3.24) que se conocen como restricciones de mochila). Entonces
el modelo es:
min (o´ max )
∑
(i,j)
cijxij (3.23)
s.a:
∑
j
aijxij ≤ bi i ∈ I (3.24)
∑
i
xij = 1 j ∈ J (3.25)
xij ∈ {0, 1} i ∈ I, j ∈ J (3.26)
Si dualizamos la restriccio´n tipo 3.25 con multiplicadores sin signo λj, el proble-
ma de relajacio´n lagrangiana se descompone en subproblemas para cada ma´qui-
na i:
min (o´ max )
∑
(i,j)
cijxij +
∑
j
λj(1−
∑
i
xij) (3.27)
s.a:
∑
j
aijxij ≤ bi i ∈ I (3.28)
xij ∈ {0, 1} i ∈ I, j ∈ J (3.29)
podemos escribir este problema como:
min (o´ max )


∑
(i,j)
(cij − λj)xij +
∑
j
λj |
∑
j
aijxij ≤ bi, xij ∈ {0, 1} , ∀ i, j


(3.30)
que se puede representar tambie´n de la siguiente forma:
∑
j
λj +
∑
i
min (o´ max )
{∑
j
(cij − λj)xij |
∑
j
aijxij ≤ bi, xij ∈ {0, 1}, j ∈ J
}
(3.31)
Cap´ıtulo 3. Relajaciones lagrangianas 26
As´ı que el i-e´simo subproblema lagrangiano es un problema de la mochila (Wolsey
[1999]) para la i-e´sima ma´quina. Este problema no suele tener la propiedad de inte-
gralidad por lo que la relajacio´n LP de un problema de mochila binario no siempre
tiene una solucio´n entera o´ptima. Entonces este esquema LR puede (y usualmente
lo hace) dar una mejor cota que la cota de LP y en particular esto fue usado en
Fisher et al. [1986] y en Guignard y Rosenwein [1990].
Si dualizamos la restriccio´n tipo 3.24, el problema de relajacio´n lagrangiana se
descompone en subproblemas por trabajos j (con λ no positivos o no negativos,
dependiendo si el problema es de min o´ max ):
min (o´ max )
∑
(i,j)
cijxij +
∑
i
λi(bi −
∑
j
aijxij) (3.32)
s.a:
∑
i
xij = 1j ∈ J (3.33)
xij ∈ {0, 1}i ∈ I, j ∈ J (3.34)
Es decir,
min x(o´ max x)


∑
(i,j)
(cij − λiaij)xij +
∑
i
λibi

 (3.35)
s. a:
∑
i
xij = 1, j ∈ J, i ∈ I (3.36)
xij ∈ {0, 1} (3.37)
De manera equivalente:
∑
i
λibi +
∑
j
{
min x(o´ max x)
∑
i
(cij − λiaij)xij |
∑
i
xij = 1, i ∈ I, xij ∈ {0, 1}
}
(3.38)
El j-e´simo subproblema lagrangiano es un problema de eleccio´n mu´ltiple para el j-
e´simo trabajo. La relajacio´n LP para cada problema siempre encuentra una solucio´n
entera o´ptima (escoge la mejor asignacio´n para cada j), as´ı que los subproblemas
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lagrangianos tienen la Propiedad de Integralidad y la cota de LR es igual a la cota
de LP . Se espera que la cota de LP no pueda ser mejorada. Primero, el dual la-
grangiano puede ser ma´s fa´cil de resolver que el dual LP para problemas de taman˜o
grande. Despue´s, agregando la cota de LP , 3.27 encuentra soluciones lagrangianas,
las cuales son factibles para mu´ltiples restricciones elegidas pero pueden violar una
o ma´s restricciones del tipo 3.24. La solucio´n lagrangiana obtenida puede ser usada
como puntos para empezar en una heur´ıstica lagrangiana. Esta relajacio´n es definida
en Ross y Soland [1975].
3.1.1 Construccio´n de una relajacio´n lagrangiana
Existen varias formas en las cuales un problema puede relajarse de forma la-
grangiana. Aqu´ı se enlistan pocas, presentadas en Guignard [2003], sobre todo para
sen˜alar que a menudo, alguna reformulacio´n a priori de la relajacio´n puede ayudar, y
que para algunos modelos complejos, la intuicio´n e interpretacio´n de las interacciones
entre restricciones puede sugerir esquemas de relajacio´n eficientes.
1. Se puede aislar un subproblema interesante y dualizar otras res-
tricciones.
Esta es la aproximacio´n comu´nmente ma´s usada. Tiene la ventaja de que los
subproblemas lagrangianos interesantes (en el sentido de que usualmente tienen una
estructura especial que puede ser explotada) pueden ser resueltos por algoritmos
existentes especializados para resolverlos de forma eficiente.
2. Si hay dos (o ma´s) subproblemas interesantes con variables en
comu´n, primero podemos partir estas variables, despue´s dualizar
las restricciones copiadas.
Este proceso es llamado descomposicio´n lagrangiana (LD) [Soenen, 1977], par-
ticio´n de variables [Na¨sberg et al., 1985] o estratificacio´n de variables, [Glover y
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Klingman, 1988]. [Ribero y Minoux, 1986] y [Shepardson y Martsen, 1980] son de los
primeros que introdujeron esta aproximacio´n. Primero se debe reformular el proble-
ma usando particio´n de variables, en otras palabras, debemos renombrar las variables
en parte de las restricciones como si fueran variables independientes. El problema
P : min x{fx | Ax ≤ b, Cx ≤ d, x ∈ X} es claramente equivalente al problema
(P ′) : min x,y{fx | Ax ≤ b, x ∈ X,Cy ≤ d, y ∈ Y, x = y}, en el sentido que tiene
valores o´ptimos iguales (pero ellos tienen diferentes espacios para las variables).
Adema´s si x∗ es la solucio´n o´ptima de P , entonces la solucio´n (x, y) ≡ (x∗, x∗)
es un o´ptimo para (P ′) y si (x∗, y∗) es una solucio´n o´ptima de (P ′), entonces x∗ = y∗
y x∗ es un o´ptimo para P . Dualizando la copia de las restricciones x = y en (P ′) con
multiplicadores λ, separa al problema en uno para x y otro para y:
(LDλ) :min x,y {fx+ λ(y − x) | Ax ≤ b, Cy ≤ d, x ∈ X, y ∈ X} (3.39)
min x {(f − λ)x | Ax ≤ b, x ∈ X}+min y {λy | Cy ≤ d, y ∈ X} (3.40)
Este proceso crea un caso de estructura de escalera y por lo tanto el modelo puede
ser decompuesto. No´tese que λ no requiere ser no negativo. Recordemos tambie´n
que cuando dualicemos una restriccio´n de igualdad, automa´ticamente una solucio´n
factible lagrangiana es o´ptima para el problema de programacio´n entero original.
Las restricciones copiadas son restricciones de igualdad, si ambos subproblemas la-
grangianos tienen la misma solucio´n o´ptima, la solucio´n tambie´n es o´ptima para el
problema IP.
En Guignard y Kim [1987] se muestra que la cota LD puede dominar estric-
tamente las cotas LR obtenidas de la dualizacio´n de un conjunto de restricciones:
Teorema 3.11 Si se cumple que
v(LD) = max λ {min x {(f − λ)x | Ax ≤ b, x ∈ X}}+min y {λy | Cy ≤ d, y ∈ X}
(3.41)
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entonces
v(LD) = min {fx | x ∈ conv{x ∈ X | Ax ≤ b} ∩ conv{x ∈ X | Cx ≤ d}} (3.42)
Corolario 3.12 Si uno de los subproblemas tiene la propiedad de integralidad,
entonces v(LD) es igual al mejor de las dos cotas LR correspondientes a dualizar
Ax ≤ b o Cx ≤ d.
Si ambos subproblemas tienen la propiedad de integralidad, entonces v(LD) = v(LP ).
Si uno aplica LD al problema ejemplo 3.23 haciendo una particio´n de restric-
ciones en dos subconjuntos no intersecados, es decir en las restricciones tipo 3.24 y
3.25, entonces se obtiene la misma cota que cuando dualizamos las restricciones de
mu´ltiple eleccio´n.
Entonces puede parecer poco interesante partir las variables, debido a que esto
requiere un nu´mero de multiplicadores igual al nu´mero de ma´quinas por el nu´mero
de trabajos, comparando so´lo el nu´mero de trabajos con la relajacio´n lagrangiana
fuerte del problema. Aunque es posible pensar que las soluciones lagrangianas pueden
explotar las dos soluciones lagrangianas obtenidas, y puede valer la pena el trabajo
extra de resolver la descomposicio´n dual lagrangiana, Jo¨rnsten y Na¨sberg [1986].
Ocasionalmente la particio´n de las variables puede corresponder a la particio´n
f´ısica de una variable de decisio´n del problema.
3. Podemos dualizar restricciones de acoplamiento.
Algunas veces, despue´s de alguna reformulacio´n, los problemas pueden contener
estructuras independientes ligadas por varias restricciones: min (x,y){fx+ gy | Ax ≤
b, Cx ≤ d, Ex + Fy ≤ h, x ∈ X, y ∈ Y }. Dualizando las restricciones de enlace
Ex + Fy ≤ h se divide el problema en uno sobre x y otro sobre y. Algunas veces
el problema original so´lo contiene x y varias reformulaciones introducen una nueva
variable y, mientras la relacio´n entre x y y es capturada por una nueva restriccio´n
Ex+ Fy ≤ h.
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4. Algunas veces es mejor dualizar un conjunto de copias indivi-
duales de variables.
En lugar de crear una copia y de la variable x e introducir y en el modelo P
para reescribir la restriccio´n Cx ≤ d como Cy ≤ d, dando el modelo equivalente
(P ′) : min (x,y){fx | Ax ≤ b, x ∈ X,Cy ≤ d, y ∈ X, x = y}, tambie´n se puede crear
el problema (P ′′) equivalente al problema P introduciendo una nueva variable y y
forzando la restriccio´n Dy = Cx. Esta restriccio´n en general es ma´s de´bil que la
restriccio´n x = y. El modelo (P ′′) es min (x,y){fx | Ax ≤ b, x ∈ X,Dy ≤ d, y ∈
X,Dx = Cy}. Aqu´ı el LR introducido dualiza la restriccio´n de copia agregada
Dx = Cy.
Nuevamente aqu´ı la restriccio´n copiada es una restriccio´n de igualdad, por lo
tanto si el problema lagrangiano tiene soluciones o´ptimas x y y que satisfacen la
copia de la restriccio´n agregada, esto es, si Dx = Cy, entonces la solucio´n x es
o´ptima para el problema IP.
Hay dos ideas principales para resolver el problema dual, en el primer caso,
el problema dual se transforma en el problema de programacio´n lineal con un gran
nu´mero de restricciones y para su solucio´n se utiliza la te´cnica de relajacio´n de res-
tricciones (Benders). La segunda idea, es tratar el problema dual como un problema
de optimizacio´n de la funcio´n LRλ. Debido a que la funcio´n LRλ es no diferenciable,
se utilizan te´cnicas de optimizacio´n no diferenciable, por ejemplo el me´todo del
subgradiente.
Uno de los enfoques para resolver problemas de gran escala son las te´cnicas de
descomposicio´n o separacio´n, e´stas se caracterizan por la descomposicio´n del sistema
original en subsistemas, cada uno con problemas independientes ma´s pequen˜os.
El me´todo de descomposicio´n de Benders, tambie´n conocido como descomposi-
cio´n primal o por recursos, descompone el problema original en un problema maestro
y un subproblema. El maestro representa la primera etapa ma´s las condiciones nece-
sarias llamadas cortes, derivadas de la segunda etapa. El subproblema representa la
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segunda etapa para decisiones conocidas de la primera etapa. El me´todo de Benders
es un algoritmo iterativo que va alternando entre la solucio´n del problema maestro
y el subproblema.
Este me´todo es comu´nmente utilizado cuando las variables de la primera etapa
complican la solucio´n del problema, es decir, e´ste resulta mucho ma´s sencillo cuando
dichas variables se fijan temporalmente.
El me´todo del subgradiente es un algoritmo simple para minimizar una funcio´n
convexa no diferenciable. Es muy similar al me´todo del gradiente para funciones
diferenciables, pero con algunas particularidades:
El me´todo subgradiente se aplica directamente a funciones no diferenciables.
El taman˜o de paso no se elige mediante la l´ınea de bu´squeda como en el me´todo
gradiente convencional. En la mayor´ıa de los casos, el taman˜o de paso esta´ fijo
de antemano.
A diferencia del me´todo gradiente ordinario, el subgradiente no es un me´todo
descendiente; el valor de la funcio´n objetivo puede (y con frecuencia lo hace)
incrementar.
El me´todo del subgradiente fue propuesto en Held y Karp [1971] y posterior-
mente fue validado en Held et al. [1974]. E´ste es un me´todo iterativo en el cual en
la iteracio´n k da un vector multiplicador actual λk y la longitud del paso es tomado
con el subgradiente z(λk), entonces, si es necesario, el punto resultante es proyectado
en un ortogonal no negativo.
Para presentar el me´todo se hacen algunas definiciones.
Definicio´n 3.13 Un subgradiente de una funcio´n convexa f : Rm → R es un vector
γ(λ) ∈ R tal que f(v) ≥ f(λ) + γ(u)T (v − λ) para todo v ∈ R
Proposicio´n 3.14 El vector Ax− b es un subgradiente de v(LR(λ)) en el plantea-
miento de LR(λ).
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Definicio´n 3.15 Al conjunto de subgradientes de una funcio´n co´ncava f en un
punto λ es llamado subdiferencial de f en λ y se denota como ∂f(λ)
Para el caso de minimizar, tenemos el siguiente algoritmo. Se requiere un punto
inicial λ0, un para´metro  ≥ 0, un contador de iteraciones k, un taman˜o de paso sk,
una variable cont que va contando cua´ntas iteraciones pasan en el algoritmo sin que
se actualice la solucio´n guardada como la mejor.
El punto inicial para λ0 suele elegirse de varias formas distintas, una manera
usual para elegirlo es simplemente inicializar λ0 = 0. Otra propuesta es resolver la
relajacio´n lineal del problema original y dar a λ0 los valores marginales asociados a
las restricciones que se dualizan en la relajacio´n lagrangiana.
Una forma muy popular para determinar el taman˜o de paso sk del algoritmo
que ha mostrado resultados eficientes es:
sk =
k (v(P )− v(LRλk))
‖γk‖
donde k es un escalar positivo entre 0 y 2. Es comu´n tomarlo inicialmente como 2 y
actualizarlo a la mitad cada vez que v(LRλ) no mejore despue´s de un cierto nu´mero
de iteraciones, como se puede ver en el paso 3 del algoritmo. El nu´mero v(P ) es, en
teor´ıa, el valor o´ptimo de (P ), el cual es desconocido, por lo que suele emplearse una
cota conocida, usualmente una solucio´n factible del problema original.
Pra´cticamente la convergencia del me´todo de subgradiente es impredecible. Pa-
ra algunos problemas, la convergencia es ra´pida y altamente confiable, mientras otros
problemas tienden a producir multiplicadores en secuencia, o el valor lagrangiano, o
ambos, de forma equivocada. En un caso bueno, usualmente se podr´ıa observar un
patro´n no mono´tono en el valor lagrangiano para las primera iteraciones, seguido
por un mejoramiento rigurosamente mono´tono y convergencia asinto´tica para un
valor optimista del valor objetivo o´ptimo de la cota lagrangiana. En un caso malo, el
patro´n no mono´tono continu´a o empeora y el valor lagrangiano siempre se esta´ de-
teriorando. Algunos autores han estudiado este problema y han propuesto algunos
remedios.
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Algoritmo 1 Subgradiente
1: Paso 0.Inicializacio´n. Sea k ← 0, λk ∈ Rm+ y  ≥ 0.
2: Paso 1.Subgradiente Resolver el problema (LRλ) y sea x
∗ la solucio´n.
3: Sea γk ← Axk − b y actualizamos el taman˜o de paso
4: Paso 2.Actualizacio´n Sea λk+1 ← max {0, λk + skγk}
5: si v(LRλ) mejora el valor de la cota entonces
6: Actualizamos el mejor valor encontrado.
7: si no
8: cont← cont+ 1
9: fin si
10: Paso 3. Revisar
11: si cont es mayor a un cierto nu´mero permitido entonces
12: ← 
2
y cont← 0
13: fin si
14: Paso 4. Criterio de parada
15: si  es menor a un cierto valor de tolerancia predeterminado o k excede el nu´mero
de iteraciones permitido entonces
16: PARAR
17: si no
18: Regresar al paso 1.
19: fin si
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3.2 Descomposicio´n de subproblemas
En algunos casos, el subproblema lagrangiano se descompone en problemas
pequen˜os, esto significa que la regio´n factible es realmente el producto cartesiano
de varias regiones pequen˜as. Una ventaja clara es la reduccio´n en la complejidad
computacional para los subproblemas lagrangianos: generalmente es ma´s fa´cil resol-
ver 50 problemas con 100 variables binarias cada uno, que, un problema con 5,000
(esto es, 50 × 100) variables binarias.
Tambie´n significa que en generacio´n de columnas, las columnas (esto es, los
vectores que son soluciones factibles de las restricciones guardadas) se descompo-
nen en pequen˜as subcolumnas y cada subcolumna es una combinacio´n convexa de
ve´rtices de una pequen˜a regio´n. Por asignacio´n de conjuntos de pesos diferentes a
estas combinaciones convexas, sigue ((mezclar y relacionar)) las soluciones, en otras
palabras, se trata de combinar una subcolumna para el primer subproblema que
fue generado en la iteracio´n 10, con una subcolumna para el segundo subproblema
generado en la iteracio´n 7, etc., para formar una columna de taman˜o completo. Si
no se tiene la descomposicio´n del problema antes del tiempo, podr´ıamos esperar un
largo tiempo para generar completamente la columna.
Por dualidad, esto significa que en un ambiente de plano cortante, tambie´n pue-
den ser generados ((subcortes)) para cada subproblema, lo que equivale a reemplazar
η por z + λb en
max λ≥0,ηη (3.43)
s.a: η ≤ fx(h) + λ(Ax(h) − b) h = 1, .., k (3.44)
max λ≥0,z {z + λb} (3.45)
s. a: z ≤ (f + λA)x(h) h = 1, .., k (3.46)
y entonces z por una suma de escalares zl, con zl ≤ (f l+λAl)x(h)l , donde l es el ı´ndice
del subproblema lagrangiano, f l, Al y x
(h)
l son la l-e´sima porcio´n de la submatriz y
Cap´ıtulo 3. Relajaciones lagrangianas 35
vectores correspondientes y x
(h)
l es una solucio´n lagrangiana del l-e´simo subproblema
encontrado en la iteracio´n h, produciendo el problema maestro desagregado
max λ≥0,zl
∑
l
zl + λb (3.47)
s. a: zl ≤ (f + λA)lx(h)l h = 1, . . . , k (3.48)
Cap´ıtulo 4
Formulaciones al problema y
relajaciones propuestas
4.1 Formulaciones
Es conocido que la formulacio´n de un problema es de gran importancia para
su resolucio´n. En el presente trabajo se estudian dos formulaciones al problema y se
busca comparar varias relajaciones lagrangianas para cada formulacio´n. Adema´s de
obtener, en base a estas soluciones lagrangianas, una solucio´n factible del problema.
Para formular el problema se describen los siguientes para´metros:
I conjunto de plantas potenciales.
J conjunto de almacenes potenciales.
K conjunto de clientes.
bi capacidad de la planta i.
pj capacidad del almace´n j.
qk demanda del cliente k.
cij costo por transportar una unidad de producto desde la planta i hasta el
almace´n j.
36
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djk costo por transportar una unidad de producto desde el almace´n j hasta el
cliente k.
fi costo fijo por emplear la planta i.
gj costo fijo por emplear el almace´n j.
Definimos tambie´n las siguientes variables de decisio´n:
yi ∈ {0, 1}, donde yi = 1 si y so´lo si la planta i es empleada y 0 en otro caso.
zj ∈ {0, 1}, donde zj = 1 si y so´lo si el almace´n j es empleado y 0 en otro caso.
xij ≥ 0, cantidad de producto enviado desde la planta i hasta el almace´n j.
sjk ≥ 0, cantidad de producto enviado desde el almace´n j hasta el cliente i.
Se proponen dos formulaciones equivalentes del problema de localizacio´n capa-
citado en dos etapas.
4.1.1 Primera formulacio´n
El problema puede ser formulado mediante el siguiente modelo de programacio´n
lineal entero mixto (formulacio´n A).
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk (4.1)
s. a:
∑
j
xij ≤ bi i ∈ I, (4.2)
∑
i
xij ≤ pj j ∈ J, (4.3)
∑
j
sjk ≥ qk k ∈ K, (4.4)
∑
i
xij ≥
∑
k
sjk j ∈ J, (4.5)
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xij ≤ mijyi i ∈ I, j ∈ J, (4.6)
sjk ≤ ljkzj j ∈ J, k ∈ K, (4.7)
xij , sjk ∈ R+, yi, zj ∈ {0, 1}. (4.8)
Las restricciones (4.2) y (4.3) aseguran que no sean excedidas las capacidades
de las plantas y los almacenes respectivamente. La restriccio´n (4.4) asegura que las
demandas de los clientes sean satisfechas. La restriccio´n (4.5) impide que los alma-
cenes env´ıen producto no recibido mientras que (4.6) y (4.7) impiden que una planta
o un almace´n env´ıen producto si no han sido elegidos. Las restricciones (4.8) son
conocidas como restricciones lo´gicas, en ellas R+ representa el conjunto de nu´meros
reales no negativos.
Las cantidades mij y ljk en las restricciones (4.6) y (4.7) son cotas superiores
conocidas a las variables xij y sjk, por ejemplo:
mij = min {bi, pj} ; ljk = min {pj , qk}
Esta formulacio´n tiene i + j variables binarias, i ∗ j + j ∗ k variables continuas y
i+ 2 ∗ j + k + i ∗ j + j ∗ k restricciones.
4.1.2 Segunda formulacio´n
En el siguiente modelo se combinan las restricciones (4.2) con (4.6) y (4.3) con
(4.7) resultando un modelo ma´s compacto (formulacio´n B).
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk (4.9)
s. a:
∑
j
xij ≤ biyi i ∈ I, (4.10)
∑
i
xij ≤ pjzj j ∈ J, (4.11)
∑
j
sjk ≥ qk k ∈ K, (4.12)
∑
i
xij ≥
∑
k
sjk j ∈ J, (4.13)
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xij , sjk ∈ R+, yi, zj ∈ {0, 1}. (4.14)
Esta formulacio´n tiene i + j variables binarias, i ∗ j + j ∗ k variables continuas y
i+ 2 ∗ j + k restricciones.
Las formulaciones A y B son equivalentes en el sentido de que ambas resultan
en la misma solucio´n o´ptima (la demostracio´n puede verse en el ape´ndice B). Sin
embargo, tienen diferente estructura polie´drica del conjunto de soluciones factibles y
por lo tanto, podemos esperar que relajar las mismas restricciones resulte en valores
diferentes para las cotas duales correspondientes.
4.2 Relajaciones propuestas
Las cotas lagrangianas han sido ampliamente utilizadas como base de muchas
te´cnicas nume´ricas, por ejemplo en los esquemas de ramificacio´m y acotamiento
para problemas enteros y combinatorios. La mayor´ıa de los enfoques de relajaciones
lagrangianas para el problema de localizacio´n capacitado en dos etapas esta´n basados
en dualizar las restricciones de demanda o las restricciones de capacidad de planta
(Klose, 1999).
En esta seccio´n presentamos 5 relajaciones lagrangianas para cada formulacio´n
propuesta del problema de localizacio´n capacitado en dos etapas. Estas 10 relajacio-
nes poseen ciertas propiedades de descomposicio´n de manera que resolver el problema
lagrangiano es en escencia mas fa´cil que resolver el original.
Con el fin de aprovechar la estructura del problema y las formulaciones consi-
deradas para el mismo, se proponen cinco relajaciones para la formulacio´n A y cinco
ma´s para la B buscando aislar subproblemas interesantes o eliminar restricciones de
acoplamiento como se menciono´ en el cap´ıtulo 3 para construir relajaciones lagran-
gianas. Estas relajaciones tienen la finalidad de facilitar la solucio´n obteniendo un
problema resultante ma´s sencillo de resolver que el problema original y conservando
la calidad de la soluciones con respecto al valor o´ptimo del problema tanto como sea
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posible. Las relajaciones se describen a continuacio´n:
Relajacio´n RA1: Relajamos las restricciones (4.5), que no permiten que un
almace´n j env´ıe producto que no recibio´.
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk
+
∑
j
uj
(∑
k
sjk −
∑
i
xij
)
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
i
xij ≤ pj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
xij ≤ mijyi i ∈ I, j ∈ J,
sjk ≤ ljkzj j ∈ J, k ∈ K,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en un subproblema para la primera
etapa en (x, y) con i variables binarias, i ∗ j variables continuas y i + j + i ∗ j
restricciones:
w1 = min
∑
i
fiyi +
∑
(i,j)
cijxij −
∑
(i,j)
ujxij
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
i
xij ≤ pj j ∈ J,
xij ≤ mijyi i ∈ I, j ∈ J,
xij ∈ R+, yi ∈ {0, 1}.
y en |K| subproblemas para la segunda etapa en (s, z) con j variables binarias
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, j ∗ k variables continuas y j + 1 restricciones:
wk2 = min
∑
j
gjzj +
∑
j
djksjk +
∑
j
ujsjk
s. a:
∑
j
sjk ≥ qk
sjk ≤ ljkzj j ∈ J
sjk ∈ R+, zj ∈ {0, 1}.
Donde la cota wRA1 = w1 +
∑
k w
k
2 .
Relajacio´n RA2: Relajamos las restricciones (4.6), que no permiten que una
planta i env´ıe producto si no ha sido elegida para ser empleada
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk
+
∑
(i,j)
uij (xij −mijyi)
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
i
xij ≤ pj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
∑
i
xij ≥
∑
k
sjk j ∈ J,
sjk ≤ ljkzj j ∈ J, k ∈ K,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en |I| subproblemas con solo una va-
riable binaria yi:
wi1 = min
{
fiyi −
∑
j
ui,jmijyi
}
s. a: yi ∈ {0, 1}.
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Lo cual se puede resolver de manera anal´ıtica.
Y un subproblema para (x, s, z) con j variables binarias,i ∗ j + j ∗ k variables
continuas y con i+ 2 ∗ j + k + j ∗ k restricciones:
w2 = min
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(i,j)
ui,jxij
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
i
xij ≤ pj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
∑
i
xij ≥
∑
k
sjk j ∈ J,
sjk ≤ ljkzj j ∈ J, k ∈ K,
xij , sjk ∈ R+, zj ∈ {0, 1}.
Donde la cota wRA2 =
∑
i w
i
1 + w2.
Relajacio´n RA3: Relajamos las restricciones (4.7), que no permiten que un
almace´n j env´ıe producto si no ha sido elegido para ser utilizado
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk
+
∑
(j,k)
ujk (sjk − ljkzj)
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
i
xij ≤ pj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
∑
i
xij ≥
∑
k
sjk j ∈ J,
xij ≤ mijyi i ∈ I, j ∈ J,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
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El problema lagrangiano se descompone en |J | subproblemas con solo una va-
riable binaria zj
w
j
1 = min
{
gjzj +
∑
k
ujkljkzj
}
s. a: zj ∈ {0, 1}.
Lo cual se puede resolver de manera anal´ıtica.
Y un subproblema para (x, s, y) con i variables binarias, i ∗ j + j ∗ k variables
continuasy con i+ 2 ∗ j + k + i ∗ j restricciones:
w2 = min
∑
i
fiyi +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(j,k)
ujksjk
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
i
xij ≤ pj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
∑
i
xij ≥
∑
k
sjk j ∈ J,
xij ≤ mijyi i ∈ I, j ∈ J,
xij , sjk ∈ R+, yi ∈ {0, 1}.
Donde la cota wRA3 =
∑
j w
j
1 + w2.
Relajacio´n RA4: Relajamos las restricciones (4.2) y (4.4), que son las res-
tricciones de capacidad de las plantas y la de demandas satisfechas de los clientes
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk
+
∑
i
ui
∑
j
xij −
∑
k
vk
∑
j
sjk
s. a:
∑
i
xij ≤ pj j ∈ J,
∑
i
xij ≥
∑
k
sjk j ∈ J,
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xij ≤ mijyi i ∈ I, j ∈ J,
sjk ≤ ljkzj j ∈ J, k ∈ K,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en |J | subproblemas independientes
con i+1 variables binarias, i∗j+j∗k variables continuas y con i+j+k restricciones:
wj = min
∑
i
fiyi + gjzj +
∑
i
cijxij +
∑
k
djksjk +
∑
i
uixij−
∑
k
vksjk
s. a:
∑
i
xij ≤ pj
∑
i
xij ≥
∑
k
sjk
xij ≤ mijyi i ∈ I
sjk ≤ ljkzj k ∈ K
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
donde la cota wRA4 =
∑
j w
j.
Relajacio´n RA5: Relajamos las restricciones (4.3) y (4.5), que son las res-
tricciones de capacidad de las plantas y la que no permite que una almace´n j env´ıe
producto que no recibio´
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
j
uj
∑
i
xij
+
∑
j
vj
(∑
k
sjk −
∑
i
xij
)
s. a:
∑
j
xij ≤ bi i ∈ I,
∑
j
sjk ≥ qk k ∈ K,
xij ≤ mijyi i ∈ I, j ∈ J,
sjk ≤ ljkzj j ∈ J, k ∈ K,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
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De manera similar a RA1 obtenemos 2 subproblemas.
w1 = min
∑
i
fiyi +
∑
(i,j)
cijxij +
∑
j
uj
∑
i
xij −
∑
(i,j)
vjxij
s. a:
∑
j
xij ≤ bi i ∈ I
xij ≤ mijyi j ∈ J
xij ∈ R+, yi ∈ {0, 1}.
Adema´s el subproblema correspondiente a las plantas se descompone en |I| sub-
problemas con una sola variable binaria yi, i ∗ j variables continuas y con j + 1
restricciones.
El subproblema correspondiente a la segunda etapa.
w2 = min
∑
j
gjzj +
∑
(j,k)
djksjk +
∑
(j,k)
vjsjk
s. a:
∑
j
sjk ≥ qk k ∈ K
sjk ≤ ljkzj j ∈ J, k ∈ K
sjk ∈ R+, zj ∈ {0, 1}.
Que se descompone en |K| subproblemas con j variables binarias, j∗k variables
continuas y con j ∗ k + 1 restricciones.
Donde la cota wRA4 = w1 + w2.
Las relajaciones lagrangianas para la formulacio´n B definida por (4.9)–(4.14)
son las siguientes:
Relajacio´n RB1, relajamos las restricciones (4.13)
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
j
uj
(∑
k
sjk −
∑
i
xij
)
s. a:
∑
j
xij ≤ biyi i ∈ I,
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∑
i
xij ≤ pjzj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en un subproblema en (x, y, z) con
i+ j variables binarias, i ∗ j variables continuas y con i+ j restricciones:
w1 = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij −
∑
(i,j)
ujxij
s. a:
∑
i
xij ≤ pjzj j ∈ J
∑
j
xij ≤ biyi i ∈ I
xijinR
+, yi, zj ∈ {0, 1}.
Y en |K| subproblemas independientes en s con j variables continuas y s´o´lo
una restriccio´n.
wk2 = min
∑
j
djksjk +
∑
j
ujsjk
s. a:
∑
j
sjk ≥ qk
sjk ∈ R+
Donde la cota wRB1 = w1 +
∑
k w
k
2 .
Relajacio´n RB2: Relajamos las restricciones (4.10)
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
i
ui
(∑
j
xij − biyi
)
s. a:
∑
i
xij ≤ pjzj j ∈ J,
∑
j
sjk ≥ qk k ∈ K,
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∑
i
xij ≥
∑
k
sjk j ∈ J,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en |I| subproblemas independientes
con una sola variable binaria yi:
wi1 = min {fiyi − uibiyi}
s. a: yi ∈ {0, 1}.
Que puede resolverse de manera anal´ıtica.
Y un subproblema en (x, s, z) con j variables binarias, i ∗ j + j ∗ k variables
continuas y con 2 ∗ j + k restricciones:.
w2 = min
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(i,j)
uixij
s. a:
∑
i
xij ≤ pjzj j ∈ J
∑
j
sjk ≥ qk k ∈ K
∑
i
xij ≥
∑
k
sjk j ∈ J
xij , sjk ∈ R+, zj ∈ {0, 1}.
Donde la cota wRB2 =
∑
i w
i
1 + w2.
Relajacio´n RB3: Relajando las restricciones (4.11)
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
j
uj
(∑
i
xij − pjzj
)
s. a:
∑
j
xij ≤ biyi i ∈ I,
∑
j
sjk ≥ qk k ∈ K,
∑
i
xij ≥
∑
k
sjk j ∈ J,
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xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en |J | subproblemas con una sola va-
riable binaria zj :
w
j
1 = min {gjzj − ujpjzj}
s.a: zj ∈ {0, 1}.
Que puede resolverse de manera anal´ıtica.
Y un subproblema en (x, s, y) con i variables binarias, i ∗ j + j ∗ k variables
continuas y con i+ j + k restricciones:
w2 = min
∑
i
fiyi +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
(i,j)
ujxij
s. a:
∑
j
xij ≤ biyi i ∈ I
∑
j
sjk ≥ qk k ∈ K
∑
i
xij ≥
∑
k
sjk j ∈ J
xij , sjk ∈ R+, yi ∈ {0, 1}.
Donde la cota wRB3 =
∑
j w
j
1 + w2.
Relajacio´n RB4: Se relajan las restricciones (4.12) y (4.10)
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk −
∑
k
uk
∑
j
sjk
+
∑
i
vi
(∑
j
xij − biyi
)
s. a:
∑
i
xij ≤ pjzj j ∈ J,
∑
i
xij ≥
∑
k
sjk j ∈ J,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
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El problema lagrangiano se descompone en |I| subproblemas con solo una va-
riable binaria yi:
wi1 = min {fiyi − vibiyi}
s. a: yi ∈ {0, 1}.
Lo cual se puede resolver de manera anal´ıtica.
|J | subproblemas independientes en (x, s, z) con solo una variable binaria zj,
i ∗ j + j ∗ k variables continuas y 2 restricciones:
w
j
2 = min
{
gjzj +
∑
i
cijxij +
∑
k
djksjk −
∑
k
uksjk +
∑
i
vixij
}
s. a:
∑
i
xij ≤ pjzj
∑
i
xij ≥
∑
k
sjk
xij , sjk ∈ R+, zj ∈ {0, 1}.
Donde la cota wRB4 =
∑
i w
i
1 +
∑
j w
j
2.
Relajacio´n RB5: Relajamos las restricciones (4.13) y (4.11)
w = min
∑
i
fiyi +
∑
j
gjzj +
∑
(i,j)
cijxij +
∑
(j,k)
djksjk +
∑
j
uj
(∑
k
sjk −
∑
i
xij
)
+
∑
j
vj
(∑
i
xij − pjzj
)
s. a:
∑
j
xij ≤ biyi i ∈ I,
∑
j
sjk ≥ qk k ∈ K,
xij , sjk ∈ R+, yi, zj ∈ {0, 1}.
El problema lagrangiano se descompone en |J | subproblemas con solo una va-
riable binaria zj :
w
j
1 = min {gjzj − vjpjzj}
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s. a: zj ∈ {0, 1}.
Lo cual se puede resolver de manera anal´ıtica.
|K| subproblemas en s con j variables continuas y k restricciones:
wk2 = min
∑
j
djksjk +
∑
j
ujsjk
s. a:
∑
j
sjk ≥ qk
sjk ∈ R+
Y tambie´n |I| subproblemas para (x, y) con 1 variable binaria, j variables
continuas y con so´lo una restriccio´n:
wi3 = min
{
fiyi +
∑
j
cijxij −
∑
j
ujxij +
∑
j
vjxij
}
s. a:
∑
j
xij ≤ biyi
xij ∈ R+, yi ∈ {0, 1}.
Donde la cota wRB5 =
∑
j w
j
1+.
EL problema de encontrar la mejor cota, es decir, encontrar los multiplicadores
que maximicen la cota lagrangiana, se llama el problema dual lagrangiano. Para re-
solver el dual lagrangiano se puede aplicar un esquema de generacio´n de restricciones
(me´todo de Benders) transformando el problema dual en problemas de programacio´n
lineal de gran escala. La ventaja principal de utilizar el me´todo de Benders es que
proporciona estimaciones tanto inferiores como superiores de la cota lagrangiana en
cada iteracio´n, por lo que produce cotas duales cercanas al o´ptimo. Sin embargo,
el costo computacional de este esquema es t´ıpicamente alto. Otro esquema popular
para resolver el problema dual es el algoritmo subgradiente. En contraste con el
me´todo de Benders, el algoritmo de subgradiente no proporciona el valor de la cota
con la precisio´n mencionada, solo podemos esperar valores aproximados de la cota.
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Para detalles de los mismos se puede consultar en Lasdon [2002], Wolsey [1999] y
Conejo et al. [2006] para el me´todo de Benders, y para el algoritmo de subgradiente
se puede consultar detalladamente en Martin [1999] y Guignard [2003].
Durante este trabajo de investigacio´n se utilizo´ el me´todo del subgradiente para
obtener las cotas lagrangianas de las 10 relajaciones propuestas.
4.3 Subgradiente para el problema de
localizacio´n capacitado en dos etapas
En esta seccio´n se muestra el desempen˜o del algoritmo subgradiente al resolver
un caso pequen˜o del TSCFLP. Se toma como ejemplo ilustrativo un caso con 3
posibles localizaciones para plantas, 5 para almacenes y 9 clientes.
Se tienen los siguientes para´metros de entrada,en la tabla (4.1) se presentan los
costos de transporte desde cada planta i a cada almace´n j; la tabla (4.2) muestra los
costos de transporte de cada alamace´n j a cada cliente k; los costos fijos asociados
a cada planta i abierta se presentan en la tabla (4.3) y los costos fijos asociados a
cada almace´n j abierto se presentan en la tabla (4.4).
cij 1 2 3 4 5
1 18 11 15 11 17
2 17 13 10 14 16
3 17 18 12 18 12
Tabla 4.1: Costos de transporte de i a j
Se muestran algunas iteraciones iniciales del algoritmo de subgradiente al re-
solver la relajacio´n RB2.
Iteracio´n 1.
Paso 0. Inicializamos los multiplicadores como los valores duales de la relaja-
cio´n lineal asociados a las restricciones dualizadas en la relajacio´n que inten-
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djk 1 2 3 4 5 6 7 8 9
1 11 20 11 19 17 18 20 12 12
2 12 12 20 11 10 20 18 19 11
3 10 12 11 11 19 14 18 12 16
4 13 15 17 18 17 18 12 20 18
5 17 15 16 10 17 20 17 20 10
Tabla 4.2: Costos de transporte de j a k
Planta 1 2 3
Costo 481 506 567
Tabla 4.3: Costos fijos para cada i
tamos resolver. Sea it = 0 el contador del nu´mero de iteraciones en las que no
mejora la solucio´n,  = 2, el taman˜o de paso en el algoritmo se denota como
paso. Inicializamos el valor de la mejor aproximacio´n como mejor = −∞.
Paso 1. Resolviendo el subproblema encontramos:
w = 1133.141
Paso = 2.136
Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1133.141
u1 = 38.12, u2 = 0, u3 = 0
Recuperamos la factibilidad de la solucio´n∗.
∗ Co´mo recuperar factibilidad de las soluciones lagrangianas encontradas en
cada iteracio´n se mostrara´ en el cap´ıtulo siguiente.
Paso 3. Criterio de parada.
 = 2 > 0.0001
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Almace´n 1 2 3 4 5
Costo 230 185 236 213 260
Tabla 4.4: Costos fijos para cada j
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
Iteracio´n 2.
Paso 1. Resolviendo el subproblema encontramos:
w = −1338.458
it = 1
Paso = 0.866
Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1131.141
u1 = 38.12, u2 = 0, u3 = 0
Recuperamos la factibilidad de la solucio´n∗
Paso 3. Criterio de parada.
 = 2 > 0.0001
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
Iteracio´n 3.
Paso 1. Resolviendo el subproblema encontramos:
w = 173.123
it = 2
Paso = 1.184
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Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1131.141
u1 = 0, u2 = 24.867, u3 = 27.235
Recuperamos la factibilidad de la solucio´n∗.
Paso 3. Criterio de parada.
 = 2 > 0.0001
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
Iteracio´n 4.
Paso 1. Resolviendo el subproblema encontramos:
w = −88.499
it = 3
Paso = 0.558
Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1131.141
u1 = 16.573, u2 = 0, u3 = 0
Recuperamos la factibilidad de la solucio´n∗.
Paso 3. Criterio de parada.
 = 2 > 0.0001
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
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Iteracio´n 5.
Paso 1. Resolviendo el subproblema encontramos:
w = 838.785
it = 4
Paso = 0.789
Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1131.141
u1 = 16.573, u2 = 0, u3 = 18.152
Recuperamos la factibilidad de la solucio´n∗.
Paso 3. Criterio de parada.
 = 2 > 0.0001
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
Iteracio´n 6.
Paso 1. Resolviendo el subproblema encontramos:
w = 875.536
it = 5
 = 1
it = 0
Paso = 0.16
Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1131.141
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u1 = 7.029, u2 = 7.628, u3 = 0
Recuperamos la factibilidad de la solucio´n∗.
Paso 3. Criterio de parada.
 = 1 > 0.0001
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
Iteracio´n 7.
Paso 1. Resolviendo el subproblema encontramos:
w = 1935.594
it = 0
Paso = 0.241
Paso 2. Actualizamos el valor de los nuevos multiplicadores y el del mejor
valor encontrado hasta el momento:
mejor = max {mejor, w} = 1935.594
u1 = 7.029, u2 = 12.681, u3 = 14.9
Recuperamos la factibilidad de la solucio´n∗.
Paso 3. Criterio de parada.
 = 1 > 0.0001
Por lo tanto, regresamos al paso 1 con los nuevos multiplicadores encontrados.
Las iteraciones en este ejemplo continu´an hasta que  ≤ 0.0001 en la iteracio´n
104. El valor final de la funcio´n objetivo de esta relajacio´n es w = 1986.854 y su
solucio´n factible encontrada es de 2158.
Cap´ıtulo 5
Me´todo para recuperar
soluciones factibles
5.1 Introduccio´n
Las heur´ısticas lagrangianas son las heur´ısticas principales aplicadas a proble-
mas de localizacio´n. Las soluciones obtenidas por medio de una relajacio´n lagrangia-
na generalmente son infactibles y a partir de e´stas se recupera una solucio´n factible
del problema original.
La informacio´n contenida en la relajacio´n lagrangiana (LRλ) en cada iteracio´n
del algoritmo subgradiente puede utilizarse para construir una solucio´n factible del
problema a trave´s de la aplicacio´n de alguna heur´ıstica. Es decir, a lo largo del
procedimiento, generamos una secuencia de multiplicadores lagrangianos que definen
cotas inferiores del problema y a su vez, se genera una secuencia (no necesariamente
mono´tona) de valores objetivos de las soluciones factibles. Al final del algoritmo, se
obtiene la mejor solucio´n factible encontrada para el problema original.
Adema´s de las cotas lagrangianas, uno de los objetivos es encontrar soluciones
factibles al problema de buena calidad. En la literatura podemos observar distintos
esquemas utilizados para recuperar factibilidad.
Para el CFLP en Klose [1999] se construye una solucio´n factible a partir de los
subproblemas lagrangianos aplicando un procedimiento simple de reasignacio´n.
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Para encontrar soluciones factibles a un problema de localizacio´n de dos etapas
en Chardaire et al. [1999] se disen˜a un algoritmo de recocido simulado para mejorar
las cotas superiores obtenidas a partir de las relajaciones lagrangianas propuestas.
Bloemhof-Ruwaard et al. [1996] trabaja con dos esquemas para obtener solucio-
nes factibles. En el primero se fijan las variables binarias de la solucio´n al problema
lineal y se resuelve el problema de flujo de costo mı´nimo resultante. En el segundo
esquema, se trabaja con una heur´ıstica secuencial de localizacio´n de instalaciones
capacitado.
Mar´ın y Pelegr´ın [1999] obtienen soluciones factibles al problema capacitado fi-
jando las variables binarias en la solucio´n obtenida del problema relajado, se resuelve
el problema con estas variables ya fijas para encontrar el flujo o´ptimo de productos.
Barahona y Chudak [2005] utilizan una heur´ıstica que combina el algoritmo de
volumen y redondeo aleatorio para encontrar soluciones factibles para los problemas
UFLP y CFLP.
Ramos y Sa´enz [2005] obtienen cotas primales mediante heur´ısticas simples
como variantes de la heur´ıstica voraz o heur´ısticas de intercambio.
Para obtener soluciones factibles a partir de las soluciones lagrangianas del
problema de localizacio´n capacitado en dos etapas, en este trabajo de investigacio´n
se presenta un algoritmo simple para recuperar factibilidad. Este enfoque puede
aplicarse a cualquien solucio´n no factible.
5.2 Algoritmo
Contrario a lo que se hace comu´nmente, este algoritmo se basa en la parte
continua de la solucio´n lagrangiana y no en la parte entera de la solucio´n.
Sean xij , sjk de la relajacio´n lagrangiana para cada iteracio´n. Sea I0 el conjunto
de las plantas que no han sido abiertas, I1 el conjunto de plantas abiertas, J0 el
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conjunto de los almacenes que no han sido abiertos, y J1 el conjunto de almacenes
abiertos.
Paso 0. Hacer yi =
∑
j xij
bi
y zj =
∑
k sjk
pj
Sean yi = 0, I1 = ∅, I0 = I; zj = 0, J1 = ∅, J0 = J
Al principio del algoritmo, consideramos que todas las plantas y los almacenes
esta´n cerrados.
Paso 1. Sean i∗ = argmax{yi | i ∈ I0}
Paso 2. Hacer yi∗ = 1, I1 = I1
⋃{i∗}, I0 = I0 − {i∗}
Paso 3. Si
∑
i∈I1
bi ≥
∑
k
qk, ir al paso 4, si no volver al paso 1.
Paso 4. Sean j∗ = argmax{zj | j ∈ J0}
Paso 5. Hacer zj∗ = 1, J1 = J1
⋃{j∗}, J0 = J0 − {j∗}
Paso 6. Si
∑
j∈J1
pj ≥
∑
k
qk, ir al paso 7, si no volver al paso 4.
Paso 7. Resolver linealmente con los valores fijos yi∗ , zj∗
En este algoritmo, calculamos para cada planta y para cada almace´n un in-
dicador que podemos llamar de saturacio´n que representa el uso relativo de cada
instalacio´n de acuerdo con su capacidad (paso 0). Este ı´ndice se obtiene al dividir el
flujo de productos resultante en la solucio´n lagrangiana entre la capacidad disponible
de cada planta.
El siguiente paso (paso 1), consiste en abrir la planta del primer nivel con el
ı´ndice de saturacio´n ma´s alto. Si la capacidad es suficiente para satisfacer la demanda
total, el resto de las plantas permanecen cerradas, de otro modo se abre tambie´n la
planta con el siguiente indicador mas alto y se suman las capacidades de las plantas
abiertas; se continu´a abriendo mas plantas hasta poder satisfacer la demanda total
(pasos 2 y 3).
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Los depo´sitos son abiertos de manera similar (pasos 4,5 y 6). Fijamos los va-
lores de las variables binarias obtenidas mediante este procedimiento, los flujos de
producto a trave´s de las dos etapas se determina resolviendo el problema lineal
resultante.
5.3 Ejemplo ilustrativo
En esta seccio´n se presenta un ejemplo ilustrativo del algoritmo de refactibi-
lizacio´n para un caso de taman˜o (3, 5, 9) con los para´metros dados en el ejemplo
ilustrativo del cap´ıtulo anterior.
Figura 5.1: Ejemplo de taman˜o pequen˜o A(3, 5, 9)
Supongamos que vamos a probar la efectividad del algoritmo para la relajacio´n
RB2, donde se relajaron las restricciones que indican que una planta no puede enviar
producto si no ha sido elegida para ser abierta.
Sean xij , sjk de la solucio´n lagrangiana para la primera iteracio´n del subgra-
diente.
En la figura (5.2) podemos observar la representacio´n de la solucio´n lagran-
giana obtenida en la primera iteracio´n del algoritmo subgradiente para este caso en
particular.
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La configuracio´n que nos da la solucio´n lagrangiana encontrada indica que no
se abre ninguna de las posibles plantas, sin embargo se esta´ enviando producto desde
la segunda y la tercera planta.
Ahora, iniciamos con el algoritmo para recuperar factibilidad a partir de esta
solucio´n obtenida.
21
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6
y1 = y2 = y3 = 0,
z1 = z2 = z4 = 0, z3 = z5 = 1
wlag = 1133.141
Figura 5.2: Solucio´n lagrangiana del problema
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Capacidades
y1 = 0, y2 =
21
56
= 0.375, y3 =
23
55
= 0.418
z1 = z2 = z4 = 0, z3 =
21
21
= 1, z5 =
23
27
= 0.852
Figura 5.3: Paso 0 del algoritmo
Primero se calcula el ı´ndice de saturacio´n para plantas y almacenes (paso 0)
como lo podemos ver en la figura (5.3).
En la figura (5.4) observamos el siguente paso del algoritmo, que es abrir la
planta que tenga el ı´ndice de saturacio´n ma´s alto y revisar si es necesario utilizar
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otra planta (pasos 1 y 2).
En este caso abrir la planta 3 es suficiente para satisfacer la demanda total,
entonces pasamos al segundo nivel y hacemos lo mismo para los almacenes.
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Fijamos las variables binarias resultantes de este procedimiento y resolvemos el
problema para las variables continuas. La figura (5.5) muestra el resultado obtenido
mediante este procedimiento.
y3 = 1
55 >
∑
k
qk = 44
z3 = 1
21 < 44→ z5 = 1
21 + 27 = 48 > 44
Figura 5.4: Pasos 1 y 2 para las plantas y pasos 4 y 5 para los almacenes
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O´ptimo = 2158
Factible = 2169
Figura 5.5: Paso 7 del algoritmo para recuperar factibilidad
Con el fin de mejorar el funcionamiento del algoritmo para recuperar factibi-
lidad de las soluciones lagrangianas, se realizaron algunas modificaciones del mismo
para intentar mejorar la calidad de las soluciones factibles obtenidas.
Los cambios realizados en el algoritmo se concentraron en el ca´lculo del ı´ndice
de saturacio´n. Intentamos tomar en cuenta los costos fijos tanto de plantas como de
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almacenes al momento de calcular este ı´ndice, la forma en que se hace originalmente
es la siguiente:
yi =
∑
j xij
bi
; zj =
∑
k sjk
pj
Y se propusieron 3 cambios ba´sicos para calcularlos.
1.- Dividir el ı´ndice original entre los costos fijos de plantas o´ almacenes, segu´n
sea el caso:
yi =
∑
j xij
bi ∗ fi ; zj =
∑
k sjk
pj ∗ gj
2.-Multiplicar el ı´ndice original entre los costos fijos de plantas o´ almacenes,
segu´n sea el caso:
yi =
∑
j xij ∗ fi
bi
; zj =
∑
k sjk ∗ gj
pj
3.- Dividir el ı´ndice original entre la demanda total:
yi =
∑
j xij
bi ∗
∑
k qk
; zj =
∑
k sjk
pj ∗
∑
k qk
Los resultados obtenidos al incluir estas variantes del algoritmo para recuperar
factibilidad solo presentaban cambios con respecto a los resultados originales has-
ta despue´s del cuarto decimal de la solucio´n factible encontrada. Por lo tanto, se
decidio´ continuar con el algoritmo original en la heur´ıstica lagrangiana propuesta.
Cap´ıtulo 6
Experimentacio´n y Resultados
Se realizo´ un estudio nume´rico para las cotas lagrangianas del problema de
localizacio´n capacitado en dos etapas.
Primero se generaron 4 conjuntos de casos de diversos taman˜os. Todos los
taman˜os son descritos como nu´mero de plantas, nu´mero de almacenes y cantidad de
clientes de acuerdo con los valores (I, J,K) de la siguiente manera:
A (3,5,7)
B (5,7,30)
C (7,10,50)
D (10,10,100)
6.1 Para´metros
En todos los casos los para´metros fueron calculados de la siguiente manera:
cij, djk ∈ U [10, 20], qk ∈ U [1, 10],
bi ∈
⌈
10
J +K
I
⌉
+ U [0, 10], pj ∈
⌈
10
K
J
⌉
+ U [0, 10].
Se propusieron dos formas distintas de generar los costos fijos del problema:
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Casos donde los costos fijos de plantas y almacenes son proporcionales al nu´me-
ro de clientes que se espera sean atendidos desde las mismas (tipo 1). Los
costos fijos se calculan como sigue:
fi ∈
⌈
100
J +K
I
⌉
+ U [0, 100], gj ∈
⌈
100
K
J
⌉
+ U [0, 100]
Casos donde los costos fijos de plantas y almacenes son independientes del
nu´mero de clientes que se espera que atiendan (tipo 2). Los costos fijos se
claculan como sigue:
fi, gj ∈ U [100, 200]
Se calcularon las cotas duales correspondientes a todas las relajaciones lagran-
gianas por el me´todo del subgradiente. En cada iteracio´n de los me´todos se obtuvo la
solucio´n factible por medio del algoritmo presentado anteriormente asociada a cada
solucio´n lagrangiana dada.
La mejor cota factible (sobre todas las iteraciones) fue almacenada. En el me´to-
do del subgradiente, este valor de la mejor solucio´n factible fue utilizado en el mo-
mento de actualizar el taman˜o de paso del algoritmo; si despue´s de 4 iteraciones
del algoritmo subgradiente la cota dual no era mejorada, se divid´ıa a la mitad el
para´metro  usado para calcular el taman˜o de paso en el algoritmo. El criterio de
parada del algoritmo se definio´ cuando  ≤ 0.0001 o para un nu´mero ma´ximo de
iteraciones (300).
El proceso se implemento´ en GAMS/CPLEX 11.2 usando una terminal Sun
Fire V440, conectada a 4 procesadores Ultra SPARC III con 1602 Hhz, 1 MB de
CACHE, y 8 GB de memoria.
Para todas lo casos se calcularon:
zIP : el valor o´ptimo del problema original.
zL: el valor de la cota lagrangiana obtenida.
zMF : el valor de la mejor solucio´n factible encontrada.
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zUF - el valor de la u´ltima solucio´n factible encontrada.
zPF - el valor de la primera solucio´n factible encontrada.
La calidad relativa de las cota lagrangianas y la mejor solucio´n factible fue
calculada de la siguiente forma respectivamente:
L =
zIP − zL
zIP
∗ 100%
MF =
zMF − zIP
zMF
∗ 100%
La calidad de las dema´s cotas lagrangianas o factibles se calculan de forma
similar.
Se realizo´ un estudio preeliminar de 4 taman˜os (A,B,C, y D) de todas las
relajaciones propuestas y se compararon los resultados obtenidos en cuanto a la
calidad de las soluciones lagrangianas y factibles con respecto al valor o´ptimo del
problema original.
En la tabla (6.1) podemos observar los resultados obtenidos para el conjunto
de casos del tipo 1. La primera columna corresponde al taman˜o de los casos.
Los datos siguientes corresponden a las cotas lagrangianas, las primeras 3 co-
lumnas corresponden (en%) a cua´ntas veces aparece la cota dual correspondiente
entre las mejores 3 cotas duales encontradas y las siguientes 3 columnas corresponen
(en%) a cua´ntas veces aparece la cota dual correspondiente como la mejor encontra-
da. Los indicadores se presentan solo para las cotas de las relajaciones lagrangianas
RB1, RB2 y RB3, debido a que son e´stas las que aparecen con ma´s frecuencia entre
las mejores.
La tabla (6.2) muestra resultados similares para la mejor cota factible encon-
trada a lo largo del algoritmo para resolver el problema dual. La primera columna
se refiere al taman˜o de los casos. El siguiente grupo de 3 columnas representa (en%)
cua´ntas veces la cota factible encontrada a partir de la relajacio´n correspondiente
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Relajaciones lagrangianas
Entre las 3 mejores Mejor cota
Taman˜o RB1 RB2 RB3 RB1 RB2 RB3
A 70% 80% 40% 10% 0% 20%
B 70% 80% 70% 10% 20% 60%
C 90% 80% 50% 20% 40% 30%
D 70% 80% 10% 40% 10% 0%
Tabla 6.1: Cotas duales para casos del tipo 1
aparece entre las 3 mejores. El u´ltimo grupo de columnas muestran (en%) cua´ntas
veces la cota factible correspondiente aparece como la mejor encontrada, para algu-
nos casos, varias relajaciones lagrangianas pueden aportar la misma cota factible, por
lo tanto, varias relajaciones pueden aparecer como la mejor cota factible encontrada
(por lo que los promedios suman mas del 100%). Los indicadores presentados en
estas columnas fueron solo para las soluciones factibles derivadas de las relajaciones
lagrangianas RA1, RA2 y RB4, debido a que son e´stas las que aparecen con ma´s
frecuencia entre las mejores.
Soluciones factibles
Entre las 3 mejores Mejor cota
Taman˜o RA2 RA3 RB4 RA2 RA3 RB4
A 70% 90% 90% 70% 90% 80%
B 20% 90% 80% 10% 80% 50%
C 20% 80% 90% 10% 60% 40%
D 20% 90% 90% 20% 40% 50%
Tabla 6.2: Cotas factibles para casos del tipo 1
Las tablas (6.3) y (6.4) presentan resultados similares para los casos del tipo
2.
Ya que una de las consideraciones ma´s importantes cuando se utiliza un esque-
ma de relajaciones lagrangianas es la eleccio´n de una relajacio´n deseable, es preferible
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Relajaciones lagrangianas
Entre las 3 mejores Mejor cota
Taman˜o RB1 RB2 RB3 RB1 RB2 RB3
A 80% 90% 100% 0% 10% 90%
B 100% 100% 100% 10% 10% 80%
C 100% 100% 100% 20% 20% 60%
D 100% 100% 100% 40% 20% 40%
Tabla 6.3: Cotas duales para casos del tipo 2
Soluciones factibles
Entre las 3 mejores Mejor cota
Taman˜o RA2 RA3 RB4 RA2 RA3 RB4
A 90% 90% 60% 90% 90% 60%
B 90% 50% 50% 60% 40% 20%
C 80% 70% 70% 40% 30% 40%
D 90% 40% 90% 70% 10% 40%
Tabla 6.4: Cotas factibles para casos del tipo 2
contar con algu´n conocimiento previo acerca del comportamiento o la eficacia de las
relajaciones lagrangianas del problema.
Como se puede observar en las tablas (6.1)–(6.4), la relajacio´n lagrangiana RB3
proporciona frecuentemente la mejor cota lagrangiana. Considerando la calidad de
las cotas factibles podemos resaltar la relajacio´n RB4 que aparece frecuentemente
entre las mejores y es mas fa´cil de calcular que la relajacio´n RA3 que en promedio
nos da la mejor cota factible un mayor nu´mero de veces, sin embargo la calidad entre
estas dos cotas (RA3 y RB4) es similar, por lo que nos interesa concentrarnos en
esta relajacio´n lagrangiana.
En la figura (6.1) podemos observar los resultados promedio de las cotas la-
grangianas obtenidas para todas las relajaciones de los casos de tipo 1.
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G
A
P 
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io
Relajaciones
Tamaño A Tamaño B Tamaño C Tamaño D
2.11
3.29
4.63
6.26
7.76
9.54
11.66
14.10
14.98
15.69
16.75
18.15
18.78
RA1 RA2 RA3 RA4 RA5 RB1 RB2 RB3 RB4 RB5
Figura 6.1: Calidad promedio de las cotas lagrangianas para todas las relajaciones
consideradas. Casos de tipo 1.
La figura (6.2) muestra resultados iguales para los promedios de calidad de
las cotas factibles encontrada para los casos de tipo 1 para todas las relajaciones
consideradas. Se muestran los mismos resultados para los casos de tipo 2 en las
G
A
P 
pr
om
ed
io
Relajaciones
Tamaño A Tamaño B Tamaño C Tamaño D
0.10
0.27
0.45
0.60
0.74
0.91
1.19
1.99
2.35
3.70
3.88
4.24
RA1 RA2 RA3 RA4 RA5 RB1 RB2 RB3 RB4 RB5
Figura 6.2: Calidad promedio de las cotas factibles para todas las relajaciones con-
sideradas. Casos de tipo 1.
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siguientes figuras, (6.3) para las soluciones lagrangianas y (6.4) muestra los resultados
para las soluciones factibles de los casos de tipo 2.
G
A
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Relajaciones
  Tamaño A   Tamaño B   Tamaño C   Tamaño D
1.05
1.45
2.05
2.34
2.63
2.98
3.25
3.67
3.94
4.28
4.61
5.22
5.82
7.23
8.39
8.64
8.89
RA1 RA2 RA3 RA4 RA5 RB1 RB2 RB3 RB4 RB5
Figura 6.3: Calidad promedio de las cotas lagrangianas para todas las relajaciones
consideradas. Casos de tipo 2.
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Relajaciones
  Tamaño A   Tamaño B   Tamaño C   Tamaño D
0.08
0.21
0.34
0.48
0.64
0.80
0.95
1.11
1.25
1.37
1.55
1.72
1.84
2.08
2.59
4.06
4.62
RA1 RA2 RA3 RA4 RA5 RB1 RB2 RB3 RB4 RB5
Figura 6.4: Calidad promedio de las cotas factibles para todas las relajaciones con-
sideradas. Casos de tipo 2.
De las figuras (6.1)–(6.4) podemos observar que en promedio, para los cuatro
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taman˜os estudiados, la relajacio´n RB3 nos aporta mejores resultados en cuanto a
la calidad de las cotas lagrangianas encontradas. As´ı mismo podemos observar que,
en promedio, la relajacio´n RA3 es la que aporta los mejores resultados con respecto
a la calidad de las cotas factibles para los cuatro taman˜os estudiados, sin embargo,
observamos que la relajacio´n RB4, que se puede resolver de manera mucho ma´s
sencilla, obtiene cotas factibles de muy buena calidad, incluso mejores que la mayor´ıa
de las relajaciones para los taman˜os grandes.
A continuacio´n se presentan algunos resultados para las relajaciones RB3 (que
en promedio nos da la mejor cota lagrangiana) y RB4 (que obtiene una de las mejores
cotas factibles y es ma´s fa´cil de resolver).
En la tabla (6.5) se muestran los resultados de cinco casos de cada taman˜o
propuesto. Las primeras dos columnas nos muestran la calidad relativa para la cota
dual correspondiente y para la mejor solucio´n factible obtenida por el algoritmo
del subgradiente, el pare´ntesis en la columna de la mejor cota factible indica el
nu´mero de iteracio´n donde e´sta fue encontrada. La siguiente columna muestra la
calidad de la cota factible encontrada en la u´ltima iteracio´n del algoritmo, el nu´mero
entre pare´ntesis indica el total de iteraciones realizadas. La u´ltima columna nos
indica la calidad de la cota factible encontrada en la primera iteracio´n del algoritmo
subgradiente.
La tabla (6.6) muestra indicadores ide´nticos para la relajacio´n lagrangiana RB4
con los casos del tipo 1.
Las tablas (6.7) y (6.8) presentan indicadores ide´nticos para las relajaciones
RB3 y RB4 con los casos del tipo 2. Las tablas de resultados completos para los dos
conjuntos de casos generadas en los 4 taman˜os se pueden encontrar en los ape´ndices
al final de este trabajo.
Despue´s de analizar los resultados obtenidos anteriormente, se trabajo´ con
estas dos relajaciones lagrangianas (RB3 y RB4) y se crearon casos de los siguientes
taman˜os (I, J,K):
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 7.46 0 (12) 1.05 (128) 2.75
A2 1.41 0.00 (3) 0.00 (102) 10.58
A3 3.86 0.00 (2) 0.43 (144) 4.44
A4 2.43 0.00 (23) 7.89 (128) 14.57
A5 4.37 0.00 (1) 0.00 (145) 0.00
B1 3.77 0.00 (48) 0.74 (169) 1.09
B2 2.36 0.00 (1) 0.00 (161) 0.00
B3 5.35 0.00 (27) 1.16 (182) 0.49
B4 3.38 0.00 (3) 3.48 (129) 4.05
B5 5.66 0.00 (9) 0.00 (103) 0.48
C1 4.17 0.00 (11) 0.55 (164) 0.29
C2 4.51 0.00 (15) 0.69 (170) 0.63
C3 1.09 0.00 (51) 0.02 (172) 0.38
C4 3.73 0.00 (14) 0.26 (167) 0.95
C5 2.49 0.00 (1) 0.00 (166) 0.00
D1 1.33 0.00 (35) 0.30 (163) 0.65
D2 1.23 0.00 (38) 0.19 (159) 1.16
D3 2.42 0.00 (24) 0.00 (176) 0.59
D4 3.82 0.04 (33) 0.21 (181) 1.28
D5 3.34 0.00 (1) 0.09 (152) 0.00
Tabla 6.5: Relajacio´n RB3 para casos del tipo 1
E (10,16,30)
F (30,30,30)
G (30,60,120)
H (30,30,100)
I (50,50,200)
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 13.64 0.51 (9) 4.72 (214) 10.31
A2 4.79 0.00 (28) 0.00 (166) 14.48
A3 5.69 0.43 (4) 15.11 (249) 18.41
A4 6.23 0.00 (38) 7.89 (194) 20.18
A5 19.49 0.00 (1) 0.00 (219) 2.61
B1 13.18 0.00 (137) 0.79 (212) 2.09
B2 9.09 0.00 (58) 1.66 (265) 1.44
B3 8.29 1.57 (23) 9.02 (300) 8.63
B4 5.49 0.00 (61) 6.01 (243) 6.01
B5 9.32 0.11 (21) 6.66 (260) 14.79
C1 6.68 0.00 (62) 8.28 (223) 9.95
C2 10.83 0.25 (181) 1.96 (295) 5.06
C3 6.80 0.56 (76) 2.82 (264) 4.64
C4 8.55 0.00 (27) 4.80 (237) 5.28
C5 6.47 0.00 (183) 1.22 (289) 4.34
D1 6.31 0.20 (47) 1.39 (300) 6.79
D2 6.08 0.40 (62) 1.73 (300) 4.48
D3 8.47 0.00 (238) 6.69 (300) 5.64
D4 7.29 1.91 (67) 8.18 (300) 8.45
D5 5.56 0.19 (18) 1.51 (300) 2.19
Tabla 6.6: Relajacio´n RB4 para casos del tipo 1
Se generaron dos conjuntos de casos, de la misma forma que se ha mencionado
anteriormente. A continuacio´n se presentan las tablas con algunos resultados para
estos casos. Los indicadores mostrados son similares a los de las tablas anteriores.
Las tablas (6.9) y (6.10) muestran los indicadores para los nuevos taman˜os de
datos con las relajaciones RB3 y RB4 respectivamente para los casos del tipo 1.
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 7.49 0.00 (9) 3.14 (138) 2.36
A2 1.13 0.00 (8) 0.00 (107) 9.57
A3 3.50 0.00 (2) 2.77 (163) 5.76
A4 3.19 0.00 (10) 6.25 (130) 9.27
A5 4.23 0.00 (1) 0.00 (178) 0.00
B1 2.58 0.00 (37) 0.44 (164) 1.83
B2 1.72 0.00 (1) 0.00 (157) 0.00
B3 2.41 0.00 (8) 0.00 (156) 2.66
B4 3.27 0.00 (25) 0.00 (147) 0.96
B5 2.83 0.00 (3) 0.18 (113) 0.76
C1 2.21 0.00 (46) 0.00 (209) 0.56
C2 2.55 0.00 (11) 0.84 (154) 1.05
C3 1.19 0.00 (35) 0.03 (165) 0.64
C4 2.49 0.00 (17) 0.00 (164) 0.43
C5 1.27 0.00 (10) 0.00 (155) 2.54
D1 1.38 0.00 (10) 0.53 (183) 1.18
D2 0.86 0.00 (27) 0.58 (170) 2.06
D3 1.87 0.00 (9) 0.00 (164) 1.05
D4 1.81 0.00 (18) 0.91 (159) 0.91
D5 1.36 0.00 (1) 0.18 (172) 0.00
Tabla 6.7: Relajacio´n RB3 para casos del tipo 2
As´ı mismo, las tablas (6.11) y (6.12) muestran los indicadores para los nuevos
taman˜os de datos con las relajaciones RB3 y RB4 respectivamente para los casos del
tipo 2.
Cap´ıtulo 6. Experimentacio´n y Resultados 76
Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 12.3 1.81 (3) 5.07 (188) 12.51
A2 2.31 0.00 (11) 0.00 (179) 14.95
A3 7.74 0.57 (2) 4.21 (171) 4.21
A4 6.39 0.00 (11) 0.00 (170) 11.63
A5 11.03 0.00 (5) 3.79 (172) 3.79
B1 6.04 0.00 (85) 0.99 (263) 3.47
B2 4.03 0.00 (11) 0.00 (235) 2.35
B3 5.93 1.26 (54) 4.73 (244) 2.66
B4 4.97 0.00 (28) 4.91 (231) 4.18
B5 4.15 0.18 (13) 0.18 (242) 8.37
C1 4.89 0.00 (111) 1.78 (212) 3.39
C2 4.43 0.35 (46) 2.81 (278) 8.22
C3 2.88 0.03 (81) 2.28 (248) 7.59
C4 4.59 0.00 (182) 6.57 (238) 8.49
C5 3.03 0.00 (29) 2.43 (283) 6.91
D1 2.89 0.00 (69) 4.26 (300) 5.30
D2 2.43 0.00 (19) 3.14 (300) 7.44
D3 3.75 0.00 (136) 5.55 (300) 9.71
D4 3.70 0.49 (30) 2.16 (286) 4.19
D5 2.07 0.00 (43) 1.75 (300) 3.79
Tabla 6.8: Relajacio´n RB4 para casos del tipo 2
Se realizo´ tambie´n un ana´lisis sobre el funcionamiento de la metodolog´ıa pro-
puesta a lo largo de este trabajo para casos donde algunos para´metros se relaciones
de manera espec´ıfica. En particular se estudiaron casos conde se propone una pro-
porcio´n dada entre la suma de las capacidades de los almacenes y la demanda total
de los clientes.
Al igual que lo mencionado a lo largo del cap´ıtulo se tomaron los costos fijos
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
E1 1.08 0.02 (24) 0.94 (201) 4.20
E2 2.49 0.00 (32) 0.64 (181) 6.29
E3 1.28 0.00 (18) 0.49 (175) 7.27
E4 1.35 0.49 (34) 1.89 (200) 3.49
E5 2.62 0.59 (30) 0.56 (/181) 2.61
F1 0.69 0.00 (20) 0.59 (174) 11.67
F2 0.38 0.00 (36) 1.15 (171) 12.63
F3 0.99 0.21 (35) 0.29 (191) 11.59
F4 0.56 0.59 (39) 1.61 (161) 17.41
F5 0.9 0.08 (20) 0.41 (183) 9.92
G1 0.32 0.46 (83) 0.62 (205) 5.56
G2 0.33 0.16 (79) 0.42 (208) 6.43
G3 0.46 0.35 (58) 0.36 (204) 7.20
G4 0.26 0.13 (53) 0.28 (203) 7.08
G5 0.28 0.00 (57) 0.07 (229) 6.52
H1 0.72 0.22 (113) 0.85 (239) 3.55
H2 0.59 0.09 (71) 1.86 (239) 6.26
H3 0.55 0.07 (28) 0.39 (248) 3.98
H4 0.72 0.18 (75) 0.35 (239) 3.53
H5 0.41 0.15 (54) 0.15 (204) 4.35
I1 0.25 0.28 (67) 0.50 (187) 2.81
I2 0.3 0.14 (71) 0.63 (243) 3.39
I3 0.31 0.65 (82) 0.93 (238) 3.62
I4 0.15 0.10 (99) 0.64 (240) 4.19
I5 0.29 0.09 (47) 0.12 (211) 3.29
Tabla 6.9: Relajacio´n RB3 para casos del tipo 1.
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
E1 4.04 2.54 (44) 9.06 (227) 13.75
E2 9.56 0.79 (71) 0.79 (205) 4.93
E3 3.71 5.76 (51) 6.83 (293) 14.73
E4 6.25 0.00 (108) 1.69 (233) 7.35
E5 7.40 0.32 (56) 8.03 (277) 8.79
F1 3.15 0.67 (133) 1.31 (257) 13.41
F2 2.94 0.00 (60) 1.14 (261) 15.65
F3 2.28 0.95 (56) 2.93 (250) 14.24
F4 2.9 0.93 (51) 2.06 (261) 13.58
F5 2.96 0.64 (32) 5.42 (277) 20.07
G1 3.33 0.61 (194) 1.12 (300) 6.94
G2 1.98 0.82 (128) 1.56 (300) 8.22
G3 1.27 0.46 (120) 2.60 (300) 8.29
G4 0.87 0.16 (260) 1.11 (300) 7.15
G5 1.51 0.70 (87) 1.87 (300) 9.14
H1 1.64 1.16 (206) 2.52 (300) 8.33
H2 2.23 0.58 (214) 2.88 (300) 8.28
H3 1.54 0.23 (240) 2.25 (300) 7.26
H4 1.47 0.58 (127) 3.49 (300) 5.37
H5 1.14 0.43 (78) 2.64 (300) 8.81
I1 1.09 0.79 (211) 1.09 (300) 6.61
I2 1.95 0.81 (207) 2.27 (300) 5.62
I3 1.59 1.41 (221) 1.81 (300) 5.28
I4 1.29 1.01 (168) 2.89 (300) 6.59
I5 1.48 0.94 (146) 1.78 (300) 5.67
Tabla 6.10: Relajacio´n RB4 para casos del tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
E1 1.73 0.00 (37) 1.55 (185) 4.43
E2 2.01 0.16 (47) 0.53 (208) 4.34
E3 1.36 0.30 (31) 1.21 (165) 6.03
E4 1.67 0.24 (53) 0.72 (157) 3.23
E5 2.28 0.68 (22) 1.62 (179) 6.81
F1 0.77 0.62 (34) 0.67 (177) 14.05
F2 0.43 0.17 (33) 1.17 (187) 13.79
F3 1.11 0.23 (65) 0.38 (181) 12.78
F4 0.62 0.28 (26) 1.78 (184) 15.02
F5 1.01 0.09 (21) 0.09 (189) 10.49
G1 0.28 0.15 (55) 0.28 (203) 7.71
G2 0.54 0.43 (59) 0.99 (185) 7.19
G3 0.53 0.53 (83) 0.71 (172) 8.97
G4 0.46 0.04 (27) 0.49 (186) 8.42
G5 0.23 0.11 (55) 0.53 (190) 7.9
H1 0.54 0.24 (34) 0.89 (334) 2.95
H2 1.07 0.08 (40) 1.47 (135) 5.44
H3 0.53 0.05 (30) 2.09 (117) 2.37
H4 0.51 0.27 (34) 0.44 (175) 4.35
H5 0.74 0.29 (53) 1.05 (181) 3.49
I1 0.43 0.14 (50) 0.14 (201) 3.57
I2 0.48 0.06 (78) 0.34 (219) 3.26
I3 0.56 0.19 (71) 0.21 (201) 3.5
I4 0.32 0.09 (177) 0.28 (250) 3.06
I5 0.29 0.04 (125) 0.30 (185) 3.11
Tabla 6.11: Relajacio´n RB3 para casos del tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
E1 4.56 0.00 (59) 0.10 (225) 11.65
E2 5.03 0.53 (92) 0.75 (217) 7.79
E3 3.94 1.37 (49) 5.67 (231) 12.86
E4 3.47 0.52 (134) 2.05 (256) 9.14
E5 4.25 0.46 (191) 6.07 (256) 9.10
F1 2.21 0.75 (109) 1.44 (300) 13.92
F2 1.89 0.00 (53) 0.89 (235) 13.67
F3 1.88 0.037 (58) 1.17 (198) 15.48
F4 1.61 1.55 (264) 3.67 (300) 19.74
F5 1.91 0.55 (60) 1.66 (266) 13.71
G1 1.10 0.37 (240) 1.91 (300) 8.11
G2 0.99 1.18 (88) 1.58 (300) 7.63
G3 1.13 0.21 (249) 1.24 (300) 8.69
G4 0.94 0.56 (100) 1.81 (300) 7.42
G5 0.67 0.23 (194) 0.87 (300) 9.92
H1 1.04 0.46 (284) 2.02 (300) 10.28
H2 1.29 0.47 (168) 1.04 (300) 5.84
H3 1.49 0.38 (191) 1.57 (300) 8.18
H4 1.39 0.77 (284) 2.57 (300) 7.16
H5 1.73 0.73 (147) 3.93 (300) 8.83
I1 0.96 0.52 (199) 1.27 (300) 5.98
I2 0.93 0.81 (130) 2.52 (300) 6.44
I3 0.78 1.09 (196) 1.49 (300) 7.01
I4 0.73 0.92 (202) 1.57 (300) 5.94
I5 0.64 1.04 (94) 1.90 (300) 6.44
Tabla 6.12: Relajacio´n RB4 para casos del tipo 2
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tanto de plantas como de almacenes de dos formas diferentes:
Casos donde los costos fijos de plantas y almacenes son proporcionales al nu´me-
ro de clientes que se espera sean atendidos desde las mismas (tipo 1). Los
costos fijos se calculan como sigue:
fi ∈
⌈
100
J +K
I
⌉
+ U [0, 100], gj ∈
⌈
100
K
J
⌉
+ U [0, 100]
Casos donde los costos fijos de plantas y almacenes son independientes del
nu´mero de clientes que se espera que atiendan (tipo 2). Los costos fijos se
claculan como sigue:
fi, gj ∈ U [100, 200]
Adema´s, para este ana´lisis se fijo´ la proporcio´n entre la suma de las capacidades de
las plantas y la demanda total de los clientes de 3 maneras como sigue:
prop =
∑
j pj∑
k qk
∈ [1.5, 1.7]
prop =
∑
j pj∑
k qk
∈ [2, 2.2]
prop =
∑
j pj∑
k qk
∈ [3, 3.2]
Se realizo´ la experimentacio´n para 5 casos de cada taman˜o. Los resultados se
muestras en las tablas que aparecen a continuacio´n. La primera columna indica el
taman˜o del caso, las siguientes dos columnas se relacionan a los resultados de los
casos con dicha proporcio´n en el intervalo [1.5, 1.7], la pimera de ellas muestra la pro-
ximidad relativa de la cota lagrangiana encontrada con respecto al valor o´ptimo del
problema original, la segunda muestra la proximidad relativa de la solucio´n factible
con respecto al valor o´ptimo del problema. Las siguientes dos columnas muestran
los mismos indicadores para los casos donde la proporcio´ esta´ en el intervalo [2, 2.2]
y las u´ltimas dos muestran los mismos indicadores para la proporcio´n en el intervalo
[3, 3.2].
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prop ∈ [1.5, 1.7] prop ∈ [2, 2.2] prop ∈ [3, 3.2]
Taman˜o L(%) MF (%) L(%) MF (%) L(%) MF (%)
A 12.64 0.15 13.52 0 15.59 0
B 8.71 0.16 7.01 1.16 17.81 0.13
C 6.11 0.14 5.99 0.61 12.50 0.91
D 5.51 0.14 5.88 0.16 9.47 0.13
E 3.79 1.19 5.50 0.50 7.60 0.56
F 1.28 0.65 1.52 1.07 3.23 1.49
G 1.04 0.83 1.89 0.94 2.76 1.13
H 1.27 0.36 1.84 0.94 3.22 1.45
I 1.05 1.66 1.39 1.27 2.70 1.88
Tabla 6.13: Ana´lisis de proporcio´n de los para´metros para casos del tipo 1
Los resultados de las tablas (6.13) y (6.14) nos permiten ver que la metodo-
log´ıa propuesta en este trabajo de investigacio´n se comporta bien incluso para las
variaciones de estos para´metros, ya que, a pesar de que los casos con la proporcio´n
capacidad de almacenes/demanda total ma´s grande son ma´s pesados para el algo-
ritmo, las soluciones obtenidas no var´ıan mucho en cuanto a calidad, sobre todo
para los taman˜os grandes. Las soluciones factibles son de buena calidad para las tres
proporciones propuestas de cada caso e incluso, para los casos grandes, la cercan´ıa
entre las soluciones lagrangianas y factibles es de buena calidad.
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prop ∈ [1.5, 1.7] prop ∈ [2, 2.2] prop ∈ [3, 3.2]
Taman˜o L(%) MF (%) L(%) MF (%) L(%) MF (%)
A 6.64 0.28 10.20 0.84 10.06 0
B 4.25 0.07 5.21 0.21 8.81 0.24
C 3.12 0.15 3.62 0.08 6.28 0.85
D 1.92 0.04 2.73 0.10 4.53 0.07
E 2.85 0.60 3.12 0.65 4.42 0.52
F 1.20 0.43 1.26 0.82 2.49 0.59
G 0.77 0.75 0.96 0.62 1.31 0.67
H 0.93 0.69 1.51 0.54 1.84 1.12
I 0.85 0.61 0.98 0.79 1.56 1.28
Tabla 6.14: Ana´lisis de proporcio´n de los para´metros para casos del tipo 2
6.2 Casos en la literatura
Para verificar el funcionamiento de la metodolog´ıa propuesta en este trabajo
de investigacio´n, tomamos los casos estudiados en Wildbore [2008] y comparamos
algunos de los resultados contra los resultados obtenidos por nuestra metodolog´ıa
para la relajacio´n RB4.
En el trabajo de Wildbore [2008] se utiliza una formulacio´n basada en la fra-
ccio´n de demanda de cada cliente cumplida por cada almace´n.
Se revisan las relajaciones posibles al dualizar uno o varios conjuntos de restric-
ciones para el problema de localizacio´n capacitado en dos etapas. Las relajaciones
lagrangianas propuestas son probadas con conjuntos de datos generados de manera
similar a investigadores anteriores como Cornuejols et al. [1991], Sridharan [1991]
y algunos para´metros similares a Klose [1999]. Los datos generados se basan en los
conjuntos de datos publicados que han sido utilizados, con o sin modificaciones,
por varios de los investigadores en problemas de localizacio´n de instalaciones o de
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naturaleza similar al problema de localizacio´n capacitado en dos etapas como sigue:
cij =0.01 ∗
∑
k
qk ∗ distanciaij
djk =7.5 ∗ distanciajk
bi ∈U [20, 730]∑
i
bi ≥1.25 ∗
∑
j
pj
pj ∈U [10, 160]
fi ∈U [0, 90] + U [100, 110] ∗
√
bi
gj ∈U [0, 90] + U [100, 110] ∗ √pj
Las posiciones de las plantas, almacenes y clientes son seleccionadas aleatoria-
mente del cuadrado 100x100.
Para recuperar factibilidad de las soluciones lagrangianas, se fijan los valores
de las variables binarias de la solucio´n lagrangiana y se resuelve el problema original
con las variables 0 − 1 fijas. El algoritmo va actualizando y guardando la mejor
solucio´n encontrada durante el procedimiento.
Se probaron 3 problemas de cada uno de los siguientes taman˜os de casos:
3x5x10
5x10x25
10x33x50
15x40x60
20x50x75
30x60x120
40x80x200
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20x50x250
Del conjunto total de relajaciones estudiadas en el trabajo de Wildbore [2008]
se seleccionan algunas debido obtienen la mejor calidad entre las cotas inferiores y
superiores encontradas,
Se compararon los promedios obtenidos de la calidad de las cotas superiores e
inferiores. Comparamos los resultados obtenidos en Wildbore [2008] en las sigiuientes
relajaciones lagrangianas:
gapw1: representa el gap entre las cotas inferior y superior para la relajacio´n
en la que se dualizan solo las restricciones de demanda (w1).
gapw2: representa el gap entre las cotas inferior y superior para la relajacio´n
en la que se dualizan solo las restricciones de capacidad de planta (w2).
gapw3: representa el gap entre las cotas inferior y superior para la relajacio´n
similar a RB4 para nuestra formulacio´n, ya que se dualizan las restricciones
de demanda, de capacidad de planta y las restricciones que indican que una
plantas olo puede enviar producto que si ha sido seleccionada para ser abierta
(w3).
gapRB4: representa el gap entre las cotas inferior y superior para la relajacio´n
RB4 en nuestra formulacio´n.
La siguiente tabla muestra la comparacio´n entre las relajaciones mencionadas
anteriormente, se muestra, en porcentaje, el gap relativo entre la cota superior e
inferior del problema:
En el trabajo de Wildbore [2008] se concluye que la relajacio´n w3 utiliza un
poco ma´s de tiempo para su solucio´n pero vale la pena debido a la mejora en la
calidad respecto a otras relajaciones similares propuestas e incluso la calidad es
mejor que algunas en las que se relasjan solo 2 conjuntos de restricciones.
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Taman˜o (gapw1%) (gapw2%) (gapw3%) (gapRB4%)
3x5x10 2.02 4.81 6.65 25.59
5x10x25 5.66 14.79 28.92 9.61
10x33x50 9.01 28.16 40.94 30.11
15x40x60 12.05 45.02 59.42 36.67
20x50x75 15.24 63.02 82.93 45.68
30x60x120 20.05 No encontrada 109.10 24.12
40x80x200 No encontrada No encontrada 126.93 30.15
20x50x250 No encontrada No encontrada 144.89 5.29
Tabla 6.15: Comparacio´n de resultados
Podemos ver que la heur´ıstica lagrangiana implementada por Wildbore [2008]
no obtiene cotas superiores e inferiores para instancias de taman˜os mayores a 30x60x120
para la mayor´ıa de las relajaciones estudiadas. Sin embargo, la metodolog´ıa propues-
ta para la relajacio´n lagrangiana RB4 obtiene resultados para todos los casos y la
calidad es mejor en la mayor´ıa de los casos comparados contra la relajacio´n w3
e incluso que algunos casos para las relajaciones donde se dualiza u´nicamente un
conjunto de restricciones en Wildbore [2008].
Entre el trabajo futuro propuesto esta´ el de probar con otro tipo de casos
generados por diversos autores para ver el comportamiento de nuestra metodolog´ıa.
Cap´ıtulo 7
Conclusiones
Consideramos dos formulaciones equivalentes para el problema de localizacio´n
capacitado en dos etapas. Ambas formulaciones resultan en la misma solucio´n o´pti-
ma pero la segunda formulacio´n tiene un menor nu´mero de restricciones y tienen
diferente estructura polie´drica de la regio´n factible. Para cada formulacio´n se pro-
pusieron 5 relajaciones lagrangianas que intentaban descomponer el problema en
subproblemas ma´s pequen˜os.
Se desarrollo´ un algoritmo para recuperar soluciones en base a la parte continua
de las soluciones lagrangianas encontradas para cada relajacio´n, lo cual es diferente
a lo usual, donde solamente se fijan los valores de las variables binarias resultantes
de las solucio´n lagrangiana. El algoritmo propuesto en este trabajo, nos permite
aplicarlo a cualquier relajacio´n propuesta para el problema y encontrar siempre
soluciones factibles, cosa que no sucede para todas las relajaciones con el me´todo
usual.
Se calcula la calidad de las cotas lagrangianas para cada relajacio´n propuesta
y se muestran las 3 relajaciones lagrangianas que, en promedio, obtienen las mejores
cotas; de la misma manera se calcula la calidad de las soluciones factibles encontradas
a partir de la solucio´n de cada una de las relajaciones lagrangianas, se comparan y
se seleccionan las que, en promedio, obtienen los mejores resultados.
Podemos observar que relajar la restriccio´n de conservacio´n de flujo en la se-
gunda formulacio´n resulta en la cota lagrangiana mas pro´xima al valor o´ptimo del
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problema original (RB3). Relajar en la primera formulacio´n las restricciones que no
permiten que un almace´n env´ıe producto si no ha sido elegido para ser utilizado
(RA3) resulto´ ser la que, en promedio, nos arroja el mejor resultado en te´rminos de
la solucio´n factible.
Sin embargo, un resultado sorprendente se refiere al caso donde relajamos las
restricciones de satisfaccio´n de la demanda y las de capacidad de las plantas para
la segunda formulacio´n del problema (RB4). E´sta relajacio´n proporciona una cota
dual pobre para los primeros casos generados (de taman˜os A, B, C y D), por lo
que comu´nmente se ignorar´ıa, pero la solucio´n factible encontrada a partir de es-
ta solucio´n lagrangiana es de muy buena calidad, generalmente esta´ a un 0.5% de
suboptimalidad relativa para estos casos. Mientras que para los taman˜os mayores (
E, F, G, H, I), la calidad de la cota obtenida por esta relajacio´n mejora considera-
blemente.
Relajar las restricciones de satisfaccio´n de la demanda y las restricciones de
capacidad de las plantas resulta en un problema lagrangiano que se descompone en
subproblemas que pueden ser analizados por inspeccio´n o a un costo computacional
muy bajo, sin tener que resolver problemas enteros, por lo que esta relajacio´n parece
prometedora para el objetivo de la heur´ıstica lagrangiana.
Al resolver el problema dual lagrangiano con el algoritmo subgradiente com-
paramos dos esquemas para generar las soluciones factibles al problema en base a
las soluciones lagrangianas. Uno de ellos es obtener la solucio´n factible en la u´ltima
iteracio´n del algoritmo, es decir, resolver el problema y al final, ya con la solucio´n
obtenida, recuperar la factibilidad de la solucio´n. El otro esquema se refiere a ir re-
cuperando factibilidad en cada iteracio´n del subgradiente e ir almacenando la mejor
solucio´n factible encontrada a lo largo del procedimiento.
Los resultados muestran que la mejor solucio´n factible encontrada (entre todas
las iteraciones del algoritmo) no se encuentra generalmente en la u´ltima iteracio´n
del mismo. Esto es, simplemente resolver el dual lagrangiano y despue´s recuperar
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factibilidad a partir de dicha solucio´n no es suficiente para obtener una cota factible
ma´s cercana al o´ptimo. La poblacio´n de soluciones factibles generadas durante el
procedimiento para resolver el problema dual lagrangiano genera soluciones factibles
de buena calidad, generalmente en un nu´mero no muy grande de iteraciones.
Adema´s se experimento´ con diferentes conjuntos de casos donde se tomo´ la
proporcio´n entre la suma de las capacidades de las plantas y las demandas totales
entre un intervalo dado, se compararon los resultados para 6 conjuntos de casos
distintos donde se variaba la forma de generar los costos fijos (tipo 1 y tipo 2) y se
usaron 3 intervalos diferentes para generar la proporcio´n mencionada anteriormente.
Se puede observar, de la tabla de resultados, que las cotas obtenidas, tanto primales
como duales para el problema, no var´ıan mucho en cuanto a la calidad, y que, para
casos grandes, dichas cotas se encuentran muy cercanas entre ellas.
Se trabajo´, tambie´n, con algunos casos con para´metros y taman˜os generados
de la misma manera que en el trabajo de Wildbore [2008]. Los resultados obtenidos
de esta experimentacio´n nos permitieron ver, que a pesar de que este tipo de casos
son pesados tanto para la metodolog´ıa presentada por Wildbore [2008] como para
la nuestra, nuestro algoritmo siempre encuentra soluciones factibles al problema, la
calidad de las mismas es mejor con relacio´n a la cota estudiada por Wildbore [2008]
que es similar a la obtenida por nuestra relajacio´n RB4, y que incluso es mejor para
casos donde Wildbore [2008] dualiza u´nicamente un conjunto de restricciones.
7.1 Trabajo futuro
A continuacio´n se describen algunos aspectos que se derivan de este trabajo
como futuras l´ıneas de investigacio´n:
Cambios ma´s significativos en el me´todo heur´ıstico utilizado para recuperar
factibilidad de las soluciones lagrangianas.
El algoritmo para recuperar factibilidad de las soluciones lagrangianas se puede
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aplicar a cualquier solucio´n lagrangiana encontrada, una idea para trabajo
futuro es buscar emplear la misma metodolog´ıa pero adaptada espec´ıficamente
a la estructura de la relajacio´n que nos interesa (RB4 en este caso).
Estudiar el impacto y la relacio´n entre otros para´metros de los casos adema´s
de los ya revisados.
Aplicar la metodolog´ıa propuesta en este trabajo de investigacio´n al problema
de localizacio´n de instalaciones de una sola etapa.
Implementar la metodolog´ıa de cotas lagrangianas modificadas presentada en
Litvinchev et al. [2008] y Saucedo-Mart´ınez [2009] al problema de localizacio´n
de instalaciones capacitado en dos etapas.
Ape´ndice A
Resultados Computacionales
En esta seccio´n se muestran los resultados paras las ocho relajaciones lagran-
gianas que no fueron presentadas en el cap´ıtulo de experimentacio´n y resultados.
Se presentan primero los resultados para los casos del tipo 1. Las primeras dos
columnas ( L(%) y MF (%)) nos muestran la calidad relativa para la cota dual
correspondiente y para la mejor solucio´n factible obtenida (en la u´ltima iteracio´n del
algoritmo), el pare´ntesis en la columna de la mejor cota factible indica el nu´mero
de iteracio´n donde e´sta fue encontrada. La siguiente columna (UF (%)) muestra
la calidad de la cota factible encontrada en la u´ltima iteracio´n del algoritmo, el
nu´mero entre pare´ntesis indica el total de iteraciones realizadas. La u´ltima columna
(PF (%)) nos indica la calidad de la cota factible encontrada en la primera iteracio´n
del algoritmo subgradiente.
Las siguientes ocho tablas, muestran los mismos resultados mencionados ante-
riormente pero para las intancias del tipo 2.
91
Ape´ndice A. Resultados Computacionales 92
Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 16.23 2.75 (2) 7.42 (136) 3.32
A2 8.01 0.00 (3) 0.00 (122) 19.75
A3 16.62 0.00 (5) 0.43 (236) 16.37
A4 9.19 7.89 (11) 12.41 (183) 20.18
A5 23.84 0.00 (8) 2.61 (104) 2.61
B1 20.14 1.33 (22) 3.22 (159) 2.52
B2 16.17 1.44 (8) 1.62 (160) 2.32
B3 14.95 0.49 (17) 10.52 (144) 4.75
B4 10.83 4.46 (3) 4.46 (128) 12.01
B5 14.02 3.16 (29) 4.19 (157) 15.03
C1 15.03 0.29 (4) 1.17 (150) 8.75
C2 17.8 0.41 (10) 4.69 (165) 2.79
C3 16.03 1.81 (9) 3.64 (183) 4.64
C4 14.05 3.39 (14) 3.66 (188) 7.53
C5 14.17 4.04 (3) 9.01 (164) 8.48
D1 13.44 1.46 (86) 2.41 (171) 6.79
D2 13.57 1.81 (43) 2.61 (182) 3.89
D3 14.99 1.23 (120) 2.44 (177) 5.49
D4 12.46 1.44 (62) 1.44 (205) 8.18
D5 14.63 1.92 (46) 3.58 (191) 3.87
Tabla A.1: Resultados para la relajacio´n RA1 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 9.09 0.00 (9) 7.42 (155) 2.35
A2 5.57 0.00 (1) 5.59 (171) 0.00
A3 9.92 0.00 (2) 15.11 (148) 13.46
A4 4.16 0.00 (3) 0.00 (164) 2.84
A5 19.78 0.00 (1) 0.00 (152) 0.00
B1 19.73 0.24 (1) 1.18 (165) 0.24
B2 18.21 0.00 (1) 1.96 (207) 0.00
B3 13.69 0.00 (6) 9.02 (192) 7.56
B4 12.03 0.00 (48) 4.33 (175) 3.49
B5 7.21 0.11 (1) 3.29 (193) 0.11
C1 12.66 5.97 (1) 7.20 (190) 5.97
C2 16.42 0.41 (136) 2.49 (215) 0.49
C3 15.41 0.17 (2) 2.50 (2.16) 1.07
C4 14.71 0.23 (56) 1.83 (245) 1.28
C5 14.65 1.13 (10) 1.39 (191) 1.37
D1 17.74 0.26 (18) 2.34 (253) 0.41
D2 18.03 0.00 (1) 2.06 (242) 0.00
D3 17.98 0.48 (48) 2.96 (262) 0.54
D4 14.37 1.70 (3) 8.91 (267) 5.04
D5 15.87 0.20 (43) 1.82 (242) 0.31
Tabla A.2: Resultados para la relajacio´n RA2 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 13.16 1.05 (8) 1.05 (178) 4.05
A2 5.38 0.00 (1) 0.00 (256) 0.00
A3 10.64 0.43 (1) 2.79 (152) 0.43
A4 8.4 0.00 (22) 7.89 (186) 7.89
A5 10.56 0.00 (1) 0.00 (186) 0.00
B1 12.65 0.00 (8) 0.00 (234) 1.12
B2 12.93 0.00 (1) 0.00 (173) 0.00
B3 13.39 0.00 (13) 0.49 (205) 1.43
B4 9.96 0.00 (2) 4.05 (224) 3.48
B5 13.97 0.00 (23) 0.48 (296) 0.48
C1 15.95 0.00 (6) 0.33 (249) 0.29
C2 14.62 0.00 (7) 0.44 (217) 0.07
C3 13.58 0.00 (20) 0.02 (215) 0.94
C4 13.05 0.00 (4) 0.85 (220) 1.40
C5 13.32 0.00 (2) 0.00 (216) 1.96
D1 11.99 0.00 (21) 0.45 (223) 0.67
D2 11.79 0.00 (13) 0.71 (199) 0.95
D3 12.28 0.00 (19) 0.05 (230) 0.95
D4 13.43 0.04 (84) 0.93 (261) 0.21
D5 15.34 0.00 (3) 0.00 (234) 0.09
Tabla A.3: Resultados para la relajacio´n RA3 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 13.62 2.75 (9) 2.75 (143) 4.72
A2 7.01 5.59 (3) 5.59 (300) 20.38
A3 13.16 0.43 (8) 18.41 (100) 18.41
A4 0.06 0.00 (5) 7.89 (167) 20.18
A5 15.77 2.02 (23) 2.02 (105) 2.61
B1 22.81 1.48 (5) 3.48 (122) 2.14
B2 20.21 1.62 (13) 3.10 (129) 2.32
B3 18.28 4.42 (8) 5.33 (143) 5.33
B4 14.27 5.13 (79) 5.13 (133) 12.01
B5 11.73 3.69 (5) 3.69 (123) 15.03
C1 16.13 1.65 (13) 7.17 (243) 8.28
C2 20.29 1.31 (21) 4.49 (124) 3.46
C3 16.35 1.58 (8) 1.59 (180) 4.68
C4 18.65 3.08 (81) 7.53 (132) 7.53
C5 16.92 2.79 (5) 2.79 (167) 8.48
D1 19.39 1.01 (25) 2.16 (172) 6.71
D2 19.97 2.32 (8) 2.32 (268) 3.88
D3 20.66 1.31 (7) 2.92 (151) 6.69
D4 18.42 6.82 (11) 10.36 (193) 8.18
D5 19.55 2.18 (8) 2.18 (174) 4.90
Tabla A.4: Resultados para la relajacio´n RA4 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 16.23 2.75 (2) 4.72 (133) 4.72
A2 8.11 0.00 (3) 14.48 (146) 19.75
A3 10.62 0.00 (25) 0.43 (181) 16.37
A4 9.19 7.89 (2) 10.17 (138) 20.18
A5 24.23 0.0 (5) 2.61 (141) 4.77
B1 20.19 1.44 (10) 3.22 (142) 2.52
B2 16.19 1.44 (5) 1.62 (149) 2.32
B3 14.96 0.49 (36) 11.05 (172) 4.75
B4 10.82 4.46 (19) 4.46 (125) 12.01
B5 14.08 3.16 (19) 3.16 (197) 15.03
C1 15.04 0.29 (37) 1.17 (149) 8.75
C2 17.88 0.41 (9) 4.69 (137) 2.79
C3 16.03 1.81 (46) 5.04 (145) 4.64
C4 14.11 3.39 (43) 3.39 (176) 7.53
C5 14.39 2.27 (45) 4.56 (182) 8.48
D1 13.51 1.46 (52) 2.42 (173) 6.79
D2 13.56 1.77 (54) 3.20 (225) 3.89
D3 14.97 1.23 (103) 2.76 (179) 5.49
D4 12.48 1.44 (27) 1.44 (243) 8.18
D5 14.78 1.81 (82) 3.12 (202) 3.87
Tabla A.5: Resultados para la relajacio´n RA5 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 8.16 1.05 (14) 2.35 (135) 5.97
A2 3.26 0.00 (31) 12.37 (89) 12.37
A3 3.38 0.00 (5) 21.01 (138) 18.44
A4 2.23 0.00 (9) 10.31 (128) 10.31
A5 17.24 0.00 (4) 2.61 (130) 2.61
B1 11.43 0.61 (27) 0.87 (124) 0.79
B2 6.79 0.02 (17) 0.71 (135) 1.79
B3 6.68 0.74 (16) 1.69 (132) 2.12
B4 3.02 0.99 (15) 8.88 (147) 12.45
B5 4.92 0.11 (28) 9.75 (102) 10.42
C1 4.58 5.98 (36) 7.83 (118) 7.83
C2 8.25 0.41 (9) 2.73 (116) 0.69
C3 4.91 0.31 (8) 1.57 (151) 1.31
C4 5.22 0.00 (28) 2.69 (116) 2.92
C5 4.26 0.00 (28) 2.91 (118) 4.20
D1 3.15 0.81 (16) 2.98 (113) 1.98
D2 3.56 1.81 (24) 3.89 (129) 3.26
D3 5.61 0.44 (96) 0.47 (131) 2.38
D4 3.05 5.32 (1) 6.98 (130) 5.32
D5 2.77 0.00 (105) 1.92 (153) 2.44
Tabla A.6: Resultados para la relajacio´n RB1 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 7.93 0.00 (11) 0.51 (104) 0.51
A2 3.13 0.00 (1) 0.00 (84) 0.00
A3 1.70 0.00 (2) 13.46 (136) 16.37
A4 4.32 0.00 (1) 2.84 (115) 0.00
A5 14.72 0.00 (1) 0.00 (150) 0.00
B1 8.69 0.00 (19) 0.59 (121) 0.33
B2 6.02 0.00 (7) 0.00 (135) 0.69
B3 2.49 0.00 (14) 7.19 (141) 7.87
B4 2.63 0.00 (9) 3.49 (126) 3.49
B5 0.35 0.11 (5) 0.11 (160) 10.34
C1 1.27 1.65 (11) 5.57 (144) 6.72
C2 4.10 0.00 (21) 0.57 (169) 0.61
C3 4.33 0.17 (48) 1.33 (150) 0.96
C4 3.13 0.39 (18) 1.28 (142) 1.28
C5 2.46 0.00 (5) 0.88 (166) 0.77
D1 2.84 0.00 (18) 0.00 (131) 0.55
D2 3.07 0.00 (22) 0.00 (124) 2.65
D3 4.08 0.00 (44) 0.00 (149) 0.63
D4 0.51 0.00 (18) 0.20 (135) 5.77
D5 0.78 0.00 (37) 0.19 (179) 0.66
Tabla A.7: Resultados para la relajacio´n RB2 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 13.56 1.05 (26) 2.35 (158) 4.72
A2 4.55 0.00 (16) 0.00 (155) 19.75
A3 5.28 0.00 (29) 18.41 (180) 18.41
A4 6.39 0.00 (18) 10.31 (202) 20.18
A5 19.13 0.00 (18) 2.61 (189) 3.57
B1 12.61 0.00 (27) 0.59 (178) 3.07
B2 8.58 0.00 (49) 1.97 (160) 3.98
B3 7.81 0.00 (26) 8.67 (166) 4.75
B4 4.97 0.19 (33) 10.86 (177) 11.62
B5 6.28 0.00 (43) 0.58 (163) 17.19
C1 5.39 1.29 (76) 5.96 (209) 9.06
C2 8.83 0.69 (75) 3.06 (227) 3.41
C3 5.64 0.02 (116) 0.55 (234) 1.16
C4 6.65 0.00 (39) 0.23 (187) 5.74
C5 5.24 0.00 (64) 1.05 (209) 7.29
D1 4.36 0.28 (80) 1.76 (202) 7.78
D2 4.70 0.00 (93) 2.26 (212) 3.75
D3 6.58 0.00 (52) 1.44 (211) 4.11
D4 4.43 0.00 (206) 0.55 (224) 6.89
D5 4.2 0.19 (65) 1.36 (218) 2.74
Tabla A.8: Resultados para la relajacio´n RB5 tipo 1
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 9.33 2.36 (3) 2.36 (110) 8.70
A2 2.28 0.00 (2) 14.95 (76) 22.79
A3 8.39 0.00 (7) 6.30 (119) 9.64
A4 6.71 6.25 (3) 9.27 (115) 21.99
A5 12.36 0.00 (10) 3.79 (135) 6.05
B1 4.39 0.55 (12) 4.01 (118) 5.31
B2 3.25 0.00 (15) 3.77 (175) 2.64
B3 3.39 1.82 (26) 6.03 (128) 4.73
B4 1.86 0.00 (19) 7.86 (125) 5.34
B5 3.31 1.18 (34) 6.48 (140) 4.91
C1 3.84 2.57 (16) 3.39 (160) 4.83
C2 3.17 0.46 (38) 2.35 (151) 3.84
C3 2.67 0.03 (48) 6.13 (142) 5.99
C4 1.83 1.31 (28) 3.02 (138) 5.99
C5 2.29 3.52 (26) 8.87 (109) 5.09
D1 0.30 0.00 (34) 8.29 (122) 3.19
D2 2.29 0.00 (21) 3.08 (135) 4.28
D3 0.84 0.28 (26) 5.95 (124) 1.60
D4 0.89 0.42 (12) 0.79 (122) 0.95
D5 0.79 0.34 (63) 1.91 (140) 0.94
Tabla A.9: Resultados para la relajacio´n RA1 tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 0.39 0.00 (7) 1.81 (273) 1.81
A2 0.35 0.00 (1) 0.00 (177) 0.00
A3 5.44 0.00 (2) 1.43 (161) 1.43
A4 0.55 0.00 (2) 0.00 (300) 3.63
A5 6.17 0.00 (1) 0.00 (141) 0.00
B1 4.18 0.55 (20) 0.88 (183) 1.39
B2 2.22 1.22 (1) 3.26 (182) 1.12
B3 3.06 0.00 (24) 2.61 (150) 0.69
B4 2.17 0.00 (4) 0.00 (150) 7.25
B5 0.98 0.18 (1) 3.51 (99) 0.18
C1 2.32 0.00 (17) 0.00 (285) 0.73
C2 2.44 0.68 (13) 1.26 (111) 0.84
C3 1.73 0.29 (2) 1.99 (213) 1.79
C4 1.8 0.00 (21) 0.00 (183) 2.12
C5 1.69 0.00 (19) 0.00 (300) 1.92
D1 1.61 0.00 (25) 1.28 (124) 0.75
D2 0.99 0.00 (1) 2.53 (127) 0.00
D3 2.26 0.08 (8) 1.74 (104) 1.24
D4 2.34 0.00 (17) 0.42 (133) 1.47
D5 1.67 0.18 (19) 0.18 (300) 0.44
Tabla A.10: Resultados para la relajacio´n RA2 tipo 2
Ape´ndice A. Resultados Computacionales 102
Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 9.45 0.00 (8) 4.14 (188) 4.14
A2 1.69 0.00 (1) 0.00 (165) 0.00
A3 6.43 0.57 (1) 0.57 (187) 0.57
A4 6.53 6.25 (1) 6.25 (168) 6.25
A5 7.83 0.00 (1) 0.00 (165) 0.00
B1 3.44 0.00(11) 0.40 (200) 1.83
B2 3.02 0.00 (1) 0.00 (199) 0.00
B3 2.90 0.00 (5) 1.13 (230) 2.55
B4 2.18 0.00 (1) 0.96 (241) 0.00
B5 3.38 0.18 (4) 0.18 (214) 0.76
C1 4.19 0.00(13) 1.02 (261) 0.28
C2 3.78 0.00(61) 1.05 (228) 0.51
C3 3.09 0.00 (8) 0.03 (258) 1.57
C4 2.51 0.00 (1) 1.24 (231) 0.00
C5 2.80 0.00 (3) 0.00 (226) 2.54
D1 0.57 0.00 (8) 0.00 (267) 1.15
D2 0.31 0.00(10) 0.00 (300) 2.06
D3 0.46 0.00 (9) 0.68 (300) 1.05
D4 0.82 0.06 (34) 0.37 (300) 0.91
D5 1.51 0.00 (4) 0.45 (213) 0.18
Tabla A.11: Resultados para la relajacio´n RA3 tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 5.90 1.81 (22) 2.36 (300) 5.07
A2 0.79 0.00 (2) 0.00 (300) 22.79
A3 7.26 0.57 (9) 6.30 (290) 9.68
A4 2.95 6.25 (3) 6.25 (167) 21.99
A5 8.93 3.79 (1) 6.05 (158) 3.79
B1 5.61 0.71 (28) 3.55 (153) 2.48
B2 2.99 3.03 (3) 4.83 (118) 4.83
B3 5.01 3.41 (1) 9.86 (175) 3.41
B4 3.66 0.96 (9) 6.01 (118) 5.34
B5 3.27 0.18 (8) 0.18 (267) 10.14
C1 3.85 2.29 (15) 5.84 (114) 5.85
C2 4.17 0.96 (19) 4.29 (128) 5.03
C3 2.02 2.23 (27) 5.01 (142) 3.09
C4 3.07 2.69 (26) 11.55 (149) 5.82
C5 2.52 0.00 (4) 0.00 (194) 6.76
D1 2.23 1.28 (17) 1.76 (196) 3.48
D2 1.44 2.41 (16) 5.57 (123) 7.85
D3 2.51 1.72 (9) 7.49 (136) 6.25
D4 2.56 1.66 (149) 2.62 (162) 3.67
D5 2.37 0.34 (34) 4.32 (192) 4.86
Tabla A.12: Resultados para la relajacio´n RA4 tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 9.59 2.36 (3) 2.36 (132) 3.14
A2 2.28 0.00 (2) 0.00 (76) 22.79
A3 8.45 1.43 (4) 6.30 (144) 9.64
A4 6.75 6.25 (3) 9.27 (125) 21.99
A5 12.95 0.00 (1) 3.79 (134) 0.00
B1 4.40 1.75 (10) 4.06 (98) 5.31
B2 3.21 0.00 (58) 3.77 (161) 2.64
B3 4.04 1.82 (12) 6.03 (163) 4.73
B4 1.87 0.00 (3) 1.63 (150) 1.72
B5 3.34 0.18 (81) 6.48 (204) 4.91
C1 3.94 1.60 (19) 5.18 (148) 4.83
C2 3.18 0.46 (33) 0.46 (146) 3.84
C3 2.67 0.94 (46) 6.13 (179) 5.54
C4 1.96 1.31 (56) 2.25 (169) 5.99
C5 2.38 3.52 (16) 3.52 (146) 5.09
D1 0.39 0.00 (23) 0.00 (261) 3.19
D2 0.36 0.00 (19) 0.00 (211) 5.69
D3 0.85 0.08 (22) 3.79 (207) 1.60
D4 1.07 0.00(100) 1.88 (300) 0.95
D5 0.87 0.00 (24) 0.00 (193) 0.94
Tabla A.13: Resultados para la relajacio´n RA5 tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 6.84 0.00 (8) 6.75 (105) 6.75
A2 1.64 0.00 (1) 16.28 (97) 0.00
A3 6.06 0.00 (19) 0.00 (134) 9.68
A4 2.96 0.00 (11) 6.25 (121) 12.89
A5 9.18 0.00 (9) 0.00 (136) 3.70
B1 4.22 0.88 (31) 0.88 (134) 1.34
B2 2.10 0.00 (13) 3.19 (145) 0.04
B3 4.18 1.89 (15) 5.29 (131) 2.23
B4 3.33 0.00 (24) 0.00 (140) 14.21
B5 3.15 0.91 (1) 0.91 (100) 0.91
C1 3.29 0.00 (17) 2.49 (126) 3.92
C2 3.36 0.74 (16) 5.66 (162) 4.19
C3 2.25 0.03 (17) 2.73 (144) 2.19
C4 2.69 0.39 (14) 0.39 (174) 3.46
C5 1.41 0.00 (20) 4.32 (157) 4.31
D1 1.95 0.49 (59) 6.29 (145) 3.26
D2 1.47 0.00 (44) 5.49 (147) 4.92
D3 2.38 0.00 (18) 3.08 (183) 2.59
D4 2.76 0.14 (19) 0.69 (153) 0.95
D5 1.38 0.29 (91) 1.89 (148) 3.87
Tabla A.14: Resultados para la relajacio´n RB1 tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 5.29 1.81 (2) 1.81 (200) 4.14
A2 1.03 0.00 (1) 0.00 (82) 0.00
A3 4.70 0.00 (2) 1.43 (143) 6.30
A4 4.09 0.00 (9) 3.36 (159) 3.63
A5 6.69 0.00 (1) 0.00 (115) 0.00
B1 3.13 0.00(29) 0.00 (146) 0.55
B2 1.77 0.00(10) 0.00 (179) 1.16
B3 2.95 0.00 (9) 0.00 (159) 0.69
B4 1.11 0.00(10) 0.00 (145) 7.25
B5 0.55 0.00 (5) 0.91 (172) 0.91
C1 2.36 0.00(10) 1.13 (166) 0.73
C2 1.09 0.00(14) 0.00 (123) 2.26
C3 1.28 0.00(27) 1.61 (161) 1.61
C4 2.24 0.65 (18) 2.12 (147) 2.12
C5 0.89 0.00 (9) 0.00 (184) 1.25
D1 0.60 0.00(19) 0.00 (164) 0.98
D2 0.70 0.00(10) 0.00 (126) 2.34
D3 0.99 0.00(31) 1.25 (161) 2.70
D4 1.06 0.00 (5) 0.14 (154) 1.26
D5 0.35 0.00(14) 2.36 (184) 0.51
Tabla A.15: Resultados para la relajacio´n RB2 tipo 2
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Subgradiente
Taman˜o L(%) MF (%) UF (%) PF (%)
A1 12.27 0.00 (34) 1.81 (145) 1.81
A2 2.15 0.00 (14) 0.00 (156) 21.97
A3 7.69 0.00 (67) 1.43 (154) 9.64
A4 6.29 0.00 (5) 12.89 (172) 18.37
A5 10.95 0.00 (4) 3.79 (163) 3.79
B1 5.68 0.41 (54) 2.59 (205) 5.06
B2 3.71 0.00 (60) 3.19 (208) 3.19
B3 5.57 2.23 (23) 7.29 (179) 5.95
B4 4.62 0.00 (56) 0.00 (200) 15.77
B5 3.77 0.18 (26) 2.66 (216) 9.13
C1 4.42 0.00 (56) 1.35 (171) 8.17
C2 3.92 0.68 (63) 1.41 (199) 4.02
C3 2.81 0.03 (50) 2.73 (203) 1.57
C4 4.26 0.65 (35) 2.13 (183) 8.81
C5 2.64 1.44 (32) 1.44 (198) 6.92
D1 2.43 0.49 (50) 0.49 (212) 10.63
D2 1.98 1.05 (107) 2.97 (225) 7.19
D3 2.96 0.00 (64) 0.00 (236) 6.80
D4 3.14 0.42 (131) 0.73 (191) 3.12
D5 1.86 0.00 (69) 3.32 (213) 3.77
Tabla A.16: Resultados para la relajacio´n RB5 tipo 2
Ape´ndice B
Formulaciones equivalentes
Para demostrar la equivalencia entre las dos formulaciones consideradas en el
cap´ıtulo 4, demostramos que la solucio´n o´ptima de la formulacio´n A es factible para
la formulacio´n B, y que la solucio´n o´ptima de la formulacio´n B es factible para
la formulacio´n A, lo cual implica para nuestras formulaciones, que se cumplen las
ecuaciones:
Demostracio´n: ∑
j
xij ≤ bi, i ∈ I, (B.1)
xij ≤ mijyi, i ∈ I, j ∈ J, (B.2)
si y so´lo si ∑
j
xij ≤ biyi i ∈ I, (B.3)
y adema´s se cumplen:∑
i
xij ≤ pj , j ∈ J, (B.4)
sjk ≤ ljkyi, j ∈ J, k ∈ K, (B.5)
si y so´lo si ∑
i
xij ≤ pjzj, j ∈ J, (B.6)
Primero demostramos que la solucio´n o´ptima
(
x∗ij , y
∗
i , s
∗
jk, z
∗
j
)
cumple la igualdad∑
i
xij =
∑
k
sjk, j ∈ J, (B.7)
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Para esto, suponemos que ∃ la solucio´n o´ptima (x∗ij , y∗i , s∗jk, z∗j ) tal que
∑
i
x∗ij >
∑
k
s∗jk, ∀j ∈ Jˆ ⊆ J, con Jˆ 6= ∅ (B.8)
entonces
∑
i
x∗ij =
∑
k
s∗jk + αj, ∀j ∈ Jˆ (B.9)
donde αj > 0 es el producto que se queda en el almace´n j ∈ Jˆ . Sabemos que existe
una solucio´n
(
x¯ij , y
∗
i , s
∗
jk, z
∗
j
)
con:
∑
i
x¯ij =
∑
k
s∗jk, ∀j ∈ Jˆ (B.10)
la cual es factible. Entonces, la funcio´n de costos queda como sigue:
w
(
x∗ij , y
∗
i , s
∗
jk, z
∗
j
)
= w
(
x¯ij , y
∗
i , s
∗
jk, z
∗
j
)
+
∑
j
w (αj) (B.11)
Pero sabemos que
∑
j w (αj) > 0, ∀αj > 0, j ∈ J . Entonces,
w
(
x¯ij , y
∗
i , s
∗
jk, z
∗
j
)
< w
(
x∗ij , y
∗
i , s
∗
jk, z
∗
j
)
+
∑
j
w (αj) (B.12)
lo cual es una contradiccio´n, por lo tanto la solucio´n o´ptima cumple la igualdad B.7.
De manera similar se puede demostrar que
∑
j s
∗
jk = qk.
Ahora demostraremos la equivalencia de las formulaciones.
Demostracio´n: Sea
(
x∗ij , y
∗
i , s
∗
jk, z
∗
j
)
la solucio´n o´ptima para la formulacio´n A, en-
tonces:
xij ≤ mijyi = min {bi, pj} yi, i ∈ I, j ∈ J, (B.13)
Si y∗i = 0,
⇒ x∗ij ≤ 0, ∀j ∈ J (B.14)
⇒
∑
i
x∗ij ≤ 0 = biy∗i (B.15)
Por lo tanto es factible para la formulacio´n B.
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Si y∗i = 1,
⇒ x∗ij ≤ bi = biy∗i , ∀i ∈ I, (B.16)
Por lo tanto es factible para la formulacio´n B.
Si z∗j = 1,
⇒ x∗ij ≤ bi = biy∗i , ∀i ∈ I, j ∈ J (B.17)
Por lo tanto es factible para la formulacio´n B.
Si z∗j = 0,
⇒ s∗jk ≤ 0, ∀j ∈ J, k ∈ K (B.18)
⇒
∑
k
s∗jk ≤ 0 ∀j ∈ J (B.19)
pero sabemos que, como es una solucio´n o´ptima,
∑
k
s∗jk =
∑
i
x∗ij , ∀j ∈ J ,
⇒ 0 ≤
∑
i
x∗ij =
∑
k
s∗jk ≤ 0 ∀j ∈ J (B.20)
⇒
∑
i
x∗ij ≤ 0 ≤ pjz∗j , ∀i ∈ I, j ∈ J (B.21)
Por lo tanto es factible para la formulacio´n B.
Para demostrar que una solucio´n o´ptima para la formulacio´n B es factible para
la formulacio´n A, tomamos la solucio´n
(
x∗ij , y
∗
i , s
∗
jk, z
∗
j
)
o´ptima para la formulacio´n
B,
Si z∗j = 1 ,
∑
i
x∗ij ≤ pj ∀j ∈ J (B.22)
y por optimalidad, sabemos que
∑
i x
∗
ij =
∑
k s
∗
jk y
∑
k sjk = qk, entonces,
sjk ≤ qk ∀j ∈ J, k ∈ K (B.23)
Ape´ndice B. Formulaciones equivalentes 111
y como
∑
i x
∗
ij =
∑
k s
∗
jk, entonces∑
k
s∗jk ≤ pj ∀j ∈ J (B.24)
⇒ s∗jk ≤ pj ∀j ∈ J, k ∈ K (B.25)
por lo tanto: s∗jk ≤ min {pj , qk} z∗j . ∀j ∈ J, k ∈ K (B.26)
Por las ecuaciones (B.22) y (B.26), entonces es factible para la formulacio´n A.
Si z∗j = 0 ,
∑
i
x∗ij ≤ 0, ∀j ∈ J (B.27)
⇒
∑
i
x∗ij ≤ pj , ∀j ∈ J (B.28)
⇒
∑
i
x∗ij =
∑
k
s∗jk ≤ 0, ∀j ∈ J (B.29)
⇒ s∗jk ≤ 0, ∀j ∈ J, k ∈ K (B.30)
⇒ s∗jk ≤ min {pj, qk} z∗j , ∀j ∈ J, k ∈ K (B.31)
Por las ecuaciones (B.28) y (B.31), entonces es factible para la formulacio´n A.
Si y∗i = 0 ,
∑
j
x∗ij ≤ 0, ∀j ∈ J (B.32)
⇒
∑
i
x∗ij ≤ bi, ∀i ∈ I, j ∈ J (B.33)
Pero sabemos que
∑
k
s∗jk ≤ pj , entonces por optimalidad
∑
k
s∗jk =
∑
i
x∗ij = pj, ∀j ∈ J (B.34)
⇒ x∗ij ≤ pj, ∀i ∈ I, j ∈ J (B.35)
⇒ x∗ij ≤ min {bi, pj} y∗i , ∀i ∈ I, j ∈ J (B.36)
Por las ecuaciones (B.33) y (B.36), entonces es factible para la formulacio´n A.
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Si y∗i = 1 ,
⇒
∑
j
x∗ij ≤ bi, ∀i ∈ I (B.37)
⇒ x∗ij ≤ bi ∀i ∈ I, j ∈ J (B.38)
pero sabemos que
∑
i
x∗ij ≤ pj ,
⇒ x∗ij ≤ pj , ∀i ∈ I, j ∈ J ⇒ x∗ij ≤ min {bi, pj} y∗i , ∀i ∈ I, j ∈ J (B.39)
Por las ecuaciones (B.37) y (B.39), entonces es factible para la formulacio´n A.
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