• and TMM-normalization. In detail, in step 1 genes with low confidence of detection, i.e. less than 30 intron-spanning spliced RNA reads in more than 90% of the sample cohort, are excluded. In the schematic example, the two upper genes (rows) contain in >90% of the samples (in this schematic example n=10 in total) sufficient numbers of reads, as indicated by the green boxes. Thus, these genes will be included for analysis.
The lower two boxes indicate insufficient numbers of samples with sufficient numbers of genes, thus prompting the algorithm to remove these particular genes from the downstream analyses. Secondly, the algorithm searches for genes that show a stable expression pattern among all other samples. For this, the algorithm performs multiple Pearson's correlation analyses among a (potential confounding) variable and raw read counts, resulting in a distribution of the correlation coefficients. In the schematic figure, this is shown for intron-spanning reads library size (left) and patient age (right). The correlation distribution is shown below, and the putative thresholds (also subjected to PSO selection) are indicated by black lines. Of note, as the raw intron-spanning read counts are normalized by CPM normalization afterwards, stable genes have to approximate a correlation coefficient of one. During the third step, the algorithm first identifies factors contributing to the data in an unbiased way, using the RUVSeqcorrection module (RUVg-function). The RUVSeq correction approach estimates and corrects based on a generalized linear model of a subset of genes and by singular value decomposition the contribution of covariates of interest and unwanted variation.
Secondly, the algorithm iteratively correlates the variable of interest (group) and potentially confounding variables (patient age and blood storage time) to the factors identified by RUVSeq. If a factor is determined to be correlated to a confounding factor (e.g. intron-spanning reads library size in 'Factor 1'), the factor will be marked for removal ('Remove'). Alternatively, if a factor is determined to be correlated to the factor of interest (e.g. group in 'Factor 2') or to none of the factors identified as involved factors (e.g. 'Factor 3'), the factor will not be removed ('Keep'). This graph emphasizes that, for this particular variable, a correlation coefficient up to 1 has to be selected, resulting in selection of genes stable after CPM normalization. Multiple steps and filters of the algorithm are particle swarm-optimized, as indicated by the 'bird'-sign. First, the dataset is subjected to the iterative correction module (see also Figure S3 ). Second, most differentially spliced (DS) genes are calculated and selected. Third, highly correlated genes among genes selected in the second step are removed. Fourth, a support vector machine (SVM) model is built using the training cohort, optimizing the gamma (g) and cost (c) parameters by a grid search. Fifth, all genes selected for classification are recursively ranked according to the contribution to the SVM model, resulting in a ranked classification gene list. This list is subjected to swarm-based filtering. Sixth, using the reduced gene list an updated SVM model, again with gamma (g) and cost (c) optimization by grid search, is built. Seventh, the gamma 
