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Abstract 
This thesis focuses on integrating rainfall-runoff modelling with a mesoscale numerical 
weather prediction (NWP) model to make real-time flood forecasts at the catchment scale. 
Studies carried out are based on catchments in Southwest England with a main focus on the 
Brue catchment of an area of 135 km2 and covered by a dense network of 49 rain gauges and 
a C-band weather radar. The studies are composed of three main parts: 
Firstly, two data mining issues are investigated to enable a better calibrated rainfall-runoff 
model for flood forecasting. The Probability Distributed Model (PDM) is chosen which is 
widely used in the UK. One of the issues is the selection of appropriate data for model 
calibration regarding the data length and duration. It is found that the information quality of 
the calibration data is more important than the data length in determining the model 
performance after calibration. An index named the Information Cost Function (ICF) 
developed on the discrete wavelet decomposition is found to be efficient in identifying the 
most appropriate calibration data scenario. Another issue is for the impact of the temporal 
resolution of the model input data when using the rainfall-runoff model for real-time 
forecasting. Through case studies and spectral analyses, the optimal choice of the data time 
interval is found to have a positive relation with the forecast lead time, i.e., the longer is the 
lead time, the larger should the time interval be. This positive relation is also found to be 
more obvious in the catchment with a longer concentration time. A hypothetical curve is 
finally concluded to describe the general impact of data time interval in real-time forecasting. 
The development of the NWP model together with the weather radar allows rainfall forecasts 
to be made in high resolutions of time and space. In the second part of studies, numerical 
experiments for improving the NWP rainfall forecasts are carried out based on the newest 
generation mesoscale NWP model, the Weather Research & Forecasting (WRF) model. The 
sensitivity of the WRF performance is firstly investigated for different domain configurations 
and various storm types regarding the evenness of rainfall distribution in time and space. 
Meanwhile a two-dimensional verification scheme is developed to quantitatively evaluate the 
WRF performance in the temporal and spatial dimensions. Following that the WRF model is 
run in the cycling mode in tandem with the three-dimensional variational assimilation 
technique for continuous assimilation of the radar reflectivity and traditional surface/ upper-
air observations. The WRF model has shown its best performance in producing both rainfall 
simulations and improved rainfall forecasts through data assimilation for the storm events 
with two dimensional evenness of rainfall distribution; while for highly convective storms 
with rainfall concentrated in a small area and a short time period, the results are not ideal and 
much work remains to be done in the future. 
Finally, the rainfall-runoff model PDM and the rainfall forecasting results from WRF are 
integrated together with a real-time updating scheme, the Auto-Regressive and Moving 
Average (ARMA) model to constitute a flood forecasting system. The system is tested to be 
reliable in the small catchment such as Brue and the use of the NWP rainfall products has 
shown its advantages for long lead-time forecasting beyond the catchment concentration time. 
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PART-I 
Introduction and study site 
Chapter 1 Introduction 
This chapter introduces the background and motivation of this 
PhD study. Aims and objectives are proposed based on the 
uncertainty issues in real-time flood forecasting regarding to 
rainfall-runoff modelling and numerical weather prediction. 
The structure and layout of the thesis are then presented with 
brief introductions of the contents of each chapter. 
Chapter 2 Study site and data sources 
This chapter provides detailed description of the study site, 
the Brue catchment, located in Southwest England. 
Information about the HYREX experiment which provides 
most of the hydrological data and weather radar measurements 
used in this PhD study is given. The initial input to the 
numerical weather model is also introduced and the utilisation 
of the all kinds of data sources is further explained. 
Chapter I Introduction 
Chapter 1 
Introduction 
1.1 Background and motivation 
Floods are a regular feature of the British climate which can lead to severe damages and 
financial, environmental and human losses. Recent catastrophic events of this nature have 
included the 1998 Easter floods (Bye and Horner, I 998), the Autumn 2000 floods (EA, 200 I), 
the 2004 Boscastle flood (Golding et aI., 2005) and the Summer 2007 floods (Pitt, 2008). 
Earlier events that are still of significance are the 1953 East Coast floods caused by a storm 
surge, in which 200 people died; the 1952 Lynmouth flood, a summer thunderstorm event, in 
which 34 people died; and another summer thunderstorm event, the 1975 Hampstead storm, 
which interrupted rail and underground services in parts of London for several days (Golding, 
2009). Due to the global climate warming and landuse changes, it appears that the envelope 
of extreme floods is still being pushed (Reynard et aI., 2004). Therefore, there is an urgent 
need for more effective and reliable flood forecasting systems. 
Ideally, a flood forecasting system should be able to provide not only accurate forecasts but 
also long enough lead times for appropriate actions to be taken. The core state-of-the-art of a 
tradition flood forecasting system is a rainfall-runoff model that utilises information of the 
current state of catchment together with forecasts of the model forcing (i.e., rainfall, etc.) to 
provide forecasts of water levels or discharges in the river system. Besides, the forecasting 
system also involves a real-time updating scheme and an external model to provide the 
forecasted rainfall. The updating scheme is used to assimilate real-time observations into the 
rainfall-runoff model for the improvement of the model outputs. For the forecasted rainfall, 
nowcasting methods are normally used to derive short lead-time forecasts based on 
extrapolation of the radar data (Ebert et aI., 2004; Mecklenburg et aI., 2002). Nowadays, the 
advancement in numerical weather prediction (NWP) has made it possible to increase the 
forecast lead time from a few hours to a few days (He et aI., 2009). The mesoscale NWP 
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model, which is used to downscale the low spatial resolution global NWP products to the 
catchment scale, has gained wide popularity in real-time flood forecasting. Its performance in 
accurately capturing some features of rainfall have been validated through increasingly more 
studies (e.g., Colle and Mass, 2000; Done et aI., 2004; Davis et aI., 2006; Etherton and Santos, 
2008; Chang et aI., 2009; Chen et aI., 20 I 0, etc.) 
However, in the development of the flood forecasting system, many sources of uncertainty 
are included (Werner et aI., 2009), i.e., the length and quality of historical data at the site, the 
structure of the rainfall-runoff model and the success with which the model is calibrated. 
When running operationally, these uncertainties also include the quality of the real-time 
observations used to update rainfall-runoff model, the function of the updating scheme, and 
not the least the uncertainties in the forecasted rainfall. Using the NWP rainfall products as 
the system inputs, the uncertainties include the domain configurations of the mesoscale NWP 
model, the use of appropriate parameterisations and the procedure of data assimilation, etc. 
The motivation of this PhD study is to reduce the uncertainties during the construction of a 
reliable flood forecasting system, especially in the aspects of efficient utilisation of the 
hydrological observations, appropriate calibration of the rainfall-runoff model, and improving 
the NWP rainfall products through domain configuration and assimilation of the real-time 
meteorological and radar observations. 
1.2 Scope and aim of the PhD study 
This PhD study focuses on integrating a conceptual rainfall-runoff model with a mesoscale 
NWP model together with an updating scheme for real-time flood forecasting. The 
uncertainties addressed in this PhD study are attributed to two parts, one is related to the 
rainfall-runoff model, and the other is in the rainfall products of the mesoscale NWP model. 
Aiming at reducing these uncertainties and improving the reliability of the flood forecasting 
system, the following issues are mainly addressed in this thesis: 
1. Develop a numerical index for appropriate selection of the calibration data for the 
rainfall-runoff model regarding the data length and duration; 
2. Investigate the impact of data time interval on the forecast accuracy when using the 
rainfall-runoff model and an updating scheme for real-time forecasting; 
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3. Provide guidance on the domain configuration of a newest-generation mesoscale NWP 
model and test the model's performance on simulating severe storms of different types; 
4. Improve the NWP rainfall forecasts for different types of storm events by assimilating 
meteorological observations and the weather radar reflectivity; 
5. Integrate the NWP rainfall products with the rainfall-runoff model, together with a real-
time updating scheme, to make reliable real-time flood forecasting. 
1.3 Thesis layout and structure 
Studies in this thesis are mainly conducted upon the Brue catchment, Somerset, based on the 
HYREX (HYdrological Radar EXperiment) dataset. Chapter 2 gives a detailed description of 
the catchment, the HYREX data from the rain gauge network and the weather radar, and also 
the input data used to drive the mesoscale NWP model. 
The contents of the thesis can be divided into three main parts, as illustrated by Figure I - I. 
Studies are focused on a lumped rainfall-runoff model, the PDM (Probability Distributed 
Model) and the newest generation of the mesoscale NWP model, the WRF (Weather 
Research and Forecasting) model. The first two parts of studies are carried out respectively to 
deal with the uncertainty issues related to these two models. In the third part, the two models 
are integrated together with a real-time updating scheme, which is chosen as the widely 
applied ARMA (AutoRegressive-Moving Average) model, for real-time flood forecasting. 
The first part study includes Chapter 3 and Chapter 4 in the thesis, regarding two data mining 
issues related to the rainfall-runoff model. It is known that the rainfall-runoff model is widely 
used in solving practical water problems, especially real-time flood forecasting. However, the 
confidence of the model depends on how successful the model parameters are calibrated. In 
Chapter 3, several spectral analysis methods are investigated to find a quantitative but 
efficient way for the selection of calibration data with appropriate lengths and durations. An 
index named Information Cost Function (lCF) is constructed based on the discrete wavelet 
decomposition and finally found to be effective in picking up the best data scenario for the 
calibration of the rainfall-runoff model. Besides the data length and duration, the temporal 
resolution of data used for model construction is also of great importance. Chapter 4 
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investigates the spectral characteristics and differences of hydrological data with various 
sampling intervals and tries to illustrate the impact of the data time interval on the forecasting 
accuracy through case studies. The case studies are carried out with four UK catchments 
including the Brue with different sizes of drainage areas. It is found that the optimal choice 
for the data time interval in real-time forecasting has a positive relation with the forecast lead 
time, and is high ly affected by the catchment concentration time. A generalised pattern for 
the selection of the optimal time interval is finally proposed based on the results of the case 
studies. In Chapter 4, the real-time flood forecasting system is initially set up by using the 
PDM model and ARMA updating scheme, however, the perfect knowledge of future rainfall 
is assumed in Chapter 4 before it is provided later by the WRF model. 
Briefing and preparation 
• Study motivation, objectives and thesis layout 
I· Study catchment and data sources ) 
Part I: Data mining issues related to rainfall-
runoffl11odelling (PDM) 
Part2: Rainfall forecasting using mesoscale 
NWPmodel (WRF) 
. Calibrationdata selection regarding length and duration · Theoretical introduction to NWPand the WPS' model 
• Optimal data time Interval for rea~time forecasting • WRF sensitivity to domain configurations and storm types 
• Technical note ofthedata assimilation system WRF·Var 
' Improving WRF outputs by meteorological and radar data 
Part 3: Real-time forecasting system integrating 
PDM, WRF and ARMA 
• Real ·time flood forecasting using WRF forecasted rai nfall 
Closing 
I· Conclusions and recommendations ] 
Figure 1-1 Layout and tructure of the PhD thesis 
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Chapters 5, 6, 7 and 8 constitute the second part of the thesis, which aims at providing more 
accurate rainfall forecasts from the NWP model for flood forecasting. Chapter 5 tells about 
the basic principles of numerical weather modelling, followed by a brief introduction of the 
WRF model. Among the various uncertainties in NWP modelling, the sensitivity of the WRF 
performance to different domain settings and various storm types is studied in Chapter 6. A 
two-dimensional verification scheme is proposed and proved to be successful in evaluating 
the grid-based WRF rainfall outputs according to the point-based observations from the rain 
gauge network. Then by fixing WRF on appropriate domain settings concluded from Chapter 
6, data assimilation is carried out to further improve the accuracy of the WRF forecasted 
rainfall. Chapter 7 introduces the three-dimensional variational data assimilation system 
(WRF-3DVar) especially designed for WRF and detailed technical instructions are given on 
how to use each component of the system in operation. Following that in Chapter 8, WRF is 
run for different types of storm events together with WRF-3DVar to assimilate 
meteorological observations and radar reflectivity. Obvious improvements are seen in the 
rainfall forecasts after the data assimilation by WRF-3DVar. The improvements are further 
compared on different types of storms and on assimilating different kinds of observations. 
In the third part, Chapter 9, the improved WRF rainfall forecasts by WRF-3DVar from 
Chapter 8 are put into the real-time forecasting system initially set up in Chapter 4 for flood 
forecasting. By now, the construction of an integral forecasting system is fulfilled, which 
consists of the NWP products, i.e., the rainfall forecasts from WRF, the rainfall-runoff model 
PDM and the updating scheme realised by the ARMA model. Uncertainty issues regarding 
the construction of the forecasting system are further studied in Chapter 9, including the 
reconsideration of the calibration data length of the PDM model, the calibration artifice of the 
ARMA parameters and the generation of synthetic potential evaporation data as another input 
of the forecasting system. Finally, the performance of the forecasting system is tested through 
different types of storm events and the use of the WRF forecasted rainfall is evaluated by a 
comparison with using perfect rainfall, naive rainfall and zero rainfall after the forecast origin. 
In the end, the last chapter, Chapter 10, summarises the findings made in this thesis and 
proposes ways in which this work can be advanced in the future. 
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Chapter 2 
Study site and data sources 
2.1 The Brue catchment 
The Brue catchment is chosen as the study site for the main investigations carried out in this 
thesis. The catchment is located in Somerset, South West of England, as shown in Figure 2-1. 
Figure 2-1 Location of the Brue catchment 
It has a drainage area of 135 km2 and an elevation range between 35 m to 190 m above the 
sea level. The who le catchment is dominated by pasture land on clay soils with some patches 
of woodland in the higher relief eastern half of the catchment. Figure 2-2 shows a three-
dimensional view of the catchment relief in the Nationa l Grid Reference (NGR) coordinate. 
Average annual rainfall for the period 1961 to 1990 is 867 mm. River flow has a mean of 
1.88 m3/s and reached an instantaneous recorded maximum since 1965 of 96 m3/s. The 
catchment has experienced exceptional storms and flooding as reported by Clark (1996), 
notably affecting the town of Bruton (see Figure 2-2). Until the Martinstown (Dorset) storm 
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of 1955, Bruton held the national record for the highest one-day rainfall at 243 mm on 28 
July 1917; flooding was even greater in 1768 (C lark, 1999). A flood-detention re ervoir now 
affords protection to Bruton, providing storage when inflows exceed about 8 m3/s. More 
detailed geographic descriptions of the catchment are presented in Chapter 4 ( ection 4.4.1) 
by descriptors in the Flood Estimation Handbook (Bayliss, 1999). 
The choice of the study area was based on its representativeness of the K catchment and 
the availability of dense rain gauge and radar data. Its size and relief together with pre IOU 
history of notable storms and floods are representative among many catchment in the UK 
requiring flood warning using rainfall-runoff modelling methods. Furthermore, ith i year 
of continuous data provided by weather radars and a 49 dense rain gauge network in the 
HYREX experiment, the Brue catchment enables an efficient evaluation of the NWP rainfall 
products and the improvement of numerical weather modelling by assimilating useful 
































Figure 2-2 A 3D view of the Brue catchment in the NGR coordinate with the river and the 
locations of rainfall and now gauge 
2.2 The HYREX experiment 
The HYdrological and Radar EXperiment (HYREX) was a three year re earch programme 
starting in September 1993, while data collection was continued until April 2000. HYR X 
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aimed to advance hydrological science through gaining a better understanding of rainfall 
variability in space and time, as sensed by weather radar, and how this variability impacts on 
flow regimes at the catchment scale (Moore et aI. , 2000). 
The experimental facilitie in this experiment comprised a dense network of 49 recording rain 
gauges over the 135 km2 catchment, with river flows measured at Lovington, and scanned by 
three weather radars: a conventional C-band radar at Wardon Hill , a new Doppler C-band 
radar at Cobbacombe Cross and an experimental Doppler dual-polarisation -band radar at 
Chilbolton (Roberts et aI., 2000) . The locations of the three weather radars are shown in 
Figure 2-3. The Wardon Hill radar is highlighted in red, which is about 30 km to the outh 
and gives a whole coverage of the Brue catchment. Additional facilities included a mobile 
vertical-pointing X-band radar, a line network of rapid response rain gauges aligned from 
Chilbolton towards the Brue, automatic weather and soil moisture tations, a disdrometer, 
radiosonde ascents from various locations and access to the Met Office Research Flight C130 
aircraft. Since these facilities are not involved in this study, no further de criptions are made. 
Detailed information regarding the locations and the data availabilities of these facilities can 
be found in the paper of Roberts et al (2000). Support for this infrastructure came from the 
National River Authority (now the Environment Agency), the Met Office, the Ministry of 
Agriculture Fisherie and Food and a water utility (North West Water). 
Figure 2-3 Radar coverage over the Brue catchment in the HYREX experiment 
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Much research has been generated from the HYREX dataset, producing many interesting 
findings, particularly during the HYREX experiment itself (e.g., Bell and Moore, 2000; 
Moore et aI., 2000; Pedder et aI., 2000; Cluckie et aI., 2000). The rainfall-runoff observations 
used throughout the work discussed in this thesis, including the rainfall measurements from 
the dense rain gauge network and the weather radar, and also the observed flows at Lovington, 
are totally based on the HYREX experiment, which are available at the HYREX data archive 
at the BADC (British Atmospheric Data Centre) website (http://www.badc.nerc.ac.uk). 
2.3 Weather radar and rain gauge network 
An overview of the weather radar and the rain gauge network in the HYREX experiment is 
given in this section. The radar measurements are assimilated into the WRF model for the 
improvement of the rainfall forecasting in Chapter 8; while the gauge rainfall observations 
are used for the data mining studies of the rainfall-runoff model in Chapter 3 and Chapter 4 
together with the observed flows; meanwhile the gauge observed rainfall is also treated as the 
'ground truth' for evaluating the rainfall simulation and forecasting results from the WRF 
model in Chapter 6 and Chapter 8. Each method of rainfall measurement has its own set of 
characteristic errors and accuracy concerns, Le., anomalous propagation is one concern for 
weather radar, and areal estimation of point source measurements is a particular concern for 
rain gauges. Prior to utilising the data in studies, it is necessary that all invalid observations 
are removed. A thorough quality control strategy was put in place throughout the HYREX 
period, the details of which are also discussed in this section. 
2.3.1 The C-band weather radar at Wardon Hill 
The two C-band weather radars at Wardon Hill and Cobbacombe Cross were part of the UK 
weather radar network. Data used for assimilation of the WRF model in Chapter 8 come from 
the Wardon Hill radar since it gave complete coverage of the Brue catchment, other than the 
other two radars which gave only partial coverage. The radar cycled through four different 
scan elevations (0.5°, 1.0°, 1.5°, 2.5°) every 5 minutes, completing one azimuthal scan every 
minute. Measured reflectivity was collected on a radial base before being converted into 
Cartesian grids of 5 km and 2 km. Further information about the Wardon Hill radar and the 
data quality compared to the rain gauge network is presented in Chapter 8 (Section 8.3.2). 
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A brief description is given here concerning the treatment of the Wardon Hill weather radar 
observations with respect to the quality control procedures. All experimental data were 
gathered by Centre for Ecology & Hydrology (CEH), Wallingford. After that some initial 
checks on the validity of the data were performed and periods of invalid data or missing data 
were listed and published alongside the data files on the BADC website. Initial processing of 
the radar files was done automatically to identify any missing 5min frames. Then a visual 
review of the sequence of data images was conducted; images whose rainfall measurements 
were judged to be uncharacteristic were flagged as potential problems. Discrepancies 
between the rain gauges and the radar observations were also considered in the quality 
control process and were used to isolate frames which appeared to have invalid data. 
Each of the 5min frames of data was considered in conjunction with two adjacent frames. 
When combined with the other two 5min frames, if the total value contributed towards the 
15min rain gauge observation, the frame of data was considered to be valid. Invalid data were 
attributed to sudden change of behaviour, anomalous propagation, technical problems leading 
to the disruption of radar image and a lack of response of the radar. Further information 
regarding the radar data quality control procedures can be accessed via the BADC website 
while a discussion of common errors associated with weather radar measurements is dealt 
with in more detail in Chapter 8 (Section 8.3.2). 
2.3.2 The dense rain gauge network 
The 49 rain gauges installed in the Brue catchment are typical of those used by the 
Environmental Agency: a Casella tipping bucket gauge mounted vertically on a concrete 
paving slab. The bucket size was 0.2 mm and the gauge aperture was 400 cm2• The tip time 
was recorded up to a time resolution of 10 seconds. The dense rain gauge network was 
designed so that all the rain gauges would lie entirely in the catchment and that there would 
be at least one rain gauge in the centre of each 2km radar grid square. In addition to this basic 
layout, two parallel lines of greater gauge density were added, aligned with the prevailing 
wind in a SW-NE direction, running from lowland to highland. Besides, each line also had a 
super dense sub-network of 8 gauges, one situated in low land and one located upland, see 
Figure 2-4. 
Maintaining such a dense network is not trivial. It is often difficult to identify periods when 
the rain gauge is not functioning correctly, making its recordings unsound. Throughout the 
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duration of the HYREX experiment, data from each rain gauge were downloaded on a 
monthly basis and any faults or problems were also recorded. The main cause of incorrect 
amounts of rainfall being measured were found to be the blocked funnels and animals 
damaging wires. Initial quality control of the data was carried out by the CEH. umulative 
hyetographs using clusters often gauges (all in close proximity) were plotted and v ere found 
to be the best of method of identifying anomalies in the gauge beha iour. Thi was u ed in 
combination with the field reports to assess when the gauge was last working properly. Met 
Office' s daily weather summaries were also used to identify unusual weather conditions ince 
snow and hail would activate the tipping bucket mechanism in a different way to rain (Wood 
et aI., 2000). 
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Figure 2-4 The dense rain gauge network of the Brue catchment in HYREX 
2.4 Input to the mesoscale NWP model 
The running of a mesoscale NWP model over a limited area is reliant upon the initial and 
lateral boundary conditions provided by the external sources, i.e., normally the analy e or 
forecasts from the global NWP model. In this PhD study, lower-re olution global product 
from the European Centre for Medium-Range Weather Forecasts (ECMWF, ba ed in 
Reading, UK) are used to drive the WRF model for the generation of rainfall analy es or 
forecasts covering several selected storm events which occurred in the Brue catchment over 
the period of the HYREX experiment from 1993 to 2000. For the en itivity studi of the 
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WRF model to domain configurations and storm types in Chapter 6, the ECMWF 40 year Re-
Analysis data (ERA-40) are used to provide the initial and lateral boundary conditions to the 
WRF model; while in Chapter 8, the operational products from ECMWF are used to drive 
WRF to assimilate real-time observations and to generate operational rainfall forecasts that 
are later used in Chapter 9 for flood forecasting. 
In addition, data from the Earth Resources Observation and Science (EROS) Centre at the 
U.S. Geological Survey are used to provide the topography for individual domains used in the 
set up of the WRF model. These are initialised by the GTOP030 datasets, a global digital 
elevation model (OEM) with the highest resolution (i.e., the horizontal grid spacing) of 30 arc 
seconds (approximately one kilometre), and other resolutions of 2, 5 and 10 arc minutes. The 
choice of the resolution in the studies is to keep consistency with the grid spacing of the 
nested domains of the WRF model. 
2.5 Data utilisation and treatment of invalid data in the thesis 
In order to search for the most appropriate calibration data of the rainfall-runoff model in 
Chapter 3, the rainfall-runoff data observed in the HYREX experiment are split into 
calibration scenarios with different lengths and durations by using a moving window. Since 
the PDM is a lumped model, the catchment areal rainfall by averaging the 49 gauge 
observations using the Thiessen polygon method is adopted as the input of the PDM model. 
The observed flow at the catchment outlet, Lovington, is used to evaluate the simulated flow 
from the model. An efficient index. namely ICF. is finally developed in Chapter 3 for the 
selection of the calibration data. Therefore. in the following studies. when the POM model 
needs to be calibrated (this happens in Chapter 4 and Chapter 9), the ICF index is used to 
select the appropriate calibration scenarios generated by the same moving-window splitting 
method based on the HYREX experiment dataset. It should be mentioned that during the 
HYREX experiment. there is a gap from July to November with a failure of data collection in 
the year of 1998. During the generation of the calibration scenario and the selection of the 
validation data. this gap was tried to be avoided. Besides. there are periods of invalid data for 
each rain gauge. In those cases the rain gauges providing invalid data are removed when 
accounting for the catchment average rainfall. 
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The rainfall-runoff data were originally collected with a sampling interval of 15 min in the 
HYREX experiment. In Chapter 4, the 15min data are downsampled into sub datasets with 
larger time intervals of 30m in, 45min, 60min 90min and I 20m in. Then investigations are 
carried out for the impact of data time interval on the forecasting accuracy of the POM and 
ARMA model with different forecast lead times. To focus on the impact of the data time 
interval, perfect knowledge of the future rainfall and potential evaporation is assumed in 
Chapter 4. 
In the sensitivity study of the WRF performance for rainfall generation in Chapter 6, eight 
storm events are selected from the period of the HYREX experiment with durations of 24 
hours for the numerical experiments. The storm events are of four different types regarding 
the evenness of rainfall distribution observed by the 49 rain gauges in time and space. 
However, when applied for data assimilation by WRF-30Var in Chapter 8, four of the storm 
events (one from each type) are kept, and the other four events are removed because of the 
lack of continuous radar data. In order to draw more general conclusions about the effect of 
data assimilation on different types of storm events, two new events with continuously valid 
radar data are added for the two storm types which are more commonly found in the UK 
characterised by discontinuous rainfall distribution in the temporal dimension. Besides the 
radar reflectivity from the C-band Wardon Hill radar, conventional observations of surface 
and upper-air pressure, temperature, humidity and wind from the National Centre of 
Atmospheric Research (NCAR) are also assimilated into the WRF model. The differences of 
rainfall improvement by assimilating different types of observations are further compared. 
Finally, it should be mentioned that besides the rainfall and flow data, potential evaporation 
(PE) is another required input of the rainfall-runoff model, the POM. In Chapter 3 and 
Chapter 4, the calculated PE data from the MOSES (Met Office Surface Exchange Scheme) 
dataset are used. However, in Chapter 9, when constructing a real-time flood forecasting 
system, the future PE needs to be predicted and put into the system together with the future 
rainfall. The future rainfall, as aforementioned, comes from the WRF forecasting results after 
data assimilation in Chapter 8. Since PE is not a dominant factor for flood forecasting and it 
is less variant compared to rainfall, in Chapter 9, the future PE is not generated by using the 
NWP model, but obtained from two statistic methods based on the historical PE data and the 
PE tendencies, which are described in details in Chapter 9. 
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Data mining issues for rainfall-runoff modelling 
Chapter 3 Calibration data selection of the rainfall-runoff model 
This chapter deals with the first data mining issue of rainfall-
runoff modelling, i.e., the selection of the calibration data with 
the most appropriate length and duration. A simple but 
effective index is searched by trying through the flow-duration 
curve and two spectral analysis tools, the fast Fourier 
transform and the discrete wavelet decomposition. Finally, an 
entropy-like index named the Information Cost Function (ICF) 
is found to be efficient for selecting the calibration data 
without carrying out the calibration procedure. 
Chapter 4 Optimal data time interval for real-time flood forecasting 
Another data mining issue is addressed in this chapter, which 
is about the selection of the optimal time interval (temporal 
resolution) of the model input data. A real-time flood 
forecasting system is initially set up by integrating the PDM 
with the ARMA model. The intrinsic characteristics of the 
rainfall-runoff data with different time intervals are first 
examined by using the wavelet tool. Then based on case 
studies carried out in four catchments including the Brue, a 
3D hypothetical curve is proposed to describe the general 
pattern of the impact of data time interval in real-time 
forecasting using the rainfall-runoff model. 
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Chapter 3 
Calibration data selection of the rainfall-
runoff model 
3.1 Introduction 
Rainfall-runoff models are powerful tools which have been increasingly used in solving 
practical water resources engineering problems, ranging from real-time flood forecasting to 
land-use change evaluations and the design of hydraulic structures. The confidence of a 
rainfall-runoff model depends on the model uncertainty remaining after being calibrated 
(Yapo et aI., 1996). Besides the automatic optimisation related issues which have been 
focused by many researchers during the past two decades, an appropriate selection of the 
calibration data is gaining more and more attention recently in order to get a robust and 
reliable calibration procedure. In general, modellers tend to use large datasets to get 
'representative' calibration data with various phenomena experienced by the watershed. 
However, it is not the length of data but the quality of the information contained in the data 
(e.g., some useful hydrological events) is more important in deciding the calibrated model 
performance, and the use of additional data beyond a certain amount will only marginally 
improve the parameter estimates (Sorooshian et aI., 1983). Gupta and Sorooshian (1985a, 
1985b) have provided a theoretical analysis indicating that data sequences containing greater 
'hydrologic variability' are more likely to result in reliable parameter estimates and thus 
enhance the performance of the calibrated model. 
So far, many researchers have focused on searching for the most adequate calibration data 
length and confirmed that it is not the longer the data is used for calibration, the better is the 
model performance. Different data lengths were recommended, ranging from three months to 
ten years, used for calibration regarding different models and optimisation methods in their 
studies (Harlin, 1991; Yapo et aI., 1996; Gan et aI., 1996 and 1997; Anctil et aI., 2004; Brath 
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et aI., 2004; Butts et aI., 2004; Xia et aI., 2004; Boughton, 2007; Perrin et aI., 2007). As early 
as the beginning of 1990s, Harlin (1991) developed a Process Oriented Calibration (POC) 
scheme for the automatic calibration of the HBV model and a calibration length between two 
and six years was found to be sufficient for optimal parameters in the test basins. Later on, 
important contributions were made by Yapo et a1. (1996) and Gan et a1. (1997), both using 
the Shuffled Complex Evolution algorithm for the automatic calibration of lumped models 
operated at daily time scale. Their results suggested a minimal period length of, respectively, 
eight years and one year of continuous daily data to obtain reliable calibrations that are 
relatively insensitive to the period selected. Brath et a1. (2004) found there was also an 
optimal length of calibration data for the spatially-distributed hydrological models, and then 
showed how reducing the length of the calibration period under the extension of three months 
in the case study would significantly deteriorate the model performances. 
However, the conclusions of the appropriate calibration lengths from those researches all 
depend on the characteristics of the case studies and the types of rainfall-runoff models that 
have been used. The increasingly more attentions gained by the selection of the most 
representative calibration data with an adequate length have also laid a heavy burden on the 
calibration work. This problem will get worse as more observed data are collected by modem 
telemetry systems. There is a lack of a simple but effective approach for the selection of 
proper data used for calibration. Is it possible that the most appropriate set of calibration data 
could be decided before the procedure of the calibration work takes place? Besides the model 
performance which is unknown until the completion of the whole calibration procedure, are 
there other criteria indicating the right selection of the calibration data? The validation data is 
normally used to as a criterion to evaluate the calibrated model, i.e., by applying the 
calibrated model to the validation data and examining the similarity between the observed 
and the simulated flow. If the data used for model validation can be ascertained beforehand, 
the data selection issue can then be simplified to find the calibration data with the most 
similarity with the validation data. It is assumed that the similarity is in agreement with the 
model performance after calibration, which means that the more similar the calibration set is 
to the validation set, the better performance the calibrated model should have on the 
validation data set. The studies carried out in this chapter are to search for simple indices that 
can reveal the similarity between the calibration and validation data, and then to verify 
whether the similarity shown by the indices are in consistency with the model performances 
after validation. 
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An entropy-like indicator named Information Cost Function (ICF) is constructed based on the 
wavelet analysis to evaluate the spectral characteristics and the similarity between the 
validation and calibration data . Before the wavelet analysis and the lCF index, two basic 
approaches, i.e., the flow-duration curve and the fast Fourier transform are also tried to 
investigate their capabilities in revealing the data similarity. All the results are verified by the 
model performances after the calibration of the PDM model. For calibration, seven-year 
rainfall-runoff observations are taken from the HYREX experiment, and split into three 
calibration scenario groups with different data lengths of 6, ] 2 and 24 months. In order to 
eliminate the impacts caused by using different automatic calibration methods, three 
optimisation algorithms are used to generate average and stable calibration results. 
3.2 Probability Distributed Model (PDM) 
he Probability Distributed Model (POM) developed by Moore (1985) is a typical rainfall-
runoff model. It is a lumped model with a soil moisture storage capacity varying over the 
catchment, de cribed by a simple distribution curve. A schematic of the PDM model is shown 
in Figure 3-]. The storage capacity c is distributed across the catchment according to the 
Pareto Distribution, defined in qn. (3-1): 
F(c) = I-(l-c/crnaxl (3-1) 
where the model parameter cm"" is the maximum storage capacity and the parameter b 
controls the degree of spatial variabi I ity of the storage capacity over the basin. 
Probability-distributed 
soil moisture storage 














L----+-----l storage 1----110----' 
Figure 3-1 Conceptual structure of the PDM model 
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A unique relationship exists between the water in storage S(/) over the basin as a whole and 
the critical capacity C· (I) : 
S(t) = Smax {l- (1- C· (/)/ Crnax )h+l} (3-2) 
where Smax is the total available storage which is given by Smax = Cmax /(b + 1). C· (I) is the 
critical storage capacity below which all stores are saturated at time t and generating runoff, 
which is calculated following Eqn. (3-3): 
C· (t) = cmax {l- (1- S(t)/ Smax )l/(h+l)} (3-3) 
For the ith time interval(/,t+~t), the evaporation loss on soil moisture content is dependent 
on a function between the ratio of actual to potential evaporation E/ / E; , and the soil moisture 
deficit Smax - S(t) , controlled by an exponent parameter be: 
E/ = 1- {Smax - S(t)}h, 
E; Smax 
(3-4) 
Further loss as recharge to groundwater is introduced in PDM by assuming the rate of 
drainage over the i th interval d;, depending linearly on the basin soil moisture content at the 
start of the interval: 
(3-5) 
where kg , bg and S, are model parameters, the meanings of which are shown in Table 3-1. 
Table 3-1 Description of the 13 parameters in the PDM model 
Parameter Unit Suggested value Description 
!c none I Rainfall factor 
fa hour 0 Time delay 
Cmin, Cmax mm 0 Minimum and maximum soil moisture store capacity 
b none 0.5 Exponent of the soil moisture distribution 
be none 2.5 Exponent in the actual evaporation function 
kg hourmmbg-l lOs Groundwater recharge time constant 
b g none 1.5 Exponent of the groundwater recharge function 
S, mm 0 Soil tension storage capacity in the recharge function 
k}, k2 hour 1-20 Time constants of the surface routing 
kb hourmm2 5-100 Time constant of the groundwater storage routing 
qc m3s"1 0 Constant flow representing returns! abstractions 
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With the net rainfall rate tr, defined as the rainfall P, - E,' - d
" 
the volume of basin direct 
runoff per unit area generated over the interval is defined as: 
V(t + .11) = triM -(S(t + M)-S(t» (3-6) 
The direct flow V (t + dt) is then routed through a 'fast response system' standing for the 
channel and other fast translation flow paths. The most commonly used representation of the 
'fast response system' is a cascade of two linear reservoirs, with the time constants k) and k2' 
expressed as the discretely coincident transfer function model (O'Connor, 1982): 
with 
0) =-(0; +0;), O2 =0;0;, 0; =exp(-Mlk) , 0; =exp(-Mlk2 ) 
k) (0; -I) - k2 (0; -I) 
(tJo = , 
k2 -k, 
(tJo = 1 - (I + LV I k, )0; • 
(tJ) = (0; -I +LV I k,)o;. 
(3-7) 
(3-8) 
Meanwhile, the groundwater recharge d; over the interval (t,t + LV), is routed through a 
'slow response system' representing the groundwater and other slow flow paths. A cubic 
form of the nonlinear storage model (Dooge, 1973) is usually considered appropriate to 
represent the groundwater storage S g (I + .11) with one parameter kh : 
(3-9) 
Finally, the total basin flow is given by the sum of the surface flow component O,,(t + LV) 
and the baseflow component Qh(t + dt) . Detailed description of the PDM model function can 
be found in the paper of Moore (2007). 
3.3 Spectral analysis methods and the IeF index 
3.3.1 Flow-duration curve 
A flow-duration curve (FOe) provides the percentage of time (duration) a daily or monthly 
(or some other time interval) flow is exceeded over a historical period for a particular river 
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basin (Vogel and Fennessey, 1994). FOC may be also viewed as the complement of the 
cumulative distribution function of the considered flows (LeBoutillier and Waylen, 1993; 
Vogel and Fennessey, 1994). The construction of a FOC using flow observations can be 
performed through non-parametric procedures consisting of two main steps: (a) the observed 
flows qj' i = 1,2, .. ·, N , are ranked to produce a set of ordered flows q(i)' i = 1,2,,,,, N , 
where N is the sample length, and q(l) and q(N) are the largest and the smallest observations, 
respectively; (b) each ordered observation q(il is then plotted against its corresponding 
duration Dj , which is generally dimensionless and coincides with an estimate, PU)' of the 
exceeding probability of q(i)' If the Weibull plotting position is used, P(i) can be defined as: 
i 
PUl = P(Q > q(i) = N + 1 (3-10) 
The flow-duration curves of the validation and the calibration data are first built up before the 
spectral analyses to explore the hydrological similarities between the two datasets. 
3.3.2 Fourier transform 
The Fourier transform (Newland, 1993) is a time-frequency technique that decomposes a 
periodic signal into a linear superposition of sinusoids of different frequencies. Assuming 
x(l) is a periodic function of time I, the general expression for the Fourier transform is: 
X(~) = _I i x(l)e-;'~dl 
27l' L, 
(3-11 ) 
where the transform variable ~ represents the frequency, i is for the imaginary unit, and 
e-lle =COSI~-ixsinl~ . 
For discrete data, the discrete Fourier transform (OFT) is applied instead of the continuous 
one. The sequence XO,X1,"',Xn_1 of length N is transformed into the sequence XO,X1• ",Xn_1 
by the OFT: 
n-I 
XP+I = LtVJPxJ+1 
j=O 
(3-12) 
where (J) is a complex nth root of unity tV = e-2trifn • p and j are the indices that run from 0 
to n -1. Oata in the sequence x are assumed to be separated by a constant interval in 
time dl = 1/ f. (f. is the sampling frequency). The transformed sequence X is complex-
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valued, the absolute value of which at index p + I measures the frequency f = p(f. / n) in the 
data. Two indices are commonly used to visualise and analyse the results of OFT, which are 
the absolute amplitude Ap+, and the power Pp+1 ' defined below: 
Ap+' = IX P+II/ n 
Pp+1 = IXp+, 12 In 
(3-13) 
(3-14) 
Direct application of the DFT to a data vector of length n requires n multiplications and n 
additions: a total of 2n2 floating-point operations. Morden signal and image processing 
applications often need to deal with millions of data. In 1965, Cooley and Tukey proposed 
the fast Fourier transform (FFT) algorithm, a more efficient method for the computation of 
OFT with the complexity of O(nlogn) instead of O(n2) (Cooley and Tukey, 1965). The 
amplitude and total power of the flow time series after being transformed by FFT are used 
following the flow-duration curve for the similarity analysis of the validation and the 
calibration datasets. 
3.3.3 Wavelet transform and Mallat decomposition algorithm 
Wavelet transform is a strong mathematical tool that provides time-frequency representation 
of a signal (Daubechies, 1990; Polikar, 1999). It appears to be a more efficient approach than 
the Fourier transform in studying non-stationary time series. In recent years, there has been 
an increasing interest in the use of wavelet analysis in a wide range of fields in water 
resources and meteorology. Besides its successful application in the characterisation and 
periodic analysis of climatic and hydrological data (Smith et aI., 1998; Torrence and Compo, 
1998; Park and Mann, 2000; Penalba and Vargas, 2004; Partal and Kahya, 2006), wavelet 
analysis is also an powerful tool in determining the relationships between different climatic 
or hydrological elements through analysing and synthesizing their variable structures in the 
frequency domain (Nakken, 1999). Drago and BoxaH (2002) illustrated the feasibility of 
using wavelet analysis to study the dependence of sea level variability on meteorological 
parameters. Taleb and Oruyan (2003) analysed the relationship between rainfall and West 
African wave using wavelets. The discrete wavelet transform (OWT) was used by Kulkarni 
(2000) to define the relationship between the Southern Oscillation and the Indian summer 
monsoon. Recent studies also include the identification of relationship between sunspots and 
natural runoff in the Yellow River based on discrete wavelet analysis (Li, et aI., 2009). 
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Results from these studies have demonstrated the feasibilities of the wavelet analysis in 
locating the irregularly distributed multi-scale features of hydro-meteorological data and in 
quantitatively correlating different observation series through their wavelet-based expressions. 
The wavelet is a smooth and quickly vanishing oscillating function with good localisation in 
both frequency and time. A wavelet family 'I' a h is a set of wavelets generated for scaling and 
translation of a unique mother wavelet '1'(1) : 
1/2 (t-b) 
'l'a,1> = a- 'I' -;;- (3-15) 
where a is the scale parameter, b is the translation parameter, t is the time. As a increases, 
the wavelet becomes more stretched. The wavelet family 'l'a,h should have a zero mean and 
be localized in both time and Fourier space (Meyer, 1993). 
An efficient way to implement the discrete wavelet transform (DWT) is devised by Mallat 
(1989) as the Mallat decomposition algorithm utilising a number of successive filtering steps, 
with which the original signal x can be decomposed into a series of approximations and 
details, described as follows: 
S~ = x[n], n E N (3-16) 
/,-1 
Sf = Lh[n}S'~:~k' j = 1,2, .. ·,J (3-17) 
n=O 
L-1 
Cf = Lg[n]S~;~k' j = 1,2, .. ·,J (3-18) 
n=O 
where Sf and Cf represent the kth approximation and detail coefficients at the jth 
decomposition level with o:s; k :s; N / 2 J -1. N is the total number of data in the signal x. 
h [ n] and g [ n] are impulse responses of the low-pass filter H and the high-pass filter G , 
the form of which is related to the type of the wavelet. L is the number of the nonzero 
impulse responses in h [ n] and g [ n]. J is the maximum possible scale of the Mallat 
algorithm with J ~ [log2 (N - L) ] + 1 (Li et aI., 1997). The decomposition process following 
the Mallat algorithm is illustrated in Figure 3-2. 
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Figure 3-2 Decomposition process of the MaUat algorithm 
The original signal x is first decomposed into an approximation A 1 and an accompanying 
detail DI. The approximation coefficients Sf are obtained by convolving the signal with the 
decomposition low-pass filter H, while the detail coefficients Cf are obtained with the high-
pass filter G. The decomposition process is iterated (the decomposition level) = 1,2,3, ... ), 
with successive approximations being decomposed so that the original signal is broken down 
into many lower-resolution components. The approximations (AI, A2, A3, ... ) are the high-
scale low-frequency components of the signal while the details (DI, D2, D3, ... ) indicate the 
low-scale high-frequency components. 
3.3.4 Information Cost Function (ICF) 
With the wavelet coefficients Cf and Sf, the sum Ej = Lt cF (or E] = Lt Sf2 ) gives the 
energy (i.e., the information content in this study) of the details (or approximations) of the 
signal f at level } . If the total energy is denoted as E,o, = L] E] , the corresponding 
percentile energy at level } is: 
E p=-] ] E
,o' 
The level} is associated with a frequency band M' , obtained in the following way: 
rJ-1!s ~M'~rj Is 
(3-19) 
(3-20) 
where F: is the sampled frequency and } = 1,2"", J . The detail contains the components of 
the original signal within the frequency band, while the components below the band are 
represented by the approximation. 
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The sequence Pj gives the probability distribution of the energy for each level j . This 
distribution has a Shannon entropy that is defined as the Information Cost Function (lCF) 
(Figliola and Baredes, 1996), which essentially measures the order inside the system: 
ICF = -I~ In~ (3-21) 
J 
where the sum is interpreted as zero for any ~ = O. The ICF is an entropy-like function that 
is easy to calculate and gives a good estimate of the degree of disorder of a system (Figliola 
and Serrano, 1997). The ICF as well as the energy distributions described by the total 
energies of the wavelet coefficients is also regarded as indices to identify the similarity 
between the validation and calibration datasets. 
3.4 Calibration methods and scenario design 
3.4.1 Optimisation algorithms 
Recent research into the 'global search' methods has led to the use of population-evolution 
based optimisation algorithms (Gupta et aI., 1998), such as the Genetic Algorithm (Wang, 
1991, 1997), the Shuffied Complex Evolution algorithm (Duan et aI., 1992, 1994) and the 
Simulated Annealing (Sumner et a\., 1997) et aI., which have proven to be both effective and 
relatively efficient in dealing with water resources systems (Zakermoshfegh et aI., 2008). 
Among them, GA has been proved to be the most commonly applied algorithm, the state-of-
the-art of which are comprehensively summarised by Nicklow et a1. (2010). Besides GA, a 
newer evolutionary technique, the Particle Swarm Optimisation (PSO), has also gained much 
attention and wide applications in the related fields (Eberhart and Shi, 2001). It is a 
population based stochastic optimisation technique developed in 1995, inspired by the 
simulation of social behaviour (Eberhart and Kennedy, 1995). PSO shares many similarities 
with the population-evolution based techniques, especially the Genetic Algorithms (GA), but 
it has shown many attractive characteristics, such as simple concept, easy implementation and 
quick convergence (Liu et aI., 2005). Recently, thePSO method has been successfully used in 
many parameter optimisation cases of the rainfall-runoff models (Chau, 2006, 2007; Gill et 
a\., 2006; Goswami et aI., 2007; Reddy et aI., 2007; Zakermoshfegh et aI., 2008). 
In order to exclude the impacts of the choice of optimisation methods on the calibration 
results and to emphasis on the selection of the calibration data, a more stable combined 
approach, in which PSO together with GA and another nonlinear optimisation algorithm, 
25 
Chapter 3 Calibration data selection of the rainfall-runoff model 
named Sequential Quadratic Programming (SQP) (Biggs, 1975; Han, 1977; Powell, 1978a, 
1978b) were chosen to perform the automatic calibration procedure for the PDM model. It 
will take more computation time than a single optimisation approach, but the improved 
stability helps to derive more reliable results. The objective function is chosen as the Nash-
Sutcliffe efficiency coefficient (hereinafter NSE) (Nash and Sutcliffe, 1977). 
3.4.2 Calibration data and scenario design 
Severn-year (1993-2000) rainfall-runoff data obtained from the HYREX experiment with an 
interval of 15min are used to calibrate the PDM model. Since there is a gap with a failure of 
data collection from July to November of 1998 during the project, that gap is regarded as the 
division for the calibration and validation dataset. Observed data before the gap are used for 
calibration. Starting at the same time, three sets of calibration data are first made with 
different lengths of 6, 12 and 24 months. Shifted by a I-month sliding window, the three sets 
can then form three scenario groups of calibration sets with respective data lengths of 6, 12 
and 24 months. These result in a total of 135 calibration sets, Le., 53 sets in the 6-month 
scenario group, 47 sets in the 12-month group and 35 sets in the 24-month group. The 
remaining 18-month observed data after the gap are used for validation. Figure 3-3 shows the 
hydrographs and the rainfall variations of the validation and calibration datasets in the three 
scenario groups. 
In the Brue catchment, the wet period normally lasts from November to next April and the 
dry period from May to October, which divides the whole year into a pair of 6 months. That 
is why the period of 6 months and its two integral multiples, 12 and 24 months are chosen as 
the lengths of three groups of calibration scenarios. It should be noted that although the 
selection of validation data is also important to the evaluation of the calibrated model, in 
order to fully investigate how the start time and the duration of the calibration data influence 
the calibration results, the set of validation data is fixed and the validation results are 
considered as the evaluation criteria for the performances of the calibrated models using 
different calibration scenarios. 
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Figure 3-3 Rainfall and runoff of the validation and calibration datasets 
Note: In subfigures (a), (b) and (c), X-axis values are the indices and start times of the calibration sets 
in all the three scenario groups, with the interval representing for 1 month. For example, the 25th 
calibration set of the 6-month group can be found in subfigure (b) with X-values ranging from 25 to 
31; while the 25th calibration sets in the 12-month and 24-month group are the sections with X-values 
ranging from 25 to 37 and from 25 to 49, respectively. 
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Daily potential evaporation (PE) data are obtained from the MOSES (Met Office Surface 
Exchange Scheme). MOSES is the land-surface model used in the Met Office General 
Circulation Model (GCM) for climate modelling. PE is calculated by the Penman-Monteith 
equation: the surface resistance depends on the photosynthetic rate, with an implied 
dependence on temperature, light intensity, air humidity, and the root-density weighted soil 
moisture content. A description of the main processes within MOSES, including equations 
can be found in paper by Cox et at. (1999) and the technical documentation of MOSES by 
Essery et at. (200 I). The PE data obtained from MOSES are split into 15min interval before it 
is used together with the rainfall data to drive the PDM model. 
3.5 Model performances of different calibration scenarios 
Calibration runs are conducted for the 135 calibration scenarios with fixed lengths of 6, 12 
and 24 months and various start times. For each scenario, three optimisation runs are 
performed using the three algorithms of PSG, GA and SQP. The optimisation results of the 
three algorithms are very similar and to smooth out the fluctuating outcomes of individual 
algorithms, the average results are adopted for analysis. It should be noted that the averaging 
happens among the simulated flows, rather than the parameters calibrated using the three 
optimisation algorithms. All the calibrated models of the 135 scenarios are then validated 
against the validation dataset of 18-month length. Besides the NSE, several other statistics are 
explored to evaluate the model performance based on both the validation and calibration 
results, including the root mean squared error, the mean absolute error, the mean bias error, 
and the correlation coefficient. Due to the consistent results of all the evaluation statistics, the 
NSE is chosen as the only assessment of the model performance in the following sections of 
analysis. Figure 3-4 shows the changes of the model performance due to the variations of the 
calibration data with different start times and durations. The X-axis represents the ID of the 
calibration datasets in the three scenario groups, i.e., there are 53 datasets in the 6-month 
group, 47 datasets in the 12-month group and 35 datasets in the 24-month group. Each dataset 
is used to calibrate the PDM model and to generate one set of parameters; the set of 
parameters is then used for validation using the fixed validation dataset (I8-month long). 
Therefore, there are the same amounts of calibration and validation results in each calibration 
scenario group, e.g., 53 calibration results and 53 validation results for the 6-month group, 
with pair of results corresponds to one calibration dataset in the 6-month group. 
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By comparing the series of model performances of the three scenario groups in Figure 3-4, it 
can be noted that although the validation results are slightly poorer than the calibration results, 
similar trends exist in both the two series. Better calibrated model can produce better 
validation results, while poor model performance is often caused by the poor calibration 
scenarios. This tendency is mostly obvious with the 6-month group. The over-fitting 
phenomenon which nonnally happens with data-driven models can not be found here. This 
indicates that the largest length of calibration dataset (here is 24 months) is still appropriate. 
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Figure 3-4 Average results of (a) calibration and (b) validation using the three optimisation 
methods. X-axis values are the indices of scenarios in the three calibration groups. 
The empirical cumulative distribution function (CDF) of the model performance (represented 
by the NSE statistic) is constructed for both calibration and validation results, as shown by 
Figure 3-5. The COF of each scenario group indicates the chance of obtaining a NSE less 
than a specific value if the calibration dataset in that group is selected at random. In both 
Figure 3-5(a) and 3-5(b), the CDFs become less steep and wider ranging as it is progressed 
from the 24-month group to the 6-month group. Increasing steepness indicates a reducing 
sensitivity of model perfonnance to the election of the calibration scenario in each group 
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with a certain length (Yapo et aI., ] 996), which means that the 12-month and 24-month group 
can produce more stable model performances than the 6-month group. By examining the NSE 
statistics of the three groups in Table 3-2, similar results can be found. The validation results 
of the 12-month and 24-month group have a relatively higher average NSE values, although 
some scenarios in the 6-month group can achieve a better model performance after 
calibration. Both the maximum and minimum values of NSE are yielded by the scenarios in 
the 6-month group, and as the data length increases, the ranges of NSE shrink clearly with a 
decreasing standard deviation. 
100 100 









- - 12·month 
- - 12-month 
20 24-month 20 
.-") 
0 0 
0.4 0.5 0.6 0.7 0.8 0.9 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
NSE NSE 
Figure 3-5 CDFs for (a) calibration and (b) validation results oftbe tbree scenario groups 
Table 3-2 NSE stati tics of the calibration and validation results for the compari on of the 
average model performances produced by 6-, 12- and 24-montb group 
SE Statistics 6-month 12-month 24-month group group group 
A verage value 0.86 0.85 0.83 
Standard Deviation 0.0746 0.0424 0.0424 
Maximum value (MAX) 0.96 0.91 0.88 
alibration Upper quartile (P75) 0.90 0.89 0.86 
Median value (P50) 0.87 0.85 0.82 
Lower quartile (P25) 0.82 0.82 0.80 
Minimum value (MIN) 0.54 0.77 0.74 
A verage value 0.66 0.69 0.68 
Standard Deviation 0.1663 0.0737 0.0737 
Maximum value (MAX) 0.84 0.81 0.78 
Validation Upper quartile (P75) 0.77 0.74 0.72 
Median value (P50) 0.71 0.71 0.67 
Lower quartile (P25) 0.60 0.64 0.65 
Minimum value (MIN) 0.04 0.54 0.61 
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From another viewpoint, although in general the 6-month group has less stable results, it does 
perform better in some cases than the 12-month and 24-month group. If the underlying 
relationship between the model performance and the start time and duration of the calibration 
data can be found, the best scenario (if not, the better ones) can easily be picked up without 
the trade-off between the data length and the stable model performance. 
A further insight into the model performances in Figure 3-4 together with the hydrographs in 
Figure 3-3 can help to reveal the reason for the several lowest NSE values in the 6-month 
group. It can be noticed that in those scenarios, most of the calibration periods are occupied 
by the dry months, which normally occur during May to October in the Brue catchment and 
the duration is no more than 6 month. The typical ones are the 8th, 20th and 33rd scenarios in 
the 6-month group. This means the dry periods are less informative than the wet periods and 
are likely to deteriorate the calibration results. Therefore it is not necessary to include the dry 
periods in the calibration data. This can be avoided when choosing the calibration data by 
direct experience. However, for the 12-month and 24-month group, it is difficult to identify 
the relatively poor scenarios before calibration, because dry months can take up at least half 
of the whole period for all the scenarios. Meanwhile, the good scenarios in all the three 
groups cannot be easily found by a simple inspection of the hydrographs beforehand. 
Nevertheless, from the case of the 6-month group, it can be assumed that the good scenarios 
may have a higher similarity with the validation data while the poor ones have the least 
similarity. In the following sections, the exploration of the flow similarity between the 
calibration and validation dataset is carried out by using various methods aforementioned, i.e., 
the flow-duration curve, the Fourier transform, the wavelet analysis and the ICF index. 
3.6 Similarity between the calibration and validation data 
3.6.1 Similarity identified by now-duration curve 
The flow-duration curves of the validation and calibration datasets of all the 13 5 scenarios are 
constructed using daily observed flow data. In order to quantify the similarity between the 
validation and different calibration curves, the NSE statistic is calculated based on the data 
series of flow-duration curves. Figure 3-6 plots the data similarities (X-axis) versus the model 
performances (Y-axis in NSE, showed by the validation results of the parameters calibrated 
using different calibration datasets). The fitted regression line in subfigure (a) shows a high 
correlation between the similarity and the model performance after validation using the 
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scenarios in the 6-month group. However, the regression lines for 12-month and 24-month 
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Figure 3-6 Model performance versus the similarity of the flow-duration curves between the 
validation and calibration datasets in the three scenario groups 
3.6.2 imilarity identified by using Fourier transform 
Fourier transform can help to study the spectral characteristics of a signal in the frequency 
domain. For feasible comparisons of signals with different data lengths, before being 
transformed from the time domain to the frequency domain, the 135 calibration sets in the 
three scenario groups together with the validation set are replicated for different times to 
generate new validation and calibration datasets of the same length, by calculating their 'least 
common multiple' (This is also for the convenience of the fast Fourier transform 
computations). Replication will not change the signal amplitude after transforming, thus the 
spectral characteristics of the signal would remain the same. The scatter plots showing the 
total powers of calibration datasets against the corresponding model performances (i.e., the 
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validation results in NSE) are presented in Figure 3-7. The red vertical line in each subfigure 
indicates the value of the total power for the validation dataset (on the X-axis). 
1.0 r------------.r-----
Figure 3-7 Model performance versus the total power of the calibration datasets in the three 
scenario groups after the Fourier transform 
The total power can reflect the amount of energy contained in a signal by adding together the 
powers at each frequency component in the Fourier series. It is assumed that the closer the 
total power ofa calibration set is to that of the validation et, the more similar the two sets are 
in the frequency domain and the better the calibrated model performs using that particular 
calibration dataset. Consistent results with the flow-duration curve are found for the 6-month 
group in Figure 3-7(a). Although a majority of points gather in the middle with a wide range 
of the model performance , the tendency is quite clear on the left and right ends of the scatter. 
For the result of the 12-month and 24-month group in Figure 3-7(b) and (c), the tendencies 
are not as clear as the 6-month group. 
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Figure 3-8 Model performance versus the similarity oftbe Fourier amplitude between tbe 
validation and calibration datasets in tbe tbree scenario groups 
Besides the total power, the amplitude of the Fourier series after transformation can also be 
compared between the validation and calibration datasets. Results are shown in Figure 3-8. 
The same as the flow-duration curve, the similarity of the amplitude is evaluated by 
calculating the NSE statistic between the validation and the calibration curves of the 
transformed Fourier series. In order to eliminate the data noise in the high frequency domain, 
all the Fourier series are smoothed using the moving average method with a window size of 
50. The window size is determined by trial and error. When using the size of 50, the 
similarity shown by the Fourier amplitude gives relatively clearer trends in Figure 3-8. The 
results are similar as those of the flow-duration curve and the total power. The regression 
lines show a good correlation between the model performance and the amplitude similarity 
for the 6-month group in Figure 3-8(a), but no trends are seen for the other two groups in 
Figure 3-8(b) and (c). It should be noted that a different window size might lead to different 
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results, therefore other average window size is also worth trying in order to find more 
obvious trends for the 12-month and 24-month groups in Figure 3-8. 
3.6.3 Similarity identified by using wavelet analysis and ICF 
The spectral similarity of the validation and calibration datasets can be further investigated by 
using the discrete wavelet transform for more detailed subdivisions of the frequency domain. 
The DWT is carried out by decomposing the validation and calibration sets into six levels of 
details (01-06) and approximations (A l-A6). A basic Daubechies wavelet of order 10 
(Daubechies, 1990) is chosen for the decomposition. The Oaubechies wavelet is most 
commonly used for hydrological analysis and the 10th order together with the six 
decomposition level is found to be effective and efficient in identifying the similarity 
between the flow signals through trial and error. Following Eqn. (3-20) with jt = 11900 Hz 
using the 15min data, the six decomposition levels refer to the frequency bands of [278, 566] 
xI0-6 Hz, [139, 278] xI0-6 Hz, [69,139] x 10-6 Hz, [35,69] x 10-6 Hz, [17, 35] x 10-6 Hz and [9, 
17] xl 0-6 Hz, respectively from level 1 to level 6. For a certain decomposition level, the detail 
contains the frequency components within the corresponding frequency band, while the 
approximation contains the components below the frequency band. The details containing the 
high-frequency information represent the flavour and nuance of a signal. They are regarded 
more important than the approximations and thus are more frequently used in wavelet 
analysis when comparing the similarities of signals. In contrast, the approximations are the 
low-frequency components, giving the identity of a signal. That means as wavelet 
decomposition goes on, the approximation becomes a more and more abstract representation 
of the original signal. Before constructing the Information Cost Function for the datasets, 
both the total energy after DWT and the energy distribution of details and approximations on 
different decomposition levels are examined in order to find a better representation of the 
spectral similarity between the validation and calibration datasets. 
The total energy of the wavelet coefficients on different decomposition levels are the 
amounts of energy distributed in the respective frequency domains, as described by Eqn. (3-
20). Since the approximation is an abstract of the original signal, the results of the total 
energy of the approximations on all the six levels are almost the same as the FFT results 
shown in Figure 3-7. In that case, only the results of the total energy based on details are 
presented, see Figure A-I, A-2 A-3 in Appendix A, for the three scenario groups. For each 
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decomposition level, the total energy of detail is plotted against the corresponding model 
performance after validation. The vertical line in each subfigure indicates the total energy of 
the validation dataset on the respective decomposition level. Although there are some 
scenarios with good model performances but poor similarities to the validation data with 
respect to the total energies, the general trend is the more similar the calibration scenario is to 
the validation data, the better performance the calibrated model has. This is consistent with 
the assumption made in the section of Fourier analyses. This trend is more obviously shown 
by the details of 05 on the fifth decomposition level (see subfigures (e) in Figure A-I, A-2 
and A-3) and to a lesser extent by details on the other levels. 
The percentile energy indicating the relative amount of energy distributed on a certain 
decomposition level can also be considered to assess the spectral similarity between the 
validation and calibration datasets. Figure A-4 in Appendix A shows the percentile energies 
of details on different levels for the calibration sets in the 6-month group. Generally, the 
results of 03-06 on the third to the sixth levels are also in agreement with the assumption of 
'the more data similarity, the better model performance'. Detail on the fourth decomposition 
level (D4) shows the most evident results, while the unobvious results of 0 I and 02 might be 
due to the noises in the high frequency domains of the flow signal. It should be noted that 
even for the results of D4 in subfigure (d), there are some points gather around the red 
vertical line with relatively lower model performances. This means the percentile energy is 
not effective in picking up the best calibration scenarios in this case. However, the worst ones 
are well identified. It can be seen that several scenarios with the worst model performances 
are most distant to the vertical line. 
For the 12-month and 24-month group, using the percentile energy of detail as an index is not 
ideal: the results show no obvious trends on all the six decomposition levels. The reason may 
lie in the relative low variances of model performances for the two groups (see Table 3-2), 
compared to the evident differences between the poor and good scenarios in the 6-month 
group. Details revealing the subtle differences in high-frequency domain might not be 
sensitive to the comparison of similar signals. In that case, the approximations on the six 
decomposition levels are used instead to calculate the percentile energies for scenarios in the 
12-month and 24-month group. Beyond expectation, the results based on approximations are 
dramatically good for the two groups. Results are shown in Figure A-5 and A-6. For both two 
groups, when the percentile energies of the calibration datasets are less than that of the 
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validation set (the red vertical line) from level I to level 4 in subfigure (a) to (d), the scatter 
plots are on obvious rising trends indicating an increasing model performance as the decrease 
of the distance between the calibration and alidation dataset. On the contrary, when the 
percentile energies of the calibration sets exceed the values of the validation set on the sixth 
level in subfigure (t), model performances are decreasing as the increase of the distance. 
For an overall representation of the energy distributions on different decomposition levels, 
the entropy-like index ICF is applied . It is defined as the degree of uniform of the energy 
distribution, by comparing which the spectral similarity between the validation and 
cal ibration datasets can be easily as essed. The results are plotted in Figure 3-9, 3-10 and 3-
11 , respective ly for the 6-month, 12-month and 24-month group. Subfigures (a) present the 
ICF values of the calibration datasets versus the corresponding model performances. The 
vertical line indicates the ICF value of the validation set. Based on the experience in the 
ca lculation of the percentile energy, details are used for the 6-month group while 
approximations are used for the other two groups. ubfigures (b) show another approach to 
describe the similarity of the overall energy distribution. The model performances are plotted 
versus the N values calcu lated ba ed on the percentile energy series (i.e ., Pj for j =1, 2 ... 6 
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For the 6-month group in Figure 3-9, although the ICF index and the E statistic calculated 
on the percentile energies fail in picking up the best calibration cenario (man of the 
scenarios scatter in the high model performance area), the wor t one are effecti ely 
identified by the indices. As for the 12-month and 24-month group, clearer trends are seen in 
both two subfigures of Figure 3-10 and Figure 3-11. The model performance are decrea ing 
as the increase of the ICF differences between the calibration and the alidation data in 
subfigure (a), while in subfigures (b) a positive relation is also clear! identified b the 
statistic between the model performance and the data similarity. 
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3.7 Conclusions 
Although the calibration procedure of a rainfall-runoff model is not as complicated as the 
hydraulic or water quality model (Savic et aI., 2009), there is a lack of guidance on how to 
quantitatively select the appropriate data used for calibration. It has been gradually 
recognised by hydrologists that the information quality of the calibration data is of more 
importance than the data length. This is verified at the beginning of this chapter by the three 
scenario groups containing calibration data with different length of 6, 12 and 24 months. 
Results show that if selected appropriately, the 6-month scenario can generate even better 
results than the 12-month and 24-month scenarios, although longer calibration data may help 
generate more stable results with less variance. 
For selecting the most appropriate calibration data, it is assumed that the more similar is the 
calibration data to the validation data with respect to the information quality, the better 
performance should the calibrated model have. If this 'data similarity' can be evaluated 
beforehand, there will be a dramatic reduction of the calibration work in searching for the 
most appropriate calibration data. Three approaches are then adopted to produce an efficient 
index for the identification of the similarity between the calibration and the validation data 
using the observed flow. The similarity identified by using the flow-duration curve and the 
total power and amplitude of the Fourier series show a good correlation with the model 
performance for the 6-month group, while the indices fail for longer datasets in the 12-month 
and 24-month group. In that case, a more advanced spectral analysis tool, the wavelet 
transform is used to decompose the flow signals into more detailed frequency domains. 
Comparisons of the total and percentile energies on different decomposition levels reveal an 
obvious positive relation between the model performance and the similarity of the calibration 
and validation data. The wavelet tool is effective for all the three scenario groups, especially 
successful on certain decomposition levels. Further, for a simpler application of the wavelet 
tool, an entropy-like function ICF, which can evaluate the integral energy distribution of a 
signal on different decomposition levels, is constructed based on the wavelet results. The ICF 
index functions very well for the identification of the data similarity and can be then used for 
the selection of the appropriate calibration data scenarios. By using the indices developed in 
this chapter, one does not need to do the calibration and validation procedure for all the 
possible calibration dataset in order to find the best one. By simply checking the index values, 
the most appropriate calibration dataset can be identified beforehand. 
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As well as using the flow data, all the three methods are also applied to the observed rainfall 
for the identification of the similarity between the validation and calibration data (the flow-
duration curve methodology can be transferable to the rainfall data). Except for the results of 
the 6-month group using the duration curve, which show similar trends as using the flow data, 
poor results are produced by the other two methods. Another issue deserving an explanation 
is the validation data which is set to be determined beforehand. In practice, the selection of 
the validation data is associated with the purpose of the appliance of the rainfall-runoff model, 
which can be ascertained before the selection of the calibration data. For example, for flood 
forecasting, the validation data can be chosen as several flood events that happened during 
the same seasons in history, or the periods which have similar catchment responses as the 
time before the forecasts are made. Finally, it should be noted that the calibration datasets 
selected by the ICF index are the 'relative' best ones, rather than the 'absolutely' best ones. It 
can be noticed that there is no big difference in the model performances of the best scenarios 
in the three scenario groups. Searching for the 'optimal' length of the calibration data remains 
an interesting but unsolved issue. However, the idea presented in this chapter show its 
potential in enhancing the efficiency of the data utilisation. This is particularly meaningful for 
data limited catchments; and as increasingly more observed data are collected by the modem 
telemetry system, the selection of the proper calibration data becomes a more and more 
important issue. In the next chapter, the selection of the optimal time interval of the model 
input data for the rainfall-runoff model is examined in purpose of real-time flood forecasting. 
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Chapter 4 
Optimal data time interval for real-time 
flood forecasting 
4.1 Introduction 
Setting aside the questions of how long and from which period should the calibration data be 
selected, the temporal resolution of data used for model construction is another interesting 
issue deserving consideration. In this chapter, the selection of the optimal data time interval 
will be fully addressed with respect to the construction of a reliable forecast system using the 
rainfall-runoff model for real-time flood forecasting. Traditionally, hydrological data have 
been manually measured with very low sampling rates, e.g., monthly, weekly or daily. When 
feeding the rainfall-runoff models, people tend to use data with a time interval as fine as 
those could be observed by the instruments. However, modem telemetry systems keep on 
developing to increase the sampling rate to hourly, minutely or even every second, e.g., 
optical rain gauge and weather radar can measure rainfall once per few seconds (Cluckie et 
aI., 2000). One burning question for hydrologists would be how to select the most appropriate 
data time interval for the rainfall-runoff model, or in other words, how to choose the proper 
time step at which the model functions. Moreover, when using the rainfall-runoff model for 
real-time forecasting, the involvement of the real-time updating scheme and another time 
concept, the forecast lead time, make the case more complicated. Will the finest time 
resolution always give the best forecasting results with different lead times? If not, how to 
choose the appropriate data time interval or the model time step? 
The time interval issue has received a lot of attentions during the past decade. A general 
consensus has been reached, which is, the model parameters, simulation results and process 
representations are inherently and strongly time-step dependent (e.g., Duan et aI., 2006; Merz 
et aI., 2009, 2010). Schaake et al. (1996) developed a simple water balance model and tested 
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its sensitivities for operating at time steps different from what it was calibrated at. It was 
recommended that to obtain the best model perfonnance, the model should be calibrated at 
the same time step as the one used for operation. Following this, a number of studies have 
been carried out on the time-step dependencies of the hydrological model parameters 
(Finnerty et aI., 1997; Tang et aI., 2007; Littlewood and Croke, 2008; Wang et aI., 2009; Cho 
et aI., 2009; Kavetski et aI., 2011), for the purposes of either regionalisation for ungauged 
basins or climate change analyses. However, most of the studies are purely focused on simple 
simulation using rainfall-runoff models, rather than making forecasts. Further, in operational 
applications, people care more about the improvement of the model accuracy and an 
appropriate use of the observational data, rather than reducing the time dependency of the 
model parameters. Albeit the use of observations at appropriately fine resolutions has been 
advocated by Wagener et al. (20 I 0), there remains a lack of general guidance for hydrologists 
to cope with this time interval issue in operational applications, especially in real-time flood 
forecasting. 
The concept of 'optimal time interval' has been proposed in the work of Remesan et al. 
(2010), when using the artificial neural network (ANN) for flood forecasting. It is found that 
when choosing the time interval of the model input data, the 30min interval can produce more 
accurate forecast results than the 15min, 60min and 120min intervals for the Brue catchment, 
and the significance of the time interval is more prominent to longer lead times than shorter 
ones. The results are quite meaningful to data-driven models, the perfonnances of which are 
highly time-dependent and improper data inputs could easily lead to overfitting of the model. 
However, a question might arise: will this 'optimal time interval' still exist for the real-time 
forecasts made by using the more widely applied rainfall-runoff models? The rainfall-runoff 
model encompasses a broad spectrum of plausible descriptions of the physical rainfall-runoff 
processes, which are found to be both reliable and effective in various situations, especially 
real-time flood forecasting by being incorporated with a real-time updating scheme (Bell et 
aI., 2001). Therefore, could there be a general rule for the selection of the optimal time 
interval in order to construct a reliable real-time forecasting system using the rainfall-runoff 
model? The purpose of this chapter is to explore the impact of the time interval of the model 
input data, or the model time step, in real-time flood forecasting and to search for a general 
guideline for the selection of the optimal time interval. 
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At the beginning of this chapter, the intrinsic properties of observed rainfall-runoff data with 
different sampling intervals are investigated from the perspective of information loss and the 
sampling theorem. The impact of data time interval on the forecast accuracy is first examined 
through case studies. A real-time forecasting system is built up by incorporating the PDM 
model and a real-time updating scheme, the autoregressive-moving average (ARMA) model. 
For system construction and operation, rainfall-runoff data with different intervals of 15min, 
30min, 45min, 60min, 90min and 120min are used. Forecasts are then made using data with 
different time intervals for four catchments of different sizes (including the Brue) with the 
forecast lead time ranging from I to 12 hours. Based on the forecasting results, the impact of 
the data time interval is concluded, which is found to be highly correlated to the forecast lead 
time and the catchment concentration time. Finally, based on the conclusions from the case 
studies, a hypothetical curve is proposed to describe the general pattern of the time interval 
effect and to provide some implications on the selection of the optimal time interval in real-
time flood forecasting. 
4.2 Observed rainfall-runoff data with different time intervals 
4.2.1 Sampling methods for observed rainfall-runoff data 
Before analysing the impact of time interval on real-time flood forecasting, it is important to 
know the differences of hydrological data sequences with different time intervals when they 
are collected through sampling. Sampling refers to the process of converting a signal (a 
function of continuous time or space) into a numerical sequence (a function of discrete time 
or space) (Shannon, 1949). The hydrological processes are continuous in the time domain, 
while most of the observed data are only available at discrete time intervals. There are two 
methods by which a continuous time function can be represented in a discrete time domain. 
One is to use a sampling data function where the value of the continuous function Q(/) in 
the j th time interval Q j is given simply by the instantaneous value of Q(/) at time jAt : 
Qj = Q(I j) = QUAt) (4-1) 
The other way is to adopt a pulse data function. in which the value of the discrete time 
function Qj is given by the area under the continuous functionQ(/): 
Qj = t~I)41Q(/)dl (4-2) 
The two principal variables of interest in hydrology. streamflow and rainfall. are measured as 
sampling data series and pulse data series. respectively (Chow et aI., 1988). When the values 
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of flow and rainfall are recorded by gauges at a given instant, the flow gauge alu r pre nt 
the flow rate at that instant (in dimension of [L3/T]), while the rainfall gaug alu i the 
accumulated depth of rainfall (in dimension of [L] standing for the olum of rainfall [L3] 
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Figure 4-1 Observed rainfall-runoff data with different sampling interval 
By converting a continuous signal into a discrete one through the ampling proce it can 
re ult in some kind of information loss with regard to a full repre entation of the original 
signal. Figure 4-1 shows the rainfall-runoff observations with time interval of 15min, 30m in, 
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60min and 120min. It can be seen that as the interval increases from 15min to 120min, the 
flow curve becomes less smooth and the shape of the columns representing the rainfall 
becomes more approximate. 
Slower sampling leads to subsets of the datasets produced by fast sampling, and hence is less 
informative (Ljung, 1991). However, from the theoretical aspect of signal reconstruction, 
downsampled data can also result in a perfect reconstruction of the original signal by 
choosing an appropriate interpolation method and more importantly, by complying with the 
sufficient condition of the Nyquist-Shannon sampling theorem (Nyquist, 1928). The theorem, 
often known as the sampling theorem, provides a lower boundary of the sampling frequency 
thus an upper boundary of the sampling interval as a sufficient condition for a perfect 
reconstruction of the original signal: 
f. >2B (4-3) 
where fl' is the sampling frequency and B is the one-sided baseband bandwidth of the band-
limited original signal. f, /2 is defined as the Nyquist frequency, which is a property of the 
sampled system. If the condition is not satisfied, the part of information of the original signal 
with frequencies beyond the Nyquist interval (- f. /2, f. /2) will be lost during sampling, 
and the spectral density inside the interval can be distorted in the process of signal 
reconstruction, which will lead to the phenomenon of aliasing (Mitchell et aI., 1988). On the 
other hand, if the frequency of the downsampled data is higher than twice the bandwidth of 
the original signal, the information loss can be neglected and will not cause a failure of the 
signal reconstruction. This theoretically refutes the intuition of many modellers and reveals 
that choosing a relatively larger time interval will not always deteriorate the modelling results. 
4.2.2 Spectral analysis for observed data with different time intervals 
In order to further investigate the information content of the observed rainfall-runoff data 
with different sampling intervals, the spectral analysis tool of Mallat wavelet decomposition 
used in Chapter 3 is applied to reveal the energy distribution of the hydrological sequences in 
different frequency domains. The decomposition is carried out by decomposing one-year 
observations of rainfall and flow into six decomposition levels using the Daubechies wavelet 
of order 10. It should be mentioned that through trying different decomposition levels and 
higher orders of the wavelet, six levels and the 10th order are proven to be efficient for 
identifying the spectral differences of hydrological data with different time intervals. Table 4-
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1 shows the corresponding frequency bands of the six decomposition levels for a data 
sequence with a time interval of 15min. 
Table 4-1 Frequency bands of the six wavelet decomposition levels for a 15min data sequence 
with the sampling ratels = 11900 Hz 
Level j 2-H 2-J Frequency band M (x10-6Hz) (2-J- 1/s ::;M::;2-J f') 
I 0.25 0.5 [278,556] 
2 0.125 0.25 [139,278] 
3 0.0625 0.125 [69,139] 
4 0.03125 0.0625 [35,69] 
5 0.015625 0.03125 [I7,35] 
6 0.007813 0.015625 [9, 17] 
For a certain decomposition level, the detail contains the components of the original signal 
within the respective frequency band, while the approximation represents the components 
below the frequency band. The observed rainfall-runoff data are first obtained with an 
interval of 15min through sampling, and then downsampled to 30min, 45min, 60min, 90min 
and 120min data series according to different sampling methods of rainfall and flow. Four-
year rainfall-runoff data (19/09/1993-19/0711997) are obtained from the HYREX experiment 
and used to form 47 sets of one-year data with a moving window of one month. Then 
following the sampling methods of flow and rainfall described by Eqns. (4-1) and (4-2), each 
dataset is downsampled into another five sets with time intervals of 30m in, 45min, 60min, 
90min and 120min. For a comparable analysis, extra data are added into the downsampled 
datasets to make them have the same data number as the 15min dataset. This is realised by 
either a simple linear interpolation for the flow or interpolating constant values for the rainfall. 
In that case, all the datasets have the same interval of 15min, and a frequency of 1/900 Hz. 
The 47 pairs of datasets are then used to perform the wavelet decomposition on six levels, 
referring to the frequency bands of[278, 566] xIO-6 Hz, [139, 278] x 10-6 Hz, [69,139] x 10'6 
Hz, [35, 69] xl 0-6 Hz, [17, 35] xl 0-6 Hz and [9, 17] xl 0-6 Hz from level 1 to level 6. Finally. 
the decomposition results are averaged for the 47 pairs of datasets with a certain time interval 
and the total energies are calculated for each frequency band based on the wavelet 
coefficients of details and approximations. The results are shown in Table 4-2. 
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Table 4-2 Energy distribution in the frequency domain for one-year rainfall-runoff data with 
ditTerent time intervals 
Details Total Approx. 
level 6 level 5 level 4 level 3 level 2 level I energy 
Frequency band [0,9] [9,17] [17,35] [35,69] [69,139] [139,278] [278,566] [0,566] {10-6 Hz} 
15min 356196 18422 6848 543 39 3 382052 
30min 356176 18375 6795 529 35 2 381913 
45min 356115 18298 6705 504 29 2 1 381654 
flow 
60min 356026 18175 6573 471 22 2 2 381271 
90min 355880 17892 6253 395 18 7 2 380447 
120min 355718 17477 5804 311 35 6 2 379353 
15min 112 56 71 80 86 78 43 526 
30min 112 56 71 77 73 41 30 460 
45min 112 56 70 71 57 33 16 415 
rain 
60min 112 55 68 66 50 15 13 379 
90min 112 55 63 50 29 8 10 327 
120min 112 54 59 42 18 7 7 299 
The energies shown in Table 4-2 can be interpreted as the magnitudes of information content 
of the one-year data in different frequency bands. For the flow, the majority of energy is 
distributed in the lower bands, with little energy in the higher bands of level 1 to level 4. As 
for the rainfall, the energy distribution is relatively balanced, with considerable amounts in all 
frequency bands. It has been pointed out by some studies (Bras, 1979; Bras and Rodriguez-
Iturbe, 1976; Storm, 1989) that the catchment behaves like a low-pass filter to the climatic 
input data, e.g., rainfall and evapotranspiration, by absorbing their subtle time variability. To 
further investigate the energy variance in a certain frequency band caused by the flow and 
rainfall data with different time intervals, it can be noticed that the variances for the flow 
sequences are not obvious, considering the relatively large amounts of the total energies; 
while with respect to the rainfall, the variances are more outstanding, which are on an 
increasing trend from the approximation to lower decomposition levels. In the low frequency 
band of [0,35 x 10-6] Hz (approximation + level 6 + level 5), where most energy of the flow 
data is distributed, the energy variance of the rainfall sequences is less obvious compared to 
that in higher frequency bands. Moreover, the energies of approximations are exactly the 
same for all the rainfall sequences. The difference of energy distribution for the flow and 
rainfall data with different intervals might be caused by the intrinsic characteristics of the two 
different hydrological processes, and also the different sampling methods. 
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Similar to the low-pass filtering function of the catchment, the high-frequency variances of 
the rainfall inputs can be absorbed by the soil moisture reservoirs in the rainfall-runoff model 
(Oudin et aI., 2004). As a consequence, the information content of the rainfall input in the 
higher frequency bands, which can show large variances with regard to a different time 
interval, is not likely to be transformed into the simulated flow through the rainfall-runoff 
model. As discussed above, since the energy variances of the rainfall data in low frequency 
bands are not obvious, the transformed flow will not have much difference when using 
rainfall data with different intervals as the input of the rainfall-runoff model. This indicates 
that the increased sampling rate for the rainfall data may not necessarily improve the 
performance of the rainfall-runoff model. This has been verified by many studies, e.g., 
Schaake et al. (1996) found that using 6hr, J 2hr, J -day, 2-day and 4-day rainfall data could 
generate similar simulation results of flow as long as the model was calibrated and operated 
at the same time intervals. However, this conclusion may be only true for pure simulation 
using the rainfall-runoff model. The energy distribution from the wavelet analysis is not 
enough to provide a general pattern about the impact of time interval on real-time forecasting, 
where the existence of the real-time updating scheme involves the historical flow data as 
another system input together with the rainfall. In the following sections, the impact of time 
interval in real-time forecasting is trying to be explored through case studies by constructing 
a real-time forecasting system and applying it to four catchments in southwest England. 
4.3 Real-time updating scheme: the ARMA model 
The real-time forecasting system should include not only the rainfall-runoff model, but also a 
real-time updating scheme for assimilating observations and correcting model errors. Error 
prediction is now a well established technique for updating in real time (Box and Jenkins, 
1970; Moore, 1982). The updating scheme used for error prediction is normally external to 
the deterministic model operation and can be easily applied in combination with any kind of 
hydrological models. In this chapter, an updating scheme used for error prediction is adopted 
to work with the PDM model for real-time flood forecasting in the case studies. 
A feature of errors from a rainfall-runoff model is that there is a tendency for errors to persist 
so that sequences of positive errors (underestimation) or negative errors (overestimation) are 
common (Moore, 2007). This dependent structure in the error sequence can be exploited by 
developing an error predictor which incorporates the error structure and allows future errors 
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to be predicted. In the updating scheme for error prediction, the structure of errors is analysed 
and the predictions of future errors are added to the deterministic model prediction to obtain 
the updated and improved forecasts of flow. With ql+/ representing the modelling result of 
the observed flow QI+/ at some time t + 1 , directly obtained from the rainfall-runoff model, 
the error AI+/ is defined as QI+/ - ql+/ • Let AI+/!I denote a prediction of the error AI+/ ' made 1 
steps ahead from a forecast origin at time t using an error predictor. Then a real-time forecast 
q I+/!I can be expressed as the sum of the predicted error and the original simulation result: 
(4-4) 
Among various forms of the error predictors, the autoregressive-moving average (ARMA) 
model is considered to be most appropriate and parsimonious (Moore, 2007) and is chosen to 
be used here. The equations of the error predictions AI+/!I expressed by the ARMA model can 
be written as follows: 
AI+/!I =-¢IAI+/_I!I -¢2 AI+/-2!1 -"'-¢pAI+/_P!1 
+ 0lal+/-I!I + 02al+/_2!1 + ... + 0qal+/_q!1 , 1=1,2,,,, 
(4-5) 
where ¢I' ¢2 ,. .. ¢ p and °1, °2,'" Oq are autoregressive and moving average parameters 
respectively with 
al+/_i!1 = {O 
al+/_; 
I-i > 0 
otherwise 
and a l +/_i is the one-step ahead prediction error defined as: 
al+/_i == al+/-i!I+/-H = AI+/_i - AI+/-i!I+/-H 
= Q'+/-i - ql+/-i!I+/-H 




Eqn. (4-5) together with the related Eqns. (4-6) - (4-8) is used recursively to produce the 
error predictions AI+I!"AI+2!""',AI+/!,, from the available values of al,a,_I"" and A"AI_I ,· ... 
Using this methodology of error prediction, the original simulation results ql+/ from the 
rainfall-runoff model can be updated using the error prediction AI+/!I to calculate the required 
real-time forecast ql+/!, according to Eqn. (4-4). 
As for the number of parameters in the ARMA structure, i.e., ¢1'¢2'''¢p and OI'02,· .. Oq in 
Eqn. (4-5), a third order autoregressive model with dependence on three past model errors has 
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been proved to be an appropriate choice for the UK conditions (Moore, 2007). Thus the 
ARMA structure containing three autoregressive parameters and one moving average 
parameters (with p = 3 and q = I ) is used here. It should be noted that for the forecasts made 
from an origint, by calculating the error predictor .,1/+/1" the real-time observations of flow 
are assimilated into the forecasting results. For instance, with the structure of ARMA (3, I), 
the observed flows at t, t -I and 1- 2 are involved in the calculation of the error predictor 
A1+11/ ' which is then added to the original model prediction q,+1 to derive the forecast result of 
q,+/11 according to Eqn. (4-4). To calculate ql+l the perfect knowledge of the future rainfall 
and potential evaporation is assumed, i.e., the observed catchment average rainfall and the 
MOSES potential evaporation are used as the model inputs after the origin 1 . An automatic 
calibration procedure using the Particle Swarm Optimisation (PSO) algorithm is adopted to 
estimate all the parameters in the forecasting system, i.e., the four for error prediction and the 
13 parameters in the PDM model. 
4.4 Impact of time interval on real-time flood forecasting by case studies 
4.4.1 Study catchments and experiment design 
Besides the Brue catchment, three additional catchments are selected from the southwest 
England with various sizes of areas, as shown in Figure 4-2. Except for the Bellever 
catchment which is in the Devon area with a maximum altitude of 604 m above the sea level, 
the other three catchments are located in the area of North Wessex, with an average altitude 
of 119 m. All the catchments are predominantly rural areas with the main land-use types 
being moorland, low grade agriculture or wood land. Catchment descriptors are obtained 
from the Flood Estimation Handbook (FEH) (Bayliss, 1999). The meanings of the descriptors 
are explained in Table 4-3 and the respective values for the four catchments are shown in 
Table 4-4. 
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Figure 4-2 Four catchments used in the case studies with river networks and the flow gauge 
stations at the catchment outlets: (a) Believer, (b) Halsewater, (c) Brue and (d) Bishop_Hull. 
It can be seen from Table 4-4 that the average annual rainfall (SAAR) is 2095 mm for the 
Believer catchment with the percentage runoff (SPRHO T) being 47.5%, while the other 
three catchments have les rainfall (about 850- 1000 mm per year) and slightly lower 
percentage runoff, i.e. , 30.6%, 36.4% and 32.9%. From the descriptors. it can also be noticed 
that the increase of the catchment area (AREA) corresponds to an increase of LOP and 
OPLBAR representing the longest and average length of the drainage path, which suggest an 
increasing travel time of the streamflow before it routes to the catchment outlet. 
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Mean altitude of the catchment above the sea level 
Longest drainage path, defined by recording the greatest distance from a 
catchment node (50m gird) to the catchment outlet 
Mean drainage path length, calculated as the mean distances between each 
catchment node and the outlet 
Mean drainage path slope, calculated as the mean of all the inter-nodal 
slopes which characterises the overall steepness of the catchment 
Invariability of the inter-nodal slope directions. where values near to zero 
indicate there is considerable variability in the aspect of catchment slopes. 
Values approaching one indicate that catchment slopes tend to face one 
particular direction. 
Standard average annual rainfall (1961-1990) 
Median annual maximum flood (1961-2008) 
Proportion of time when SMD (Soil Moisture Deficit) was equal to or 
below 6 mm during the period 1961-1990 
Standard percentage runoff derived by using the HOST (Hydrology Of Soil 
Types) soil classification 
Extent of urban and suburban land cover (1990) 
Table 4-4 Values of the catchment descriptors for the four catchments 
(A) (B) (C) (D) 
Believer Halsewater Brue Bishop Hull 
AREA (km2) 21.5 87.8 135.2 202.0 
ALBAR(m) 459 109 104 144 
LDP(km) 13.46 19.40 22.61 40.21 
DPLBAR(km) 6.28 9.57 13.62 17.75 
DPSBAR (m km"l) 94.9 85.7 71.1 98.0 
Catchment ASPVAR 0.25 0.30 0.16 0.17 descriptors 
SAAR (mm) 2095 851 857 964 
QMED(m3/s) 37.4 12.2 36.2 43.7 
PROP WET 0.46 0.35 0.37 0.36 
SPRHOST(%) 47.5 30.6 36.4 32.9 
URBEXT 0 0.006 0.007 0.007 
Concentration time (hr) by Eqn.4-9 4.36 6.81 8.37 8.82 
Seven years' rainfall-runoff data are collected from the four catchments with a sampling 
interval of 15min. The period is from October 1998 to September 2005 for the Believer, the 
Halsewater, and the Bishop_Hull. Data from the HYREX experiment are used for the Brue 
catchment from September 1993 to May 2000. All the data are downsampled into other 
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sequences with time intervals of 30min, 45min, 60min, 90min and 120m in. Daily potential 
evaporation data are obtained from the MOSES scheme and disaggregated into the same 
intervals as rainfall and flow. 
For each catchment, among the seven years' data, one year is selected for the validation of 
the calibrated parameters, i.e., to choose the best calibrated model from those generated by 
different calibration scenarios. Another one-year is used for independent evaluating the 
performance (i.e., the generalisation of the forecast accuracy) of the forecasting system 
constructed using data with different time intervals. The remaining five years of data are used 
for the calibration of the PDM and the ARMA model. According to the results in Chapter 3, 
the calibration data length of 12 months is chosen here considering both the variability of the 
hydrological information and the stability of the model performance. The five-year 
calibration data are first split into a group of calibration scenarios with the fixed length of 12 
months, using a moving-window of one month. As a result, up to 50 calibration scenarios are 
resulted for each catchment. With the one-year validation data determined beforehand, the 
ICF index is used to select the most appropriate 10 calibration scenarios with sufficient 
hydrological information for calibration. As discussed in Chapter 3, since the ICF index can 
only identify the relatively better calibration scenarios rather than the absolutely best one, the 
10 scenarios initially selected by ICF are used to carry out the calibration procedure. The best 
three calibrated models which have the best performances on the validation data are chosen to 
perform the real-time forecasting 1-12 hours ahead using the testing data, an independent 
one-year dataset of the calibration and validation data. Finally, the forecasting performances 
of the best three models are averaged. This is to present more stable results and in that way 
the uncertainty of calibration data can be involved in the final results which are unavoidable 
in practice. 
It should be mentioned that the whole process described above is carried out for all the four 
catchments and repeated using data with different time intervals of 15min, 30min, 45min, 
60min, 90min and 1 20m in. That is to say, for each data sequence with a certain time interval, 
the calibration and validation procedures are carried out to construct a forecasting system that 
is suitable to perform with future data of the same time interval, and real-time forecasting is 
made with the constructed system functioning at the same time step. 
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4.4.2 Relation between the optimal time interval and the forecast lead time 
Analyses and comparisons are based on the forecasting results (i.e., performances of the 
forecasting system on the one-year testing data) with lead times of 1-6, 9 and 12 hours. The 
lead steps of the forecasting system constructed from data with different time intervals are 
shown in Table 4-5. It can be noticed that for some forecast lead times such as 1,2,3,4, 5, 9 
hours, these are no integers for the time intervals of 45min, 90min and I 20m in. Therefore, 
forecasts are not made for such lead times by the forecasting systems constructed from the 
45min, 90min and 120min data. 
Table 4-5 Lead steps of the forecasting system with different time intervals 
I hr 2 hrs 3 hrs 4hrs 5 hrs 6 hrs 9hrs 12 hrs 
~60min~ ~120min! ~180min~ ~240min~ pOOmin~ p60min~ ~540min! ~720min~ 
15min 4 8 12 16 20 24 36 48 
30min 2 4 6 8 10 12 18 24 
45min 4 8 12 16 
60min 2 3 4 5 6 9 12 
90min 2 4 6 8 
120min 2 3 6 
The forecasting results for the four catchments are shown in Table 4-6, evaluated by the root 
mean square error (RMSE). Example hydrographs resulted from the best calibration scenario 
for the 4hr-ahead forecasts using the 30min data are shown in Figure 4-3. By examining each 
row of Table 4-6. it can be seen that for a forecasting system built on data with a certain time 
interval, the RMSE value increases as the increase of the forecast lead time. This trend is 
more obviously shown by the slopes of the NSE curves in Figure 4-4, which evaluate the 
forecasting results using the NSE statistic. For each catchment in the subfigure of Figure 4-4, 
all the six curves revealing the relationship between the performance of the forecasting 
system and the forecast lead time are on decreasing trends. Moreover, when comparing the 
differences between the six curves. it can be found as the lead time increases. the distance of 
the curves becomes increasingly larger and finally the curves are clearly distinct from each 
other. This means that when the lead time is small. e.g .• from 1 to 6 hours. the variance of the 
forecasts resulted from data with different time intervals is also subtle; while as the increase 
of the lead time. e.g.. when exceeding 6 hours. the variance becomes more and more 
significant. This proves that the choice of the time interval does have a considerable impact 
on the forecasting results. which is even more prominent with longer forecast lead times than 
shorter ones. 
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Table 4-6 Forecasting results shown in RMSE (m3/s) for the four catchments using data with 
different time intervals 
Forecast lead time (hour) 
1 2 3 4 5 6 9 12 
(A) Believer (21.5 km2) 
15min 0.2099 0.4870 0.7232 0.8915 1.0039 1.0754 1.1530 1.1593 
30min 0.2359 0.4851 0.6699 0.7955 0.8801 0.9378 1.0200 1.0448 
45min 0.6754 0.9218 0.9981 1.0231 
60min 0.2938 0.5359 0.7073 0.8175 0.8907 0.9401 1.0143 1.0395 
90min 0.7942 1.0489 1.1083 1.1260 
120min 0.5833 0.9042 1.0189 1.0832 
(B) Halsewater (87.8 km2) 
15min 0.0555 0.1177 0.1859 0.2516 0.3111 0.3638 0.4863 0.5672 
30min 0.0570 0.1211 0.1883 0.2510 0.3061 0.3535 0.4585 0.5238 
45min 0.1896 0.3626 0.4827 0.5635 
60min 0.0605 0.1243 0.1930 0.2578 0.3161 0.3668 0.4842 0.5623 
90min 0.1905 0.3644 0.4802 0.5568 
1 20m in 0.1246 0.2600 0.3668 0.5441 
(C) Brue (135.2 km2) 
15min 0.2641 0.7190 1.1873 1.5767 1.8617 2.0583 2.3422 2.3939 
30min 0.3172 0.7824 1.2185 1.5671 1.8263 2.0157 2.3155 2.3867 
45min 1.2121 1.9803 2.2150 2.2654 
60min 0.3208 0.8044 1.2549 1.5896 1.8114 1.9554 2.1539 2.1984 
90min 1.2584 1.9229 2.0934 2.1395 
120min 0.9306 1.7574 2.1469 2.3157 
(0) Bishop_Hull (202.0 km2) 
15min 0.1496 0.3849 0.6502 0.9099 1.1468 1.3567 1.8314 2.1099 
30min 0.1447 0.3677 0.6210 0.8713 1.1007 1.3048 1.7792 2.0676 
45min 0.7068 1.4327 1.8736 2.1137 
60min 0.1644 0.4088 0.6783 0.9291 1.1436 1.3213 1.6848 ].8869 
90min 0.7190 1.3865 1.7814 2.0]0] 
120min 0.4576 0.9703 1.3422 1.8412 
The lowest RMSE values for the forecasts made with a certain lead time are highlighted in 
Table 4-6 to show the optimal choice of the time interval for a certain lead time forecast. It 
can be seen that there is an increase of the optimal time interval for all four catchments when 
the lead time increases from I to 12 hours. To further illustrate this, the rankings of the time 
intervals according to the RMSE values are listed in Table 4-7. An interesting phenomenon is 
revealed by the rankings, i.e., the optimal time interval is replaced gradually by longer ones 
as the increase of the forecast lead time. Taking the Brue catchment for example, the optimal 
intervals is 15min for I hr to 3hr-ahead forecasts, while it is replaced by 30min and 60min for 
forecasting made with lead times of 4 and 5 hours; later the 90min interval replaces 60min to 
be the best one when the lead time is longer than 6 hours. Moreover, it should be pointed out 
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forecasting, it appears to be at the bottom of the ranking when the lead time is 12 hour . This 
again indicates the importance of selecting the appropriate time interval in real-time 
forecasting, rather than simply build the mode l us ing data as what they are originally 
measured . 
(a) Believer (b) Halsewater 
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Figure 4-3 Six-montb lengtb bydrograpbs oftbe observed rainfall-runoff data er u the be t 
results of tbe 4hr-ahead fo recasts using the 30min data 
Note: The NSE values calculated between the observed and the forecasted flow are 0.8932, 0.9544, 
0.9167 and 0.9420 for the four catchments in (a), (b), (c) and (d). 
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Figure 4-4 Decreasing performance of the forecasting system constructed using data with 
different time intervals as the increase of the forecast lead time, for the catchments of Believer, 
Halsewater, Brue and Bishop_Hull, respectively in (a), (b), (c) and (d) 
To make the patterns shown by Table 4-6 more obvious, the forecasting results are plotted in 
a three-dimensional coordinate for the four catchments, as shown in Figure 4-5. The X-axis 
stands for the data time interval (15min, 30m in, 45min, 60min, 90min and I 20m in); the y-
axis represents the eight forecast lead times (1 , 2, 3, 4, 5, 6, 9, 12 hours); and the values on 
the vertical axis Z show the forecasting results in RMSE. In each subfigure, each of the eight 
suspended curves indicates the variance of the forecast accuracy with respect to different time 
intervals for forecasts made with a certain lead time. The lowest points of the eight curves 
(representing the optimal time intervals which result in the least forecasting errors) are 
projected onto the X-Y plane and then connected together. The projection curve (in blue) thus 
reveals the relationship between the optimal time interval and the forecast lead time. (t can be 
seen that all the four projection curves for the four catchments are on increasing trends, which 
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indicates the increase of the optimal time interval with the increase of the forecast lead time. 
This is consistent with the previous conclusions made by examining the rankings in Table 4-7. 
However, besides the positive relation between the optimal time interval and the forecast lead 
time, it can also be noted that the increasing patterns of the projection curves are quite 
different for the four catchments. The reason of this various increasing pattern will be fully 
discussed in the next section. 
Table 4-7 Ran kings of different time intervals according to the forecasting results (RMSE) with 
a certain lead time. The optimal time intervals (ranked as the 1st) are highlighted. 
Ihr 2hr 3hr 4hr 5hr 6hr 9hr 12hr 
(A) Believer (21.5 km2) 
15t 15 30 30 30 30 45 45 45 
2nd 30 15 45 60 60 30 60 60 
3rd 60 60 60 15 15 60 30 30 
4th 120 15 120 90 90 120 
5th 90 120 15 90 
6th 15 15 
o2timal 15 30 30 30 30 45 45 4S 
(8) Halsewater (87.8 km2) 
15t 15 15 15 30 30 30 30 30 
2nd 30 30 30 15 15 45 90 120 
3rd 60 60 45 60 60 15 45 90 
4th 120 60 120 90 60 60 
5th 90 60 15 45 
6th 120 15 
optimal 15 15 15 30 30 30 30 30 
(C) Brue (135.2 km2) 
1 st 15 15 15 30 60 90 90 90 
2nd 30 30 45 15 30 60 60 60 
3rd 60 60 30 60 15 45 45 45 
4th 120 60 120 30 30 120 
5th 90 15 15 30 
6th 120 15 
optimal 15 15 15 30 60 90 90 90 
(D) Bishop_Hull (202. 0 km2) 
1st 30 30 30 30 30 30 60 120 
2nd 15 15 15 15 60 60 30 60 
3rd 60 60 60 60 15 120 90 90 
4th 120 45 120 15 15 30 
5th 90 90 45 15 
6th 45 45 
oetimal 30 30 30 30 30 30 60 110 
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Figure 4-5 Foreca ting results in the three-dimensional coordinates for the four catchments of 
Believer, Hal ewater, Brue and Bi hop_Hull, respectively in (a), (b), (c) and (d) 
4.4.3 1m plication of the catchment concentration time 
By examining the increa ing pattern of the projection curves in Figure 4-5, it is intere ting to 
note that the harpe t curve i generated by the catchment of Bishop_Hull in subfigure (d), 
which ha the largest drainage area of 202.0 km2 with the largest LOP (longest drainage path) 
value of 40.21 km (e Table 4-4). Further, when comparing the projection curves in 
ubfigures (a) and (c) produced by Believer and Brue, it can be found the two curves start at 
the same value of the optimal time interval (both at 15min) when the lead time is within 2 
hour, and become table after the lead time exceed 6 hour. However, the middle section of 
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the curve in subfigure (c), which rises to 90min at the lead time of 6 hours, is much steeper 
than that of the curve in subfigure (a), which only increases to 45min at the same lead time. 
This may also be explained by the concentration times of the two catchments. From Table 4-4, 
it can be seen that Brue has a larger area of 135.2 km2 with higher indices of LDP and 
DPLBAR suggesting a longer concentration time compared to Believer, which has an area of 
only 21.5 km2• A further comparison of DPSBAR which reflects the average steepness of the 
catchment can also lead to the same conclusion. For the catchment of Brue, DPSBAR shows 
a lower value representing a lower catchment steepness, which thus indicates a longer 
concentration time compared to Believer. All these facts imply that a longer concentration 
time might result in a sharper increase of the projection curve; while on the other hand, a 
flatter curve might be resulted from a catchment with a quicker response. 
FEH provides a simple method to calculate the catchment concentration time usmg a 
generalised model of the catchment descriptors derived by regression analysis (Houghton-
Carr, I 999), as shown by Eqn. (4-9): 
T = 4.270 X DPSBAR-03S x PROPWET-O·80 X DPLBARo.S4 X (l + URBEXTrs 77 (4-9) 
p 
where Tp stands for the time-to-peak of the instantaneous unit hydrograph. The advantage of 
this equation is that it is theoretically independent of the time interval, which enables an 
independent evaluation of catchment concentration time other than those nonnally derived by 
using rainfall-runoff data sampled with a certain time interval (Littlewood and Croke, 2008). 
The calculated results of the four catchments are 4.36,6.81,8.37 and 8.82 hours, respectively 
for Believer, Halsewater, Brue and Bishop_Hull. This is in agreement with the above 
conclusion made by simply examining the values of the catchment descriptors of LDP, 
DPLBAR and DPSBAR. It should be mentioned that results from the Eqn. (4-9) also can 
only provide a provisional comparison of the concentration times, which may not be treated 
as the realistic response times of the catchment (Houghton-Carr, 1999). 
By a further check of the correlations between the concentration times and the increasing 
patterns of the projection curves in Figure 4-5, it can be noticed that the projection curve in 
subfigure (b) for the Halsewater catchment seems to be much flatter than the one in subfigure 
(a) produced by Believer, although Halsewater has a larger catchment area together with 
larger values of LDP, DPLBAR and Tp, and a lower average steepness (DPSBAR), compared 
to Believer. Nevertheless, this might be explained to some extent by another index, ASPV AR 
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(see Table 4-3 and 4-4), which reveals the invariability of the slope directions in every grid of 
the catchment. Halsewater has the largest ASPY AR value among the four catchments, which 
indicates the highest consistency of the directions of all catchment grids and thus might result 
in a better concentration of the surface and underground flow. 
All the above analyses indicate that the concentration time might playa considerable role in 
influencing the selection of the optimal time interval when the forecast lead time is 
determined. It is known that a steeper, naturally wetter and more urbanised catchment tends 
to have a faster response; whilst the larger and longer the catchment is, the slower the 
response will be. However, besides the descriptors presented in Table 4-3 and used in Eqn. 
(4-9), the concentration time is also affected by many other factors (Akan, 1989), e.g., the 
density of the watercourse, the consistency of the flow directions, the soil infiltration 
conditions, the rainfall intensity and the storm path, etc. As a consequence, although it can be 
deduced from the above analyses that the longer the concentration time is, the steeper the 
projection curve tends to be, the various influencing factors make it difficult to figure out 
how exactly the selection of the optimal time interval is affected by the concentration time. 
And it is far too early to say that the concentration time is definitely the principal factor 
determining the increasing pattern of the optimal time interval with respect to the increase of 
the forecast lead time. More research with various catchments bearing different response 
characteristics is needed to explore the underlying factors and their functions in determining 
the optimal time interval. 
4.5 Hypothetical pattern for the selection of the optimal time interval 
In this section, a hypothetical curve for the selection of the optimal time interval in real-time 
forecasting is deduced from the forecasting results of the four catchments in the case studies. 
It is interesting to note that the time interval issue has already concerned the modem control 
engineers for decades. Unlike the 'slower' sampling rate in hydrology, control engineers need 
to deal with very high sampling rates, e.g., hundreds or even thousands of samples per second 
in rocket trajectory control. In the work of Astr6m (1969). a simple Gauss-Markov process 
was analysed using a parametric model with parameters completely describing the stochastic 
process. It was found that there was an optimal choice of the time interval and the variance of 
parameter estimates would increase rapidly when the time interval increased or decreased 
from the optimal value. Later. Ljung (1987) pointed out that data with too large intervals 
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would bear little information about the dynamics of the ampled ignaJ: while t fa t 
sampling would involve more measurement noise and lead to numerical probl m in a m d I, 
as the model could only fit in high-frequency bands with poor performanc for xtra \.\ rk. It 
was further proposed by Ljung that the optimal choices of the tim inten aJ w uld Ii in the 
range of the time constant of the system which measure ho quickl th 
However, the system time constant is not exactly known for highl nonlinear y tern , but 
overestimating it might lead to a dramatic increase in the variance of the mod I parameter 
estimates. The forecasting results of the four catchments in the ca e tudi ar on i t nt 
with the findings of the control engineers, i.e. the best foreca ts ith a ertainl ad tim ar 
not always produced by the finest time interval or the largest one; con er el . th optimal 
choice of the time interval is found to be increased with the e ten ion of the f< reca t lead 
time. Following this, a generalised pattern for the selection of the ptimal time int r al in 
real-time forecasting can be proposed, as shown in Figure 4-6 in a imilar thr e-dim n ional 









Figure 4-6 A hypothetical pattern for the general impact of data time interval and th election 
ofthe optimal interval in real-time foreca ting 
rn Figure 4-6, the axes of X, Y and Z represent the time interval , the foreca t lead time and th 
forecasting error in the three subfigures. Two U-shape curve are u ed to de crib the 
relations between the forecasting error and the time interval in two ca e when for a t ar 
made with a small and a long lead time, shown respecti el in subfigur (a) and (b . Th 
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lowest points of the two U-shape curves, (XI' ZI) and (X N' Z N)' show the optimal choices 
of the time interval in the two cases. As concluded from the case studies, with the increase of 
the lead time, the forecasting accuracy is decreasing and the optimal time interval is on an 
increase. Consequently, the two lowest points have the relations of ZI < Z N andXI < X N' 
This trend is more obvious when the two U-shape curves are represented in the three-
dimensional coordinate in sub figure (c). A connection of the projections of the two lowest 
points on the X-Y plane (Le., the red dotted line) reveals a positive relationship between the 
optimal time interval and the forecast lead time, which is, the longer the lead time is, the 
larger the optimal time interval should be. Although this projection curve is found to be 
positive by the case studies, the exact increasing pattern cannot be easily determined. The 
increasing rate can be either a constant or an accelerating! decelerating value, or even a non-
monotonic rate, which is found to be highly related to the characteristics of the catchment, 
such as the concentration time as discussed in last section. 
It should be emphasised that this hypothetical pattern of the optimal time interval is 
especially proposed for real-time forecasting, rather than simulation with only the rainfall-
runoff model. When doing forecasting using either the data-driven model (e.g., ANN and TF 
model, etc.) or the physically-based rainfall-runoff model together with a real-time updating 
scheme, an extrapolation is made based on the historical data to the future. Too dense data 
will result in a worse extrapolation further into the future, while too sparse data can also 
make the extrapolation fail in very near future. This is why in substance the data time interval 
does make a difference to the forecasting results. On the other hand, as discussed by using the 
wavelet decomposition in Section 4.2.2, for pure simulations with only the rainfall-runoff 
model, the simulated flow may not vary too much when the model is driven by rainfall data 
with different time intervals. This is true to some extent due to the low-pass filtering function 
of the rainfall-runoff model, which filtering out the high-frequency variances of the rainfall 
inputs with different time intervals. However, in real-time forecasting, the involvement of the 
flow data as another input of the modelling system by the updating scheme makes the case 
different. This is why the optimal time interval exists for real-time forecasting but not in the 
case of pure simulation for the examined time intervals, i.e., 15min, 30min, 45min, 60min, 
90min and 120min. Nevertheless, it is believed that with an infinitely small or large time 
interval, the simulation results can also get deteriorated due to the involvement of 
measurement noises or the lack of an efficient representation of the original signals of rainfall. 
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4.6 Conclusions 
This chapter explores the impact of data time interval in real-time flood forecasting and the 
selection of the optimal time interval, by involving a real-time updating scheme to work 
together with the rainfall-runoff model. The modem telemetry system is able to measure and 
record hydrological data with increasingly higher sampling rates. An important problem 
deserves attention from hydrologists would be what suitable time interval should be used in 
rainfall-runoff modelling, especially in real-time flood forecasting. In the beginning, discrete 
wavelet decomposition is used to examine the spectral variances of rainfall-runoff data with 
different time interval in the frequency domain. It is found that the rainfall signal has energy 
spread more widely than the flow; but due to the low-pass filtering function of the rainfall-
runoff model, the high-frequency variances of the rainfall signal with different time intervals 
are not likely to be transformed into the flow. This indicates that higher sampling rates may 
not always help improve the results of rainfall-runoff modelling. To further investigate the 
impact of time interval in real-time forecasting, which is more complicated by involving the 
flow data as the system inputs by the real-time updating scheme, case studies are carried out 
in four catchments with different sizes and drainage lengths. The main findings from the case 
studies can be concluded as: I) the time interval does have a considerable impact on the 
performance of the forecasting system, which is more prominent to longer lead times than 
shorter ones; 2) there exists an optimal time interval for forecasting made with a certain lead 
time, and the length of the optimal interval is increasing as the increase of the forecast lead 
time; 3) the positive relation between the optimal time interval and the forecast lead time can 
show various patterns, which is found to be highly related to the catchment concentration 
time; and 4) the longer the concentration time is, the more sharply the optimal time interval 
tends to increase as the increase of the forecast lead time. Finally, according to the results of 
the case studies, a hypothetical pattern is proposed in a three-dimensional coordinate for the 
selection of the optimal time interval in real-time flood forecasting. 
It should be recognised that the time interval issue addressed in this chapter has not yet been 
completely solved by the control engineers, albeit they have many decades of experience with 
this issue. Hydrological processes are complex nonlinear systems which are more challenging 
than the problems tackled by control engineers. Especially, the high nonlinearity of the real-
time forecasting system makes it impossible to deduce a mathematical expression for the 
identification of the optimal time interval (Ljung, 1987). It is important that more case studies 
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are explored in different catchments with various rainfall-runoff models and real-time 
updating schemes, so that the proposed hypothetical pattern for the optimal time interval 
could be verified and further improved. Moreover, it should be mentioned that since the use 
of the 'perfect' rainfall and PE data after the forecast origin, the variances of the forecast 
accuracy for using different time intervals are not as obvious as expected (Le., the RMSE 
values are not very distinct in Table 4-6 and the suspended curves in Figure 4-5 do not show 
clear U-shapes as described by the hypothetical pattern). However, in operational application, 
the forecasted rainfall and estimated PE normally contain considerable errors (e.g., those 
obtained from the NWP model) and therefore would make the choice of an appropriate time 
interval a more important issue in real-time forecasting. In the following chapters, main 
efforts are carried out on using the newest generation of the mesoscale NWP model, WRF, to 
produce real-time forecasted rainfall as the inputs of the operational flood forecasting system. 
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Rainfall forecasting using the mesoscale NWP model 
Chapter 5 Numerical weather prediction and the WRF model 
This chapter provides an understanding of the development 
and principals of numerical weather prediction (NWP), 
followed by a brief introduction of the newest generation 
mesoscale NWP model, WRF, which is used in this study. 
Chapter 6 Sensitivity of WRF to domain configurations and storm types 
Sensitivity studies of WRF are carried out in this chapter to 
investigate the model's potential ability in rainfall simulation. 
Numerical experiments are implemented with respect to 
different domain configurations (especially the downscaling 
ratio) and various storm types regarding the evenness of 
rainfall distribution in time and space. The driving of the 
WRF model in this chapter is the ERA-40 reanalysis data. 
Chapter 7 Variational data assimilation system for the WRF model 
This chapter introduces each components of the variational 
data assimilation system used for WRF (WRF-Var) in purpose 
of improving the model performance in real-time forecasting. 
Technical notes are provided for the implementation of WRF-
3DVar to work with WRF in the cycling mode. 
Chapter 8 Rainfall forecasting with data assimilation by WRF-3DVar 
In this chapter, the driving of the WRF model is replaced by 
ECMWF forecast data, which is necessary for operational use. 
Radar reflectivity and NCAR surface/ upper-air observations 
are assimilated into the WRF model for several storm events 
of different types by using WRF-3DVar. Principals of weather 
radar are given and the quality of the radar data is assessed 
before being assimilated. A radar correction ratio is proposed 
for a preliminary trial to improve the radar data based on the 
rain gauge observations. 
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Chapter 5 
Numerical weather prediction and the 
WRF model 
5.1 Introduction 
The purpose of this chapter is to provide background information about the principles and 
application of the numerical weather prediction (NWP) models as a foundation for the 
following three chapters which cover the application of a mesoscale NWP model over the 
Brue catchment for rainfall simulation and forecasting. There are currently many NWP 
models in operation throughout the world. Although each model shares the same fundamental 
principles, the implementations can vary significantly from model to model, e.g., several 
schemes exist for defining vertical coordinates, boundary conditions and meteorological 
parameterisations. Choices made regarding these topics and other issues can have a profound 
effect upon the model outputs. At present, there is not any model configuration which can 
provide superior output for all geographic and meteorological cases. 
Following a brief historical overview, principal model configurations are presented including 
primitive equations, model types, coordinate systems, boundary conditions and precipitation 
parameterisations, etc. However, the primary interest of this PhD study lies with the NWP 
application on a catchment scale, in particular the Brue catchment. For this reason the chapter 
ends with a brief discussion of the mesoscale NWP models followed by a more detailed 
introduction of the Weather Research and Forecasting (WRF) model which is applied for 
rainfall simulation and forecasting in the following three chapters. The general overview of 
the NWP models is based on the PhD thesis of Bray (2008) and the online tutorials provided 
by ueAR (https:llwww.meted.ucar.edu), and the introduction part of the WRF model is 
mainly according to the technical note (Skamarock et aI., 2008) and the user guide (NCAR, 
2010) ofWRF. 
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S.2 The development of numerical weather prediction 
Weather prediction, based on the mathematical solution of the equations governing 
atmospheric dynamics, was first proposed by the British scientist L. F. Richardson in his 
book 'Weather Prediction by Numerical Process' (1922). Richardson attempted to predict the 
surface pressure at two grid points based on a 200 km horizontal grid, with four vertical 
layers. The trial forecast presented in 1922 however failed. Nevertheless the consistent 
systematic procedure developed by Richardson that underlies the basic techniques of 
numerical forecasting and climate modelling is still used today. The first forecast run on a 
computer was carried out in 1950 by an American meteorologist J. G. Charney (1951). The 
advancements of computer technology encouraged further development of NWP models in 
several countries, particularly the UK, France, Germany, Japan, Australia, Canada and the US. 
Nowadays there are a number of NWP models in operation, a summary of which is given in 
Table 5-1. 
Table 5-1 Numerical weather prediction models in current use (Bray, 2008) 
Model name Model Vertical coordinate Domain General resolution type system 
UM Grid 31 hybrid sigma- Global & 60 km global; (UK MET Office's Unified 
model) point pressure levels mesoscale 10 km mesoscale 
GEM 58 hybrid isentropic- Global & 15 km regional; (Global Environmental Spectral 
Multiscale model) sigma levels regional 0.45°lon 0.30
0 1at global 
ECMWF 60 hybrid sigma-(European Centre for Medium- Spectral Global 511 waves! 26 km 
range Weather Forecasts) pressure levels 
WRF Grid eta or sigma Mesoscale (Weather Research and 10km 
Forecasting model) point coordinates & regional 
NOGAPS 30 hybrid sigma-(Navy Operational Global Spectral Global 239 waves! 56 km 
Atmospheric Prediction System) pressure levels 
MM5 Grid (Fifth-Generation NCAR! PSU point 42 pure sigma levels Mesoscale 10km Mesoscale Model) 
RUC Grid 50 hybrid isentropic- Regional 20km (NOAA Rapid Update Circle) point sigma levels 
COSMO Grid Generalised terrain- Meso-to-(Consortium for Small Scale point following height micro 1O-lkm Modelling) coordinates scale 
Many improvements have been made to the NWP models to account for the complicated 
atmospheric dynamics they simulate. However. improvements of the observations used to 
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initialise these models have not kept up. The nonlinear components of the model are sensitive 
to errors introduced by model inputs causing significant uncertainties in model outputs. 
5.3 Principles and functions of the NWP model 
5.3.1 The primitive equations 
The foundations for the NWP models are based on numerical solutions to equations used to 
describe the dynamics of the atmosphere. The atmosphere is described as a set of partial 
differential equations, and is know mathematically as an initial value problem. Most of the 
weather occurs in the troposphere where there are no lateral boundaries. Consequently, the 
weather has to be modelled globally even though some weather phenomena are taking place 
on a more regional scale. Local area models (LAM) which are embedded in the global scale 
have been developed to address the regional weather events. The following five equations can 
be used to govern the fundamental changes in the motion and thermodynamics of the 
atmosphere (Perkey, 1986). They can represent a simplified set of the actual equations used 
in the NWP models. 
Wind forecast equations: 
au au au au oZ 
-=-U--V--(J)-+ jv-g-+F 
at Ox Oy op Ox x 
Ov Ov Ov Ov Oz 
-=-U--V--(J)-+ ju-g-+F 
at Ox Oy op Oy y (5-1) 
where x, y, z are spatial coordinates, t is the time coordinate, U and v are the x and y 
components of the wind speed, (J) is vertical speed, p is pressure, g is the gravity, j is the 
Coriolis parameter, and Fx and Fy are the x, y component of surface friction. 
Continuity equation: 
au Ov o(J) 
-+-+-=0 Ox Oy op 
Temperature forecast equation: 
aT aT aT aT RT H 
-=-u--v--m(---)+-
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where T is temperature, R is the gas constant for air, cp is the specific heat at constant pressure, 
and H accounts for processes such as radiation and mixing, etc. 
Moisture forecast equation: 
oq oq oq oq 
-=-u--v--m-+E-P 
ot ax Oy op 







These equations are derived from the complete set of conservation laws of momentum, mass, 
energy and moisture. It should be mentioned that the isobaric coordinates are adopted in these 
simplified equations. However, most NWP models use other vertical coordinate systems to 
improve accuracy and simplify computations. More information about the vertical coordinate 
system is introduced in Section 5.3.3. Moreover, Eqn. (5-2) is used to calculate the vertical 
motion in hydrostatic models without considering buoyancy effects; non-hydrostatic models, 
on the other hand, use a combination of horizontal divergence and buoyancy to determine 
both the vertical motions and vertical accelerations. Due to the complexity of the governing 
equations, numerical methods such as the finite difference methods (Morton and Mayers, 
2005) are implemented, which introduces errors in NWP models. Empirical approximations 
of F, E, P and H (surface friction, evaporation, precipitation and diabatic heating terms) are 
also made to account for processes which occur at a spatial resolution too small to be 
modelled but whose impact on the weather is too significant to be ignored. 
5.3.2 Model types 
The NWP models are either grid point models or spectral models. Both two kinds of models 
are based on the same set of equations, but the equations are solved in different ways. As a 
result, different errors are associated with the two types of models. Grid point models 
characterise data at discrete fixed points; whereas spectral models transform data into a series 
of waves, and after apply the model equations, waves are transformed back to geographical 
coordinates. Spectral models such as GFS (Global Forecast System) and NOGAPS (Navy 
Operational Global Atmospheric Prediction System) can provide smoother and longer-range 
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forecasts and allow the calculation of horizontal gradients precisely from the wave 
representations. Grid point models, such as MM5 (Fifth-Generation NCAR! PSU Mesoscale 
Model) and WRF (Weather Research and Forecasting model) have to employ numerical 
methods such as the finite difference methods in order to solve the model equations. Such 
methods induce truncation errors when calculating gradients and other high order derivatives. 
Neither model type has any direct consequences upon the size of the model domain or on its 
horizontal and vertical resolutions. 
The NWP models can also be hydrostatic or non-hydrostatic. The weight of the overlying 
atmosphere has an effect on the atmospheric pressure which decreases logarithmically with 
height. Air density and temperature also affect the rate of the pressure decrease. Hydrostatic 
models assume the weight of the atmosphere and the vertical pressure coordinate are in 
balance. This assumption is valid for synoptic and planetary scale systems and some 
mesoscale events which are not controlled by the buoyancy, e.g., orographic precipitation, 
boundary-layer wind, jet intensity and location. Hydrostatic models must account for events 
such as convection by using statistical parameterisations which estimate the changes in 
temperature and moisture caused by non-hydrostatic processes. Non-hydrostatic models take 
into account the vertical accelerations due to buoyancy which gives them the ability to more 
accurately forecast the development of mesoscale convective systems and the propagation of 
outflow boundaries. Moreover, the thermodynamic processes that occur within deep 
convection can only be explicitly modelled by non-hydrostatic models. 
5.3.3 Model resolution and coordinates 
Horizontal resolution affects the representation of the earth's surface which has an impact on 
the physics used to drive the processes in the surface layer. For a grid point model the term 
'resolution' refers to the spacing between the grid points whereas for a spectral model it is the 
number of the waves which can be resolved. A model is considered high or low resolution 
depending on its purpose. For example, a 100-500 m resolution would be considered 
necessary for a storm scale model, whereas a 20-50 km resolution would be considered high 
resolution for a global model. However, the 'high resolution' always remains to be a relative 
concept. since NWP models continue to develop. Events with the same resolution as the 
model are unlikely to be depicted. The smallest features that can be accurately represented 
are several times larger than the grid 'resolution'. 
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Vertical resolution also has a strong effect on how the terrain is represented and how the 
model copes with weather events caused by the interaction between the atmosphere and the 
terrain. Whether a NWP model is grid point or spectral, the atmospheric domain is always 
divided into discrete layers. The model simulation of atmospheric processes does not occur 
on a given layer; rather it is an average over each of the adjacent layers. The vertical 
resolution affects how the atmosphere is depicted. It is usual for the layers to vary in 
thickness: thinner layers occurring close to the earth's surface and becoming progressively 
thicker layers higher into the atmosphere. 
The choice of vertical coordinates determines whether the bottom model atmosphere layer 
intersects with the model surface or not. This in tum has an impact on the surface physics 
which interact with adjacent layers higher in the model atmosphere. Most NWP models use 
either sigma coordinates (Figure 5-1) or eta coordinates (Figure 5-2), while some models use 
a hybrid system of either sigma or eta combined with the isentropic (theta) coordinates 
(Figure 5-3). Both sigma and eta coordinates are derived from the pressure coordinates. The 
equations of motion are in their simplest form when written in terms of pressure coordinates. 
As such the pressure coordinate system would be a natural choice were it not for the 
coordinates intersecting mountains and producing discontinuities. 




where P is the pressure at a given level and ps is the pressure at the earth's surface. The 
lowest sigma level, q = I, follows the topography of the earth's surface, while the highest 
level, q = 0, is at the model top. Since the sigma coordinates are related to the pressure, the 
equations of motion are not oversimplified and can be coded quite easily. Nevertheless, the 
wind simulation can be problematic over sigma sloping surfaces. The equations governing 
wind rely on accurate calculation of the Pressure Gradient Force (PGF). Errors are introduced 
into the PGF calculation due to the approximation of lapse rate, occurring at a point between 
the pressure surfaces. The accumulation of approximation induced errors is not significant for 
gentle slopes, but mountainous regions can produce large errors. Furthermore, mountain 
slopes are smoothed by sigma coordinates so that the representation of the true surface 
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elevation is not always accurate, leading to misrepresented surface pressure and incorrect 
temperature and moisture simulation. 
Horizontal topography 
Figure 5-1 Sigma coordinates (www.meted.ucar.edu) 
In order to overcome the errors associated with the sigma coordinate system, the eta system 
was introduced in 1980s. It is similar to the sigma system in that it is derived from pressure, 
while the lowest level coincides with the mean sea level pressure but not the surface pressure. 
The sigma coordinates conform naturally to the sloping terrain, whereas in the eta system the 
bottom atmospheric layer is represented as a 'flat step' in a grid box. This prevents the 
interpolation errors between layers associated with the sigma coordinates in sloping terrains 
(Mesinger et aI. , 1988; Janjic, 1990, 1994). Since the representation of the terrain using eta 
coordinates is ' stepped ', sloping surfaces cannot be represented accurately, valleys must be 
broadened or filled in , and the vertical detail is lost; all these have implications for downslope 
wind events (Staudenmaier and Mittlestadt, 1997). Furthermore, the depth of layers increases 
with elevation and some layers are below ground, therefore fewer layers can be used in high 
regions. The boundary level processes over high terrain are not so well represented as those 
closer to the sea level, unlike the sigma coordinate system where the vertical depth of the 
lowest layer is more uniform across the model domain. The definition of the eta coordinates 
are shown as follows: 




where p,{zs) is the standard pressure at surface, Pr(ZO) is the standard mean sea level pressure 
and PI is the pressure at the top of the model. 
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Horizontal topography 
Figure 5-2 Eta coordinates (www.meted.ucar.edu) 
Potential temperature could provide a good basis for a coordinate system since most flow in 
the atmosphere is isentropic. However, isentropic surfaces move up and down through out the 
day. They are not available at all times and they intersect the earth's surface. In addition, 
diurnal heating can cause isentropic surfaces to appear more than once in a ertical profile. 
For these reasons, solely isentropic coordinates have not been implemented in any NWP 
model although some models, e.g., Rapid Update Circle combine isentropic coordinates with 
sigma coordinates to form a hybrid coordinate system. 
Horizontal topography 
Figure 5-3 Isentropic coordinates (www.meted.ucar.edu) 
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Early NWP models used only two to six layers to model the atmosphere, while nowadays the 
models can by run with up to 50 layers. It is usual to vary the vertical resolution so that a 
finer resolution is available to capture certain atmospheric processes in the part of the 
atmosphere where they occur. For example, a finer resolution is used near the earth's surface 
to capture processes related to heat and moisture transfer from the ground to the air. Optimum 
placement of layers depends on the weather events of interest, which may vary from season 
to season and from one geographic region to another. 
5.3.4 Boundary conditions 
Boundary conditions of a NWP model play an important role in determining the ability of the 
model to resolve features. The bottom boundary of all models is the interface between the 
atmosphere and the model topography, and the top boundary is usually above the tropopause. 
Global models only have vertical boundaries but LAMs have both lateral and vertical 
boundaries. The NWP model with larger domains, e.g., a global model, is used to generate 
the lateral boundary conditions for the LAM, if no observed data is available. Problems arise 
when the physical parameterisation and the dynamics of the larger domain model are 
different to that of the smaller domain model. Further complications arise when coordinates 
and resolutions are different. Since a larger domain model usually have a coarser resolution 
than the LAM, the small scale features and processes are easily missing from the boundary 
conditions and consequently can not move into the smaller domain. In order to reduce the 
effect of the boundary errors, the boundaries should be placed well outside the area of interest. 
5.3.5 Precipitation and cloud parameterisations 
Since this PhD work focuses on using the NWP model to generate rainfall forecasts, it is 
important to understand how the NWP models deal with the complex processes of cloud 
formation and precipitation. A NWP model uses forcing fields of wind, vertical motion, 
moisture, and temperature advection to determine the amount of precipitation, while the 
temporal and spatial distribution of the precipitation is handled by the parameterisation 
schemes, i.e., the precipitation and cloud parameterisation (PCP) and the convective 
parameterisation (CP). 
The PCP scheme is originally based on the relative humidity: when the saturation threshold is 
reached, excess moisture is transformed into precipitation. Later, the PCP schemes have 
progressed to include the prediction of cloud water by implementing the inferred cloud, 
simple cloud or complex cloud schemes. Unlike the inferred cloud, simple cloud schemes do 
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not hold all moisture as vapour; rather some moisture is condensed into cloud. However, the 
precipitation falls instantly in both two schemes. Complex cloud schemes attempt to model 
the internal cloud processes and directly predict the hydrometeors. Therefore, the modelled 
precipitation is more realistic, falling over several time steps. However, the modelling time 
and the computer memory are greatly increased. Problems are encountered when the PCP 
scheme is used alone to eliminate the atmospheric instability by grid-scale vertical motion. 
Too much latent heat is released in the lower troposphere, lowering pressure and increasing 
moisture and vertical motions. A dynamic feed back response is thus induced leading to the 
over forecasting of the precipitation amount. The CP scheme is used to redistribute the 
temperature and moisture in the grid column in an effort to reduce the instability, and 
therefore to prevent the PCP scheme from creating overly large scale convection (Kuo, 1974; 
Grell et aI., 1991; Molinari and Dudek, 1992; Molinari, 1993). 
5.4 The mesoscale NWP model 
Traditional NWP models are capable of replicating synoptic meteorological properties, i.e., 
features in excess of two thousand kilometres, such as troughs, ridges, highs, and lows, etc. 
However, the most severe weather usually occurs at scales too small to be resolved by 
traditional NWP models. Sub-synoptic weather or mesoscale weather (defined in Table 5-2) 
is often induced and in some cases dominated by terrain. Five grid points are required to 
define a feature, which implies that a model with a grid space of 20 km cannot accurately 
generate weather features smaller than 100 km. Therefore, mesoscale models are used which 
can operate on a finer resolution than traditional NWP models. By increasing the grid 
resolution, the number of grid points in the same area is squared and the time between 
intermediate forecasting steps is decreased. This increase on the demand of computing 
resources limits the mesoscale models to regional areas, and larger domain models are needed 
to supply the mesoscale model with boundary conditions. 
Table 5-2 Definition oftbe mesoscale weatber (Fujta, 1986) 
Nomenclature Dimensions Typical features 
mesoscale alpha 200-2000km 6hr-2day jet streams, small hurricanes, weak 
cyclones, etc. 
local wind fields, mountain winds, land/sea 
mesoscale beta 20-200 km 30 min - 6 hr breeze, mesoscale convective complexes, 
large thunder storms, etc. 
mesoscale gamma 2-20 km 3-30 min most thunderstorms, large cumulus, etc. 
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It is important that the initial set up of the mesoscale model is appropriately made in order to 
prevent errors due to the 'spin-up' effect, the boundary conditions and the non-hydrostatic 
processes. Mesoscale models need some time to achieve dynamic balance, building up 
vertical motions and divergent circulations until they reach the full speed. This early forecast 
period is referred to as 'spin-up', and often produces inconsistencies in the model physics. 
Concerning the boundary conditions, the area of interest should be placed well away from the 
model boundaries, since the quality of results will decline once erroneous processes from the 
boundary enter this area in the mesoscale model. The effects of non-hydrostatic processes 
become important when feature length and height are approximately equal. For synoptic and 
global NWP models, the hydrostatic assumption is valid since the height of the troposphere, 
approximately 10 km, limits the height of most weather phenomena. However, significant 
non-hydrostatic processes such as convective storms and gust fronts occur at the mesoscale 
level. Realistic simulations of such processes which are only inferred by hydrostatic models 
can be attained from high resolution non-hydrostatic models. 
5.5 Weather Research and Forecasting (WRF) model 
The Weather Research and Forecasting (WRF) model is a numerical weather prediction and 
atmospheric simulation system designed for both research and operational applications. It is 
suitable for a broad span of applications across scales ranging from large-eddy to global 
simulations. Such applications include real-time NWP, data assimilation development, 
parameterised-physics research, regional climate simulations, air quality modelling, 
atmosphere-ocean coupling, and idealized simulations (Skamarock et aI., 2008). The 
development of WRF has been a multi-agency effort to build a next-generation mesoscale 
forecast model and data assimilation system to advance the understanding and prediction of 
the mesoscale weather and accelerate the transfer of research advances into operations. The 
WRF system is regarded as a successor to the MM5 system since the later ceased its 
development. There are two dynamics solvers in the WRF system: the Advanced Research 
WRF (ARW) solver developed primarily at the National Center for Atmospheric Research 
(NCAR), and the NMM (Non-hydrostatic Mesoscale Model) solver developed at the National 
Centers for Environmental Prediction (NCEP). The researches carried out in the PhD study 
are all based on the ARW core of version 3.1, available since April 2008. 
77 
Chapter 5 Numerical weather prediction and the WRF model 
Compared to MM5, the AR W core supports many new features regarding the model 
dynamics and physics options (Xuan, 2007). One of the big differences is that while MM5 
utilise a non-hydrostatic sigma vertical coordinate, a hydrostatic eta coordinate is adopted in 
the ARW solver. There is supportive evidence in the literature (e.g., Mesinger and Black, 
] 992; Mesigner et aI., ] 996) showing that the later has a better performance regarding the 
location of prediction, for example, the precipitation. The WRF model also benefits from 
improved physics representation including micro-physics, cumulus parameterisations, etc., 
especially the land surface physics which includes the option for full vegetation and soil 
moisture. The AR W core also supports both one-way and two-way nesting which make it 
possible to compare with the MM5 results under nearly the same configurations. 
5.5.1 Coordinate system 
WRF is a grid based model, using finite differencing methods to resolve the model dynamics. 
The horizontal grid uses Arakawa-C gird staggering as shown in Figure 5-4, where the U and 
V components of horizontal velocity are normal to the respective faces of the grid cell, and 
the mass/ thermodynamic/ scalar/ chemistry variables are located in the cell centre. 
A terrain-following hydrostatic-pressure eta coordinate is used to define the model's vertical 
levels (Laprise, 1992), donated by '1 and defined as: 
,,= Ph - PhI 
Phs - PhI 
(5-8) 
where Ph is the hydrostatic component of the pressure, Phs and PhI refer to values along the 
surface and top boundaries. '1 varies from a value of 1 at the surface to 0 at the upper 
boundary of the model domain. The number of eta levels normally vary from 10 to 40, which 
follow the model surface and do not have to be evenly spaced, allowing for greater vertical 
resolution where needed. 
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Figure 5-4 Arakawa-C grid staggering for a portion of a parent domain and an imbedded nest 
domain with a 3:1 grid size ratio ( kamarock et aI., 2008) 
Note: The solid lines donate coarse grid cell boundaries, and the dashed lines are the boundaries for 
each fine grid cell. The horizontal components of velocity (U and V) are defined along the normal cell 
face, and the other variables (8) are defined at the centre of the grid cell (each square). The bold 
typeface variables along the interface between the coarse grid and the fine grid define the locations 
where the special lateral boundaries for the nest are in effect. 
5.5.2 Nesting options 
A procedure of nesting smaller domains with progressively finer resolution provides a 
method of obtaining higher resolution boundary and initial conditions for the innermost 
domain the area of interest, than those provided directly from the synoptic or global model. 
Nested grid simulations can be produced using either one-way ne ting or two-way nesting in 
the WRF system. The one-way and two-way nesting option refer to how the coar e grid and 
the fine grid interact. [n both the one-way and two-way imulation modes, the fine grid 
boundary conditions (i.e., the lateral boundaries) are interpolated from the coar e grid 
forecast. In a one-way nest, this is the only information exchange between the grids (from the 
coarse grid to the fine grid). In the two-way nest integration, the fine grid solution replaces 
the coarse grid solution for coarse grid points that lie inside the fine grid. This information 
exchange between the grids is now in both directions (coar e-to-fine for the fine-grid lateral 
boundary computation and fine-to-coarse during the feedback at each coarse-grid time step). 
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Hence, it is named as the two-way nesting. This nesting implementation is in many ways 
similar to the implementations in other mesoscale models, e.g., MM5, the predecessor of 
WRF. However, the major improvement in the WRF's nesting infrastructure is the ability to 
compute nested simulations efficiently on parallel distributed-memory computer systems, 
which includes the support for the moving nested grids. Besides, the spatial refinement ratio 
(the horizontal grid distance of the coarse domain to the fine domain) and the temporal 
refinement ratio (usually but not necessarily the same as the horizontal refinement ratio) can 
be any integer, although there is a little difference in the feedback mechanism from the fine 
grid to the coarse grid when using odd and even ratios. This is different as MM5, in which the 
refinement ratio used for two-way interaction should be kept as 3: 1. 
S.S.3 Lateral boundary conditions 
The lateral boundaries have specified horizontal wind, temperature, pressure and moisture 
fields. Microphysical fields, such as clouds, can also be specified if available. These fields 
ultimately originate from a global NWP model, but can be enhanced with observation 
analysis where available. To ensure the dynamical consistency when observations are 
incorporated into the model, WRF uses the nudging technique to interpolate the given 
analysis to provide a value towards which the model relaxes its solution. Several lateral 
boundary condition options are provided in the WRF system for idealised flows, including 
the periodic, open, and symmetric lateral boundary conditions. Besides, a special lateral 
boundary condition is also available for real-data simulations. For nesting, all fine domains 
use the nest time-dependent lateral boundary condition where the outer row and column of 
the fine grid is specified from the parent domain, as described in Section 5.5.1. The options of 
the lateral boundary are exclusively for use by the coarsest domain. 
S.5.4 Physical parameterisations 
The WRF physical parameterisation schemes fall into several categories regarding the 
microphysics. the cumulus parameterisations. the surface physics. the planetary boundary 
layer (PBL) physics and the atmospheric radiation physics. 
• Microphysics: The microphysics schemes control the processes of the explicitly resolved 
water vapour, cloud and precipitation. The choice ranges from simplified physics suitable for 
idealized studies to sophisticated mixed-phase physics suitable for process studies and 
numerical weather prediction. 
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• Cumulus parameterisations: These schemes are responsible for the sub-grid-scale effects of 
convective and shallow clouds, containing various adjustment and mass-flux schemes for 
mesoscale modelling. The schemes are intended to represent vertical fluxes due to unresolved 
updrafts and downdrafts and compensating motion outside the clouds. Some schemes 
additionally provide cloud and precipitation field tendencies, and future schemes may provide 
momentum tendencies due to convective transport of momentum. The schemes all provide 
the convective component of surface rainfall. 
• Surface physics: The surface layer schemes calculate friction velocities and exchange 
coefficients that enable the calculation of surface heat and moisture fluxes by the land-surface 
models and surface stress in the planetary boundary layer scheme. The multi-layer land 
surface models could range from a simple thermal model to full vegetation and soil moisture 
models, including snow cover and sea ice. 
• Planetary boundary layer physics: The PBL schemes determine the flux profiles within the 
well-mixed boundary layer and the stable layer, and thus provide atmospheric tendencies of 
temperature, moisture (including clouds), and horizontal momentum in the entire atmospheric 
column. The options could be turbulent kinetic energy prediction or non-local-K schemes. 
• Atmospheric radiation physics: The radiation schemes provide atmospheric heating due to 
radiative flux divergence and surface downward longwave and shortwave radiation for the 
ground heat budget. Longwave and shortwave schemes with multiple spectral bands and a 
simple shortwave scheme suitable for climate and weather applications are provided in WRF. 
5.5.5 Major features of the ARW solver 
As a conclusion, the main features of the AR W solver that is used in this PhD study are 
summarised as follows, including the coordinates, the nesting options and the boundary 
conditions introduced above and other features that make WRF distinct from its predecessors. 
• Governing Equations: Fully compressible, Euler non-hydrostatic with a run-time 
hydrostatic option available. They are also conservative for scalar variables. 
• Prognostic Variables: Velocity components u and v in Cartesian coordinate, vertical 
velocity w, perturbation potential temperature, perturbation geopotential, and perturbation 
surface pressure of dry air. Optionally, the turbulent kinetic energy and any number of scalars 
such as water vapor mixing ratio, rainl snow mixing ratio, cloud water/ ice mixing ratio, and 
chemical species and tracers, are also prognostic variables. 
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• Vertical Coordinate: Terrain-following, dry hydrostatic-pressure, with vertical grid 
stretching permitted. Top of the model is a constant pressure surface. 
• Horizontal Grid: Arakawa C-grid staggering. 
• Time Integration: Time-split integration using a 2nd or 3rd-order Runge-Kutta scheme with 
smaller time step for acoustic and gravity-wave modes. The variable time step capacity is 
available in operation. 
• Spatial Discretization: 2nd to 6th-order advection options in both horizontal and vertical 
directions. 
• Turbulent Mixing and Model Filters: Sub-grid scale turbulence formulation in both 
coordinate and physical space. The core enables divergence damping, external-mode filtering 
and vertically implicit acoustic step off-centering. 
• Initial Conditions: Three-dimensional for real-data, and one, two and three-dimensional for 
idealized data. Digital filtering initialisation (DFf) capability is available for real-data cases. 
• Lateral Boundary Conditions: Periodic, open, symmetric, and specified options available. 
• Top Boundary Conditions: Gravity wave absorbing (diffusion, Rayleigh damping, or 
implicit Rayleigh damping for vertical velocity). Constant pressure level at top boundary 
along a material surface . 
• Bottom Boundary Conditions: Physical or free-slip. 
• Earth's Rotation: Full Coriolis terms included. 
• Mapping to Sphere: Four map projections are supported for real-data simulation: polar 
stereographic, Lambert conformal, Mercator, and latitude-longitude (allowing rotated pole). 
Curvature terms included. 
• Nesting: One-way interactive, two-way interactive, and moving nests. Multiple levels and 
integer ratios are supportable. 
• Nudging: Grid (analysis) and observation nudging capabilities available. 
• Global Grid: Global simulation capability using polar Fourier filter and periodic east-west 
conditions. 
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5.5.6 Components of the WRF modelling system 
The components of the WRF modelling system is shown in Figure 5-5. Besides the external 
data sources there are four major parts of programs in the system, i.e. , the WRF model (using 
either the ARW or the NMM solver), the pre-processing system (WPS) the post-processing 
& visualisation tools, and the model-space variational data assimilation system (WRF-Var). 
As introduced, the AR W / NMM core is the key component of the modelling system, which is 
composed of initialisation programs for idealised and real-data simulations and numerical 
integration programs. The WPS is a pre-processing system of the WRF model primarily used 
for real-data simulations for defining the simulation domains, interpolating terrestrial data 
(e.g., terrain , landuse and soil types) to the simulation domains, degribbing and interpolating 
meteorological data from another model to the defined domains. Several programs are 
supported for post-processing and visual ising the WRF outputs, which includes RlP4 (based 
on NCAR Graphics), NCL (NCAR Graphics Command Language), ARWpost (converter to 
GrADS and VisSD), WPP (NCEP WRF Post-Processor) and VAPOR (Visualisation and 
Analysis Platform for Ocean, Atmosphere and Solar Researchers). The program of MET 
(Model Evaluation Tools) is especially designed for evaluation of the WRF outputs and 
contains a variety of verification techniques. The data assimilation utility, WRF-Var, is 
optional in the WRF modelling system, which can be used to ingest observations into the 
interpolated analysis created by WPS; it can also be u ed to update WRF model 's initial 
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Figure 5-5 The WRF modelling system flow chart (Skamarock et aI., 2008) 
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5.6 Conclusions 
Nowadays the challenges faced by the NWP models are still significant. Not all atmospheric 
events can be accounted for by an equation since some processes such as precipitation and 
cloud formation are not completely understood, or are too complex to be resolved at present. 
Furthermore, uncertainties exist in model predictions, not only due to errors in input data, but 
also to the chaotic nature of the atmosphere. Lorenz (1963, 1969a. I 969b ) demonstrated that 
the limit of predictability would be no more than two weeks for a perfect model with perfect 
observations. Nevertheless, the NWP models form a major constituent of weather forecasts 
including severe weather warnings. Accurate prediction of precipitation at a regional level 
coupled with real-time weather monitoring could give authorities enough time to evacuate 
and protect areas which are suspected to flood. 
It should be mentioned that the nonlinear equations in the NWP model governing the 
atmospheric dynamics are quite sensitive to the initial conditions of the system (Lorenz, 
1963). Since the initial and lateral boundary conditions of the mesoscale NWP models are 
provided by larger scale models, the uncertainties inherited in larger scale models can also be 
propagated to mesoscale models (Xuan et aI., 2009). Therefore, weather prediction using the 
NWP models can involve considerable uncertainties. In operational application, the ensemble 
forecasting method using the NWP model is normally applied. The NWP model is run 
separately over a probabilistically generated ensemble of initial conditions. each of which 
represents a plausible and equally likely state of the atmosphere. In that case the future state 
of the atmosphere can be represented by the statistics of the ensemble. In this PhD work, the 
investigations using the newest-generation mesoscale NWP model, WRF, is carried out on a 
deterministic way. However, the findings and conclusions could be further transferable to 
ensemble forecasting using the WRF model. In the next three chapters, the reliability of the 
WRF model is investigated in providing catchment-scale rainfall predictions for real-time 
flood forecasting. Chapter 6 investigates the sensitivity of the WRF model in rainfall 
simulation to different domain configurations and storm types. Then with a detailed 
instruction on the utilisation of the three-dimensional data assimilation system (WRF-3DVar) 
in Chapter 7, Chapter 8 generates the real-time updated rainfall forecasts by assimilating the 
radar reflectivity and NCAR surface/ upper-air observations, which are readily to be used for 
real-time flood forecasting. 
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Chapter 6 
Sensitivity of the WRF model to domain 
configurations and storm types 
6.1 Introduction 
Nowadays, the performance of the WRF model has been validated through increasingly more 
applications in the meteorological area (e.g., Done et aI., 2004; Davis et aI., 2006; Kain et aI., 
2006; Etherton and Santos, 2008; Molders and Kramm, 20 10). However, since rainfall 
process is highly related to the topography and various climatic elements, rainfall simulation 
and forecasting using mesoscale NWP models has long been recognised as one of the most 
different tasks among all the meteorological variables (Toth et aI., 2000). Recent studies have 
shown that the WRF model has a good potential for capturing some features of rainfall, e.g., 
the rainfall timing, location and evolution, however, for capturing the amount of rainfall, the 
results are still not ideal (Chang et aI., 2009; Hong and Lee, 2009; Shem and Shepherd, 2009; 
Chen et aI., 2010). Besides the uncertainties in the initial conditions, the limited knowledge 
regarding the rainfall process and the problematic cloud microphysics, (Fowle and Roebber, 
2003; Fritsch and Carbone, 2004), reasons for the unsatisfactory performance of the WRF 
model in rainfall modelling have also been found related to the sensitivity of the model 
performance with regard to the configurations of the domain size and the grid spacing 
(Knievel et aI., 2004). 
As early as its previous generation, the MM5 model, attentions have been drawn to the 
relationship between the model accuracy and the resolution of the domain. A flood event 
caused by a serious Pacific storm in southwest Washington and northwest Oregon was 
simulated in the study of Colle and Mass (2000) at 36, 12, 4 and 1.33 km horizontal 
resolutions using the MM5 model. It was found there was a significant improvement in the 
rainfall forecasts as the grid spacing was decreased from 36 to 4 km; but the increasing 
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resolution from 4 to 1.33 km did not produce a significant improvement across the entire 
domain, with only some improvements in a few specific regions. Knievel et al. (2004) 
evaluated the rainfall simulation using a prototype version of the WRF model for 
conterminous United States during the summer period. The results showed that simulations at 
different resolutions did produce different results with the 4 km results being superior to the 
22 km and the 10 km results. Wang et al. (2006) investigated the nesting techniques of the 
WRF model on the mesoscale simulation of a Meiyu front severe rainfall storm which 
happened in the Huaihe River basin of China. The results indicated that the simulated rainfall 
on a finer resolution domain was closer to the real rainfall and that there was an obvious 
improvement in the simulated distribution of the storm area and the position of the storm 
centre. Chang et al. (2009) coupled the WRF model with different land surface models to 
simulate a record-breaking heavy rain event occurred over Mumbai. India with the amount of 
24hr rainfall exceeding 944 mm, the results of which showed a high sensitivity to the grid 
spacing with finer grids leading to higher rainfall. All these studies generally indicate an 
improvement of the rainfall simulation or forecast with the increase of the spatial resolution. 
However, it might be asked to what extent could the WRF model provide further improved 
results? Downscaling from coarse resolution global data to a finer resolution at the catchment 
scale is normally realised by running the mesoscale model with multiple nested domains of 
decreasing domain size and grid spacing. As mentioned in the previous chapter. for MM5. the 
fixed ratio of 1:3 is necessary for any two-way nesting configuration. while in the WRF 
model, the domain setting is more flexible and there is no longer any restriction on the 
downscaling ratio. However, up until now most studies still use the recommended ratio of 1:3 
in the WRF model. Will this always be the most appropriate ratio for the mesoscale NWP 
models? By intuition. it is assumed that the downscaling process should be done gradually 
from the outermost to the innermost domain, thus a moderate downscaling ratio is probably 
the best choice in order to get more appropriate downscaled results. So could alternatives or 
more appropriate downscaling ratios exist other than the most commonly used ratio of 1:31 
Such questions regarding the domain configurations for the WRF model need to be answered 
before it is used to downscale the rainfall products from the global NWP systems. 
Since the quantity of rainfall is one of the most difficult variables for a mesoscale NWP 
model to handle. most studies only focused on the synoptic analysis of some specific storm 
events with large intensities. Therefore. there is a lack of quantitative verification of the 
model performance in rainfall modelling and no sensitivity analysis is carried out regarding 
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different stonn types. In this chapter, eight stonn events are selected from the Brue catchment 
with the same durations of 24 hours. These are used to perfonn a sensitivity study of the 
WRF perfonnance to different domain settings and various stonn types. A two-dimensional 
verification scheme is proposed to evaluate the perfonnance of the WRF model in both the 
temporal and spatial dimensions. The verification scheme includes a first level verification by 
using the categorical indices and a second level verification by the continuous indices for a 
more quantitative evaluation of the model perfonnance. The sensitivity analysis is divided 
into two parts. First, five domain configuration scenarios are designed with gradually 
changing downscaling ratios and different grid spacing. The scenarios are then applied to the 
eight stonn events to find out the best one with the most appropriate downscaling ratio. The 
perfonnance of the WRF model in different domains with a certain scenario is also compared 
so as to explore the improvement of the downscaling results with respect to the increase of 
the grid spacing or the decrease of the spatial resolution. In the second part of the sensitivity 
analyses, the eight events are categorised into four main stonn types based on variability of 
the spatial and temporal distributions of the rainfall observations. The perfonnance of the 
WRF model is investigated and further compared based on different stonn types. The purpose 
of this chapter is to search for some general guidance on the domain settings (including the 
downscaling ratio, the grid spacing and the domain size) of the WRF model and to provide an 
insight into the limitations of the model perfonnances in reproducing different types of storm 
events, before it is used to provide rainfall products for the real-time flood forecasting system. 
6.2 WRF configuration and verification 
6.2.1 Initial conditions and parameterisations 
The numerical experiments are conducted with the Advanced Research WRF model (AR W) 
Version 3.1. The 40 year Re-Analysis data from ECMWF (ERA-40) are used to drive the 
WRF model for the 24hr rainfall simulations of the eight events. The reanalysis data have 
been conditioned by a wide range of remote-sensed observations (e.g., data from weather 
balloon, radio sonder, satellite and ground based measurements, etc), which have become one 
of the most important data sources for scientific and application communities (Betts, 2005; 
Graversen et aI., 2007). Due to the similar configuration steps of the WRF model, the main 
conclusions from this chapter can be transferable for the usage of the forecast products from 
the global NWP models. The initial lateral and surface boundary conditions derived from the 
ERA-40 data have a horizontal resolution of 10 xi O and are updated every 6 hours. For the 
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vertical coordinates, all domains are comprised of 28 vertical pressure levels with the top 
level set at 50 hPa. 
As mentioned, the WRF model provides options for different physical parameterisations such 
as the boundary layer, the convection and radiation schemes. etc. In order to focus on the 
effect of the domain configurations and the downscaling ratios. the most extensively used 
parameterisations are applied for all the numerical experiments. The main physics packages 
include the WRF Single-Moment 3-class (WSM3) microphysics scheme (Hong et al.. 2004), 
the new Kain-Fritsch cumulus parameterisation scheme (Kain. 2004). the Yonsei University 
planetary scheme for the planetary boundary layer (Hong et al.. 2006). the Dudhia shortwave 
radiation scheme (Dudhia, 1989), and the Rapid Radiative Transfer Model (RRTM) 
longwave radiation scheme (Mlawer et aI., 1997). Other physics options include the Monin-
Obukhov scheme (Monin and Obukhov, 1954) for the description of the surface layer and the 
Pleim-Xiu Land Surface Model (Xiu and Pleim, 2001) to present the land surface physics. 
For advection, the recommended schemes are adopted, i.e., the 5th and 3rd orders of the 
spatial discretization of the flux divergence are respectively used for horizontal and vertical 
advections (Skamarock et aI., 2008). 
6.2.2 The two-dimensional verification scheme 
To fully evaluate the performance of the WRF model, a two-dimensional verification scheme 
is proposed. Two types of traditional verification indices, i.e., the categorical and continuous 
indices (Stanski et al., 1989; Jolliffe and Stephenson, 2003; Willes, 2006) are calculated in 
both the spatial and temporal dimensions. The categorical verification indices involve the 
probability of detection (POD), the frequency bias index (FBI), the false alarm ratio (FAR) 
and the critical success index (CSl). The calculations of the categorical indices are shown by 
the following equations and the rainfall contingency table (defined in Table 6-1). 
fd .) 1 of RR; POD (probability 0 etectlon = N ~ RR 
is) ,+NR, 
(6-1) 
. . d) 1 of RR, + RN FBI (frequency bias In ex =-~ , 
N i-I RR, + NR; 
(6-2) 
1 N RN 
FAR (false alarm ratio) = -L ' 
N ; .. 1 RR; + RN, 
(6-3) 
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Considering the data quality of the Wardon Hill radar used in this study, only the rain gauge 
observations are used to verify the WRF outputs in this chapter. However, the methodology 
of calculating the verification indices can be transferable to grid-based observations (e.g., the 
radar data) by replacing the concept of rain gauges with grids in the above equations. For the 
calculation of the categorical indices in the spatial dimension, the results of the WRF model 
are first compared with the observations of the rain gauges at each time step i, and then the 
values of the categorical indices at all the time steps are averaged to produce the final 
verification results. Therefore in Eqns. (6-1) - (6-4), N refers to the total time steps of the 
simulation run. On the other hand, for the verification in the temporal dimension, the indices 
are first calculated using the time series data of simulations and observations at each rain 
gauge i, then the averaged index values of all the rain gauges are regarded as the final 
verification results. Thus instead of the simulation time steps, N represents the total number 
of the rain gauges in Eqns. (6-1) - (6-4) for temporal verification. 
The categorical indices can only provide a general evaluation of the model performance 
based on the correctness of the occurrence of the simulated rainfall, while for a more 
quantitative calculation of the simulation error, continuous indices are needed. The statistics 
for the continuous verification indices are chosen as RMSE, MBE and SD, described by Eqns. 
(6-5) - (6-7). 
1 M 
RMSE (root mean square error) = - I (S j - OJ Y 
M j=1 
1 M 
MBE(mean bias error) =-:L(Sj -OJ 
M jE\ 
SD (standard deviation) = _1 -:t (S j - OJ - MBE Y 
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For spatial verification of the WRF model using continuous indices .• ~ and OJ are the 
simulated and observed rainfall accumulations at each rain gauge j during the whole storm 
event, (M in Eqns. (6-5) - (6-7) refers to the total number of the rain gauges); while for the 
temporal verification, 8.J and OJ are the simulated and observed average areal rainfall at each 
time stepj (Mrefers to the total number of the time steps in the stonn event). The final values 
of RMSE, MBE and SD in the two dimensions are represented as percentages of the mean 
values of the corresponding observations. Since the random errors would be cancelled out 
with time during the rainfall-runotT transfonnation, the bias index MBE. which is more 
representative of the error of the total rainfall amount, is thus crucial for water management 
and real-time flood forecasting. The other two indices of SD (representing the random errors 
and the overall variability of the rainfall time series) and RMSE (where random errors could 
be accumulated during the calculation) are less important than the MBE. 
6.3 Data and experiment design 
6.3.1 Scenarios of domain configurations 
Five domain configuration scenarios are designed to test the sensitivity of WRF in rainfall 
simulation to ditTerent downscaling ratios and grid spacing. First. triple nested domains are 
centred over the Brue catchment with approximately fixed domain sizes of 900x900, 
300x300 and 60x60 km2, respectively from the outennost domain (Domain I) to the 
innermost domain (Domain 3). The resolution of the innennost domain is fixed with a 
horizontal grid spacing of 1 km. Then four ditTerent downscaling ratios (I: 10. 1:7. 1:5 and 
1 :3) are applied to increase the horizontal resolution from the outennost domain to the 
innermost domain. In other words, the grid spacing, which is fixed at 1 km in the innermost 
domain, is increased by a fixed ratio for the outer domains. The downscaling ratio here refers 
to the grid spacing of the child domain divided by that of the mother domain. The 
downscaling ratio from Domain 1 to Domain 2 and from Domain 2 to Domain 3 is kept the 
same. Taking the ratio of 1: 1 0 as an example, with the grid spacing of Domain 3 fixed at 1 
km, the grid spacing of Domain 2 and Domain 1 is increased to 10 km and 100 km 
respectively by dividing the downscaling ratio of 1: 1 O. Table 6-2 lists the variations of the 
grid spacing and the grid number with the downscaling ratio changing from I: 1 0 to 1:3, 
which are then regarded as the four domain configuration scenarios from Scenario I to 
Scenario 4. It should be mentioned that due to the values of the downscaling ratios, the 
domain sizes of Scenario 2 and Scenario 4 could not be set to exactly the same values as 
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those of Scenario 1 (Le., 900x900, 300x300 and 60x60 km2), but they are made as close as 
possible. It can be seen from Table 6-2 that based on the nearly fixed domain sizes and the 
changing downscaling ratios, a certain domain could have different grid numbers in different 
scenarios. The time steps of the three domains, which also refer to the time intervals of the 
output rainfall series, are set to 3 hours, 1 hour and 15 min, respectively from the outermost 
to the innermost domain and are kept the same for the four scenarios. 
Table 6-2 Configuration scenarios of triplel quadruple nested domains with different grid 
spacing and downscaling ratios 
Scenario and domain Time step Grid spacing Grid Domain size Downscaling (hr) (km) number (km) ratio 
Domain 1 3 100 9x9 900x900 
Scenario 1 Domain2 10 30x30 300x300 1 :10 (SI) 
Domian3 0.25 60x60 60x60 1 :10 
Domain 1 3 49 18x18 882x882 
Scenario2 Domain2 1 7 42x42 294x294 1:7 (S2) 
Domian3 0.25 1 63x63 63x63 1 :7 
Domain 1 3 25 36x36 900x900 
Scenario3 Domain2 5 60x60 300x300 1 :5 (S3) 
Domian3 0.25 1 60x60 60x60 1 :5 
Domain 1 3 9 99x99 891x891 
Scenario4 Domain2 1 3 99x99 297x297 1 :3 (S4) 
Domian3 0.25 60x60 60x60 1 :3 
Domain 1 3 27 55x55 1485xl485 
Scenario5 Domain2 3 9 99x99 891x891 1:3 
(85) Domian3 3 99x99 297x297 1 :3 
Domain4 0.25 60x60 60x60 1 :3 
Note: The downscaling ratio refers to the grid size of the child domain divided by that of its mother 
domain, which varies among 1: 1 0, 1:7, 1:5 and 1 :3. 
It may be noticed that the grid spacing of Domain 1 in Scenario 4 is 9 km and is much 
smaller than the resolution of the original ERA40 data, which is lOx 1 ° and approximately 
100 km of the grid spacing. Since the initial and lateral boundary conditions (ICILBC) of the 
outermost domain are set by interpolating the global data, a larger resolution gap between the 
global data and the outermost domain means less accurate ICILBC, which therefore might 
have a negative impact on the down scaling results of the innermost domain. In order to verify 
that. another scenario is designed as Scenario 5 with quadruple nested domains for a 
comparison with Scenario 4. By keeping the inner triple domains exactly the same as those of 
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gap between the outermost domain and the ERA-40 data in all the other scenarios. Therefore, 
it is noteworthy that the results of configuring WRF with these scenarios not only reflect the 
model's sensitivity to different downscaling ratios, but also to the differences in IC/LBC. 
6.3.2 Storm events 
Eight storm events with the same length of duration (24 hours) are selected from the Brue 
catchments to run the WRF model with the five domain configuration scenarios. The storm 
events are picked with considerable rainfall accumulations during a 24hr period. The 
variability of rainfall distribution in time and space are also considered when choosing the 
events, which are later fully addressed in Section 6.4.2. The durations of the eight events and 
the accumulations of the observed areal rainfall are shown in Table 6-3. The areal rainfall is 
calculated by averaging the observations of the 49 gauges using the Thiessen polygon method 
(Han and Bray, 2006). It should be noted that a spin-up period of 6 hours is added before the 
start of the storm event so that the total running period for each event is 30 hours. The eight 
events are later categorised into four storm types according to the variability of their rainfall 
distribution in time and space. The performances of the WRF model in reproducing the four 
types of storm events are further compared based on the simulation results from the best 
domain configuration scenario. 
Table 6-3 Durations and rainfall accumulations of tbe eigbt 24br storm events 
Event to Stonn start time Stonn end time 24 hour rainfall accumulation (mm) 
a 01102/200004:00 02/02/2000 04:00 23.45 
b 02/04/2000 18:00 03/04/2000 18:00 31.36 
c 05/1111999 06:00 06/1111999 06:00 16.93 
d 24/10/199900:00 25/10/1999 00:00 29.39 
e 07/06/1996 11 :00 08/06/1996 11 :00 21.26 
f 03/08/199413:00 04/08/1994 13:00 22.27 
g 05/08/199710:00 06/08/1997 10:00 30.39 
h 06/09/1995 18:00 07/09/1995 18:00 32.41 
6.4 Sensitivity of the WRF model in rainfall simulation 
6.4.1 Sensitivity to different downscaling ratios 
For hydrological use of the WRF rainfall outputs, the accuracy of the total areal rainfall and 
its temporal variation are important for lumped hydrological models; whereas the spatial and 
temporal rainfall distributions are crucial factors when applied with distributed models. 
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Therefore, both the total rainfall amount and the spatial and temporal distribution of the WRF 
outputs are evaluated in this study. For a more accurate calculation of the rainfall amount 
from the WRF model, the areal rainfall is calculated by averaging the simulated values at all 
the grids located inside the catchment boundary, rather than averaging the point-based values 
extracted at the rain gauge locations. The extracted point-based values at the rain gauges are 
only used for verification index calculations. Table 6-4 lists the rankings of the five scenarios 
based on the performance of the WRF model in the innermost domain. It is of note that most 
of the results have negative errors which indicate an underestimation of the total rainfall. The 
most severe case is Event e, where all the five scenarios fail to give any reasonable result 
with the simulation error reaching up to -100%. The remaining events have acceptable 
rainfall simulations for the rest seven storm events. with the model errors of the best 
scenarios ranging from -0.71 % (S3 for Event b) to -41.35% (S4 for Event d). Overall. 
scenarios S2, S3 and S4 have similar rankings. However. of these scenarios. S3 outperfonns 
the other two, by ranking at the first place on two occasions (for Event a and Event b) and 
having the lowest model errors of -0.79% and -0.71 %. By contrast. S I is the worst scenario, 
ranked last place four times. S 1 has the coarsest downscaling ratio of I: 10. This downscaling 
ratio is steep (downscaling occurs from 100 km to 1 km) and is the likely cause for the poor 
performance of S]. With the exception of Event e and Event f. S5 is always ranked after S4 
for the remaining events. This is an unexpected result since S5 has one more outer domain 
than 84 and intuition dictates that S5 should function better due to a more moderate 
downscaJing gradient. 
Table 6-4 Rankings of tbe five tonflguration Kenarios for tbe simulation of tbe total rainfall 
amount in tbe innermost domain with lkm grid spating 
~ Event ID lst 2nd 3rd 4th 5th 
a S3 (-0.79) S2 (5.50) SI (-13.18) 54 (-14.89) S5 (-43.16) 
b S3 (-0.71) S4 (-1.21) SI (-1.42) S5 (-22.56) S2 (-23.65) 
c S4 (-22.17) S3 (-27.21) S5 (-29.01) S2 (-32.90) SI (-47.88) 
d S4 (-41.35) SI (-44.47) S2 (-47.55) S5 (-54.99) S3 (-56.28) 
e S5 (-98.83) S2 (-99.98) SI (-99.99) S3 (-100.00) 54 (-100.00) 
f S2 (-8.93) S3 (-11.04) S5 (-71.63) 54 (-73.71) SI (-98.62) 
g 54 (-25.80) S3 (49.09) S5 (-53.16) S2 (58.53) SI (228.88) 
h S2 (-24.14) S4 (29.15) S5 (-29.55) S3 (55.28) SI (-73.73) 
Note: Values in the brackets represent the simulation errors as percentages of the observed amounts of 
the 24hr rainfall for each event. 
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For a detailed comparison of the five scenarios regarding the simulation of the rainfall 
distribution, a single event (Event a) is adopted to show the variance of the WRF 
performance in different domains. The consistency of the scenario ranking is also checked for 
the simulations of the rainfall amount and the rainfall distribution in time and space. Since the 
outermost domains of all the scenarios have an output interval of 3 hours (which means the 
rainfall output is written at 0, 3, 6, 9, 12, 15, 18 and 21 UTC each day), for a feasible 
comparison of different domains, simulation results with a duration of 27 hours is used for 
the analysis of Event a, which starts from 01/02/2000 03:00 and ends at 02/0212000 06:00. 
The categorical indices (POD, FBI, FAR and CSJ) together with the continuous indices 
(RMSE, MBE and SD) are calculated for the 27hr duration in both the temporal and the 
spatial dimensions. The values of the two-dimensional indices are presented in Table 6-5 and 
Table 6-6 with respect to different domains and scenarios. 
Table 6-5 Spatial verification indices of Event a for ditTerent domains of the five scenarios 
Scenario and domain 
Categorical indices Continuous indices 
POD FBI FAR CSI RMSE% MBE% SD% 
Domain I 0.88 6.88 0.44 0.56 49.65 -48.41 158.79 
Scenario 1 Domain2 0.71 0.97 0.18 0.63 21.31 -16.68 56.21 
Domain3 0.89 1.85 0.23 0.69 19.62 -14.56 49.45 
Domain 1 0.88 6.38 0.44 0.51 38.55 -36.94 121.40 
Scenario2 Domain2 0.71 0.83 0.18 0.60 12.61 -0.35 12.79 
Domain3 0.91 2.69 0.24 0.69 13.16 3.93 18.07 
Domain 1 0.88 6.38 0.37 0.56 22.30 -18.88 62.94 
Scenario3 Domain2 0.81 5.21 0.30 0.58 12.86 -3.61 17.17 
Domain3 0.91 3.16 0.33 0.63 12.32 -2.30 14.36 
Domain 1 0.75 3.50 0.28 0.56 20.94 -17.22 57.61 
Scenario4 Domain2 0.76 3.02 0.23 0.61 19.33 -15.56 52.23 
Domain3 0.90 3.32 0.29 0.66 19.00 -15.25 51.21 
Domain 1 0.88 6.38 0.37 0.56 48.32 -47.00 154.21 
Domain2 0.88 6.38 0.28 0.63 46.29 -44.46 146.08 
Scenario5 
1.83 Domain3 0.71 0.23 0.60 45.82 -44.17 145.06 
Domain4 0.88 1.79 0.28 0.65 45.64 -44.01 144.54 
Higher POD and CSI indices together with lower values of FBI, FAR and the three 
continuous indices of RMSE, MBE and SD indicate a better performance of the WRF model. 
Considering the spatial verification indices in Table 6-5, it can be seen that for all the 
scenarios, there is an overall improvement from the outermost to the innermost domain with 
the increase of CSI, POD and decreasing values of FBI, FAR, RMSE, MBE and SD. For the 
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comparison between different configuration scenarios, it should be mentioned that only the 
innermost domains (Domain 4 for S5 and Domain 3 for S I-S4) have the same horizontal 
resolution (lkm grid spacing), which is comparable among the five scenarios. All the other 
domains of different scenarios are not compared since they have different resolutions. By 
comparing the indices of the innermost domains, S3 is found to be the best scenario, having 
the lowest values for all of the three continuous indices. Although the categorical indices of 
S3 do not show its superiority over the other scenarios, as mentioned before, the categorical 
indices can only measure the correct occurrence or non-occurrence of simulated rainfall, 
which are less reliable thus not decisive compared to the continuous indices. 
Table 6-6 Temporal verification indices of Event a for different domains of the five scenarios 
Categorical indices Continuous indices 
Scenario and domain 
POD FBI FAR CSI RMSE% MBE% SD% 
Domain) 0.99 1.61 0.38 0.62 79.35 -48.41 66.39 
Scenario) Domain2 0.99 1.15 0.13 0.86 78.60 -16.68 82.68 
Domain3 1.00 1.25 0.20 0.80 88.95 -14.56 158.87 
Domain I 0.99 1.77 0.44 0.56 79.72 -36.94 74.53 
Scenario2 Domain2 0.99 1.15 0.13 0.86 92.31 -0.35 94.00 
Domain3 1.00 1.30 0.23 0.77 101.33 3.93 107.80 
Domain 1 0.99 1.58 0.37 0.63 104.82 -18.88 108.69 
Scenario3 Domain2 0.99 1.32 0.24 0.75 121.73 -3.61 124.04 
Domain3 1.00 1.40 0.29 0.71 127.35 -2.30 129.61 
Domain) 0.99 1.34 0.26 0.73 127.71 -17.22 133.40 
Scenario4 Domain2 0.99 1.22 0.19 0.81 133.73 -15.56 137.55 
Domain3 0.99 1.34 0.26 0.74 140.34 -15.25 197.04 
Domain) 0.99 1.43 0.30 0.70 87.97 -47.00 78.48 
Domain2 0.99 1.38 0.28 0.72 81.31 -44.46 71.85 
ScenarioS 
Domain3 0.99 1.18 0.16 0.84 84.00 -44.17 101.67 
Domain4 1.00 1.30 0.23 0.77 88.08 -44.01 406.94 
The temporal indices in Table 6-6 reveal different verification results of the WRF model in 
the temporal dimension. In comparing the different domains, the four categorical indices 
together with the MBE show an overall improvement of the model performance from the 
outermost to the innermost domain. This is in line with the conclusion made from the spatial 
verification. On the contrary, the other two continuous indices, RMSE and SD, show an 
increasing trend from the outermost to the innermost domain, indicating a deterioration of the 
downscaling performance in the temporal dimension. It might be noticed that the MBE values 
in Table 6-6 are exactly the same as those in Table 6-5. This is due to the characteristic of the 
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statistic itself. Calculations from two different dimensions can lead to the same results of 
MBE. Therefore, it can be seen that the temporal and spatial aspects of the model bias error 
can not be separated using the MBE index and the values of MBE in Table 6-5 and Table 6-6 
should be interpreted as an overall evaluation of the simulated rainfall distribution in the two 
dimensions of time and sapce. In this case, RMSE and SD are the only two reliable indices 
reflecting the temporal error of the WRF model in different domains and with different 
scenarios. Therefore, with the increasing values of RMSE and SD, it can be concluded that an 
increasing resolution in space may not always guarantee better results in the temporal 
dimension due to the higher variability of the rainfall time series compared to the rainfall 
variability in space. By comparing the model perfonnance of different scenarios in the 
innennost domain, it is interesting to find that the best scenarios identified by different 
indices are not identical. From the values of the categorical indices and RMSE, S I is found to 
be the best, while SD shows the best scenario is S2 and MBE gives it to S3. 
As mentioned before, S5 is designed as a complement to S4 to see whether there is any 
improvement of the model performance by using an additional domain to provide a more 
gradual downscaling gradient from the ERA40 data to the I km resolution. The three domains 
of S4 (Dom I, Dom2, Dom3) are compared respectively with the domains of S5 having the 
same horizontal resolutions (Dom2, Dom3, Dom4). With respect to the spatial indices, 
although the categorical indices of Dom2 of S5 seem to be a little bit better than those of 
Dom3 of S4, all the continuous indices and the categorical ones in the two inner domains of 
S5 show no improvement at all. For the temporal verification, the categorical indices of S5 
are found to be slightly better than those of S4, and the continuous indices RMSE and SD also 
show some kind of improvement (in all the three domains shown by RMSE and in the outer 
two domains of S4 by SD). However, considering the values of MBE in the three domains, 
which is regarded as an overall estimation of the model error in the two-dimensional rainfall 
distributions, in general there is no obvious improvement in S5 compared to S4. Moreover, 
another comparison can also be made between Doml of S5 and Doml of S3, (which have 
similar horizontal resolutions of 27 km and 25 km respectively), to check whether a more 
detailed setting of the inner domains can make any difference to the downscaling. The results 
tum out to be similar to the comparison between S4 and S5, there is no obvious improvement 
shown by the spatial indices but for the temporal verification S5 is slightly improved with 
respect to the categorical indices together with RMSE and SD. 
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Figure 6-2 Cumulative curves oftbe simulated and ob erved catchment areal rainfall of ent a 
in different domains resulted from the five configuration c oario 
Figure 6-2 and Table 6-7 provide another insight into the compari on of the fi\ e nario 
regarding the simulated rainfall accumulations in different domain. able 6-7 pr ent the 
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accumulations of the simulated rainfall and the relative model errors of Event a in different 
domains resulted from the five configuration scenarios, and Figure 6-2 illustrates the rainfall 
cumulative curves of the simulations and observations in different domains. Again, for a 
feasible comparison, the 27hr duration is used for Event a. The simulated areal rainfall in 
different domains is calculated by averaging the WRF values at all the grids located inside 
the catchment boundary; while the observed areal values are obtained by averaging the rain 
gauge observations using the Thiessen polygon method. It can be seen from Table 6-7 that 
the model error decreases for all the five scenarios from the outermost to the innermost 
domain, which reveals an improvement of the model performance in simulating the rainfall 
accumulation during the downscaling process. 
Table 6-7 Accumulations ofthe catchment areal rainfall (mm) simulated in different domains of 
the five configuration scenarios for Event a with a 27br duration 
Scenario I (%) Scenario2 (%) Scenario3 (%) Scenari04 (%) ScenarioS (%) 
Doml 12.14 (-48.21) 14.92 (-36.35) 19.27 (-17.80) 19.54 (-16.66) 12.489 (-46.73) 
Dom2 19.79 (-15.61) 23.68 (0.98) 22.90 (-2.33) 19.90 (-15.15) 13.324 (-43.17) 
Dom3 20.36 (-13.18) 24.74 (5.50) 23.26 (-0.79) 19.96 (-14.89) 13.318 (-43.20) 
Dom4 13.328 (-43.16) 
Note: Values in the brackets represent the model error as percentages of the observed value, which is 
23.45 mm. 
For a further comparison, the rainfall cumulative processes are shown in Figure 6-2. Since the 
output rainfall intervals of both Dom I and Dom2 of S5 are 3 hours. the curves of those two 
domains are shown in Figure 6-2(a), together with the 3hr outputs from the outermost 
domains ofSl-S4. Similarly. results of Dom3 and Dom4 ofS5 are presented in Figure 6-2(b) 
and Figure 6-2(c), respectively. From all the three subfigures. it can be seen that the WRF 
simulated rainfall occurs at the same time as the observed rainfall. For the cumulative curves 
of the innermost domain in Figure 6-2(c). the best one is from S3 which produces almost the 
same cumulative amount as the observations by the end of the 27hr duration with -0.79% 
error (see Table 6-7). However. it should be mentioned that the difference between S3 and S2 
is not obvious since a similar result is achieved by S2 in Dom2 with a model error of 0.98% 
(see Figure 6-2(b) and Table 6-7). As concluded, there is no obvious improvement in the two-
dimensional verification indices of S5 compared to S4. This can be further confirmed by 
Table 6-7 and the cumulative curves in Figure 6-2. S 1, S2 and S3 show improvement of the 
simulated rainfall with finer domain resolution, however. this is not the case with S4 and S5: 
99 
Chapter 6 Sensitivity of the WRF model to domain configurations and stonn types 
no significant difference is found regarding the rainfall accumulations or the cumulative 
curves generated in different domains of S4 and S5, as shown from Table 6-7 and Figure 6-2. 
The most likely reason for this might be the inappropriate domain setting of the two scenarios, 
which will be fully addressed in the Section 6.5.1. 
6.4.2 Sensitivity to different storm types 
The performance of the WRF model in simulating the eight stonn events are compared in this 
section in order to investigate the sensitivity of the model to different types of storm events. 
Considering the better performance of S3 (resulting in the smallest errors of Event a and b 
compared to the other events), simulation results from the S3 scenario are used for all the 
eight events for this comparison. To display the temporal characteristics of the rainfall for the 
eight events, the cumulative curves and the time series bars of the observed and the simulated 
catchment areal rainfall are shown in Figure 6-3. The observed areal rainfall is calculated 
using the Thiessen polygon method while the simulated values are obtained by averaging the 
WRF grid values inside the catchment boundary. The spatial distribution of the total amounts 
of rainfall occurring during the 24hr period of the eight events are shown in Figure 6-4 -
Figure 6-11, respectively for Event a - Event h. The observed rainfall accumulations at the 
rain gauges are shown in subfigures (a), and the I x I km grid-based simulated accumulations 
from the innermost domains are shown in subfigures (b). It should be mentioned that for 
some events, not all the 49 rain gauges worked during the 24hr stonn, so only the valid rain 
gauges and their observed values are shown in the subfigures. 
The eight storm events are categorised into four types according to the variability of the 
rainfall distributions in the spatial and temporal dimensions. Although the storm events can 
also be categorised from the meteorological aspect (i.e., convective, stratiform, etc., which 
are common in meteorological studies), the hydrologists care more about the variations of the 
rainfall quantity in space and time, which have direct impacts in hydrological applications. It 
should also be pointed out that the sensitivity of the WRF model is highly related to the 
parameterisation schemes which might be suitable for one 'storm type' but inappropriate for 
another. Since it is difficult to tell what the best choice is for future, the parameterisation 
schemes are normally fixed beforehand in operational application. The following analyses of 
the WRF sensitivities are made based on the most commonly used parameterisation schemes 
which are fixed for different storm types. 
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Figure 6-3 Time erie bars and cumulative curves of the observed and simulated areal rainfall 
(in the innermost domain) of the eight storm events 
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Figure 6-4 Spatial distribution of (a) observed and (b) simulated rainfall accumulation over the 
catchment during storm Event a (from 01/02/200004:00 to 02/02/2000 04:00) 
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Figure 6-5 Spatial distribution of (a) observed and (b) simulated rainfall accumulation over the 
catchment during storm Event b (from 02/04/2000 18:00 to 03/04/2000 18:00) 
By considering the temporal and spatial variability of the rainfall observations, the eight 
events can be generally categorised into four main types. Event a and Event b have relatively 
even distribution of the rainfall over the whole catchment (see subfigures (a) of Figure 6-4 
and Figure 6-5), and from the time series bars of Figure 6-3(a) and (b) the rainfall inten ities 
of the two events are relatively even and the rainfall occurrence is continuous during a certain 
period of time. These two events can be classified into storm Type I, which is characteri ed 
by an even distribution of rainfall in both temporal and spatial dimensions. It can be een that 
WRF performs the best in simulating and downscaling this type of storms. The spatial 
distributions of rainfall are successfully reproduced (see subfigures (b) of Figure 6-4 and 
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Figure 6-5); the time serie bars and the cumulative curves of the simulated results are quite 
close to the obser ation in Figure 6-3(a) and (b). It hould be noted that for vent a in Figure 
6-3(a), the simulated bars start and end at exactly the same times as the ob ervations. 
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Figure 6-6 Spatial distribution of (a) observed and (b) simulated rainfall accumulation over the 
catchment during storm Event c (from 05/11/199906:00 to 06/1111999 06:00) 
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Figure 6-7 patial di tribution of (a) observed and (b) imulated rainfall accumulation over the 
catchment during torm Event d (from 24/10/1999 00:00 to 25/10/1999 00:00) 
For the second type of torm event, the rainfall is distributed evenly in space but its temporal 
di tribution i uneven and di continuou . The Type 2 storms include E ent c and E nt d 
among the eight e ent . The ob er ed rainfall of the two events ha an even spatial 
di tribution a Type I events ( e ubfigure (a) of Figure 6-6 and Figure 6-7) and an uneven 
and discontinuou distribution in time ( ee the time serie bar in Figure 6-3(c) and (d)). For 
the Type 2 storms, the rainfall amounts are not be well imulated by the WRF model, but the 
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spatial distributions (in subfigures (b) of Figure 6-6 and Figure 6-7) are reproduced evenly 
and the tendencies of the cumulative curves (in Figure 6-3(c) and (d)) are imilar to the gauge 
observations, which indicate a good simulation of the rainfall occurrence. 
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Figure 6-8 Spatial distribution of (a) observed and (b) simulated rainfall accumulation 0 er the 
catchment during storm Event e (from 07/06/1996 11:00 to 08/06/199611:00) 























Figure 6-9 Spatial di tribution of (a) observed and (b) simulated rainfall accumulation over the 
catchment during storm Event f (from 03/08/1994 13:00 to 04/08/1994 13:00) 
The observed rainfall of Event e and Event f has quite distinctive characteri tic. For the 
spatial distribution in Figure 6-8(a) and Figure 6-9(a), the rainfall is highly concentrated in a 
sma.11 area, with the 24hr rainfall accumulation more than 40 mm; while other parts of the 
catchment have much less rain with the least accumulation lower than 10 mm. With re pect 
to the time series bars in Figure 6-3( e) and 6-3(f), it can be observed that for both of the two 
events, the rainfall durations are extremely short but the rainfall rates are quite inten e. In thi 
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case Event e and Event f can be categorised into Type 3 storms, the rainfall of which is 
densely concentrated in a small area and occurs over a short time period with large intensities. 
The WRF model has the most difficulty in reproducing this type of event. The model fails in 
capturing the whole process of the storm for Event e (see Figure 6-3(e) and Figure 6-8(b)) ; 
while for Event f, although the total amount of the simulated rainfall is close to the 
observations, the simulated process is dislocated in the temporal dimension (shown by the 
time series bars in Figure 6-3(f)) and the concentrated areas in space are not identified 
correctly in Figure 6-9(b) . 
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Figure 6-10 Spatial distribution of (a) observed and (b) simulated rainfall accumulation over the 

















Figure 6-11 Spatial distribution of (a) observed and (b) simulated rainfall accumulation over the 
catchment during storm Event h (from 06/09/1995 18:00 to 07/09/199518:00) 
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The remaining two events, Event g and Event h can be regarded as Type 4 events. This could 
be a mitigated storm type of Type 3, which is also characterised by discontinuous and uneven 
distributions of rainfall in time and space (referring to Figure 6- lO(a), Figure 6-11 (a), Figure 
6-3(g) and (h», but the rainfall of this type is not that highly concentrated and the intensity is 
much more moderate. The simulated results of these two events by the WRF model are much 
better compared to those of the Type 3 events, but are worse than the first two types of events. 
The classification of the four types of storm events can be made more quantitatively. Five 
widely applied indices (Van Etten, 2009; Bronikowski and Webb, 1996) are used to measure 
the variability of the rainfall intensity in both the temporal and spatial dimensions. The 
equations of the indices are described as follows by Eqns. (6-8) - (6-12). 
CV (Coefficient of Variability) = _1 t(~ _1)2 
N i=1 X 
. b·l· I d ) 90P-IOP VI (Varta I Ity n ex = --S-OP--
Shannon index = --=.i==I __ _ 
In 12 
Simpson index = 1 - t In(pi 2 ) 
i=1 






where Xi represents the cumulative rainfall of each rain gauge i (for the variability of the 
spatial rainfall distribution) or the average areal rainfall at each modelling time step i (for the 
variability of the temporal rainfall distribution), x and xmax are the mean and the maximum 
values of Xi' and Pi is the ratio of Xi to the total amount of rainfall. For the calculation of VI 
in Eqn. (6-9), 90P ,lOP and SOP are the 90th, 10th and 50th percentiles of the Xi series. 
The five variability indices are calculated in both the temporal and spatial dimensions for the 
observed rainfall of the eight storm events to further check and verify the classification of the 
four storm types. For an easier comparison, the variability of rainfall distribution of the four 
types of storm events is concluded in Table 6-8. Evenness means less variability of the 
rainfall distribution. Values of the five indices are shown in Table 6-9 and Table 6-10. 
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Smaller values of Shannon, Simpson and Berger-Parker indices together with higher values 
of CV and VI indicate higher variability in the rainfall distribution. For the spatial variability 
identified by the indices of CV and VI in Table 6-9, it can be seen that Type 1 and Type 2 
events have the lowest values which represent the most evenly-distributed spatial rainfall; 
Type 4 events show higher CVs and VIs compared to Type 1 and Type 2 events; and the two 
events of Type 3 are found to have the largest values of the two indices, which are consistent 
with the most highly-concentrated spatial rainfall as observed from Figure 6-8(a) and 6-9(a). 
However, the three indices of Shannon, Simpson and Berger-Parker fail in making any 
distinction among the four storm types, with all the four types of events having similar values. 
With respect to the identification of the temporal rainfall variability in Table 6-10, all the five 
indices are found to be efficient. Again, Type 1 events have the lowest values of CV and VI, 
and the highest values of Shannon, Simpson and Berger-Parker indices, which tell the most 
even rainfall distribution in time. The two events of Type 3 have the largest CV and VI 
values, accompanied by the lowest values of the other three indices, which indicate the most 
uneven temporal distribution. The five indices of Type 2 and Type 4 events reveal a case 
between the Type 1 and Type 3 events, which is also in line with the moderate temporal 
variability of the two types as concluded by observations of the time series bars and the 
cumulative curves in Figure 6-3. 
Table 6-8 Evenness of the rainfall distribution for the four types of storm events 
In space In time 
Type 1 (Event a, b) Y Y 
Type 2 (Event c, d) Y N 
Type 3 (Event e, f) N* N* 
Type 4 (Event g, h) N N 
Note: *means uneven with highly concentrated distribution in a small area or a short time period. 
Table 6-9 Spatial variability of the observed rainfall for the four types ofstorm events 
Variability Type I Type 2 Type 3 Type 4 
indices Event a Event b Event c Event d Evente Event f Event g Eventh 
CV 0.11 0.14 0.10 0.09 0.37 0.28 0.13 0.14 
VI 0.27 0.35 0.28 0.23 0.99 0.75 0.26 0.33 
Shannon 1.00 1.00 1.00 1.00 0.98 0.99 1.00 1.00 
Simpson 0.98 0.98 0.97 0.98 0.98 0.97 0.98 0.98 
Berger-Parker 0.97 0.97 0.97 0.97 0.96 0.96 0.97 0.97 
107 
Chapter 6 Sensitivity of the WRF model to domain configurations and storm types 
Table 6-10 Temporal variability of the observed rainfall for the four types of storm events 
Variability Type I Type 2 Type 3 Type 4 
indices Event a Event b Event c Event d Event e Event f Event g Event h 
CV 1.12 0.45 1.84 1.22 2.65 3.74 1.33 1.26 
VI 5.15 1.28 15.27 5.84 125.56 9.22 7.65 7.35 
Shannon 0.78 0.97 0.66 0.78 0.43 0.35 0.76 0.79 
Simpson 0.91 0.95 0.82 0.90 0.68 0.40 0.89 0.90 
Berger-Parker 0.86 0.92 0.65 0.81 0.56 0.23 0.82 0.81 
The performances of the WRF model with the four types of storm events are further verified 
by using the two-dimensional categorical and continuous indices. The indices are calculated 
in the innermost domain of the eight events for both the spatial and temporal dimensions, the 
values of which are shown in Table 6-11 and Table 6-12. The results are in agreement with 
the previous conclusions on the model performance. The WRF model shows the best 
performances for Type 1 events in both space and time, with the highest values of POD, CSI 
and the lowest values of FBI, FAR, RMSE, MBE and SD. Type 3 events have the worst index 
values among the four types. The model performs moderately for Type 2 and Type 4 events, 
with Type 2 slightly better than Type 4. The simulation errors of the total rainfall amounts for 
the four types of events are represented in Table 6-13. An examination of the errors can also 
lead to the same conclusions of the model performance in simulating different types of storm 
events. In general, the model performance with the four types of events can be summarised 
by the ranking: Type 1 > Type 2 > Type 4 > Type 3 from the best to the worst. 
Table 6-11 Spatial verification indices of the innermost domain for the four types of storm 
events by configuring WRF using Scenario 3 
Categorical indices Continuous indices 
Types of Storm Events 
POD FBI FAR CSI RMSE% MBE% SD% 
Event a 0.91 3.16 0.33 0.63 12.32 -2.30 14.36 
Type 1 
Event b 1.00 1.31 0.16 0.84 14.10 0.04 14.27 
Event c 0.61 3.01 0.45 0.38 33.79 -30.46 148.53 
Type 2 
Event d 0.65 2.32 0.32 0.47 57.67 -56.95 138.34 
Event e 0.00 0.00 0.00 106.65 -100.00 351.75 
Type 3 
Event f 0.21 3.08 0.91 0.02 32.12 -12.32 51.22 
Event g 0.87 6.47 0.56 0.37 53.37 48.18 111.98 
Type 4 
Event h 0.51 2.86 0.51 0.29 59.39 56.76 118.10 
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Table 6-12 Temporal verification indices of the innermost domain for the four types of storm 
events by configuring WRF using Scenario 3 
Categorical indices Continuous indices 
Types of Stonn Events 
POD FBI FAR CSI RMSE% MBE% SD% 
Event a 1.00 1.40 0.29 0.71 120.14 -2.30 122.12 
Type I 
Event b 1.00 1.20 0.16 0.84 78.64 0.04 79.05 
Event c 0.80 1.38 0.42 0.51 238.60 -30.46 464.83 
Type 2 
Event d 0.87 1.19 0.27 0.66 117.18 -56.95 415.40 
Event e 0.00 0.00 0.00 375.54 -100.00 901.44 
Type 3 
Event f 0.06 1.40 0.91 0.03 533.91 -12.32 549.25 
Event g 0.81 1.93 0.58 0.39 358.94 48.18 451.89 
Type 4 
Event h 0.62 1.22 0.48 0.39 342.90 56.76 476.08 
Table 6-13 Simulation errors ofthe total rainfall amounts for the four types ofstorm events 
using Scenario 3. Values are presented in percentages of the corresponding observations (%). 
Type 1 Type 2 Type 3 Type 4 
Event a Event b Event c Event d Event e Event f Eventg Event h 
Domain 1 -17.80 -10.82 -21.86 -49.68 -100.00 -34.47 76.34 42.65 
Domain2 -2.33 -2.46 -29.19 -55.29 -100.00 -12.74 29.05 56.47 
Domain3 -0.79 -0.71 -27.21 -56.28 -100.00 -11.76 19.97 55.28 
Note: For the inconsistency between the result output time of Domain 1 (based on a 3hr interval) and 
the event start time, the total rainfall amounts of event a, e, f, g are calculated for a duration of 27 
hours, while those of the rest events are calculated for 24 hours. 
6.5 Uncertainties with the sensitivity analyses 
6.S.1 Uncertainties with the comparison of domain configuration scenarios 
In the first part of the sensitivity analyses, an examination on the total rainfall amounts 
simulated in the innermost domains of the five scenarios (with the same objective resolution 
of 1 kIn) shows that the best model performances are achieved with scenario S2, S3 and S4. 
S 1 turns out to be the worst scenario since it is ranked the last in most cases. Next, the five 
scenarios are compared more quantitatively by using the two-dimensional verification indices 
calculated based on the simulation results of Event a, with which the WRF models performs 
the best. All the spatial verification indices show that the best results are obtained with S3, 
which is consistent with the conclusion based on the total rainfall amount of Event a. While 
for the temporal indices, different indices give various results. Besides S3, which is identified 
109 
Chapter 6 Sensitivity of the WRF model to domain configurations and storm types 
to be the best by the categorical temporal indices and MBE, S2 and S I are also found to be 
the best scenario regarding the values of SD and RMSE, respectively. However, since the 
index of MBE can reflect an overall evaluation of the simulated rainfall distribution in both 
temporal and spatial dimensions, the least MBE value of S3 indicates it is the best scenario 
for Event a with respect to not only the total amount but also the two-dimensional 
distributions of the simulated rainfall. By checking the downscaling ratios of the five 
scenarios, it can be observed that S2, S3 S4 have moderate ratios of I :7, 1:5 and I :3, while S 1 
has the coarsest ratio of I: I O. As stated, a coarse downscaling ratio such as I: I 0 might lead to 
large resolution gaps between the mother and the child domains in the nested system and is 
inappropriate for down scaling lOx I 0 data (e.g., ERA-40) to I km resolution. The commonly 
used downscaling ratio of 1:3 (used in S4 and S5) does not always perform the best for all the 
cases. Besides the downscaling ratio, the relatively larger resolution gap between the ERA-40 
data and the outermost domain in S4 and S5 might also be an important reason. Nevertheless, 
other moderate ratios are also worth trying when setting up the nested domains. There may 
also be a lack of consistency, for a given scenario, to result in the best WRF performance in 
simulating the total rainfall amount and the rainfall distribution in the temporal and spatial 
dimensions. The choice of the downscaling ratios should depend on the research purpose and 
also the characteristics of the studied storm event, e.g., when generating high-resolution 
rainfall for the purpose of water management. 
Another issue deserving explanation is the unsatisfactory results of S5. Better model 
performance using S5 had been expected, since based on the triple nested domains of S4, 
adding another domain would reduce the resolution gap between the ERA-40 data and the 
outermost domain of S4. However, the actual performance of S5 does not show any obvious 
improvement in either the total rainfall amount or the two-dimensional distributions (albeit 
some temporal indices show slightly better results compared to S4 for Event a). A possible 
reason might be that the added domain has a larger size of approximate 1500 xl500 km2, 
which is nearly 2/3 more than the size of the outermost domain in S4. The increased 
computing area lays a heavy burden of further data processing and more uncertainties are in 
involved in the downscaling process. Moreover, Doml of S4 might get better setting by 
direct interpolating from the ERA-40 data than Dom2 of 85, which has the same size and 
resolution but is set by using the information from its mother domain. To further prove this, a 
new scenario is created (thereafter called 86) to reveal the significance of the domain size. 
Four nested domains are used in 86 with the downscaling ratio set to 1 :3. The grid spacing of 
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the domains from outermost to innermost is 27 km, 9 km, 3 km and I km. But this time, in 
contrast to S5, the domain sizes are set to be 900 x900 km2, 300 x300 km2, 60 x60 km2 and 
27 x27 km2• That is to say, the sizes of the outer three domains of S6 are the same as the 
triple domains in S4. For the new scenario S6, no further data need to be processed (with no 
increased size of the outermost domain) compared to S4, but only an added domain with a 
'bridge' resolution between the ERA-40 data and the 1 km objective resolution. The WRF 
model is run again for the eight storm events following the domain settings in S6. By 
comparing the simulation errors of the total rainfall amounts in the innermost domains of all 
the scenarios, S6 turns out to be the best in reproducing the total rainfall amounts for all the 
eight events. Even the third domain of S6 (with the grid spacing of 3 km) can generate better 
results than the I km domains of other scenarios. Now it is clear that only with unchanged 
setting of the outermost domain (i.e., the fixed IC/LBC from the global data), can an added 
'bridge domain' improve the down scaling results. This is the reason why S4 functions better 
than S5, but worse than S6. Also, it can be noticed that using quadruple nested domains does 
not always guarantee better results than using triple domains unless they are appropriately set 
with reasonable domain sizes. 
Besides the comparison of different domain configuration scenarios, the performances of the 
WRF model are also compared at different resolutions for Event a. Again, both the rainfall 
amounts and the two-dimensional distributions are used to evaluate the model performance in 
different domains. For Event a, all the scenarios are found to have the same trends: the total 
rainfall amounts and all the spatial indices together with the categorical temporal indices 
reveal an improvement of the model performance from the outermost to the innermost 
domain. However, the continuous temporal indices of RMSE and SD increase with the 
increase of resolution. Since MBE is the decisive index for the overall evaluation of the 
rainfall distribution in the two dimensions, it can be concluded that the model performance is 
improved as the downscaling of the ERA-40 data to the catchment scale. It should be noted 
that this improvement is more likely to happen in the simulation of the rainfall amount and 
the spatial distribution, not necessarily in the temporal dimension (i.e., the simulation of the 
rainfall temporal distribution may not be improved). due to the higher variability of the 
rainfall time series compared to variability of the rainfall distribution in space. The reason 
why the coarser domain has worse results than the finer domain might be due to the 
verification using the gauge observations only from the Brue catchment, the area of which is 
sometimes even small than the grid size of the coarser domain. Moreover, as stated, this 
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improvement in S4 and SS is not as obvious as that in S 1, S2 and S3, with respect to the 
simulation results in different domains. Some categorical temporal indices even show worse 
results from the 3 km domain to the 1 km domain for S4 and SS. This might be a sign of 
inappropriate domain settings of the two scenarios, since the downscaling is not carried out 
effectively. It is interesting to find that the same case happens for the new scenario S6, 
although it has the best performance among all the scenarios, there is also no improvement 
observed from the 3 km domain to the ] km domain. However, the reason should be different 
from that of S4 and SS, considering the good simulation results in all the domains of S6. The 
unobvious improvement in the nested domains of S6, on the other hand, might relate to the 
quality of the ERA-40 data. The simulation in the 3 km domain of S6 might already achieve 
the best results that the ERA-40 data can afford, thus leaving no room for further 
improvement to be made at finer resolutions. This to some extent indicates that if the domain 
size and the down scaling ratios are set appropriately and efficiently, then there is no need to 
carry out the downscaling to a very fine resolution so that the modelling time could be greatly 
shortened. The improvement of the model performance is dependent on both the domain 
configurations and the quality of the global data. 
6.5.2 Uncertainties with the sensitivity analyses of the storm types 
The second part of sensitivity analyses in this chapter are conducted on the WRF simulations 
of different storm events. The eight storm events are categorised into four types according to 
the variability of temporal and spatial distributions of the rainfall observations. The simulated 
results of the eight events using scenario S3 are compared by examining the spatial 
distributions of the 24hr rainfall accumulation and the cumulative curves together with the 
time series bars of the catchment areal rainfall. The two Type 1 events have rainfall evenly 
distributed in space and continuous in time. It is found that WRF performs the best in 
simulating this type of storm. The storm of Type 2 events is only evenly distributed in space 
but uneven in time, while the spatial distribution of rainfall can still be simulated evenly with 
the temporal trends found to be consistent with the observations, but the total rainfall 
amounts are underestimated seriously. The uneven rainfall distribution is found with Type 3 
and Type 4 events in both time and space. The WRF model does not produce satisfactory 
simulations in either the spatial distribution of rainfall or its temporal occurrence for these 
two types. For Type 3 events, the variability is found to be more serious with the rainfall 
highly concentrated in a small area and in a short time period with large intensities. Although 
the simulation results of Type 4 are better than Type 3, the total rainfall amounts are 
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overestimated for both of the two Type 4 events. The classification of the four stonn types 
are verified by five commonly used variability indices and the WRF perfonnances of the four 
types of events are further checked by using the two-dimensional verification scheme. The 
classification of the stonn types can help find some general patterns of the perfonnance of the 
WRF model, e.g., it is interesting to find that WRF tend to underestimate the total rainfall 
amounts of the Type 2 events while those of the Type 4 events are overestimated when using 
the ERA-40 reanalysis data. If more stonn events are found to have similar trends, an error 
correction model can be built to improve the WRF perfonnance based on the general patterns 
of the model error with different stonn types. This is especially meaningful in relying on 
WRF to provide high-resolution rainfall data in data-limited catchments. 
It is useful to have some synoptic analysis for the meteorological characteristics of the stonn 
events. However, in this study, all the eight events are found to happen under the control of 
the cyclonic weather system and most of the summer events are thunderstonns (according to 
the 'weather log' of Royal Meteorological Society updated monthly and maintained by Philip 
Eden). Except Type 3 events are easily identified as showers caused by strong local 
convections and Type I events can be classified as stratiform, there is no big difference found 
for the other events which could be a mixed type of stratifonn and convective storms. More 
detailed differences might be hidden in the storm formation processes which are difficult to 
detect by traditional weather observing techniques. Moreover, since there are large 
uncertainties in the rainfall generation and development, the chances of a rainfall event 
having the same climatic characteristics in another catchment with similar geographic 
conditions are slim. Therefore, the classification of the storm events regarding the variability 
of the spatial and temporal distribution seems to be rather useful in practice. As 
aforementioned, with clearer patterns to be found with different types of storm events, error 
correction models can be developed to improve the down scaled results. Moreover, although 
the classification is 'a posteriori', it can also help hydrologists in flow forecasting, i.e., they 
may want to know the reliability of the downscaled rainfall products before they are 
transformed into flow through the hydrological models. Among the five variability indices 
used to quantitatively categorise the storm types, CV and VI are found to be effective in 
evaluating both temporal and spatial variability of the rainfall distribution for the four types 
of storm events, while the rest three indices are less effective and only work in the temporal 
dimension. It should be noted that the variability indices can only be used for a comparison 
between different storm events, rather than the identification of variability or evenness. Even 
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or uneven is a relative concept in this study. Due to the limited storm events studied in this 
PhD work, the definition of absolute even or uneven can not be given at this stage and the 
studies of more storm events are needed. 
6.5.3 Uncertainties with the two-dimensional verification scheme 
Model verification has long been recognised as a difficult issue in NWP modelling. In this 
chapter, a two-dimensional verification scheme is proposed to measure the simulated rainfall 
distribution in both temporal and spatial dimensions, together with the amount of the rainfall 
accumulation to constitute an overall evaluation for the performance of the WRF model. One 
point that should be clarified is the assumption of the observed rainfall data as the 'ground 
truth' for the model verification. In contrast to 'all models are wrong, but some are useful' 
(Box and Jenkins, 1970), it is necessary to consider 'all data are wrong, but some are useful' 
(Han, 20 II). The observed rainfall data used in the verification scheme are measured by the 
49 rain gauges in the Brue catchment, which are point-based measurements instead of spatial 
observations. In addition to the instrumental measurement errors, the spatial representation of 
the point values could introduce a challenging problem when they are used to assess the grid-
based spatial data (Moore et aI., 2000; Bringi et aI., 2011). Here it is assumed that the rain 
gauges are reliable and the point measurements can represent the area of a singe grid in each 
domain. That is why in the calculation of the two-dimensional verification indices, the point 
observations are compared with the grid simulations extracted at the locations of the 49 rain 
gauges. This is currently the best that can be done with the point-based observations from the 
rain gauges. It should be mentioned that the two-dimensional verification indices can also be 
applied to the verification using grid-based observations, by simply replacing the concept of 
rain gauges in Eqns. (6-1) - (6-7) with the grids of observations with reasonable sizes. 
Overall, this is an initial trial for the verification of the NWP model in the two dimensions of 
time and space. Although the sophisticated facility MET (Model Evaluation Tools, see 
Section 5.5.6) is available for use, the two-dimensional verification scheme proposed in this 
chapter provides a simple way that is easily-applied for the verification of the NWP model. 
As a limitation for the application of the verification indices in this study. when comparing 
the verification results from different domains, it is better to convert the simulations into the 
same time intervals before calculating the indices. 
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6.6 Conclusions 
In this chapter, the ECMWF ERA-40 reanalysis data are used to drive the WRF model for 
rainfall simulation of eight selected storm events with durations of 24 hours. Five domain 
configuration scenarios are designed with different down scaling ratios to test the sensitivity 
of the WRF model to domain settings. The sensitivity of the model performance in simulating 
different storm types is also investigated by categorising the eight events into four storm 
types according to the variability of rainfall distribution in time and space. A two-
dimensional verification scheme is proposed and found to be effective in evaluating the 
simulated rainfall distributions in both temporal and spatial dimensions. The downscaling 
ratio of I :3, which has been recommended for the MM5 model and still widely used for WRF, 
is not always the best choice in dealing with different storm events. Except for the ratio of 
1: I 0 which is found to be too coarse for the downscaling, other ratios such as 1:7, 1:5 can 
also result in good performance of the WRF model. Besides the downscaling ratio, the 
domain size is another significant issue affecting the model performance. With an appropriate 
setting of the domain size and the downscaling ratio, which is characterised by an overall 
improvement of the model performance from the outermost to the innermost domain, the 
modelling time can be greatly reduced (e.g., for a comparison, the recorded modelling times 
for Event a with S4, S5 and S6 are 1330 min, 1274 min and 201 min). For the sensitivity 
study on different storm types, the WRF model shows the best performance in reproducing 
the storms with evenly-distributed rainfall in time and space, while the storms with highly 
concentrated rainfall are the most difficult cases for WRF to handle, and it is likely to result 
in a complete failure of the model in capturing the whole process of the storm. There remain 
a lot of uncertainties regarding the domain configuration, the storm types and the verification 
scheme in numerical rainfall modelling using the WRF model. It is important that further 
studies are carried out with more storm events and in other catchments so that more general 
patterns about the WRF performance to domain configurations and storm types can be found. 
It can be noticed after the reviewing this chapter that the rainfall outputs from the WRF 
model contain considerable errors (except for the two Type 1 events), which can hardly be 
used for flood forecasting directly. The errors of the simulated rainfall might be caused by an 
inappropriate choice of the cumulus parameterisation schemes (Xuan et aI., 2005; Mazarakis 
et aI., 2009), which is another important issue in NWP modelling that is crucial to rainfall 
simulation and forecast. In this PhD study, the uncertainty of the parameterisation is not 
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addressed and the most widely applied schemes (including the Kain-Fritsch scheme for CP, 
etc.) are adopted for all applications with the WRF model. In practice, the data assimilation 
system is normally involved to reduce the operational errors of the NWP model. The WRF-
Var mentioned in Chapter 5 can be used to ingest various sources of observations and provide 
an improved estimate of the atmospheric state, thus can help result in better performance of 
the WRF model. Besides, weather radar is an important data source for mesoscale weather 
analysis and forecast, and it has been proved by many studies that the assimilation of the 
weather radar data can largely improve the rainfall forecasts (e.g., Sugimoto et aI., 2005; 
Xiao and Sun, 2007, etc.). These issues will be fully addressed in the following two chapters, 
with Chapter 7 stating the principles and the utilisation of WRF-3DVar for data assimilation 
and Chapter 8 illustrating the improvements of the rainfall forecasts after assimilating the 
radar data and NCAR observations. Moreover, when using the NWP rainfall products for 
flood forecasting, the real-time updating scheme in the forecasting system could also help 
further improve the final results, by correcting the operational rainfall-runoff transformation 
errors of the hydrological model. This will be discussed and carried out in Chapter 9. 
116 
Chapter 7 Variational data assimilation system for the WRF model 
Chapter 7 
Variational data assimilation system for the 
WRFmodel 
7.1 Introduction 
The performance of the WRF model has been verified in Chapter 6 for generating fine-
resolution (1 x 1 km) rainfall simulations. For storms which have evenly-distributed rainfall in 
time and space, WRF performs the best in reproducing both the occurrence and the quantity 
of rainfall. However, when dealing with highly convective storms, e.g., those with rainfall 
concentrated in a small area and a very short time period, the storms can be easily dislocated 
or totally missed in either temporal or spatial dimensions. Setting aside the model's ability to 
correctly simulate the dynamic and physical processes, the main error is attributed to the 
initial conditions supplied to the model (Stensrud, 2007). For the application of real-time 
flood forecasting, the WRF model needs to be driven by operational forecast data from the 
global NWP system (e.g., the ECMWF operational forecast products), which can lead to 
worse results than using the ERA-40 reanalysis data. The ERA-40 reanalysis data, which are 
used for the sensitivity studies in Chapter 6, have assimilated sources of meteorological 
observations and therefore can provide improved initial conditions to the WRF model. 
However, they are not available in leal-time, thus cannot be used in for operational flood 
forecasting. 
At presents, nowcasting methods are widely used in operational applications for short lead 
time rainfall forecasts. Most of these methods are based on an extrapolation of the radar echo 
(e.g., Dixon and Weiner, 1993; Johnson et aI., 1993; Mecklenburg et aI., 2000). Their 
common feature is that statistical or empirical approaches prevail over physical approaches. 
The advantage of these extrapolation techniques is their speed compared to the NWP models. 
However, they do not allow for the development of new storms and lose their accuracy 
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rapidly with the increase of the forecast lead time. A comprehensive summary of various 
nowcasting methods can be found in the work of Ebert et al. (2004) and Mecklenburg et al. 
(2002). Physical modelling with the high-resolution NWP models, on the other hand, are 
capable of developing detailed precipitation fields and thus can produce forecasts with a more 
lasting reliability. But it should be mentioned that during the first few hours of integration, 
the accuracy ofNWP models is negatively influenced by the 'spin-up' effect (Daley, 1991). It 
has been proved that during the first 3-6 hours, the precipitation forecasts from the NWP 
model are less accurate than predictions based on a simple advection (Austin et aI., 1987). 
Considering both the advantages and the limitations of the nowcasting method and the NWP 
model, some advanced nowcasting systems in operational use choose to merge radar, lighting 
and satellite data with the prognostic fields of operational NWP models, such as Nimrod 
(Golding, 1998), Gandolf (Pierce et aI., 2000) and ADSTA T (advective statistical forecast 
system, KitzmiIler et aI., 2002). Taking Nimrod as an example, it combines precipitation 
forecasts from a NWP model with extrapolations of radar echoes. For short time periods, the 
primary weight is given to the advection of the current precipitation field, which is derived 
from satellite and radar data; as the lead time increases, Nimrod gives greater weight to the 
NWP forecasts. However, the combination method dose not basically solve the intrinsic 
problems of the NWP models aforementioned, i.e., the 'spin-up' effect and the poor 
performance caused by errors in the initial conditions in quantitative rainfall forecasting. 
Assimilation of suitable real-time observations into the NWP models can help significantly 
reduce the 'spin-up' effect and improve the initial conditions ofthe model (Sokol and Pdice, 
2009). The appropriate data assimilation cannot only add the real-time observations used by 
the nowcasting systems into the NWP model, but also help initialise convective-scale events 
(Sokol, 2010). The weather radar plays a prominent role in revealing the structures of the 
convective storms and the related mesoscale and microscale systems (Wakimoto et aI., 2004). 
With the high resolution (2 km) radar data assimilated into the NWP models, the convective 
systems can be better represented in the model initial conditions (Xiao and Sun, 2007). 
Recent investigations have shown that the assimilation of real-time observations, especially 
the radar data (reflectivity or derived Doppler velocity) into a NWP model can significantly 
improve the rainfall forecasts for the next few hours (e.g., Macpherson, 200 I; Tong and Xue, 
2005; Xiao et aI., 2005; Sokol and Rezacova, 2006; Xiao et aI., 2007; Stephan et al., 2008; 
Dixon et aI., 2009; Sugimoto et aI., 2009; Sokol, 2009, 2010). For instance, some studies 
focused on assimilating rainfall observations converted from the radar reflectivity data into 
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the NWP model. Macpherson (2001) introduced the assimilation of radar-derived rainfall 
data into the UK Met Office's operational mesoscale model. It was found that the impact of 
assimilation can be detected at a forecast range of 12 hours and increasing the frequency of 
rainfall data from 3-hourly to hourly largely improved the first 6hr forecasts. Stephan et al. 
(2008) assimilated the surface rainfall rates derived from the radar reflectivity data into the 
COSMO model. The precipitation patterns were found to be better simulated in good 
agreement with the radar observations for the first few hours of forecasts. Significant 
improvements were also made in short range rainfall forecasts when the radar-derived surface 
rainfall rates were assimilated into the 4-km grid length version of the Met Office Unified 
Model (Dixon et aI., 2009). In some cases, more obvious improvements were seen when the 
radar reflectivity is assimilated together with Doppler radial velocity. Tong and Xue (2005) 
assimilated the Doppler radar observations to facilitate the forecast of a supercell storm. The 
best results were obtained when both radial velocity and reflectivity data were assimilated, 
the impact of which can remain for at least 2 hours. Xiao et al. (2005, 2007) explored the use 
of the three dimensional variational assimilation method (3DVar) to assimilate radial velocity 
and radar reflectivity into MM5, both of which showed positive impacts on short-range 
prediction of heavy rainfall events. Sugimoto et al. (2009) investigated the performance of 
3DVar radar data assimilation in WRF. Results indicated that the 3DVar system was able to 
analyse certain mesoscale and convective-scale features through the incorporation of radar 
observations and the assimilation of all possible data (radial velocity and reflectivity) resulted 
in the best performance on short-range rainfall prediction. However, without radial velocity, 
the assimilation of only radar reflectivity can also result in promising results. Sokol carried 
out a series of experiments for radar reflectivity assimilation in the COSMO model, i.e., 
assimilating solely radar reflectivity (Sokol and Rezacova, 2006), assimilating reflectivity 
together with satellite data (Sokol, 2009) and assimilating both observed and 1 hr-ahead 
extrapolated radar reflectivity (Sokol, 2010). Improvements were seen in all cases in 
forecasting the basic features of the storm development for at least two to three hours ahead. 
Sun et al. (2005) summarised the recent progresses and future challenges for radar data 
assimilation, with a special focus on the convective scale. 
It should be mentioned that the rainfall rates estimated by the weather radar might not be as 
good as the observations of the rain gauge network. However, several sensitivity studies have 
shown that the positional errors in precipitation data can lead to significantly reduced forecast 
improvement compared to the rainfall rate errors (Jones and Macpherson, 1997). Therefore, 
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radar derived rainfall rates with low quantitative accuracy may still be used and ameliorate 
the data assimilation scheme for rainfall forecasts. Although running the NWP model is more 
time-consuming than the nowcasting methods (thus not operationally applied for short lead 
time forecasts within I to 3 hours), with the increasing computational technology, it is 
expected that the NWP model with efficient data assimilation schemes will substitute the 
currently employed nowcasting systems in the foreseeable future (Sokol, 20 I 0). 
As for the data assimilation, Sun (2005) gives an overview of the currently used assi~lJation 
techniques by illustrating their characteristics and deficiencies. Three/ four Dimensional 
Variational methods (3DVar/ 4DVar), Ensemble Kalman Filter (EnKF) and Latent Heating 
Nudging (LHN) are among the most effective assimilation techniques that are commonly 
applied to radar data. In continuous cycling mode, the 3DVar data assimilation has been 
found to produce relatively rational analyses of the hydrometeor fields with greater 
computational efficiency than 4DVar, EnKF and LHN (Barker et aI., 2004; Xiao and Sun, 
2007). The Mesoscale & Microscale Meteorology (MMM) division of NCAR has developed 
and supports a unified model-space variational data assimilation system (WRF-Var) for use 
with the WRF model, which is also freely available for the general community. The WRF-
Var system is based on the incremental variational data assimilation techniques (3DVar and 
4DVar) and also includes a capability of hybrid data assimilation (variational + ensemble). In 
this study, WRF-3DVar is applied with the WRF model for operational rainfall forecasting. 
The purpose of this chapter is to provide the background information and the main principles 
of the WRF -Var data assimilation system. Detailed instructions are presented regarding how 
to run the main components of WRF -3DVar and how to integrate it with WRF for continuous 
assimilation of the real-time observations. Since the primary interest lies with the assimilation 
of weather radar data, a detailed introduction of the radar assimilation procedure is also made. 
7.2 Principles of the variational data assimilation system for WRF 
Data assimilation is the technique by which observations are combined with a NWP product 
(the first guess or background forecast) and their respective error statistics to provide an 
improved estimate (the analysis) of the atmospheric state. Variational data assimilation 
achieves this through the iterative minimisation of a prescribed cost (or penalty) function. 
Differences between the analysis and the observations! first guess are penalised (damped) 
according to their perceived error. 
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The basic goal of any variational data assimilation system is to produce an optimal estimate 
of the true atmospheric state at the analysis time through iterative solutions of a prescribed 
cost function (Ide et aI., 1997): 
J(x) = Jh(x) + Jo(x) = .!..(x - xhf B-1 (x- Xh) + .!..(y - yOf (E + F)-I (y_ yO) (7-1) 
2 2 
The variational problem can be summarised as the iterative minimisation of Eqn. (7-1) to find 
the analysis state x that minimizes J(x). J(x) is made up of the background component 
J b (x) and the observation component of J o (x) . This solution represents a posteriori 
maximum likelihood (minimum variance) estimate of the true state of the atmosphere given 
the two sources of a priori data: the first guess (or background) Xh and the observation yO 
(Lorenc, 1986). The fit to individual data points is weighted by estimates of their errors: B , 
E and F , which are the background, observation (instrumental), and representivity error 
covariance matrices, respectively. Representivity error is an estimate of inaccuracies 
introduced in the observation operator H used to transform the gridded analysis x to 
observation space y = H(x) for comparison against observations. This error is resolution 
dependent and may include a contribution from approximations (e.g., linearisations) in H. 
As described by Barker et al. (2004), the particular variational data assimilation algorithm 
adopted in WRF -Var is a model-space, incremental formation of the variational problem. In 
this approach, observations, previous forecasts, their errors, and physical laws are combined 
to produce the analysis increments x O', which are added to the first guess xb to provide an 
updated analysis. Figure 7-1 illustrates the relationship between WRF-Var, various datasets, 
and other components of a typical NWP system (here WRF -AR W). xb is the first guess 
either from the previous WRF forecast or from WPS/ real.exe output; x/be is the lateral 
boundary from WPS/ real.exe output; XO is the analysis from WRF-Var data assimilation 
system; yO represents the observations processed by OBSPROC; Bo is the background error 
statistics from generic BE data (CV3) or the utility gen_be; and R represents the observation 
and representivity error statistics. 
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Figure 7-1 Sketch showing the relation hip between data et (eircl and algorithm 
(rectangles) in the WRF-Var sy tern ( karnarock et aI., 20 ) 
There are three main inputs to the WRF-Var system: 
a) First guess Xh: in cold-start mode, this i typicall a foreca anal i fr m another 
model interpolated to the AR W grid (and variable) via the WP and real pr gram . In 
cycling mode, the first guess is a short-range (typically 1- 6 hour) R Vv foreca t. 
b) Observation yO: in the current version of WRF-Var, ob ervation may be uppli d either 
in PREPBUFR format (obJormal =1) or an A II ' LITTLE_R' format vb onnat 2). 
An observation pre-processor (OB PROC) is supplied with th ode relea e to perform 
basic quality control, assign 'total' ob ervation error (R = E + Fin Figur 7-1). and 
reformat observations from the MM5 LITTLE R te t format into 3D ar' wn te t 
format. Details about the OBSPROC are fully presented in the work of Barker et al. (2003, 
2004) and will be later introduced in ection 7.3. 
c) Background error covariance Bo: used to define the patial and multi ariate r pon e of 
the analysis to an observation. In variational ystem. the e co arian are typicall 
calculated off-line, and significant tuning is required to optimi e performan e for a 
particular application (e.g., Ingleby, 200 I; Wu et aI., 2002). The amount of work required 
to do this sati factorily is significant, and should not be undere timat d. In order to a i t 
the u er, the WRF developers supply three choice: i) a default et of tati tic u ed for 
the initial set up of a domain; ii) a utility gen_be (as hown in Figure 7-1) to pr e 
ensembles of forecasts into the appropriate control ariable pace: and iii) diagno ti 
routines to assess the accuracy of ob ervation and background error tali ti . he e 
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routine include both innovation vector-based approaches (Hollingsworth and Lonnberg, 
1986) and variational tuning approaches (Desroziers and Ivanov, 200 I). 
After the a similation of observation, an analysis XU is produced that must be merged with 
the exi ting lateral boundary conditions x'he in the WRF _BC utility (Barker et aI., 2003). At 
this stage, the lateral boundary condition file (x'he ) as the output of WPS/ real.exe is updated 
to make the lateral boundary consistent with the WRF-Var analysis, and the surface fields 
(e.g., SST) in the analysis file (XU) are also updated. 
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Figure 7-2 ketch of the data assimilation y tern for WRF-3DVar by stating the input and 
output files 
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Figure 7-2 shows an improved sketch of Figure 7-1 for the three-dimensional WRF-Var 
(WRF-3DVar) by stating all the necessary input files and the outputs from the executable 
programs. WRF-3DVar is composed of the four main parts, as shown by Figure 7-2 in the 
blue rectangles, i.e., the observation pre-processing (OBSPROC), the three-dimensional 
variational assimilation (WRF-3DVar), the updating of the boundary conditions (WRF _BC) 
and the background error generation (GEN_BE). Detailed introductions of the four 
components for WRF-3DVar are given in the following sections. For 4DVar which is also 
available in the WRF-Var system, one more dimension is considered, i.e., the time. 3DVar 
assimilates observations only 'at the analysis time, while 4DVar can assimilate observations 
occurring at different times. Besides the observation pre-processing in Section 7.3 and the 
integration procedure with WRF in Section 7.4, the instructions in the other sections of this 
chapter are both applicable to WRF-3DVar and WRF-4DVar. 
7.3 Observation pre-processing (OBSPROC) 
To apply WRF-3DVar, first of all, the observational data needs to be prepared in the right 
format. The OBSPROC program reads observations in LITTLE_R format (a legendary 
ASCII format, in use since MM5 era) and prepares the observational data files suitable for 
WRF-Var needs. Currently, there are three main sources of the observational data: NCEP 
PREPBUFR files (real-time and archived), NOAA ESRLI GSD MADIS files (real-time and 
archived) and NCAR archived observational data files in ADP format. The observational data 
used in the study is the NCAR archived data, a detailed introduction of which is presented in 
Section 8.3.1. The raw observational data files could be in any format, such as ASCII, BUFR, 
PREPBUFR, MADIS, HDF, etc., and for each format there may be different versions. In that 
case, in order to make the WRF-Var system as general as possible, the LITTLE R format 
ASCII file is adopted as an intermediate observational data format for the WRF-Var system. 
A description of the LITTLE_R format can be found from the MM5 documents at the 
website (http://www.mmm.ucar.edulmm5/mm5v3/datalhow_to~et_rawdata.html). 
The basic functions of OBSPROC can be concluded as follows: 
a) Remove observations outside the time range and domain (horizontal and top); 
b) Re-order and merge duplicate (in time and location) data reports; 
c) Retrieve pressure or height based on observed information using hydrostatic assumption; 
d) Check vertical consistency and super adiabatic for multi-level observations; 
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e) Assign observational errors based on a pre-specified error file; 
t) Write out the observation file to be used by WRF-Var in ASCII or BUFR format. 
Before running OBSPROC (under the directory WRFDA/var/obsproc/src/obsproc.exe), an 
external observation error file 'obserr.txt' (provided by the WRF-Var package under the 
directory of WRFDA/var/obsproc/obserr.txt) should be linked to the working directory. This 
is the US Air Force (AFWA) OBS error file which contains instrumental and sensor errors 
for various air, water and surface observation types as well as satellite retrievals. A namelist 
input file 'namelist.obsproc' is also required to be created. A reference of this input file 
named 'namelist_obsproc.3dvar.wrfvar-tut' for the observation preparation for WRF-3DVar 
can be found in the 'WRFDA/var/obsproc' directory. It is important to change the variables 
according to the user's specific case. The variables that need to be changed based on template 
file are shown in Table 7-1. 
Table 7-1 Part ofvariables in the namelist input file ofOBSPROC (namelist.obsproc) 
&record1 
obs_9ts_filename = 'obs.1999102400', 
obs_err_filename = 'obserr.txt', 
/ 
&record2 
time_window_min = '1999-10-23_23:00:00', 
time_analysis = '1999-10-24_00:00:00', 
time_window_max = '1999-10-24_01:00:00', 
/ 
&record7 
IPROJ = 1, 
PHIC = 51.1134, 
XLONC = -2.4732, 
TRUELAT1 = 30.0, 
TRUELAT2 = 60.0, 
MOAD_CEN_LAT = 51.1134, 
STANDARD_LON = -2.4732, 
/ 
&record8 
IDD = 1, 
MAXNES = 1, 
NESTIX = 16, 16, 6, 
NESTJX = 16, 16, 6, 
DIS = 250, SO, 10, 
NUMC = 1, 1, 2, 
NESTI = 1, 7, 8, 
NESTJ = 1, 7, 8, 
/ 
&record9 
use_for = '3DVAR', 
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The file named 'obs.19991 02400' in Table 7-1 contain the ob ervational data in LI TL R 
format, which is the main input of OB PROC. The three variable under record2 tat the 
analysis time and the length of the assimilation time window. When the anal i time i Oh 
for WRF-3DVar, all the observations between ± I h (23h and I h) will b proce ed, a 
illustrated in Figure 7-3. That is to say, the observation between 23h and I h will be equally 
treated as the observations at Oh by OB PROC. Variable under record7 and record8. tating 
the projection, the domain sizes and locations, etc., should be et con i tentl with tho In 
the namelist files of WP and real.exel wrf.exe (i.e., namelist.wp and nameli tinput). 
Meanings and detailed explanation of the variables can be found in the WRF u er guide 
(NCAR, 2010). 
~ Time window 1" 
21b 22h 23b AnaIy i time Ib 2b 3b 
, , l' , , , , , , 
~ , Oh , ! , , 
, , 
..... ......... , , 
, , 
, , t 
Ion 
Figure 7-3 Da ta assimila tion time window in OB PRO u ed for WRF-3D ar 
( ka ma rock et aI" 2008) 
When OBSPROC is completed successfully, an obser alion file (e.g., ob _gt _1999-10-
24_00:00:00.3DVAR for WRF-3DVar) will be generated in the working dir to!) . Thi i an 
ASCII file contains a header section followed by observation . It can be directl u d a th 
input to WRF-3DVar after the filename is changed into 'ob.a cii'. 
7.4 Running WRF-3DVar in cold-start and cycling mode 
As previously mentioned, the WRF-Var system require three main input fil to run: the fir t 
guess xb generated from either WPSI real.exe (cold-start) or the pre\ iou WRF run (warm-
start or the cycling mode), the observational data file y O in II fi rmat, and the 
background error statistic file Bo containing the background error co arian . h generati n 
of the observational data file yO by OB PRO has been de cribed in th abo e ction (with 
the readily prepared file named 'ob.a cii'), and the background err r tile Bo will be di u ed 
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later in Section 7.6 (the final file to be used is named 'be.dat'). The use of the first guess Xh 
for running WRF-3DVar in cold-start and cycling mode is presented in this section. 
For the cold-start mode of WRF-3DVar, the first guess files are 'wrfinput_dOl', 
'wrfinput_ d02', 'wrfinput_ d03', etc., generated as the outputs of WPSI rea1.exe for each 
domain. It should be mentioned that the names of the first guess files should be changed into 
'fg' before they can be recognised by WRF-3DVar. In addition to the first guess files, the 
landuse dataset file 'LANDUSE.TBL' is also needed (a reference file is provided by the 
WRF-Var package under the directory WRFDA/run/LANDUSE.TBL). Finally, the same as 
OBSPROC, a namelist input file named 'namelist.input' should be built before running 
WRF-3DVar. This namelist file contains a set of variables used for WRF-3DVar, a template 
of which is also provided by the WRF-Var package (WRFDA/var/testltutorial/namelist.input). 
Table 7-2 shows an example of the full name list input file with the analysis time set to 1999-
10-24_00:00:00. 
Table 7-2 An example ofthe namelist input file ofWRF-3DVar (namelist.input) 
&wrfvarl 
prinCdetaiLgrad = .false., 
I 
&wrfvar18 
analysis_date = "1999-10-24_00:00:00.0000", 
I 
&wrfvar21 
time_window_min = "1999-10-23_23:00:00.0000", 
I 
&wrfvar22 
time_window_max = "1999-10-24_01:00:00.0000", 
I 
&time_control 
start_year = 1999, 
start_month = 10, 
start_day = 24, 
start_hour = 00, 
end_year = 1999, 
end_month = 10, 
end_day = 25, 
end_hour = 00, 
intervaLseconds = 21600, 
history_Interval = 180, 
frames_per _outflle = 1000, 
/ 
&domalns 
e_we = 16, 
e_sn = 16, 
evert = 28 
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dx = 250000, 
dy = 250000, 
time_step = 600, 
num_metgrid_levels = 22, 
num_metgrid_soiUevels = 0, 
/ 
&physics 
mp_physics = 3, 
ra_lw_physics = 1, 
ra_sw_physics = 1, 
radt = 250, 
sCsfclay_physics = 1, 
b'-pbl_physics = 1, 
bldt = 0, 
cu_physics = 1, 
cudt = 5, 
isfflx = 1, 
ifsnow = 0, 
icloud = 1, 
surface_inpuCsource = 1, 
num_soiUayers = 4, 
sCurban_physics = 0, 
maxi ens = 1, 
maxens = 3, 
maxens2 = 3, 
maxens3 = 16, 
ensdim = 144, 
/ 
&dynamics 
w_damping = 0, 
diff_opt = 1, 
km_opt = 4, 
diff_6th_opt = 0, 
diff_6th_factor = 0.12, 
base_temp = 290, 
damp_opt = 0, 
zdamp = 5000, 
dampcoef = 0.2, 
khdif = 0, 
kvdif = 0, 
non_hydrostatic = .true., 
moist_adv_opt = 1, 
scalar_adv_opt = 1, 
It can be found that this namelist file is quite similar to the one used to run WRF (also named 
as 'namelist.input'), except that there a few lines in the first part of the file with headers 
initialised with '&wrfvar' to state the variables used in WRF-3DVar. Table 7-2 defines a 
WRF-3DVar run to ingest the observations at the analysis time' 1999-10-24_00:00:00' into 
the first guess of a single domain. It should be noted that WRF-3DVar can only be run for a 
single domain each time, so the namelist file should be edited according to the settings of a 
single domain (i.e., each variable has a single value rather than multiple values for both 
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mother and child domains as defined in the name list input file of WRF). It is also important 
to keep the settings of the WRF variables (in the second part of the file) exactly the same as 
those used to generate the first guess files, i.e., those in the WRF namelist input file. More 
WRF-3DVar variables that can be defined in the namelist input file for detailed configuration 
ofWRF-3DVar can be found in the user guide (NCAR, 2010). With all needed files copied or 
linked to the working directory, WRF-3DVar can be run parallel for each of the nested 
domains. The executable code for WRF-3DVar (da_wrfvar.exe) can be found under the 
directory of WRFDAIvar/build/da_wrfvar.exe. After successful completion of WRF-3DVar, 
a file named 'wrfvar _output' (the analysis file, i.e., the new initial condition for the WRF 
model) should appear in the working directory along with a number of diagnostic files. 
Table 7-3 Variables in the namelist input file ofWRF for generating first guess files used in the 
cycling mode ofWRF-3DVar 
&time_control 
write_input = .true., 
inputout_interval = 360,360 
input_outname = "wrC3dvar _input_d<domain> _<date>" 
inputout_begin_y = 0,0, 
inputout_begin_d = 0,0, 
inputout_begin_h = 6,6, 
inputout_begin_m = 0,0, 
inputout_begin_s = 0,0, 
inputouCend_y = 0,0, 
inputouCend_d = 0,0, 
inputout_end_h = 6,6, 
inputout_end_m = 0,0, 
inputout_end_s = 0,0, 
In reality, the WRF model needs to be run in the cycling mode for continuous assimilation of 
the real-time observations. To apply WRF-3DVar in this cycling mode, some changes need to 
be made in the generation procedure of the first guess. This is because WRF-3DVar can only 
read in and update the first time period of data in the first guess file. Assuming that the 
observational data are assimilated by WRF-3DVar at a time interval of6 hours, the first guess 
files need to be generated every 6 hours for data assimilation at every analysis time. Each of 
the first guess files used for data assimilation should be initialised with the corresponding 
analysis time. Moreover, the first guess file generated for each analysis time should also be 
able to memorise the assimilation results of past WRF-3DVar runs. To solve this, a few 
variables need to be added in the name list input file used to run the WRF model (i.e., to run 
real.exe and wrf.exe). Table 7-3 presents the variables controlling the procedure for the 
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output of the first guess files during the WRF run. After invol ing the variable hown in 
Table 7-3, newly formatted first guess files named 'wrf_3dvar_ input_d<domain> _ <date>' 
will be generated for all the domains at a time interval of 6 hour during th WRF run. ach 
file contains a period of data lasting from the file generating time (al 0 the anal) i time for 
each data assimilation) until the end of the WRF run. 
24/10/1999 
6hr sipn up 
I I 




r--- replaced by 
25/10/1999 
18:00 00:00 
A wrfbdLd01 (24) I B wrfinpuCd01 (24) • 0 wrC3dvaUnput_d01_1999-10-24_00(24) 
I . C wrfinpuCd02(24) • E wrf_3dvaunput_d02_1 999-10-24_00(24) 
, 
/ WRF-Var domain1 / 
I , , 
F wrfbdLd01 (24) . H wrfvar_output 
hnked 10 
hnkedto .l G wrfvar_output <I H wrfinput_d02(24) 
<I G wrfinput_d01 (24) 
I 
[ WRF (wrf.exe) 
I wrfoutput_d01 (24) K wrf_3dvaUnpuCd01_1999-10-24_06( 18 )~ 
t-----' 
J wrfoutput_ d02(24) L wrf_ 3dvaUnput_ d02_ 1999-10-24_06(18) 
Figure 7-4 Running procedure for data as imitation in the cycling mode ofWRF-3DVar 
Figure 7-4 shows an example to illustrate how the first gue file are generat d and u ed in 
the cycling mode of WRF-30Var. In this example, WRF i configured to hav two ne ted 
domains and run from 231 10/1999 18:00 to 251 I 01 1999 00:00 for a total duration of 30 hour. 
In operational application, forecast data from the global model i u ed to dri e WRF. The 
global forecast data normally has a long range (e.g., the E MWF global model produc 10-
day forecasts at 00 and 12 UT each day). The fir t 6 hour are for model pin up: data 
assimilation starts from 24/1 0/1999 00:00 and occur on each ub equent 6 hour. In Figure 
7-4, the red number in the bracket at the end of each file indicate th time duration (in hour) 
of the data contained in that file. In this example, the first WRF run i from 23/10/1999 18:00 
to 25/10/199900:00. Following the configuration of the nameli t file in Table 7-3, t 0 fir t 
guess files (D and E as shown in Figure 7-4) are generated for the t .. 0 ne ted domain after 
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the completion of the first run (including WPS, real.exe and wrf.exe). The initial times of 
these two files are both at 24/10/1999 00:00 and the data lengths are both 24 hours. D and E 
are the 'warm-start' first guess files ready to be used in WRF-3DVar for data assimilation at 
the analysis time of 24/10/1999 00:00. The second WRF run starts from 24/10/1999 00:00 
until 25/101199900:00. The lateral boundary file A together with two first guess files Band C 
are generated after completing WPS and real.exe in the second run. Band C are considered as 
the first guess files in the 'cold-start' mode, which should be replaced by the 'warm-start' 
files D and E from the first run. Information from previous runs (either for model spin up or 
for data assimilation) is embedded in the 'warm-start' first guess files, which contain 
improved boundary conditions compared to the 'cold-start' first guesses. Therefore, in the 
second run, the 'warm-start' first guess files D and E replace the 'cold-start' files Band C, 
and together with the lateral boundary A are used to run WRF-3DVar separately for the two 
nested domains. F, G and H are the updated lateral boundary and first guess files after the 
successful completion ofWRF-3DVar. These three files are then used as the input ofwrf.exe 
to complete the rest of the second run. Similarly, by involving the variables shown in Table 
7-3, another two 'warm-start' first guess files are generated by the end of the second run. 
These are K and L. The initial times of the two files are 24/10/1999 06:00 with the data length 
of 18 hours. K and L will be used to replace the 'cold-start' first guess files in the next run 
starting from 24/10/1999 06:00 and will be treated as the inputs of WRF-3DVar for data 
assimilation at the next reanalysis time (Le., 24/10/1999 06:00). This cycling procedure is 
continued until the end of the modelling period for continuous assimilation of the real-time 
observations. The files generated by the completion of the second run, I and J, are the final 
outputs of the second run after the WRF down scaling by involving the observations at 
24/10/199900:00. 
7.5 Updating WRF boundary conditions (WRF _BC) 
Before carrying on the WRF down scaling with WRF-3DVar analyses, the values and 
tendencies of all variables for the first time period in the lateral boundary condition file for 
the mother domain (wrtbdy_dOI) must be updated to keep consistent with the new initial 
condition file (the WRF-3DVar analysis, Le. the WRF-3DVar output file wrfvar_output). 
Moreover, in the cycling mode, the low boundary in the WRF-3DVar analysis file also need 
to be updated based on the information of the WRF input file generated by WPS/ real.exe at 
the analysis time. Figure 7-5 shows the updating relationship between different files. 
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Updating the lateral boundary condition: 
I wrfvar_output I + I wrfbdy I I updated wrfbdy 
Updating the lower boundary condition: 
I wrfvar_output I + I Wrfinput : -~ I updated wrfvar_output 
Figure 7-5 Updating relations ofthe WRF-3DVar analysi , the lateral boundary and the WRF 
input file generated by WPS/ real.exe at the analy i time 
For the child domains, the lateral boundaries are provided by their parent domain . 0 no 
lateral boundary updating is needed for the child domains. But the low boundarie in the 
WRF-3DVar analysis files of the child domains are still need to be updated b the re p cti e 
WRF input files. The whole updating procedure is performed b the ut ilit WRF _B . The 
executable code can be found under the directory of WRFONvar/build/da_updated_bc.e e. 
Besides the three input files (wrfvar_output from WRF-30Var. \>Hfin put and \<\rfbdy from 
WPS/ real.exe), a namelist input file named 'param.in ' is al so needed. Table 7-4 and Table 7-
5 give two examples of the namelist input file for the mother and the child domain in a old-
start mode of WRF-3DVar. 
Table 7-4 An example of the namelist input file (param.in) of WRF _B for the mother domain 
&control_pa ra m 
wrfvar _output_file = './wrfvar _output' (analysis generated from 3DVar for domain 1) 
wrf_bdy_file = '.jwrfbdy_dOl' (lateral boundary generated from WPSj real .exe) 
wrCinput = './wrfinpuCdOl' (first guess generated from WPSj real.exe) 
domain id = 1 
cycling = .false. (set to true if the first guess comes from a previous WRF run) 
debug = .true. 
low_bdy _only = . false. (both lateral boundary and low boundary need to be updated) 
update_Ism = .false. 
Table 7-5 An example of the namelist input file (param.in) of WRF _B for th child domain 
&control_param 
wrfvar _output_file = '.jwrfvar _output' (analysis generated from 3DVar for domarn2) 
wrf_input = '.jwrfinput_d02' (first guess generated from WPS/ real.exe) 
domain_id = 2 
cycling = . false. (set to true if the first guess comes from a prevIous WRF run) 
debug = .true. 
low_bdy_only = .true. (only low boundary need to be updated for the child domaIn) 
update_Ism = .false. 
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For the child domain in Table 7-5, the 'domainjd' is larger than I. No wrfbdy _dOl file needs 
to be provided in the child domain case for the variable 'wrCbdy_file' and the variable 
'Iow_bdy_only' should be set to 'true'. After the completion of this updating procedure, the 
initial condition (WRF-3DVar analysis) and the lateral boundary are both updated, and are 
ready to be put into the WRF model (wrf.exe) for downscaling. To use the updated files, just 
link a copy of 'wrfvar_output' and 'wrfbdy_dOI' to 'wrfinput_dOI' (or 'wrfinput_d02' for 
the child domain) and 'wrfbdy _dOl' under the WRF working directory. 
7.6 Generating background error (GEN_BE) 
There are two choices to define the background error covariance (BE) in WRF-3DVar: CV3 
and CV5. Both are applied with the same set of the control variables, stream function, 
unbalanced potential velocity, unbalanced temperature, unbalanced surface pressure and 
pseudo relative humidity. With CV3, the control variables are in physical space while with 
CV5 the control variables are in eigenvector space. The major differences between these two 
kinds of BE are in the vertical component of the background error covariance. CV3 uses the 
vertical recursive filter to model the vertical covariance but CV 5 uses the empirical 
orthogonal function (EOF) to represent the vertical covariance. The recursive filters to model 
the horizontal covariance are also different in these two BEs. It is difficult to tell which BE is 
better since the impact on analysis may vary case by case (Skamarock et aI., 2008). CV3 is a 
global BE that is estimated in grid space by the NMC method (Parrish and Derber, 1992) and 
can be used for any regional domains. The control variables for CV3 are estimated based on 
the differences of 24hr and 48hr GFS forecasts with T170 resolution valid at the same time 
for 357 cases distributed over a period of one year. However, CV5 is a domain-dependent BE 
which should be generated based on the forecast data from the specific domain. The WRF-
Var package provides a generic CV3 background error statistic file (WRFDAlvar/run/ 
be.dat.cv3) that can be used for any case. However, to use the CV5, it is necessary to generate 
the domain-specific background statistics using one's own observational data and the 
'gen_be' utility under the directory of WRFDAlvar/scripts/gen_be/gen_be_wrapper.ksh. In 
this study, the readily provided CV3 background error statistic file is used for all applications 
with WRF-3DVar by setting 'cv _options=3' in the 'namlist.input' file of WRF-3DVar and 
linking 'be.dat.cv3' as 'be.dat' in the working directory. 
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7.7 Assimilating weather radar data 
A capability to assimilate Doppler radar radial velocity and reflectivity observations is also 
available in WRF-3DVar (Xiao et aI., 2005, 2007, 2008). In order to calculate the vertical 
velocity increment as a result of assimilating the vertical velocity component of radial 
velocity, the Richardson balance equation (Richardson, 1922; White, 2002) is introduced, 
which combines the continuity equation, the adiabatic thermodynamic equation, the 
hydrostatic relation and its linear and adjoint codes. More information about the assimilation 
of the Doppler radial velocity in WRF-3DVar can be found in the technical note (Skamarock 
et aI., 2008) and the above papers by Xiao et al. Since the Wardon Hill radar used in this 
study is a conventional radar without Doppler capacity, only radar reflectivity is assimilated 
in this study. More detailed information about the reflectivity assimilation in WRF-3DVar is 
provided as follows. 
For reflectivity assimilation, the total water mixing ratio q, is chosen as the moisture control 
variable. The pixel-based radar reflectivity is assimilated directly in WRF-3DVar, by stating 
the latitude and longitude of the pixel centre and the height of the radar beam above that 
pixel. Eqn. (7-2) shows the observation operator used to calculate the model-derived 
reflectivity for the comparison with the assimilated observations (Sun and Crook, 1997): 
Z = 43.1 + 17.510g(PJr) (7-2) 
where Z is the reflectivity in dBZ, p is the air density in kglm3 and q, is the rainwater 
mixing ratio. This relation is derived analytically by assuming the Marshall-Palmer 
distribution of raindrop size. Since q, is used as the control variable, the partitioning of the 
moisture and hydrometeor increments is necessary during the minimisation procedure. A 
warm-rain parameterisation (Dudhia, 1989) is adopted in WRF-3DVar, which includes the 
condensation of water vapour into cloud, the accretion of cloud by rain, the automatic 
conversion of could to rain, and the evaporation of rain to water vapour. In this case, although 
the control variable is q" the cloud water mixing ratio qc' the water vapour mixing ratio 
qv and the rainwater mixing ratio qr increments are produced through this partitioning 
procedure. This warm-rain parameterisation builds a constraint: the relation among rainwater, 
cloud water, moisture and temperature. When rainwater information (from the reflectivity 
through Eqn. (7-2» enters the minimisation iteration procedure, the forward warm-rain 
process and its backward adjoint distribute this information to the increments of other 
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variables under the constraint of the warm-rain parameterisation scheme. For the definition of 
the measurement error covariance, since it is different to measure for the radar observations 
in real-time, no measurement error is defined in this study in order to see how good the 
assimilation results could be by using the raw radar data. When preparing the readily used 
observational data file for the radar data in WRF-3DVar, it should be mentioned that this 
procedure dose not go through OBSPROC. A special data format is required as shown in 
Table 7-6 and an example of the radar data input file Cob.radar) is shown in Table 7-7. 
Table 7-6 Data format of the radar observational file for WRF-3DVar (ob.radar) 
TOTAL NUMBER (14X , I3) -- FMT=(A14 , I3) 
#------- ----- -- - -- # 
Head record for specific radar information (site , latO , lonO , elv , date , #of data 
location , max levs) -- FMT=(AS , 2X , A12 , 2(F8 . 3 , 2X) , F8 . 1 , 2X , A19 , 216) 
#-------- - --- - ----- - -------------------------------------------------------- ----# 
Head record for the specific location (FM- 128 RADAR , date , lat , lon , elv , levs) 
__ FMT=(A12 , 3X , A19 , 2X , 2(F12 . 3 , 2Xl , F8 . 1 , 2X , I6) 
Data - level record (height<m> , Radial_V<m/s> , gc , err , Reflectivity<dbz> , gc , err) 
__ FMT=(3X , F12 . 1 , 2(F12 . 3 , I4 , F12 . 3 , 2X)) 
Data- level record (height<m> , Radial_V<m/s> , gc , err , Reflectivity<dbz> , gc , err) 
__ FMT-(3X , F12 . 1 , 2(F12 . 3 , I4 , F12 . 3 , 2X)) 
Head record for specific radar information (site , latO , lonO , elv , date , #of data 
location , max_levsl 
#--------------------------- - --------------------------------------------------- # 
Head record for the specific location (FM- 128 RADAR , date , lat , lon , elv , levs) 
Data - level record (height<m> , Radial_V<m/s> , gc , err , Reflectivity<dbz> , gc , err) 
Data - level record (height<m> , Radial_V<m/s> , gc , err , Reflectivity<dbz> , gc , err) 
Table 7-7 Example of the radar observational file 'ob.radar' ready to be used in WRF-3DVar 
TOTAL NUMBER = 1 
#----------------- # 
RADAR 127 . 434 38 . 177 1046 . 0 2006- 07 - 11_12 : 00 : 00 12 11 
#--------------- - ------------------------ - -------------------------------------- # 
FM- 128 RADAR 2006- 07 - 11 12 : 00 : 00 36 . S34 124 . 900 1046 . 0 4 
4730 . 0 - 9 . S20 0 1. 000 17 . 530 0 1. 753 
3680 . 0 - 10 . 940 0 1. 000 13 . 260 0 1. 326 
2870 . 0 - 10 . 990 0 1. 000 8 . 310 0 0 . 831 
2320 . 0 - 9 . 960 0 1 . 000 13 . 280 0 1. 328 
FM - 128 RADAR 2006- 07 - 11 12 : 00 : 00 36 . S33 125 . 013 1046 . 0 11 
6840 . 0 -9 . 460 0 1. 000 13 .4 40 0 1. 344 
5790 . 0 - 8 . 040 0 1. 000 17 . 070 0 1. 707 
4730 . 0 - 9 . 700 0 1 . 000 31 . 150 0 3 . 115 
3680 . 0 - 11 . 020 0 1. 000 30 . S80 0 3 . 0S8 
2870 . 0 - 10 . 940 0 1. 000 30 . S80 0 3 . 0S8 
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2320 . 0 - 9 . 990 a 1. 000 30 . 450 0 3 . 045 
1800 . 0 - 10 . 610 0 1.000 28 . 280 0 2 . 828 
l310 . 0 - 10 . 400 0 1. 000 24 . 230 0 2 . 423 
930 . 0 - 8 . 970 0 1 . 000 21 . 180 0 2 . 118 
690 . 0 - 7 . 700 0 1. 000 17 . 940 0 1 . 794 
480 . 0 - 6 . 630 a 1 . 000 0 . 420 0 0 . 042 
FM-1 28 RA DAR 2006- 07 - 11 12 : 00 : 00 36 . 532 125 . 126 1046 . 0 
68 40 . 0 - 9 . 230 a 1 . 000 19 . 010 0 1. 901 
5790 . 0 - 8 .1 30 0 1 . 000 21 . 890 0 2 . 189 
4730 . 0 - 9 . 840 0 1. 000 33 . 820 0 3 . 382 
3680 . 0 - 11 . 080 0 1 . 000 33 . 140 0 3 . 314 
2870 . 0 - 10 . 890 0 1 . 000 32 . 930 0 3 . 293 
2320 . 0 -1 0 . 050 0 1. 000 32 . 560 0 3 . 256 
1800 . 0 - 10 . 770 0 1 . 000 30 . 300 0 3 . 030 
l310 . 0 -1 0 . 550 0 1 . 000 27 . 600 0 2 . 760 
930 . 0 - 9 . 04 0 0 1 . 000 26 . 280 0 2 . 628 
69 0 . 0 - 7 . 730 0 1 . 000 24 . 260 0 2 . 426 
480 . 0 - 6 . 720 0 1 . 000 19 . 350 0 1 . 935 
Besides the observational file of the radar data, a few variable need to be added in the 
namelist input file of WRF-30Var. Table 7-8 shows the mo t neces ary ariable controlling 
the assimilation of the radar data in WRF-30Var. The procedure to run WRF-30Var and 
WRF _BC remain exactly the same as those mentioned in the pre iou ection. 
Table 7-8 Variables in the namelist input file ofWRF-3DVar for radar data a imilation 
&wrfvar2 
calc_w_ increment = .true., (to include w increments) 
&wrfvar4 
use radarobs = .true., (to assimilate radar data) 
use_radar_rv = .true., (to assimilate radial velocity, set to false if it is not available) 
use_radar_rf = .true., (to assimilate radar reflectivity) 
7.8 Conclusions 
Data assimilation is a complex process and involves complicated handling of ariou model 
components and data sources. There is a lack of easy-to-follow u er guide on WR -3DVar 
data assimilation and this chapter fills a knowledge gap in this field. Table 7-9 ummari e all 
the commands used to carry out data assimilation using WRF-3DVar. It ho an e ampl to 
assimilate observations together with the weather radar data at the anal i time 24/ 10/ 1999 
00:00 for the mother domain and using the CV3 background error. The fir t gu file ( ither 
from WRFI reaJ.exe in the cold-start mode or from the last WRF run in the y ling mode) 
should be initialised with data at the analysis time and linked or copied to the \.\larking 
directory. It should be emphasised that the data assimilation need to be carried out parat Iy 
for different domains. For the assimilation in the child domain, the procedure to run WRF-
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3DVar and WRF _BC in Table 7-9 should be repeated to update the first guess files generated 
from the child domain. The only di fference for the mother and the child domain exists in the 
updating of the lateral boundary. The lateral boundary file (wrfbdy _dO 1) needs to be updated 
in WRF _BC for the mother domain, while there is no need to do this in the child domain run. 
Table 7-9 ummary of all the commands used to run OBSPROC, WRF-3DVar and WRF_BC 
# to run OBSPROC, with the prepared LITTLE_R format observational data file existing 
in the working directory 
# link the observation error file 
In -sf /WRFDA/var/obsproc/obserr.txt ./obserr.txt 
# copy the template namelist input file of OSBPROC and then edit it 
cp /WRFDA/var/obsproc/namelist.obsproc.3dvar.wrfvar-tut namelist.obsproc 
# run OBSPROC 
./WRFDA/var/obsproc/obsproc.exe 
wait 
# the output file is obs_gts_1999-10-24_00:00:00.3DVAR 
# ---- -- ---- # 
# to run WRF-3DVar 
# link the output of OBSPROC 
In -sf obs_gts_1999-10-24_00:00:00.3DVAR ./ob.ascii 
# link the radar observation file which is prepared outside OBSPROC 
In -sf ob_ 1999102400.radar ./ob.radar 
# link the first guess files from WPS/ real.exe in cold -start mode (or from the last WRF 
run in cycling mode) 
In -sf wrfinpuCdOl (or wrf_3dvar_input_dOl_1999-10-24_00:00:00) ./fg 
# link the landuse dataset 
In -sf /WRFDA/run/LANDUSE.TBL ./LANDUSE.TBL 
# link the background error CV3 
In -sf /WRFDA/var/run/be.dat.cv3 ./be.dat 
# copy the template namelist input file of WRF-3DVar and edit it 
cp /WRFDA/var/test/tutorial/namelist.input namelist.input 
# run WRF-3DVar 
./WRFDA/var/build/da_wrfvar.exe 
wait 
# the 3DVar analysis will be generated: wrfvar.out, which is the updated first guess 
# --- -- ---- - # 
# to run WRF _BC, with the lateral and low boundary file copied or linked to the 
working directory 
# copy the template namelist input file of WRF _BC and edit it 
cp /WRFDA/var/test/update_bc/parame.in ./parame.in 
# run WRF_BC 
./W RFDA/va r /b u i Id/ d a_u pd ate_bc. exe 
wait 
# the generated files are wrfvar.out (the updated analysis containing the updated low 
boundary) and wrfbdy_dOl (the updated lateral boundary file, only for mother 
domain) 
In the following chapter, WRF-30Var is applied with the WRF model for real-time rainfall 
foreca ting. Radar reflectivity together with NCAR surface/ upper-air observations are 
assimilated in triple nested domains by WRF-30Var in the cycling mode. 
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Chapter 8 
Rainfall forecasting with data assimilation 
by WRF-3DVar 
8.1 Purpose 
In this chapter, rainfall forecasting using the WRF model is performed with the assimilation 
of both radar data and traditional surface and upper-air observations by WRF-3DVar. To 
make it comparable with operational nowcasting methods with respect to the computational 
efficiency, the horizontal resolution of the WRF model is decreased to the catchment scale 
(with the whole study area, the Brue catchment, represented by a single grid of the innermost 
domain). This has largely shortened the computation time. The computation time of one-day 
modelling using the same domain sizes in Chapter 6 can be shortened to 10 minutes or even 
less. This can also facilitate the flood forecasting in Chapter 9 by using the conceptual 
rainfall-runoff model, since the extracted results of a single grid in the innermost domain can 
be directly treated as the catchment average rainfall and input into the rainfall-runoff model. 
The effect of data assimilation by WRF-3DVar on improving operational rainfall forecasting 
is investigated by assimilating different types of observations or their combinations. The 
observational data include the radar reflectivity from the C-band Wardon Hill radar, the 
NCAR surface/ upper-air observations and an improved version of the radar data corrected 
based on the rain gauge observations. In addition, the performance of WRF-3DVar is also 
examined with respect to different types of storm types as discussed in Chapter 6. Six storm 
events are selected with various characteristics of rainfall distribution in time and space and 
then applied for rainfall forecasting using the WRF model with the assistance of WRF-3DVar. 
For hydrological applications using the operational NWP rainfall forecasts in real-time flood 
forecasting, hydrologists are particularly concerned with the accuracy of the rainfall quantity 
at the catchment scale and its variations in time, both of which have direct impacts on the 
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magnitude and timing of the peak flow through the rainfall-runoff transformation done by the 
rainfall-runoff model. Therefore, other than the synoptic analysis normally found with 
meteorological studies (e.g., those mentioned for radar data assimilation in the introduction 
part of Chapter 7), in this chapter, the effect of data assimilation in improving the operational 
rainfall forecasts is evaluated with respect to the rainfall quantity and its accumulation at the 
catchment scale. 
This chapter is organised as follows. Section 8.2 describes the utilisation of the ECMWF 
operational forecast data as the driving of the WRF model, depicts the WRF model 
configurations and the characteristics of the selected storm events. Section 8.3 gives a 
detailed introduction of the observations to be assimilated into the WRF model, including 
both the NCAR surface/ upper-air observations and the radar data. Principles of the weather 
radar and radar data are introduced thereafter with the radar data quality verified by the rain 
gauge network. Section 8.4 presents the rainfall forecasting results of the four types of storm 
events with different modes of WRF-3DVar, by assimilating different types of observations 
or their combinations. The improvement of rainfall forecasts after the application of WRF-
3DVar is evaluated by examining the trends of the rainfall cumulative curves, and further in 
Section 8.5 by the rainfall accumulation errors more quantitatively. A correction ratio is 
developed based on the rain gauge observations for improving the quality of the radar data. 
Its limitations are discussed in Section 8.6, and finally conclusions are made in Section 8.7 
and suggestions are given on more efficient assimilation of radar data using WRF-3DVar. 
8.2 ECMWF forecast products, storm events and WRF configurations 
In this chapter, the main operational forecasting suite at ECMWF is adopted to drive the 
WRF model. This forecasting suite produces global 10-day forecasts based on the 00 and 12 
UTC analyses (the 00 UTC run only available in specific years as an experimental suite for 
severe weather prediction). Meteorological parameters are written and output for every time 
step, at 3-hourly intervals from 00 to 72 hours, and at 6-hourly intervals from 72 to 240 hours. 
Driven by the ECMWF operational forecast product, real-time rainfall forecasts are made at 
the catchment scale by the WRF model for the future 12 hours. In the meanwhile, radar data 
as well as surface/ upper-air observations are assimilated by WRF-3DVar at a time interval of 
6 hours. 
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It should be mentioned that the reanalysis data (ERA-40) used in Chapter 6 can also be used 
to drive WRF and produce rainfall simulations, though they are not available in real-time. 
ERA-40 reanalysis data are different to the ECMWF operational forecast products. ERA-40 
data have already involved the data assimilation technique through the application of 3DVar 
to the T159L60 version of the Integrated Forecasting System producing analyses every six 
hours (Persson and Grazzini, 2007). The ERA-40 analyses involve a comprehensive use of 
the satellite data, starting from the early Vertical Temperature Profile Radiometer data in 
1972, then later including TOVS, SSM/I, ERS and ATOVS data. Cloud Motion Winds are 
used from 1979 onwards. Data from past field experiments, such as the 1974 Atlantic 
Tropical Experiment of the Global Atmospheric Research Program, the 1992-1993 TOGA-
COARE, etc., will also be revitalized in near future. ERA-40 data are regarded as potential 
source for long term trend and fluctuation studies. In this chapter, it is interesting to see 
whether the quality of the ERA-40 data can be further improved by assimilating more 
observations, especially the radar data. Therefore, together with the ECMWF forecast 
products, the ERA-40 reanalysis data are also applied to drive WRF with the assistance of 
WRF-3DVar and a comparison is made regarding the accuracy of the rainfall results by using 
the two kinds of ECMWF products. 
Six storm events are selected from the Brue catchment with a fixed duration of 24 hours. 
Table 8-1 shows the start and end times of the six events and their rainfall accumulations for 
the 24hr durations observed by the rain gauge network. Among the six events, Event A, C, E, 
F are selected from the events used in Chapter 6 with the previous storm ID being d, h, band 
f, respectively. These four events are of four different storm types categorised based on the 
variability of the rainfall distribution in the spatial and temporal dimensions. From the 
conclusions in Chapter 6, it is known that the WRF model performs the best in reproducing 
the Type 1 events (with evenly-distributed rainfall in space and time), while Type 3 events 
(characterised by highly concentrated rainfall in a small area and a short time period with 
large rainfall rates) are the most difficult cases for WRF to handle. Compared to these two 
extreme cases, events of the other two types (Type 2 and Type 4) are more common in reality. 
Type 2 events have only one-dimensional evenness in space while Type 4 events have twO-
dimensional unevenness which is however not as concentrated as Type 3. In order to reach 
more general conclusions, one more event for Type 2 and Type 4 is used. Because of the lack 
of radar data, two new events (Event Band D as shown in Table 8-1) are selected to replace 
the other Type 2 and Type 4 events used in Chapter 6 (Event c and g in Table 6-3). 
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Table 8-1 Durations of the six 24hr storm events and the accumulative rainfall 
Event lOin Storm Start time End time 24hr rainfall (mm) 10 hapter6 type 
A d 2 24/10/ 1999 00 :00 25/1 0/1999 00:00 29.38 
B 2 05/01 11 994 00 :00 06/01 /1994 00:00 21.65 
h 4 06/09/1995 18:00 07/09/1995 18:00 31.97 
D 4 04/111199600:00 05/11 /199600:00 14.58 
E b 1 02/04/2000 18:00 03/0412000 18:00 3 1.1 2 
F f 3 03/08/1 994 12 :00 04/08/1994 12:00 22.30 
For continuous assimilation of the real-time observations for the durations of the storm events, 
WRF-3DVar needs to be run in the cycling mode together with the WRF model. Figure 8-1 
illustrates the time bars of the cycling runs for Event A using the ERA-40 reanalysis data. 
Data assimilation happens at four occasions (2411 011999 00:00, 06:00, 12:00 and 18:00, 
marked with circles in Figure 8-1) with a time interval of 6 hours. The first 6 hours of run 1 is 
for WRF spin-up ITom 2311 0/1999 18:00 to 2411 011999 00:00. With the first gues tiles 
generated in run 1 (the first guess should be in warm-start format and initialised with data at 
time 2411 0/1999 00:00), run2 is carried out for data assimilation at time 2411 011999 00:00 
using WRF-3DVar. As time goes on , more runs are initiated at the following data 
assimilation times with the first guess inputs generated from the previous runs. For all runs 
except run I, WRF-3DVar is applied at the beginning of each run for the assimilation of the 
real-time observations, then the outputs ITom WRF-3DVar (the updated lateral boundary and 
first gue s) are input into the WRF model , which will run from the data assimilation time till 
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Figure 8-1 Time bars of cycling WRF runs for continuous data assimilation in Event Au ing 
ERA-40 reanalysis data 
When the CMWF operational forecast data is used instead, the case becomes more 
complicated, as shown by Figure 8-2. As mentioned, the CMWF foreca ts are made at two 
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forecast origins of the 00 and 12 UTC each day (for the six event u ed in thi chapter, the 00 
UTC origin is not available for Event A and E). Here it i as umed that for a gi en time the 
forecasts made from the nearest origin are more accurate and reliable than tho e made from 
further origins. That is to say, as soon as a new origin becomes a ailable, foreca ts made 
from the past origins are discarded and results of the new origin are used in tead. In Figure 8-
2, there are two forecast origins producing forecasts for the 24hr duration of ent A. In 
order to get the optimal forecasting results, the initial run tarts 6 hour ahead of origin 1. 
Again, the first 6 hours (from 23/10/1999 06:00 to 12:00) are for model pin-up and th data 
assimilation begins from 23/10/1999 12:00 onwards with a time interval of 6 hour. Data 
used for the 6hr spin-up is the ERA-40 reanalysis data, which can give a better m del tate 
after the spin-up finishes. It should be mentioned that when using foreca t from origin2, a 
6hr spin-up is also needed using the ERA-40 data and that is why run6 is carried out before 
run7. Since the rainfall forecasting results will be used later in Chapter 9 to make real-time 
forecasts of the flow with lead time of 1 to 12 hours, the duration of all runs are e tended by 
12 hours. For run I to run5, the end time is extended from origin2 (24/1 0/1999 12:00) to 
25/10/1999 00:00, and for run6 to run8 the end time is extended from the end of nt A 
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Figure 8-2 Time bars of cycling WRF runs for continuous data a imiiatioD in Event A u ing 
ECMWF operational forecast data 
The time bars of the other five events are presented together with their re ult in cti n 8.4. 
Triple nested domains centred over the Brue catchment are de igned for the down a1ing of 
the WRF model. The domain settings are shown in Table 8-2. ince the fore a ted rainfal1 of 
the innermost domain will be finally used in Chapter 9 as the input of the con eptual rainfall-
runoff model in the real-time flood forecasting system, too robust horizontal re olution i not 
142 
Chapter 8 Rainfall forecasting with data assimilation by WRF-3DVar 
needed. A grid spacing of 10 km is adopted for the innermost domain (Domain 3), thus the 
whole area of the Brue catchment (135.2 km2) can be mostly covered by a single grid in 
Domain 3. Considering the running speed of the WRF model, a downscaling ratio of 1:5 is 
applied, i.e., the grid spacing of the two outer domains is scaled to 50 km and 250 km, 
respectively for Domain 2 and Domain 1. Following the requirement of leaving six grids free 
next to the boundary for buffering in each domain, the final grid number of the triple nested 
domains is chosen to be 15x15, 15x15 and 5x5 from the outermost to the innermost domain. 
That means a corresponding domain area of 3750x3750 km2, 750x750 km2 and 50x50 km2 
for Domain 1, Domain 2 and Domain 3. The time step of the three domains is set to be 3 
hours, 3 hours and 1 hour for the output of the rainfall forecasts. The spatial resolution of the 
ECMWF product used in this chapter (including both the forecast and reanalysis data) is 2.5° 
x2.5°, for a smallest gap with the resolution of the outermost domain (which is 250x250 km2). 
Other configurations of the WRF model, such as the vertical pressure levels and the physical 
parameterisations are kept the same as Chapter 6. 
Table 8-2 Settings of the triple nested domains in the WRF model 
Time step Grid spacing Grid Domain size DownscaJing 
(hr) (km) number (km) ratio· 
Domain 1 3 250 15xl5 3750x3750 
Domain2 3 50 15xl5 750x750 1 :5 
Domain3 10 5x5 50x50 1:5 
Note: *Downscaling ratio = the grid size of the children domain divided by that of the mother domain. 
8.3 Observational data assimilated by WRF -3DVar 
8.3.1 NCAR archived observations 
The NCAR archived data (http://dss.ucar.edu) are used to provide operational global surface 
and upper-air observations for WRF-3DVar. The datasets used in this study are 'ds3S3.4' 
(upper-air observations) and 'ds464.0' (surface observations). The NCAR archived data are 
in ADP format, which should be converted into LITTLE_R format before they can be used in 
OBSPROC. A MMS utility named 'FETCH' (downloadable at the website of 
http://www.mmm.ucar.edulmmS/mm5v3/dataifree_data.html) can be used for downloading 
the NCAR archived data and for LITTLE_R format conversion. When using the FETCH 
utility (,fetch.csh' for data downloading and 'adp_toJittle-r.csh' for format conversion), a 
data extraction domain can be defined by assigning the parameters of lon_e,lon_w. lat_s and 
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I at_ n in the executable fi les (referring to the ea t and v. e t longitude and th outh and north 
latitude of the domain). Here the data extraction domain u ed range fr m 45° t 45°W and 
from 300 N to 75°N, which wholly covers the outermo t domain of the WRF m del. B 
defining the extraction domain, NCAR observation 10 at d in id the domain are 
downloaded and formatted only, which can largely enhance the efficien ) of data pr ing. 
After the format conversion, the final LlTTL R formatted data are ba ed n a tim inter al 
of 6 hour, which are then ready to be used for OB PRO . The quality ontr R 
data is realised in WRF-3DVar by defining the ob er ation error cO'varian e. h d fault 
Air Force (AFWA) OBS error file is used in thi tudy. which define th in trumental and 
sensor errors for various air, water and surface ob enation t)p a \\ell a 'at lIite re[ri 'val. 
Currently, there are 19 types of observation that can b a imilated in Vv Rr -3D ar. which 
are SYNOP, SHIPS, METAR, PILOT, OU D, MD R. IR P. 
TAMDAR, GPSPW, GPSZD, GP RF, MTI. and 
QSCAT. Each type of observations is identified by the WM rre p nding 
WMO codes and the code name of each type of ob ervation are Ii ted in abl -3. 
Table 8-3 WMO codes and name for each type of ob ervation a imilated in WR - ar 
No. WMOcode WMO code name 
1 12.14 \ or \IOBILI~ 
2 SHIPS 13 HIP 
3 METAR 15.16 METAR, PEel 
4 PILOT 32,33,34 PILOT, PILOT HIP, PILO 1 BIL 
5 OU 0 35,36,37,38 II:.MP n~IP IlIP, I L IP DROP, 1 I 11' \1081L • 
6 AMDAR 42 AMDAR 
7 SATEM 86 TEM 
8 SATOB 88 ATOB 
9 AIREP 96,97 AIREP 
10 TAMOAR 101 T MDAR 
11 GPSPW 111 GP PW 
12 GPSZO 114 GP ZD 
13 GPSRF 116 GP RF 
14 SSMTI 121 MTI 
15 SSMT2 122 S MT2 
16 SMJ 125 MI 
17 PROFL 132 WI 0 PROFILE.R 
18 BOGUS 135 TCBO , BOGL 
19 QSCAT 281 Q CAT 
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The meanings of the WMO code names are shown in Table 8-4. For the NCAR archived 
operational global surface/ upper-air data, after being processed by the FETCH utility, only 
two types of observations ( YNOP and OUND) are found available for the data extraction 
domain at the data assimilation times of the six events used in this chapter. The relevant rows 
the two data types in Table 8-3 and Table 8-4 of are marked in red. 
Table 8-4 Meanings of the WMO meteorological abbreviations 
12) YNOP: Report of surface ob ervation from a fixed land station . 
13) HIP: Report of surface observation from a sea station. 
14) YNOP MOBIL : Report of surface observation from a mobile land station . 
IS) METAR: Aerodrome routine meteorological report (with or without trend forecast). 
(6) SPECI: Aerodrome sceptical meteorological report (with or without trend forecast). 
32) PILOT: Upper-wind report from a fixed land station. 
33) PILOT HIP: Upper-wind report from a sea station. 
34) PILOT MOBILE: Upper-wind report from a mobile land station. 
3S) TEMP: Upper-level pressure. temperature. humidity and wind report from a fixed land station . 
36) TEMP HIP: Upper-level pressure. temperature, humidity and wind report from a sea station . 
37) TEMP DROP: Upper-level pressure, temperature. humidity and wind report from a sonde released 
by carrier balloon or aircraft. 
38) TEMP MOBILE: Upper-level pressure, temperature, humidity and wind report from a mobile land 
station. 
42) AMDAR: Aircraft report (aircraft meteorological data relay). 
86) A TEM: Report of satellite remote upper-air soundings of pressure, temperature and humidity. 
88) SA TOB: Report of satellite observations of wind, surface temperature, cloud, humidity and 
radiation. 
96,97) AIREP: Aircraft weather report. 
10 I) TAMDAR: Tropospheric airborne meteorological data report. 
II) GP PW : Report of ground-based GP precipitable water. 
114) GPSZD: Report of ground-based GPS zenith total delay. 
116) GP RF: Report of space-based GPS refractivity . 
121) S MT I: Report of special sensor microwave temperature sounder. 
122) SSMT2: Report of special sensor microwave water vapour profiler. 
12S) SSMI: Report of special sensor microwave imager. 
132) WI D PROFILER: Report of wind speed and direction detected by wind profilers. 
13S) TCBOU and BOGUS: Report of typhoon bogus and other bogus. 
281) QS AT: Report of QuikS AT level-2B sea wind. 
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8.3.2 Weather radar and radar data 
Data from the Wardon Hill radar are used as another source of observations to be assimilated 
by WRF-3DVar together with NCAR surface/ upper-air observations. For an appropriately 
use of the radar data, the main principles of weather radar should be understood correctly. In 
this section, the principals of weather radar and the main radar error sources in rainfall 
estimation are presented, then the Wardon Hill radar dataset is introduced and the data quality 
is evaluated by the rain gauge network of the Brue catchment. 
8.3.2.1 Principles o/weather radar 
Radars alternately transmit a pulse of electromagnetic waves and receive back-scattered 
echoes. In the case of UK Met Office weather radar, electromagnetic waves are transmitted at 
the speed of light, around 186,000 miles per second (299,338 km/s) for around two 
microseconds, in a cone of between one and two degrees divergence. The pulse must be 
transmitted in a short time to avoid losing close range echoes. The radar receives energy 
reflected from a target for a longer period of around 3300 micro seconds before transmitting 
another pulse of energy. The time for receiving echoes is kept as long as possible to ensure 
detection of distant echoes. The dish rotates through 360 degrees during a period of I to 10 
minutes. Each pulse of energy covers a distance of around 100 m. As the beam width is 
between one and two degrees, the width resolution increases with distance (around I km near 
the radar and several km at outer ranges). The resolution volume (volume described by beam), 
is set by the length of the pulse and the width of the beam. 
The precipitation targets, such as rain, snow, and hail scatter the radar beam, and are referred 
to as distributed targets. Their diameters are small enough (less than 0.1 of the wavelength) 
for Rayleigh scattering theory to apply, that is scattering with no change of frequency. Each 
precipitation particle has different diameters and fall speeds. Furthermore, wind shear and 
turbulence cause the scattered pulses to fluctuate continuously. In order to remove these 
fluctuations, returned signals are averaged over a period from 0.1 to 1 second to guarantee a 
larger number of independent samples (Battan, 1973). 
The reflectivity of precipitation is estimated from the strength of the returned signal, which 
has a relation with the rainfall rate described by an empirical equation: 
Z =axRb (8-1) 
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where Z is the reflectivity factor in mm6m-3, R is the rainfall rate in mrnlhr, a and bare 
parameters that have been derived empirically. The value of a and b vary considerably, 
depending on geographical locations and rainfall types. Usual UK values for a is around 200, 
although it can range from 140 for drizzle through to 180 for widespread frontal rain and 240 
for convective showers, whilst that of b is normally taken as 1.6 (Marshall et aI., 1947, 1955; 
Marshall and Palmer, 1948). There is not a worldwide single Z-R relationship indeed and up 
to 69 different Z-R relationships have been listed by Battan (1973). The variation is attributed 
to the precipitation drop size distribution given that the reflectivity is proportional to the sum 
of the sixth power of the raindrop diameter. Battan (1976) and Ulbrich (1986) have shown 
that updrafts and downdrafts can cause the Z-R relationship to differ greatly from that of the 
still air. 
There are several different weather radars in operation of which X-band, C-band and S-band 
are among the most common use (see Table 8-5 for a summary of wavelength and frequency). 
The wavelengths are chosen to be those which are the mostly scattered by targets the same 
size as raindrops. X-band and C-band radars do not require a large dish and are portable and 
cheaper; however they are more susceptible to attenuation errors during heavy rain than S-
band radar. The weather radar network in the United Kingdom consists of 15 C-band weather 
radars and 2 additional sites are planned with Northumbrian Water PLC and Anglian Water 
PLC (Bray et aI., 2008). The Meteorological (Met) Office's automated system, Nimrod, is 
fully integrated with the UK's C-band rainfall radar network, and is capable of providing six 
hour weather forecasts (Golding, 1998, 2000). 












Further developments in algorithm and instrumentation have allowed radar technology to 
progress particularly in the areas of Doppler radar and dual polarisation. Doppler radar 
provides information concerning the movement of targets as well as their position. This is 
done by measuring the shift in phase between a transmitted pulse and the received echo, 
which gives the target's radial velocity. By pointing the radar vertically, the distribution of 
hydrometeor fall speeds can be analysed in still air. Doppler radar has permitted 
147 
Chapter 8 Rainfall forecasting with data assimilation by WRF-3DVar 
meteorologists to investigate the motion of thunder storms, and has provided additional 
information for fine spatial and temporal characteristics of frontal cyc1ogenesis, by 
identifying dry-air intrusion in a frontal system (Hardaker and Collier, 1997). Dual 
polarisation radars transmit pulses with both horizontal and vertical orientations. Large 
raindrops become flatter as they fall and there is greater reflection when the polarisation is in 
line with longer axes of the drops. The ratio of the returned signals enables drop size to be 
determined (Hall et aI., 1980; Hall, 1984). This in tum can help to distinguish between types 
of precipitation and improve flash flood warnings. 
8.3.2.2 Uncertainty and error sources of radar rainfall estimation 
When comparing the rainfall observations between weather radar and the rain gauge network 
(considered as the ground truth), the readings can vary considerably. The average difference 
can be 60% for frontal rain and 37% for convective rain (Collier, 1986). There are various 
potential sources of errors and uncertainties in radar rainfall estimation, which are attributed 
to both non-meteorological and meteorological reasons. 
Of the non-meteorological type are permanent echoes, otherwise known as occultation (beam 
intercepts buildings and hills) and spurious echoes (created by aircraft or interference from a 
neighbouring radar), both of which can be identified as the false echoes and can be removed 
(Harrold et aI., 1974). To classify the non-meteorological echoes, the dual-polarisation radar 
has been proved to be very effective (Rico-Ramirez and Cluckie, 2008). The curvature of the 
Earth's surface and the inclination of the radar cause the radar beam to overshoot shallow 
precipitation, leading to an underestimation of the rainfall rate. Another predominant problem 
is the attenuation of the radar beam due to rainfall, particularly at wavelengths shorter than 
I Ocm (e.g., C-band), which can lead to a complete loss of signal in heavy rainfall (Hitschfeld 
and Bordan, 1954). Although the relationship between rainfall rate and attenuation is almost 
linear (Ryde, 1947; Wexler and Atlas, 1963), the effects of attenuation increase with range. 
Among the meteorological reasons, orographic enhanced rainfall, bright band, precipitation 
drop size, variable vertical profile and anomalous propagation are the common factors 
affecting the accuracy of the radar estimated rainfall: 
a) Orographic enhanced rainfall is the process of low level precipitation growth (over hills) 
caused by rain falling through lower-level cloud or fog, sweeping out water droplets 
(Browning et aI., 1975; Bader and Raoch, 1977; Browning, 1978). Orographic enhanced 
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rainfall occurs in the lowest 1.5 km of the atmosphere (Hill et aI., 1981) and can be easily 
missed by the radar beam even in a network of weather radar because the screening effect 
of hills prevents complete detection. This results in underestimation of the rainfall rate or 
failure to identify any precipitation at all. 
b) Bright band produces overestimation of precipitation and occurs when the beam comes 
into contact with melting snow. The large wet melting surfaces reflect strong echoes which 
can lead to a strong overestimate (up to a factor of 5) of precipitation by radar (Joss and 
Waldwogel, 1990). It is of a particular problem during mid latitude frontal rainfall in 
winter when the bright band is around I km above the surface (Collier, 1976). Moreover, 
when the radar beam overshoots the bright band top and intercepts the freezing layer, 
underestimation of the rainfall on the ground is likely to happen (Rico-Ramirez, 2004). 
c) As previously mentioned, reflectivity is proportional to the sum of the sixth power of the 
particle diameters. In the absence of large drops, radars have a tendency to underestimate 
drizzle, and overestimate the rainfall intensity of large drops. Besides the effect of the drop 
size distribution, another important source of error is due to variable vertical profile of the 
atmosphere. In any a given column of atmosphere, precipitation grows and evaporates, ice 
particles melt and wind shear ensures that precipitation does not fall in a vertical direction. 
Consequently, the rainfall reaching the Earth's surface will be different to that estimated by 
the radar whose beam intercepted the precipitation at a different elevation (Rico-Ramirez 
et aI., 2005). 
d) False reflections, which may appear to be precipitation, can occur when the radar beam is 
bent towards the earth (referred to as anomalous propagation or anaprop) in the presence of 
hydro lapse (rapid change in moisture with height) or low level temperature inversions. 
Fluctuating signal from the radar receiver, produced by precipitation particles, can also be 
a source of error. The rate at which the precipitation falls can vary by a factor of 10 within 
a period of 10 minutes or a distance of 2 km (Mueller, 1997; Zawadski, 1984), making it 
difficult to ascertain the mean of the received power and therefore produce an accurate 
measurement of precipitation intensity (Collier, 1989). 
Besides the meteorological and non-meteorological errors, the temporal sampling of weather 
radar also brings errors for precipitation estimation. Unlike the rain gauges which collect 
rainfall continuously, radar estimates the instantaneous precipitation rates through scans 
carried out with a time interval. Changes of precipitation might occur among scans thus 
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errors are involved when calculating the accumulations using the discrete precipitation rates 
estimated by the weather radar. 
8.3.2.3 Dataset from Wardon Hill radar in HYREX experiment 
The radar data used for WRF-3DVar in this study come from the Wardon Hill radar as it gave 
complete coverage of the Brue catchment throughout the HYREX experiment. unlike the 
radar at Cobbacombe Cross which gave partial coverage (see Figure 2-3). The Wardon Hill 
radar completes one azimuthal scan every minute, and cycles through 4 different scan 
elevations (0.5°, 1.0°, 1.5°,2.5°) every 5 minutes. The 3dB radar beam width is 1.0°. For the 
lowest scan elevation of 0.50 , the radar beam height above the Brue catchment is 
approximately 0.4 km. Software at the radar site converts measurements of reflectivity on a 
radial grid to measurements of rainfall intensity on two Cartesian grids: an 84x84 grid of 5 
km square pixels covering a radius of 210 km and a 76x76 grid of 2 km square pixels 
covering a radius of 76 km. Rainfall intensity is digitised into 208 levels ranging semi-
logarithmically from 1132 to 126 mmlh. Only the Cartesian-grid rainfall intensity data are 
recorded, with data available for all scan elevations on the 5 km grid, but only for the lowest 
scan (0.5°) on the 2 km grid. In this study, the rainfall intensities recorded by the lowest scan 
on the 2 km Cartesian grid are assimilated into the first guesses by WRF-3DVar. Since only 
the reflectivity can be assimilated by WRF-3DVar, the rainfall intensity measurements are 
converted back into reflectivities by using Eqn. (8-1) with a and b set to 200 and 1.6. Since 
no radial velocity is recoded by this non-Doppler radar, it is neglected in WRF-3DVar by 
masking the variable 'useJadar_rv' in the namelist input file (see Table 7-8). 
As mentioned in Chapter 2, preliminary quality control of the radar data has been carried out 
during the HYREX experiment. Figure 8-3 shows a radar image on the 2 km Cartesian grid at 
an analysis time of 24/1 0/1999, 00:00 for Event A. The colour of each pixel (with an area of 
2x2 km2) represents the rainfall intensity in the unit of mml5min. The red circle in the centre 
of the image shows the location of the Wardon Hill radar (50.49°N and 2.33°W, with an 
altitude of255 m above the sea level). The Brue catchment (outlined in red) is located to the 
north in a radar sector free of beam blocking and ground clutter for all the four scans (Borga 
et al.. 2002). Appendix B includes the images of all the radar data assimilated at the analysis 
times of the six storm events. 
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Figure 8-3 Rainfall inten ity (mm/Smin) on the 2km Cartesian grid of the Wardon Hill radar at 
the analy i time of 24/10/1999 00:00 for Event A 
8.3.2.4 Comparison of rainfall quantity measured by weather radar and rain gauge 
Considering the variou ource of error and uncertaintie that might affect the quality of the 
radar measurement, in this ection the accuracy of the e timated rainfall from the Wardon 
Hill radar i asse ed by the ob ervation from the den e rain gauge network in the Brue 
catchment, which are treated a the ground truth. The catchment average rainfall observed by 
the rain gauge and the weather radar is calculated for the durations of the six storm event. 
For the rain gauge, the average rainfall is obtained by averaging the gauge value using the 
Thie en polygon method; while for the radar data, the alue of the pixel located inside the 
catchment boundary are a eraged. Figure 8-4 shows the hourly time erie bar of the 
catchment average rainfall ob erved by both the rain gauge and the weather radar for the six 
torm event. For vent in Figure 8-4(e), the radar ob erved rainfall i not available from 
the beginning of the e ent until 8:00. It can been from the all the subfigure of Figure 8-4 
that the radar mea urement cl arly follow the arne trend a the rain gauge in term of the 
rainfall occurren e. 110 e er, th magnitude of rainfall i ariable in terms of accurac . 
Although the houri a cumulation (repre ented b a ingle bar) of the radar i ometimes 
larger than the gauge ob erved alue (se Figure 8-4(b) and (e)), in mo t ca e , the radar 
tend to have an undere timation ofth catchment average rainfall. 
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Table 8-6 gives the 24hr accumulative amounts of the catchment average rainfall observed by 
the rain gauge and the weather radar for the six events. A ratio for the radar measured amount 
in the percentage of the rain gauge amount is calculated. The highest ratio is from Event B 
which is 0.9179, indicating the closest similarity of the weather radar to the rain gauge. On 
the other hand, besides Event E with which radar is not available for the whole duration, 
Event A and Event C have relatively lower ratios around 0.3. In general, the Wardon Hill 
radar shows an overall underestimation (with all ratios lower than I) of the catchment 
average rainfall for the durations of the six events. 
Table 8-6 Rainfall accumulative amounts for tbe 24br duration of tbe six storm events observed 
by botb tbe rain gauge network and tbe Wardon Hill radar 
Event ID Storm type Gauge (mm) Radar (mm) Radar/Gauge 
A 2 29.38 10.36 0.3527 
B 2 21.65 19.88 0.9179 
C 4 31.97 10.20 0.3190 
D 4 14.58 10.52 0.7220 
E 1 31.12 12.22* 0.3926 
F 3 22.30 10.30 0.4622 
Note: *Rainfall accumulation of only 10 hours when radar is valid for the duration of Event E. 
The spatial distributions of the 24hr rainfall accumulations observed by the rain gauge and 
the weather radar are shown in Figure 8-5 for Type 2 events (Event A and B), Figure 8-6 for 
Type 4 events (Event C and D), and Figure 8-7 for Type 1 and Type 3 events (Event E and F). 
Rainfall accumulations from the rain gauge are shown in the left columns of the figures while 
the accumulations in the 2 km Cartesian grids from the radar are shown in the right. For 
Event B, the radar estimated rainfall has a similar spatial distribution to that of the gauge 
observed rainfall, with slightly more rain fallen on the left part of the catchment and less on 
the right. However, for the other five events, no obvious similarity of the rainfall distribution 
can be observed due to the severe underestimation of the weather radar. Especially in Event F, 
the rainfall highly-concentrated area in Figure 8-7(c) is totally missed by the radar (see Figure 
8-7(d)). A more extensive comparison of the Wardon Hill radar and the HYREX rain gauges 
for rainfall estimation in the Brue catchment can be found in the PhD work of Gonzalez-
Ramirez (2005). 
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Figure 8-5 Spatial distribution of 24hr rainfall accumulation (mm mea ured b. th rain gauge 
network (Jeft) and the weather radar (right): (a) and (b) for vent ,(c) and (d) for . vent B 
As previously touched in ection 8.3.2.2, the attenuation of the radar beam. rographi 
enhancement of the precipitation, the variation of the ertical rene ti\ it) profile and th drop 
size distribution might be the reasons wh undere timation occur in the radar e ti mat d 
rainfall. In addition to this, other factor uch a radar calibration, clutter and an malou 
propagation, extrapolation of the measurements to the ground and the Ie ti n of a pr p r Z-
R relationship can also affect the accuracy of the radar mea urement (Ri -Ramirez t al. . 
2007). As pointed by Borga et aJ. (2002), around 20% undere timati n f the \\ ard n Hill 
radar in the Brue catchment can be explained by the y tematic and drift crr r in radar 
calibration and the biased Z-R relationship. 
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Figure 8-6 Spatial distribution of24hr rainfall accumulation (mm) measured by the rain gauge 
network (left) and the weather radar (right): (a) and (b) for Event C, (c) and (d) for Event D 
Although the underestimation of the Wardon Hill radar has been witnessed , it should be 
addressed that the radar performs effectively in the identification of the rainfall occurrence in 
an hourly interval. Moreover, as concluded by Bray (2008), the Wardon Hill radar was 
generally more reliable in terms of accurate detection of both rainfall occurrence and rainfall 
quantities than the MM5 model (for the same study area, the Brue catchment). If this is also 
true with WRF, then assimilating the radar rainfall estimates will allow the WRF model to be 
nudged to a more accurate state and thus to generate better rainfall forecasts. Tn this study, 
besides the original rainfall estimates from the Wardoll Hill radar, an improved version of the 
radar data have also been assimilated in the WRF-3DVar for the storm events. A correction 
ratio is applied to the radar data to improve its quality based on the rain gauge observations. 
Eqn. (8-2) hows the derivation of the correction ratio at each data assimilation time: 
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where R6hgauge and R6hradar represent the accumulati e amount of lh cat hm nt a rage 
rainfall during the antecedent 6 hours of the as imilation time, 
from rain gauges and radar, respectively. The duration of 6 hour ho n a a compromi e 
between the real-time representativeness and stability of the correction ratio. Ifth duration is 
too short, the ratio becomes unstable; whereas a long duration will mak th rati 10 e it 
representativeness of the real-time comparison between the radar and rain gaug . Thi 
correction ratio is directly multiplied to the 2 km pixel-ba ed rainfall rale mea ured b the 
Wardon Hill radar on the whole scan range before they ar con erted into th refl cti ity 
using Eqn. (8-1). The values of the radar correction ratio for different torm ent at the data 
assimilation times will be shown in ection 8.4, together with the foreca ting re ult of each 
event. 
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F igure 8-7 Spa tial distribution of 24hr ra in fa ll accumulation (mm mea ured b th rain gauge 
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8.4 Rainfall forecasting results for 24hr storm events of four types 
With the observational data obtained from the NCAR archive and the Wardon Hill radar, 
WRF-3DVar is carried out for the six 24hr storm events of four types in five modes: 
1) Assimilating NCAR archived observations only (Mode 1); 
2) Assimilating radar data only (Mode 2); 
3) Assimilating radar data corrected by rain gauge observations (Mode 3); 
4) Assimilating both NCAR observations and radar data (Mode 4); 
5) Assimilating both NCAR observations and corrected radar data (Mode 5). 
Besides the different data types assimilated in WRF-3DVar, there is no other difference in the 
five modes regarding the model settings of WRF and WRF-30Var. The purpose is to find 
which type of observations (or the combination of two types) is more effective in improving 
the accuracy of the forecasted rainfall when being continuously assimilated into the WRF 
first guess. For the assimilation of radar data, observations from the whole scan range are 
provided to the three nested domains for assimilation. When making rainfall forecasts in a 
real-time system, the ECMWF operational forecast products should be used instead of ERA-
40 to drive WRF and to incorporate real-time observations in the assistance of WRF-3DVar. 
In order to investigate whether WRF-3DVar and the same observational dataset can still 
benefit the widely used reanalysis data, ERA-40 is also applied for Event A for a comparison 
with the case using ECMWF forecast data. It should be mentioned that since the forecasted 
rainfall will be finally used as the input of a lumped rainfall-runoff model for real-time flood 
forecasting, the following analysis and discussion is only focused on the catchment average. 
No assessment regarding the spatial distribution of the forecasted rainfall is carried out. 
8.4.1 Type 1 events with one-dimensional rainfall evenness in space 
8.4.1.1 Event A 
Event A is a typical Type 2 event with one-dimensional rainfall evenness in space and an 
uneven distribution ofthe catchment average rainfall in time (see Figure 8-5(a) and Figure 8-
4(a». Before carrying out WRF-3DVar, the radar correction ratios for Event A are first 
presented. The correction ratio defined by Eqn. (8-2) is used to correct the Wardon Hill radar 
data according to the gauge observed rainfall. The corrected radar data are then assimilated 
by WRF-3DVar in Mode 3 and Mode 5. Table 8-7 gives the values of the correction ratio at 
the six data assimilation times of Event A. The ratios are calculated based on the difference 
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of the 6hr rainfall accumulations of radar and rain gauges. It is assumed that the error of radar 
data in the previous 6 hours will persist and can represent the radar error at the assimilation 
time. For a more stable correction, the ratio is limited to a range from 0.3 to 3. That is to say, 
ratios larger than 3 after calculation will be made to 3 (i.e., the gauge observed rainfall is 
three times as much as the radar estimation for the pervious 6hr accumulation), and the ratios 
smaller than 0.3 will be increased to 0.3 (i.e., the 6hr rainfall accumulation of radar is three 
times more than that of the rain gauges). From Table 8-7, it can be seen that for Event A the 
underestimation of the radar is obvious: all the radar estimated amounts are less than half of 
the gauge observed values with the lowest ratio as large as 1.96. 
Table 8-7 Correction ratios for the correction of the Wardon Hill radar data of Event A used in 
WRF-3DVar Mode 3 and Mode 5 
Data assimilation time Gauge Radar Correction ratio (mm) (mm) (gauge 1 radar) 
Time 1 23/10/199912:00 5.0799 2.1372 2.3769 
Time 2 23/10/199918:00 2.1892 1.1147 1.9639 
Time 3 24/10/1999 00:00 1.2139 0.5438 2.2324 
Time 4 24/10/1999 06:00 4.7225 1.8304 2.5800 
Time 5 24/10/199912:00 14.1607 4.4131 3.2088" 
Time 6 24/10/1999 18:00 10.4220 4.0539 2.5709 
Note: ·Correction ratios larger than 3 are limited to 3; the gauge and radar observations at each data 
assimilation time represent the accumulative amounts for the previous 6 hours. 
As mentioned in Section 8.2, for continuous assimilating real-time observations, the 
incorporation of WRF and WRF-3DVar needs to be realised in a cycling mode. Figure 8-8 
illustrates the start and end times of the WRF cycling runs for Event A when using different 
data (Le., the ERA-40 reanalysis data and the ECMWF forecast data) to drive the WRF 
model. These have been fully described in Section 7.4 and 8.2. Runs beginning with circles 
are data-assimilation runs, where WRF-3DVar should be carried out at the start times to 
assimilate various types of observational data in different modes. Dashed lines represent the 
spin-up periods for the WRF model. If a run is initialised with a dashed line, it means no 
WRF-3DVar is carried out and the original results are generated without data assimilation. 
These runs are called spin-up runs. For the case of Event A, when using ERA-40 data (Figure 
8-8(a», there are five runs in total. Except for the first run (runl) which is a spin-up run, the 
left four are data-assimilation runs. When the ECMWF forecast data is used instead (Figure 
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8-8(b)), there are eight runs in total , and six of them are data-assimilation runs (run2, run3, 
run4, runS, run7 and run8). 
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Figure 8-8 Time bars of cycling WRF runs for continuous data assimilation in Event A using (a) 
ERA-40 reanalysis data and (b) ECMWF forecast data 
With the durations of the WRF cycling runs and the data assimilation times determined, the 
continuous procedure of data assimilation can now be carried out. Figure 8-9 shows the pre-
assumed rainfall cumulative curves of each run in Figure 8-8, when using the ERA-40 data 
(Figure 8-9(a)) and the CMWF forecast data (Figure 8-9(b)). The black curve in each 
subfigure represents the cumulative curve of the catchment average rainfall observed by 
either rain gauges or the weather radar (the ground truth). The coloured lines indicate rainfall 
cumulative curves of the WRF cycling runs. By assuming that the first run (run 1) gives an 
underestimation of the catchment average rainfall , the following runs show a gradual 
uplifting of the original curve as a result of continuous data assimilation by WRF-3DVar. 
Finally, the last run (runS in Figure 8-9(a) and run8 in Figure 8-9(b)) gives a much improved 
rainfall accumulative amount at the end of the whole duration (24 hours for case (a) and 48 
hours for case (b)). 
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Figure 8-9 Pre-assumed trends of the rainfall cumulative curve for the c cling WRF run after 
data assimilation: (a) using ERA-40 reanalysis data and (b) u ing ECMWF foreca t data 
Except for the spin-up runs (runl in Figure 8-9(a); run 1 and run6 in Figure 8-9(b» hich are 
represented by solid lines, the cumulative curves of the data-assimilation run all tart with a 
6hr-length solid line, leaving the rest represented by a dashed line. It i as umed that after 
each time of data assimilation (occurring every 6 hour) the rainfall foreca t from the ne\ 
run are closer to the ground truth than the previous run. Therefore, the olid line ofth data-
assimilation runs indicate the best rainfall forecasts during the 6hr period, compared to the 
dashed lines in the same period from the previous run . For example, in Figure 8-9(a). for the 
period between 12:00 and 18:00, the best rainfall forecasts are gi en by the solid lin of run4, 
which gives the most recently updated results after data as imilation at 12:00, while th 
dashed lines from the previous data-assimilation runs (run3 and run2) for th 6hr duration are 
considered to be less accurate than run4. As time goes on. after 6 hour. the rainfall foreca t 
will be updated again by WRF-3DVar at the time 18:00, so the be t result after 18:00 no 
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longer come from run4 (that is why after 18:00, the curve of run4 becomes dashed), but are 
produced by the new run (runS). A connection of all the solid lines of the data-assimilation 
runs (as an envelope curve) gives the best rainfall forecasting results for the whole duration. 
It should be noted that in Figure 8-9(b), the curve of the last data-assimilation run (run8) does 
not change into dashed format after 6 hours since there is no data assimilation carried out in 
that case after the start time of run8. 
Figure 8-9 only gives the pre-assumed trends of the forecasting results and its purpose is to 
show the symbols and their meanings of the different WRF runs. In reality, the curves may 
vary considerably from those pre-assumed. Figure 8-10 and Figure 8-11 present the real 
cumulative curves of the catchment average rainfall when using ERA-40 and the ECMWF 
forecast data for the five modes of WRF-3DVar. Only results of the innermost domain 
(Domain 3) are shown and discussed here. These are later treated as the final inputs of the 
real-time flood forecast system in Chapter 9. Results of the two outer domains have similar 
trends as Domain 3, and as concluded from Chapter 6 they are less reliable than the 
innermost domain. Therefore, the cumulative curves of the two outer domains are not shown 
here, but the total cumulative amounts in the three domains are summarised and are later 
presented in Section 8.5. In Figure 8-10 and Figure 8-11, the cumulative curves of the 
catchment average rainfall observed. by the rain gauge and the Wardon Hill radar are shown 
in black and grey colour, respectively. The coloured lines represent the WRF spin-up and 
data-assimilation runs, which use the same symbols as those in Figure 8-9(a) (for using ERA-
40 in Figure 8-10) and in Figure 8-9(b) (for using ECMWF forecast data in Figure 8-11). To 
get the catchment average values of each WRF run, the time series rainfall forecasts are first 
extracted using RIP4 at the locations of the rain gauges and then averaged by the Thiessen 
polygon weights. 
For the case using the ERA-40 reanalysis data, as shown by Figure 8-10, it can be seen that 
the original run (run 1) is quite close to the cumulative curve of the weather radar in all 
subfigures, but has an obvious gap with the curve of the rain gauge. After the involvement of 
WRF-3DVar, great improvement can be observed in Mode 1 by assimilating the NCAR 
observations (Figure 8-10(a)). The largest increase of rainfall happens in run2 after the data 
assimilation at 00:00, later the increasing rate is adjusted to a smaller value in run3 by 
assimilating the observations at 06:00. Although no obvious improvement has been made by 
the followed data assimilations at 12:00 and 18:00, the final cumulative amount has been 
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increased by nearly half of the origin amount. Substantial increase of rainfall can also be 
observed in run2 of Mode 2 when assimilating the radar data (Figure 8-1 O(b». However, this 
is not quite consistent with the ground truth: the curves of both the rain gauge and the 
weather radar do not show much rainfall occur during the first 6 hours. When the corrected 
radar data is assimilated instead in Mode 3 (Figure 8-IO(c», the unreasonable increase in 
run2 of Mode 2 no longer exists and more rain is generated in run4 following a similar trend 
to the radar curve. But less rain during the first 12 hours makes the final cumulative amount 
of Mode 3 almost the same as the original run. Against expectations, for Mode 4 and Mode 5 
in Figure 8-IO(d) and (e), assimilating the combination of NCAR observations with either the 
original or the corrected radar data does not give better results than assimilating only one type 
of data. The final cumulative amounts of Mode 4 and Mode 5 are nearly the same as the 
original run. In summary, when using the ERA-40 data for Event A, the results of Mode 1 
and Mode 2 demonstrate the potential for the improvement of the WRF forecasts by 
assimilating NCAR or radar observations, however, the combination of the two data sources 
does not guarantee further improved results. 
When the ECMWF operational forecast data is used as the driving of the WRF model, the 
original results (shown by run 1 in the subfigures of Figure 8-11) are much worse compared to 
those using the ERA-40 data. Almost no rainfall is produced by the original run without data 
assimilation. When the NCAR observations are assimilated in run I, significant improvement 
can be seen in Figure 8-11 (a). However, the results are not satisfactory since the final 
cumulative amount is still less than the radar estimated value. The case is even worse with the 
radar data. For Mode 2 in Figure 8-1 1 (b), the assimilation of the radar data does not show any 
positive effect, and even with the corrected radar data (Mode 3 in Figure 8-1 1 (c», the 
improvement is negligible. The best results are achieved by the combination of the NCAR 
observations and the radar data. For Mode 4 in Figure 8-1 I (d), the final cumulative amount is 
increased to 88% of the gauge observed value, and for Mode 5 in Figure 8-II(e) the 
cumulative amount also exceeds the radar value and is up to 55% of the gauge observation. 
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Figure 8-10 Rainfall cumulative curves of Event A for the five modes ofWRF-3DVar using 
ERA-40 data (24/10/199900:00 - 25/10/199900:00) 
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Figure 8-11 Rainfall cumulative curves of Event A for the five mod of RF-30 a r u iog 
ECMWF forecast data (23 /10/199912:00 - 25/10/1999 12: 
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To further investigate the reason for the different performances of the five WRF-3DVar 
modes, the amount of observations assimilated in each mode is examined. Table 8-8 shows 
the number of NCAR data records located in each of the triple nested domains at the data 
assimilation times before running WRF-3DVar. As mentioned, there are two types of NCAR 
observations, SOUND and SYNOP, containing the surface and upper-level pressure, 
temperature, humidity and wind reports from fixed or mobile stations. It can be seen that the 
number of data reports is decreased from the outermost to the innermost domain. With 
respect to Wardon Hill radar, the number of datum points located in the three domains are 
4418. 4418 and 441 from the outermost to the innermost. These values are constant for each 
data assimilation time of all the six events, since the data come from the fixed radar image 
(one single value of each 2x2 km2 pixel). The identical number of radar data for Domain 1 
and Domain 2 is due to the complete coverage of the radar scan range by Domain 2. 
Table 8-8 Number of NCAR data records distributed inside each of the triple nested domains at 
the data assimilation times of Event A 
SOUND SYNOP 
Event and run 
total Doml Dom2 Dom3 total Doml Dom2 Dom3 
Time I 23/1012:00 80 75 8 0 1961 1873 233 2 
Time 2 23/1018:00 52 51 7 0 1860 1744 213 2 
Time 3 23/1000:00 82 78 8 0 1502 1416 186 2 
Time 4 24/1006:00 60 58 7 0 1946 1819 218 2 
Time 5 24/1012:00 82 78 8 0 1980 1871 233 2 
Time 6 24/1018:00 51 50 6 0 1889 1780 215 
Table 8-9 and Table 8-10 list the total number of data actually assimilated by WRF-3DVar 
into the first guess, respectively for the two cases using the ERA-40 data and the ECMWF 
forecast data. Again, the total amount of assimilated data decreases from Domain 1 to 
Domain 3. One can notice that the majority of observations are actually assimilated by the 
two outer domains (Domain 1 and Domain 2), leaving less data to be assimilated for Domain 
3. It should be clarified that because the WRF model is run with a two-way nesting, which 
allows for the interaction between the mother and child domain, data assimilated by the two 
outer domains can finally benefit the innermost domain and the improvement of Domain 3 is 
not solely caused by the data assimilated in that single domain. Another issue which needs to 
be discussed is the amount of assimilated data in Mode 4 and Mode 5. Normally, it is 
believed that the data assimilated for Mode 4 should equal to a sum of the data assimilated in 
165 
Chapter 8 Rainfall forecasting with data assimilation by WRF-3DVar 
the corresponding domain of Mode I and Mode 2 (ditto for Mode 5, the number of data 
assimilated should be a sum of those in Mode I and Mode 3). However, as shown in Table 8-
9 and Table 8-10, Mode 4 and Mode 5 have not assimilated exactly the same number of data 
as expected. Also the number of data assimilated in Mode 2 does not equal to Mode 3, and 
Mode 4 does not equal to Model 5. This is also common for the other five events involved in 
this study. It is caused by the consistency checking of the observations with the WRF first 
guesses and the removal of the duplicate and conflict observations before the assimilation 
takes place. This may be the reason why the combination of NCAR and radar observations 
cannot always guarantee better results than using a single type of data, as found with the case 
using ERA-40 as the model driving. Similarly, it can be found that for Mode 2 and Mode 3 
(assimilating radar data only) in Table 8-9 and Table 8-10, the radar data assimilated by 
Domain 2 is slightly more than that assimilated by Domain I for all the assimilation times, 
although the same number of radar data is located in the two domains (as mentioned, 4418). 
This is probably due to the difference of the horizontal resolution between the domain and the 
radar image. Compared to Domain 2 (with resolution of 50 km), there might be more radar 
data (2 km resolution) deemed to be redundant in Domain I (250 km resolution) by WRF-
3DVar. As a consequence, less data are actually taken in Domain 1 than Domain 2. 
Table 8-9 Total number of observations assimilated in eacb of tbe triple nested domains at tbe 
data assimilation times of Event A by using ERA-40 reanalysis data 
Time 1 Time 2 Time 3 Time 4 Time 5 Time 6 
23/1012:00 23/1018:00 24/10 00:00 24/10 06:00 24/10 12:00 24/1018:00 
Doml 12187 9784 11751 8601 
Mode 1 Dom2 1618 1751 1668 1562 
Dom3 3 7 3 3 
Doml 452 2286 1666 256 
Mode 2 Dom2 494 2285 1301 266 
Dom3 0 158 50 2 
Dom1 786 1300 1508 332 
Mode 3 Dom2 872 1678 1729 335 
Dom3 82 59 6 
Dom1 12649 12046 13125 8636 
Mode 4 Dom2 2125 3894 3491 1556 
Dom3 3 197 66 6 
Dom1 12982 11841 13263 8772 
ModeS Dom2 2502 3025 3235 1771 
Dom3 4 79 70 10 
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Table 8-10 Total number of observations assimilated in each ofthe triple nested domains at the 
data assimilation times of Event A by using ECMWF forecast data 
Time 1 Time 2 Time 3 Time 4 Time 5 Time 6 
23/1012:00 23/1018:00 24/1000:00 24/1006:00 24/10 12:00 24/1018:00 
Doml 11487 8933 12231 9553 11604 8717 
Mode 1 Dom2 1620 1689 1618 1605 1701 1603 
Dom3 3 5 3 5 5 3 
Doml 379 194 488 2288 1762 241 
Mode 2 Dom2 389 197 494 2284 1770 251 
Dom3 4 20 0 156 63 4 
Doml 385 242 875 1232 1436 338 
Mode 3 Dom2 395 251 884 1246 1437 348 
Dom3 22 1 74 65 9 
Doml 11866 9068 12625 11484 13366 8144 
Mode 4 Dom2 2009 1870 1569 3003 3471 1503 
Dom3 7 24 3 236 68 6 
Doml 11872 9174 13086 11522 13040 8972 
Mode 5 Dom2 2015 1960 1625 3159 3138 1882 
Dom3 4 25 4 88 70 12 
8.4.1.2 Event B 
Event B is another storm event of Type 2, with evenly-distributed rainfall in space but 
discontinuous rainfall time series (see Figure 8-5(c) and Figure 8-4(b)). The 24hr duration of 
Event B lasts from 05/01/1994 00:00 to 06/0111994 00:00, as shown in Figure 8-12. In 
addition, Figure 8-12 illustrates the start and end times of the cycling WRF runs and the data 
assimilation times when using the ECMWF forecast data to drive the model. There are two 
forecast origins of the ECMWF forecast data, one is at 0510111994 00:00 and the other is at 
0510111994 12:00. In this case, two spin-up runs (runl and run4) are adopted for warming up 
the WRF model using data from the two origins, and four data-assimilation runs (run2, run3, 
runS and run6) are for data assimilation at 05/01/1994 00:00,06:00, 12:00 and 18:00. Again, 
a 12hr extension is added to each run for the implement of the flood forecasting with 12hr 
lead time in Chapter 9. The pre-assumed rainfall cumulative curves of the cycling runs are 
shown in Figure 8-13 for the definition of the symbols of each run. 
167 
Chapter 8 Rainfall forecasting with data assimilation b} WRF-30 ar 
.. 
05/0111994 
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Figure 8-13 Pre-assumed trends of the rainfall cumulative cune for tb }cling RF run of 
Event B after data a imilation by u ing E MW fore a t data 
The correction ratios of radar data are hown in Table 8-11 for th fi ur data a imilati n 
times of Event B. Compared to Event A, the undere timation of the Ward n Hill radar i I 
serious. The antecedent 6hr periods of Time 2 and Time 3 coil ct mo t of the rainfall. \\h r 
difference between the gauge and radar accumulation i Ie than one half ofth radar \olue. 
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Table 8-11 Correction ratios for the correction of the Wardon Hill radar data of Event Bused 
in WRF-3DVar Mode 3 and Mode 5 
Data assimilation time Gauge Radar Correction ratio (mm) (mm) (gauge 1 radar) 
Time 1 05/01/199400:00 0.2333 0.2759 0.8453 
Time 2 05/011199406:00 10.1306 6.7458 1.5018 
Time 3 05/01/199412:00 5.1960 4.0825 1.2727 
Time 4 05/011199418:00 0.3270 0.3023 1.0818 
Note: The gauge and radar observations at each data assimilation time represent the accumulative 
amounts for the previous 6 hours. 
Figure 8-14 shows the real rainfall cumulative curves of Event B for the application of WRF-
3DVar with the five modes. The curves represent the accumulations of the catchment average 
rainfall generated in the innermost domain (Domain 3) for each of the WRF runs. The same 
symbols shown in Figure 8-13 are adopted. For the assimilation of the NCAR observations 
only, the results do not show promising improvement (Figure 8-14(a». This might be caused 
by the poor quality of the NCAR observations. On the other hand, the radar data for Event B 
are much closer to the gauge observations with respect to both the trend of the cumulative 
curve and the total amount. Therefore, the assimilation results of the radar data in Mode 2 
(Figure 8-14(b» are much better than using the NCAR observations in Mode 1. When the 
radar data are corrected based on the gauge observations and assimilated in Mode 3 (Figure 
8-14( c », more obvious improvement is seen due to a further increase of the curve in run2 
during the first 6hr interval. However, the second rainfall which is detected by the radar and 
the rain gauges (i.e., shown by the second increase of the gauge and radar cumulative curves 
between 18:00 and 00:00) has not been reproduced by WRF even with the assimilation of the 
corrected radar data. Due to the poor quality of the NCAR observations, the assimilation of 
the combined observations (Mode 4 and Mode 5 in Figure 8-14(c) and (d» do not give as 
good results as assimilating the radar data only. 
Table 8-12 Number of NCAR data records distributed inside each of the triple nested domains 
at the data assimilation times of Event B 
SOUND SYNOP Event and run 
total Doml Dom2 Dom3 total Doml Dom2 Dom3 
Time 1 05/0100:00 92 86 7 0 980 914 112 
Time 2 05/0106:00 50 49 8 0 1137 1070 122 
Time 3 05/01 12:00 96 89 7 0 1206 1127 129 I 
Time 4 05/01 18:00 34 34 4 0 1139 1066 121 I 
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Figure 8-14 Rainfall cumulative curves of Event B for the fi e mod ofWRF-3 D ar u ing 
ECMWF forecast data (05/011199400:00 - 06/011199412:00 
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Table 8-12 shows the number of NCAR records located inside the three nested domains and 
Table 8-13 gives the total number of NCAR and radar data actually assimilated in each 
domain. The NCAR records of SYNOP at the assimilation times of Event B in Table 8-13 are 
generally less than those of Event A, thus the actual assimilated data are less than Event A for 
the Mode 1, Mode 4 and Mode 5 when the NCAR observations are assimilated. This might 
also enable the understanding of the unsatisfactory results of Mode 1, 4 and 5 in Figure 8-14. 
Table 8-13 Total number of observations assimilated in each ofthe triple nested domains at the 
data assimilation times of Event B by using ECMWF forecast data 
Time 1 Time 2 Time 3 Time 4 
05/0100:00 05/0106:00 05/01 12:00 05/01 18:00 
Doml 9229 5298 9198 3962 
Mode 1 Dom2 1088 1049 1161 709 
Dom3 2 3 3 2 
Doml 2401 1520 184 83 
Mode 2 Dom2 2428 1425 191 91 
Dom3 315 34 0 1 
Doml 2473 979 207 86 
Mode 3 Dom2 2523 997 214 96 
Dom3 252 21 0 1 
Doml 11630 5779 9382 4034 
Mode 4 Dom2 3516 2131 1352 808 
Dom3 317 36 3 3 
Doml 11702 5801 9405 4024 
Mode 5 Dom2 3611 1938 1375 794 
Dom3 254 22 3 3 
8.4.2 Type 4 events with unevenly-distributed rainfall in time and space 
8.4.2.1 Event C 
Event C is a Type 4 stonn event, where the rainfall distribution is uneven in either temporal 
or spatial dimensions (see Figure 8-4(c) and Figure 8-6(a)). This is actually the most common 
type of stonn and is also worthwhile studying. Event C starts from 06/0911995 18:00 and 
ends at 07/0911995 18:00, as shown by Figure 8-15. For the use of the ECMWF forecast data, 
there are three forecast origins generating the most recent forecasts for the 24hr duration of 
Event C. Three spin-up runs are carried out for the warming up of the WRF model driven by 
different forecast data from the three origins, i.e., runl for data from originl at 06/09/1995 
12:00, run4 for data from origin2 at 07/09/1995 00:00 and run7 for data from origin3 at 
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07/09/ 1995 12:00. The other five runs (run2, run3, run5, run6 and run ) ar data-a imilation 
runs, for assimilating NCAR and radar data at 12:00, 18:00 of 06109/1995 and 00:00. 06:00, 
]2:00 of 07/09/ 1995. The symbols of rainfall cumulati e cur\ for the eight run are 
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Figure 8-15 Time bars of cycling WRF runs for continuou data a imilati n in venl u ing 
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Event C after data assimilation by u ing MWF for ca t data 
The correction ratios used to correct the original radar data in 'W RF- 0 ar M de and 
Mode 5 are shown in Table 8-14 for the five data a imilati n time f v nt The 
underestimation of the radar data for Event C is even more eriou than vent , with two 
correction ratios larger than 3. For reasonable correction, the corre ti n rati lh e re larger 
than 3 are finally limited to 3 (for Time 3 and Time 4 in able 8-14 ) .. r th fir t data 
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assimilation time (Time 1), since no rainfall is observed by the rain gauge for the antecedent 
6 hours, and also considering the tiny amount of the radar observed value, no correction is 
made at Time 1 (with the correction ratio set to 1). 
Table 8-14 Correction ratios for the correction of the Wardon Hill radar data of Event C used 
in WRF-3Dvar Mode 3 and Mode 5 
Data assimilation time Gauge Radar Correction ratio (mm) (mm) (gauge 1 radar) 
Time 1 06/09/199512:00 0.0000 0.0288 1.0000'1' 
Time 2 06/09/1995 18:00 1.7099 1.2128 1.4099 
Time 3 07/09/199500:00 12.6077 3.9429 3.1976~ 
Time 4 07/091199506:00 2.4453 0.7876 3.l046~ 
Time 5 07/09/1995 12:00 11.8675 4.4485 2.6678 
Note: CD The correction ratio is set to 1 when no rain is observed by the rain gauges; ® Correction 
ratios larger than 3 are limited to 3. The gauge and radar observations at each data assimilation time 
represent the accumulative amounts for the previous 6 hours. 
The results after the application of the five modes of WRF-3DVar are shown by the 
cumulative curves of the catchment average rainfall from the innermost domain in Figure 8-
17. The same symbols illustrated in Figure 8-16 are used in Figure 8-17. The assimilation of 
NCAR observations (Mode 1, Figure 8-17(a» gives a significant improvement of the rainfall 
cumulative amount. However, most of the forecasted rainfall happens during the second 6hr 
interval, and the curves since run5 become flat after 00:00 of 07/09/1995. This is not in line 
with the gauge and radar observations, where more rain is expected to happen during the 
second and the fourth 6hr intervals. For the radar data assimilation in Mode 2 (Figure 8-
17 (b», the updated results are even worse than the original run (run 1), which indicates the 
poor quality of the radar data for Event C. After the radar data are corrected by the correction 
ratios in Mode 3 (Figure 8-17(c», some improvements are seen in run5, run6 and run8. 
However, the total cumulative amount of rainfall is still not much improved due to the failure 
of run3 which does not generate any rainfall. Besides, the increases of the rainfall in run5, 
run6 and run8 do not seem to be very reasonable compared to the gauge observations. 
The assimilation of both NCAR and radar observations gives much better results with respect 
to the final cumulative amounts of rainfall. It is interesting to note that for Mode 4 in Figure 
8-17(d), the curve of run6 after 12:00 matches very well with the gauge observations, 
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however the use of the forecast data from a new origin (origin3) makes the curve become flat 
again (see run7 and run8). This to some extend can be viewed as a counterexample to the 
previous assumption made in Section 7.4, which argues that for a given time the most recent 
forecast origin can provide more accurate and reliable forecasts than further origins. Now it is 
clear that this assumption is not always true when the data assimilation is involved. The 
accuracy of the forecasts is also determined by the quality of observations assimilated. For 
Mode 4 in Figure 8-17(d), most of the rainfall is generated by run2 during the second 6hr 
interval, which is not consistent with the gauge and radar observations; while for Mode 5 in 
Figure 8-17(e), although the cumulative curves of the WRF runs are gradually increased, the 
increasing rates (i.e., those of run3, run5, run6 and run8) are quite different from that of the 
gauge cumulative curve. This indicates that the radar correction method is not always 
successful, and sometimes the correction can lead to implausible increase of the rainfall. A 
possible solution to this might be a decreased assimilation time interval of WRF-3DVar. With 
data being assimilated more frequently, the unreasonable results might be corrected in time 
by the next assimilation and a shortened error persisting time might thus help decrease the 
accumulative error for the duration of the storm event. 
The number of NCAR data records located in each of the domains are shown by Table 8-15 
for the assimilation times of Event C, and the actual number of data assimilated (including 
both NCAR and radar observations) are given in Table 8-16. 
Table 8-15 Number of NCAR data records distributed inside eacb oftbe triple nested domains 
at tbe data assimilation times of Event C 
SOUND SYNOP 
Event and run 
total Doml Dom2 Dom3 total Doml Dom2 Dom3 
Time I 06/09 12:00 93 87 II 0 1440 1366 164 
Time 2 06/0918:00 44 43 7 0 910 828 60 
Time 3 07/0900:00 91 85 8 0 1179 1115 148 
Time 4 07/0906:00 62 58 9 0 1469 1384 156 
Time 5 07/0912:00 93 87 9 0 1112 1027 98 
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Table 8-16 Total number of observations assimilated in eacb oftbe triple nested domains at tbe 
data assimilation times of Event C by using ECMWF forecast data 
Time I Time 2 Time 3 Time 4 Time 5 
06/0912:00 06/0918:00 07/0900:00 07/0906:00 07/0912:00 
Doml 11480 5642 10691 7255 10469 
Mode I Dom2 2276 1568 1656 1518 1495 
Dom3 3 3 2 3 2 
Doml 66 1649 260 341 1201 
Mode 2 Dom2 76 1248 263 317 1204 
Dom3 0 128 68 16 151 
Doml 66 1662 377 548 1133 
Mode 3 Dom2 76 1468 385 475 1141 
Dom3 0 134 74 27 126 
Doml 11546 6927 10995 7663 11674 
Mode 4 Dom2 2352 2738 1968 1935 2703 
Dom3 3 141 70 33 153 
Doml 11546 7233 11068 7930 11602 
Mode 5 Dom2 2353 2874 2041 2164 2636 
Dom3 3 131 76 43 128 
8.4.1.1 Event D 
Another Type 4 storm event, Event D, has two-dimensional unevenness of the rainfall 
distribution in time and space, lasting from 04/1111996 00:00 to 05/11/1996 00:00 (see 
Figure 8-4(d) and Figure 8-6(c». Figure 8-18 illustrates the data assimilation times and the 
durations of the cycling WRF runs for Event D. To use the ECMWF forecast product, the two 
forecast origins (04/1111996 00:00 and 0411111996 12:00) need to be involved for a whole 
coverage of the 24hr duration of Event D. Runl and run4 are two spin-up runs for the 
initialisation of the WRF model to use the forecast data from the two origins. And the 
assimilation of NCAR and radar data at 00:00, 06:00, 12:00 and 18:00 of 04/1111996 are 
realised by the data-assimilation runs of run2, run3, run5 and run6, respectively. Symbols of 
the rainfall cumulative curves for the six WRF runs together with those for the gauge and 
radar observations are defined in Figure 8-19. 
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Figure 8-18 Time bars of cycling WRF runs for continuous data assimilation in Event Dusing 
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Figure 8-19 Pre-assumed trends of the rainfall cumulative curves for the cycling WRF runs of 
Event D after data assimilation by using ECMWF forecast data 
The radar correction ratios used in WRF-3DVar Mode 3 and Mode 5 for Event D are given in 
Table 8- 17. It can be een that for this event, the majority of rainfall is concentrated in the 
first 6 hour of the 24hr duration, with little rain observed afterwards. The radar observed 
rainfall follows the same trend as the rain gauges, but is still underestimated regarding the 
total amount. 
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Table 8-17 Correction ratios for the correction of the Wardon Hill radar data of Event D used 
in WRF-3DVar Mode 3 and Mode 5 
Data assimilation time Gauge Radar Correction ratio (mm) (mm) (gauge / radar) 
Time 1 04111/199600:00 5.7575 3.3127 1.7380 
Time 2 04/111199606:00 13.9157 9.6834 1.4371 
Time 3 0411111996 12:00 0.0887 0.1342 0.6610 
Time 4 04/11/199618:00 0.1690 0.2436 0.6937 
Note: The gauge and radar observations at each data assimilation time represent the accumulative 
amounts for the previous 6 hours. 
Using the same symbols of Figure 8-19, Figure 8-20 shows the rainfall cumulative curves of 
the catchment average rainfall (Domain 3), resulted from the application of WRF-3DVar in 
the five modes for Event D. Improvement can be seen for Mode I by assimilating the NCAR 
observations, shown by Figure 8-20(a). The assimilation of the radar data does not show any 
positive effect in Mode 2 (see Figure 8-20(b», with all the updated curves coinciding with the 
corresponding original ones (i.e., runl and run4). Since the difference of the observed rainfall 
between the radar and the rain gauge is not significant in Table 8-17, the assimilation of the 
corrected radar data in Mode 3 (Figure 8-20(c» generates quite similar (slightly worse) 
results to Mode 2. However, a combination of the NCAR observations and the radar data 
gives very promising improvement, as shown in Figure 8-20(d) for Mode 4. The updated 
cumulative amount increases to 87% of the gauge observed value. For the combination of the 
NCAR and the corrected radar data in Figure 8-20(e) as Mode 5, the results are not as 
satisfactory as Mode 4, but much improved than assimilating only the NCAR observations 
(Mode I) or the radar data (Mode 2, 3). It should be noted that although successful updating 
can be witnessed after the first data assimilation of run2 in Mode 4 and Mode 5, the slight 
fluctuation of the gauge observed curve around 05/11/1996 00:00 has not been captured by 
any mode. 
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Figure 8-20 Rainfall cumulative curves of Event D for the five modes ofWRF-3DVar using 
ECMWF forecast data (04/11 /1996 00:00 ~ 05/1111996 12:00) 
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The number of NCAR data records located inside each of the three domains is shown in 
Table 8-18 for the four data assimilation times of Event D. The total number of the two type 
observations actually assimilated by the each domain in the five modes of WRF-3DVar is 
summarised in Table 8-19. 
Table 8-18 Number of NCAR data records distributed inside eacb oftbe triple nested domains 
at tbe data assimilation times of Event D 
SOUND SYNOP 
Event and run 
total Dom1 Dom2 Dom3 total Dom1 Dom2 Dom3 
Time I 04/1 100:00 84 77 7 0 1136 J058 147 I 
Time 2 04/1 106:00 51 49 7 0 1419 1323 153 
Time 3 0411 I 12:00 87 80 8 0 1498 1404 175 
Time 4 04/1 I 18:00 41 40 6 1452 1353 160 0 
Table 8-19 Total number of observations assimilated in eacb oftbe triple nested domains at tbe 
data assimilation times of Event D by using ECMWF forecast data 
Time 1 Time 2 Time 3 Time 4 
04/1 100:00 04/1 106:00 04/1 I 12:00 04/1 I 18:00 
Dom1 9705 6760 10439 5380 
Mode I Dom2 1262 1474 1608 1037 
Dom3 2 2 3 3 
Doml 1402 654 364 130 
Mode 2 Dom2 1300 597 370 140 
Dom3 63 169 62 0 
Dom1 1204 680 344 123 
Mode 3 Dom2 1221 612 350 133 
Dom3 86 192 60 0 
Doml 1 I 107 7164 10803 5513 
Mode 4 Dom2 2562 1922 1978 1182 
Dom3 65 144 65 3 
Dom1 10909 7379 10783 5507 
Mode 5 Dom2 2483 2051 1958 1175 
Dom3 88 185 63 3 
180 
Chapter 8 Rainfall forecasting with data assimilation by WRF-3DVar 
8.4.3 Events of the other two types 
In this section, WRF-3DVar is tested on two storm events (Event E and Event F) of Type I 
and Type 3 for rainfall generation using the ECMWF operational forecast data. Type I and 
Type 3 events are found to be the best and the worse cases that WRF can handle in Chapter 6. 
The WRF model has the best performance in reproducing both the spatial and the temporal 
variations of rainfall for Type I event; while with Type 3 event where the rainfall is highly 
concentrated in a small area and a short period, WRF almost fails in capturing the whole 
storm in the two dimensions. From the previous results of the four events of Type 2 and Type 
4, it can be found that when using the ECMWF forecast data, the assimilation of both NCAR 
and radar observations can generally produce more promising results regarding the rainfall 
cumulative curves than using only one type of data. The performance of Mode 4 (using 
NCAR observations and radar data) is better than Mode 5 (using corrected radar data together 
with NCAR observations) in most cases. As discussed in the previous analyses, the radar 
correction ratio does not always guarantee improved results, and sometimes the adjustment 
does not seem to be plausible. In that case, for the following two storm events, only Mode 4 
ofWRF-3DVar is carried out. 
8.4.3.1 Event E of Type 1 with two-dimensional rainfall evenness 
Event E is a Type I event with two-dimensional evenness of the rainfall distribution in both 
time and space (see Figure 8-4(e) and Figure 8-7(a)). The 24hr duration lasts from 
02/04/2000 18:00 to 03/04/2000 18:00. As shown by Figure 8-21, there are seven WRF runs 
in total, among which run I and run6 are spin-up runs driven by data from two forecast 
origins at 02/04/2000 12:00 and 03/04/2000 12:00. Observations are assimilated at five 
moments of 12:00, 18:00 of 02/04/2000 and 00:00, 06:00, 12:00 of 03/04/2000, which are 
respectively realised by the data-assimilation runs of run2. run3. run4, run5 and run7. 
Symbols of the rainfall cumulative curves for the spin-up runs and the data-assimilation runs 
are shown in Figure 8-22. 
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Figure 8-21 Time bars of cycling WRF runs for continuou data a imilation in Event E u ing 


















02/0412000 12:00 - 04/04/2000 06 :00 
0600 18.00 0000 06 00 Time (hr) 
Figure 8-22 Pre-assumed trends of the rainfall cumulative curve for the c cling WRF run of 
Event E after data assimilation by u ing E MWF foreca t data 
Figure 8-23 shows the rainfall cumulative curves of Event E after the appli ation r WRF-
3DVar in Mode 3. Results from the three nested domain are hown in ubfigur (a), (b) and 
(c) for Domain 1, Domain 2 and Domain 3, respecti ely. Becau e there i no data re orded 
by the Wardon Hill radar from the beginning of the storm e ent until 08:00 of 0310412000, 
only the NCAR observations are assimilated during that period. Ob iou impro ment are 
seen after the data assimilation in all the three subfigur . For all th thr domain, the 
updated cumulative curves follow a quite similar trend to the gaug ob rvation. It an al 0 
be noted that the final cumulative amount of Domain 3 in ubfigur () i the 10 e t to the 
gauge observed value, compared to that of the two outer domain Domain 2 and Domain I 
in subfigure (b) and (a». This is consistent with lh conclu ion from hapter 6: the WRF 
performance is improved from the outennost to the innermo t domain. 
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Figure 8-23 Rainfall cumulative curves of Event E for WRF-3DVar Mode 3 using ECMWF 
forecast data (02/04/2000 12:00 - 04/041200006:00) 
The number of NCAR records and the total number of observations actually assimilated in 
each domain are summari sed respectively in Table 8-20 and Table 8-2 I, for the five data-
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assimilation times of Event E. Since the radar data are only available at the last data-
assimilation time (Time 5), in Table 8-21 the number of assimilated observations in the three 
domains of Time 5 is relatively more than those of the previous four assimilation times. 
Table 8-20 Number of NCAR data records distributed inside the each oftbe triple nested 
domains at the data assimilation times of Event E 
SOUND SYNOP 
Event and run 
total Doml Dom2 Dom3 total Doml Dom2 Dom3 
Time I 02/04 12:00 75 70 6 0 1905 1820 228 2 
Time 2 02/04 18:00 33 32 3 0 1805 1721 219 2 
Time 3 03/0400:00 81 78 8 0 1482 1411 183 2 
Time 4 03/0406:00 47 46 5 0 1957 1870 234 2 
Time 5 03/0412:00 86 82 10 0 2028 1934 246 2 
Table 8-21 Total number of observations assimilated in each of the triple nested domains at the 
data assimilation times of Event E by using ECMWF forecast data 
Time I Time 2 Time 3 Time 4 Time 5 
02/04 12:00 02/0418:00 03/0400:00 03/0406:00 03/0412:00 
Doml 10385 5658 11234 7281 13447 
Mode 3 Dom2 1298 951 1481 1244 3736 
Dom3 7 3 5 3 151 
8.4.3.2 Event F of Type 3 with highly concentrated rainfall 
As mentioned, Event F is a Type 3 event where the rainfall is highly concentrated in the two 
dimensions (see Figure 8-4(f) and Figure 8-7(c)). It lasts from 03/08/1994 12:00 to 
04/0811994 12:00. As shown by Figure 8-24, ECMWF data from two forecast origins are 
used to drive the model. Run I and run4 are spin-up runs and the left four runs (run2, run3, 
run5 and run6) are performed for data assimilation at 12:00, 18:00 of 03/08/1994 and 00:00, 
06:00 of 04/08/1994. Symbols of the rainfall cumulative curves for the six runs are illustrated 
in Figure 8-25. 
Results of Event F after the assimilation of both NCAR and radar data are shown in Figure 8-
26(a), (b) and (c) for the three nested domains. It can be seen from the gauge observed 
accumulation that the majority of rainfall happens during the second 6hr interval (actually 
83% rainfall falls in one hour from 22:00 to 23:00 of 03/08/1994 with very large intensity). 
The original runs (runl and run4) without data assimilation produce little rainfall, with the 
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majority part of the torm totally missed by run 1. The assimilation of the NCAR and radar 
observation doe not make the case much better. Only a small amount of rainfall appears 
after 06:00 of 04/08/1994. As mentioned, the majority of rainfall happens in the 6hr interval 
between the two data-a similation times of 03/0811994 18:00 and 04/08/1994 00:00. The 
whole process of the storm is so short that the observational data at the assim ilation times can 
not provide enough information for an efficient updating of WRF-3DVar, e.g. the radar 
image at 03/08/ 1994 18:00 do s not give any portent of the heavy rainfall happens in the next 
6 hours ( ee Figure 8-22 in Appendix 8). That is why WRF-30Var loses its effectiveness in 
this case for Event F. Considering the capability of the Wardon Hill radar in capturing the 
storm (see the radar cumulative curves in Figure 8-26 though underestimated), a shortened 
interval of the data assimilation time might help assimilate more useful information from the 
w ather radar. 
~ 24hr duration ---.j 
03/08/1994 
40 18,00 
04/08/1994 I 05/08/1994 
L 
06:00 00 00 06:00 12:00 18:00 00:00 
origin1 origin2 
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Figure 8-24 Time bars of cycling WRF runs for continuous data assimilation in Event F using 
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Figure 8-25 Pre-assumed trends of the rainfall cumulative curves for the cycling WRF runs of 
Event F after data assimilation by using ECMWF forecast data 
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Figure 8-26 Rainfall cumulative curves of Event F for WRF-3DVar Mode 3 u ing 
forecast data (03/08/1994 12:00 - 05/0 1199400:0 ) 
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Again, the number of NCAR records and the total number of observations actually 
assimilated in each domain is summarised in Table 8-22 and Table 8-23, for the data-
assimilation times of Event F. 
Table 8-22 Number of NCAR data records distributed inside the each of the triple nested 
domains at the data assimilation times of Event F 
SOUND SYNOP 
Event and run 
total Doml Dom2 Dom3 total Doml Dom2 Dom3 
Time I 03/0812:00 102 95 9 0 1312 1232 151 
Time 2 03/08 18:00 32 32 4 0 1346 1272 153 
Time 3 04/0800:00 95 89 6 0 1045 991 131 
Time 4 04/0806:00 50 48 9 0 1328 1254 141 
Table 8-23 Total number of observations assimilated in each of the triple nested domains at the 
data assimilation times of Event F by using ECMWF forecast data 
Doml 
Mode 3 Dom2 
Dom3 
Time 1 Time 2 Time 3 Time 4 













8.S Quantification of errors of using 24hr rainfall accumulations 
For a more quantitative evaluation of the performance of WRF-3DVar in the five data 
assimilation modes, the 24hr accumulations of the catchment average rainfall are calculated 
for each of the six storm events. The accumulations of the gauge and radar observed rainfall 
are easy to get by simply summarising the rainfall amounts during the 24hr durations of the 
storm events. As for the data assimilation results, since there are duplicate runs for a certain 
6hr period, it is difficult to decide which run to use when calculating the totals. Table 8-24 
illustrates the durations of the cycling runs and their selected periods to calculate the 24hr 
accumulation for Event A when using the ERA-40 reanalysis data. The case for using the 
ECMWF forecast data is shown in Table 8-25. The whole modelling time is divided into a 
series of 6hr periods. The durations of the spin-up runs are marked with red lines and the 
data-assimilation runs are marked with black lines. The 24hr rainfall accumulation of the 
'original run' (means no data assimilation is involved) is calculated based on the spin-up runs; 
while the 24hr rainfall totals of the five WRF-3DVar modes are calculated from the results of 
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the data-assimilation runs. For a certain 6hr period belonging to the 24hr torm du ration, the 
most recently updated results from the data-assimilation run are u ed for calculating th 24hr 
totals of different WRF-30Var modes. Following thi , the elected p riods of ea h run are 
marked with crosses. Finally, the periods marked with red cro es are u ed to calculate the 
24hr totals of the ' original run' , and the periods marked with black cro are accounted for 
the WRF -3DVar totals in different modes. It should be mentioned that in Ta ble 8-2 ~ , hen 
calculating the totals of the 'original run' , run6 is used for the second half of the 24hr 
duration instead of run I since it is believed that forecasts from the neare t origin are more 
reliable than further origins. 
Table 8-24 Time table of the WRF cycling runs in Event A for calculating the 24br rainfall 
accumulation when using the ERA-40 reanaly i data 
24/ 10/ 1999 
00-06 06-12 12-18 18-00 I 







Table 8-25 Time table of the WRF cycling runs in Event A for calculating tb 24br rainfall 
accumulation when using the ECMWF foreca t data 
23/ 1011999 24/ 10/1999 2511 0 1999 




run4 . \.. I 
runS >.L I 
run6 >1 .\ . 1\ 
run7 , 
runS ~ , I 
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The calculated 24hr rainfall accumulations of Event A in the three nested domains are shown 
in Table 8-26, for the cases using both the ERA-40 reanalysis data and the ECMWF forecast 
data. The 24hr accumulation of the rain gauge is treated as the ground truth to calculate the 
relative errors of the WRF original run and the WRF-3DVar runs of different modes, shown 
in the brackets as the percentages of the gauge value (29.38mm for Event A in Table 8-26). 
As expected, by examining the rainfall totals of the original runs, using the ERA-40 data can 
give much better results than using the ECMWF forecast data, while the involvement of 
WRF-3DVar can bridge the gap: the best results when using the forecast data produce -12% 
error (Mode 4 in Domain 3). while the least error for using ERA-40 data is -41 % (Mode 2 in 
Domain 2). 
Table 8-26 Cumulative amounts of rainfall for the 24hr duration of Event A (mm) 
Domain I Domain2 Domain3 
Rain gauge 29.38 29.38 29.38 
Ground truth 
Radar 10.36 10.36 10.36 
Original run 6.53 (-78%) 8.42 (-71%) 8.33 (-72%) 
WRF-3DVarMode I 7.20 (-76%) 14.95 (-49%) 15.73 (-46%) 
Using ERA-40 WRF-3DVar Mode 2 9.02 (-70%) 17.22 (-41%) 16.06 (-45%) 
reanalysis data WRF·3DVar Mode 3 6.01 (-80%) 8.93 (-70%) 8.68 (-70%) 
WRF-3DVar Mode 4 14.19 (-52%) 9.26 (-68%) 9.14 (-69%) 
WRF-3DVar Mode 5 11.05 (-62%) 8.62 (-71%) 8.63 (-71%) 
Original run 1.27 (-96%) 0.23 (-99%) 0.15 (-99%) 
WRF-3DVarMode I 6.11 (-79%) 8.34 (-72%) 8.52 (-71%) 
Using ECMWF WRF-3DVar Mode 2 0.16 (-99010) O.oJ (-100%) 0.00 (-100%) 
forecast data WRF-3DVarMode 3 3.78 (-87%) 2.26 (-92%) 1.95 (-93%) 
WRF-3DVar Mode 4 20.21 (-31%) 24.61 (-16%) 25.95 (-12%) 
WRF-3DVarMode 5 16.82 (-43%) 16.13 (-45%) 16.17 (-45%) 
Similarly, the time tables of the remaining five storm events demonstrating the calculations of 
the 24hr accumulations for the original runs and WRF-3DVar runs are shown in the 
following tables (Table 8-27 - Table 8-31). Correspondingly, the calculated results are shown 
in Table 8-32 - Table 8-36. For Event E and Event F, since only Mode 4 of WRF-3DVar is 
carried out, only the 24hr accumulations of Mode 4 are calculated for the two events in Table 
8-35 and Table 8-36. 
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Table 8-27 Time table of the WRF cycling runs in Event B for calcu.lating the 24br rainfall 
accumulation when using the ECMWF foreca t data 
06/09/1995 07/09/1995 0809 
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Table 8-28 Time table oftbe WRF cycling run in Event C for calculating the 24hr rainfall 
accumulation when using the ECMWF foreca t data 
0510111994 06 /0 I 199.+ 
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Table 8-29 Time table of the WRF cycling run in Event 0 for calculating the 24hr rainfall 
accumulation when using the ECMWF foreca t data 
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Table 8-30 Time table of the WRF cycling runs in Event E for calculating the 24hr rainfall 
accumulation when using the ECMWF forecast data 
03/08/1994 04/08/ 1994 
12-18 18-00 00-06 06-12 12-18 18-00 













Table 8-31 Time table of the WRF cycling runs in Event F for calculating the 24hr rainfall 
accumulation when using the ECMWF forecast data 
02/04/2000 03/04/2000 04/04 
12- 18 18-00 00-06 06-12 12-18 18-00 00-06 













Table 8-32 Cumulative amounts of rainfall for the 24hr duration of Event B (mm) 
Domainl Domain2 Domain3 
Rain gauge 21.65 21.65 2 1.65 
Ground truth 
Radar 19.88 19.88 19.88 
Original run 2.94 (-86%) 1.09 (-95%) 1.28 (-94%) 
WRF-3DVar Mode 1 2.28 (-89%) 1.44 (-93%) 1.47 (-93%) 
Us ing ECMWF WRF-3 0Var Mode 2 10.68 (-51%) 8.29 (-62%) 8.28 (-62%) 
forecast data WRF-3 D ar Mode 3 15.37 (-29%) 14.34 (-34%) 13.61 (-37%) 
WRF-3 DVar Mode 4 4.47 (-79%) 7.04 (-68%) 6.12(-72%) 
WRF-3DVar Mode 5 4.4 1 (-80%) 3.44 (-84%) 2.91 (-87%) 
191 
Chapter 8 Rainfall forecasting with data assimilation by WRF-3DVar 
Table 8-33 Cumulative amounts of rainfall for the 24hr duration of Event C (mm) 
Domain I Domain2 Domain3 
Rain gauge 31.97 31.97 31.97 
Ground truth 
Radar 10.20 10.20 10.20 
Original run 7.10 (-78%) 16.43 (-49%) 17.21 (-46%) 
WRF-3DVar Mode I 11.50 (-64%) 35.12(10%) 37.46 (17%) 
Using ECMWF WRF-3DVar Mode 2 7.44 (-77%) 15.22 (-52%) 15.66 (-51%) 
forecast data WRF-3DVar Mode 3 15.52 (-51%) 15.44 (-52%) 15.04 (-53%) 
WRF-3DVar Mode 4 11.13 (-65%) 27.00 (-16%) 28.18 (-12%) 
WRF-3DVar Mode 5 33.91 (-6%) 42.25 (32%) 41.07 (28%) 
Table 8-34 Cumulative amounts of rainfall for the 24hr duration of Event D (mm) 
Domain I Domain2 Domain3 
Rain gauge 14.58 14.58 14.58 
Ground truth 
Radar 10.52 10.52 10.52 
Original run 7.37 (-49"10) 5.83 (-60%) 5.72 (-61%) 
WRF-3DVar Mode] 5.53 (-62%) 7.]6(-51%) 7.29 (-50%) 
Using ECMWF WRF-3DVar Mode 2 4.59 (-69"10) 5.75 (-61%) 5.69 (-6]%) 
forecast data WRF-3DVar Mode 3 6.56 (-55%) 4.92 (-66%) 4.82 (-67%) 
WRF-3DVar Mode 4 9.94 (-32%) 12.39 (-15%) 12.75 (-13%) 
WRF-3DVar Mode 5 6.95 (-52%) 9.16 (-37%) 9.09 (-38%) 
Table 8-35 Cumulative amounts of rainfall for the 24hr duration of Event E (mm) 
Domain I Domain2 Domain3 
Rain gauge 31.12 31.12 31.12 
Ground truth 
Radar 12.22 12.22 12.22 
Using ECMWF Original run 12.97 (-58%) 18.33 (-4]%) ]8.68 (-40%) 
forecast data WRF-3DVar Mode 4 18.37 (-41%) 25.89(-17%) 26.13 (-16%) 
Table 8-36 Cumulative amounts of rainfall for the 24hr duration of Event F (mm) 
Domain I Domain2 Domain3 
Rain gauge 22.30 22.30 22.30 
Ground truth 
Radar 10.30 10.30 10.30 
Using ECMWF Original run 0.25 (-99010) 0.12 (-99010) 0.06 (-100%) 
forecast data WRF-3DVar Mode 4 0.63 (-97%) 0.17 (-99010) 0.12 (-990/0) 
For all the cases of the six events (including Event A using ERA-40 data). the original runs 
always generate underestimates of the 24hr rainfall accumulations compared to the ground 
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truths (the rain gauge observations). Although the rainfall accumulation of the Wardon Hill 
radar is also underestimated, the results from the original runs are in most cases even worse 
than the radar estimations. But after the involvement of WRF-3DVar, rainfall increase can be 
seen in all domains to different extents for different storm events. As concluded from Chapter 
6, there is a general improvement of the WRF results from the outermost to the innermost 
domains as the increase of the horizontal resolution. However, this is not always true for the 
rainfall cumulative results after the data assimilation by WRF-3DVar, except for Event C and 
Event E, both the original and WRF-3DVar runs of which show an obvious increase of the 
rainfall accumulations from Domain 1 to Domain 3. 
By further comparing the rainfall accumulations of different storm events, it can be found 
that the improvements in Type 2 and Type 4 events after data assimilation are more obvious. 
Take the Mode 4 results of the six events for an example. Compared to the respective original 
runs, the cumulative errors of Mode 4 in the innermost domain decrease by 87%, 22%, 34% 
and 48%, respectively, for Event A (using ECMWF forecast data), Event B, Event C and 
Event D. For Type I event (Event E), a decrease of 24% error happens in the innermost 
domain. Because the WRF model has the best performance in reproducing the storm events 
with the two-dimensional evenness, the original run of Event E has a relatively smaller error 
compared to other events, thus its improvement (the decrease of error) is not as significant as 
Type 2 and Type 4 events. As mentioned before, WRF-3DVar almost loses it effectiveness in 
Event F (only a decrease of 1% error found in the innermost domain of Mode 4), thus the 
improvement caused by WRF-3DVar is the least for the Type 3 event. 
For the five modes ofWRF-3DVar, the combination of NCAR and radar data generally leads 
to better results, although in some cases the radar data does not help to produce any 
improvement and the assimilation of the NCAR observations solely shows the best results. 
This has already been concluded by examining the cumulative curves of Event A, B, C and D 
before conducting the data assimilation experiments of Event E and F in Section 8.4.3. Now 
it can be quantitatively verified by the 24hr rainfall accumulations produced by different 
modes of WRF-3DVar. Compared to Mode 5 which uses the corrected radar data, Mode 4 
shows better capability in improving the rainfall forecasts by combining NCAR observations 
with the original radar data. For the cases using one type of observations only, Mode 1 
(assimilating NCAR observations) in most cases performs better than using the radar data in 
Mode 2 and Mode 3. When the radar data are corrected by the correction ratios (Mode 3), 
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although the rainfall accumulations can be increased in some cases (see Event B), as 
discussed previously, some corrections in Mode 3 are not reasonable with respect to the 
increasing rate of the rainfall cumulative curves. The appropriate use of the radar data in 
WRF-3DVar is still a problem that deserves further study. Besides the increase of the data 
assimilation frequency, a more appropriate radar correction method is needed. In the 
following section, the limitations of the currently used correction ratio are further discussed. 
8.6 Limitations of the radar correction ratio 
Before the current radar correction ratio is used in this study, the ratio was defined in a 
different way. Since the radar image is generated every 5 minutes and the smallest data time 
interval of the gauge observed rainfall is 15 minutes (provided by the HYREX experiment), 
the previous single value of the rain gauge (i.e., the previous 15min accumulation) was used 
to correct the radar image by assuming the previous 15min accumulation can represent the 
instantaneous error at the data assimilation time. The outcomes were worse than the current 
results with the calculated ratios varying dramatically from 0.89 to 13.04. To build up a more 
stable and reasonable correction ratio, the rainfall accumulation of the previous 6 hours is 
thus used instead to correct the radar data at the assimilation time. 
This currently-used correction ratio also has limitations itself. The radar errors are obtained 
by examining the difference between the gauge and radar observed rainfall accumulations 
from the Brue catchment (with an area of 135.2 km2), which are then used to correct the 
whole radar image (2x2 km2 pixels coving an area with a radius of 76 km). This is actually 
not appropriate since the radar error in the Brue catchment can not be approved to be 
representative of the errors in the whole radar scan range. Besides, the use of the catchment 
average error to correct each single pixel value also brings uncertainties. However, this is the 
best that can be done considering the current availability of the gauge observations. The 
correction ratio used in this study is only a preliminary trial for improving the quality of the 
radar data. With more observations available beyond the Brue catchment, the correction 
could be more promising. Moreover, since only the WRF forecasted rainfall in the Brue 
catchment is examined, further investigation of the WRF results over an extended area might 
help find more obvious improvement after the assimilation of the corrected radar data. 
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It is noteworthy that this gauge-based correction ratio only accounts for the mean-field bias of 
the radar data, which is normally generated due to the beam height above the ground, the 
deviation of the Z-R relationship, and the imperfect radar calibration (Anagnostou et aI., 1998; 
Seo et aI., 1999). It should be mentioned that for radar data assimilation, the rainfall rates 
estimated by the Wardon Hill radar have to be converted back into reflectivitites before they 
are assimilated by WRF-3DVar. If the underestimation of the Wardon Hill radar found in this 
study is totally caused by the biased Z-R relationship, then the application of the correction 
ratio could make the case even worse when the corrected rainfall rates are converted back 
into reflectivities following the original biased Z-R relationship. This may to some extent 
explain why the assimilation results are not always reasonably improved when using the 
corrected radar data for the some of the storm events. Moreover, the gauge-based radar 
adjustment can be best applied only when the homogeneity in the accuracy of the radar 
rainfall estimates with respect to range and scanning elevation is ensured (Borga et aI., 2002). 
For further improvement, the range-dependent errors associated with the non-uniform vertical 
profile of reflectivity and beam attenuation should be corrected before the adjustment of the 
mean-field bias. Besides, considering the complex terrain of the study area, the orographic 
enhancement may be only partially detected or entirely missed by the Wardon Hill radar. 
Therefore, a physically based adjustment scheme could help take into account the low-level 
orographic growth and further improve the radar measurements (Kitchen et al.. 1994). 
For a more efficient utilisation of the weather radar data in WRF-3DVar, first of all, the 
assimilation time interval could be shortened for a more frequent assimilation of the radar 
images. As mentioned, the Wardon Hill radar completes an azimuthal scan of a certain scan 
elevation every 5 minutes. In this case the assimilation of the radar data could be technically 
made as soon as every 5 minutes. However, it should be noted that as the decrease of the 
assimilation interval. the added information will not necessarily make the assimilation more 
effective (e.g., the information will become redundant with a very small interval). So the 
selection of an appropriate assimilation time interval remains an interesting issue that 
deserves more research in the future. Second, in this study, only data from the lowest scan 
elevation (0.5°) of the Wardon Hill radar are used. Actually in WRF-3DVar, data from 
different scan elevations can be assimilated in the meanwhile. Other scan elevations (1.0°, 
1.5°, 2.5°) of the Wardon Hill radar that are available in the 5 km Cartesian grids are also 
worth trying. Further, comparison on the assimilation results of the 2 km and 5 km radar data 
could be made in order to investigate the appropriate horizontal resolution of the assimilated 
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observations that well matches the resolutions of the nested domains. The involvement of the 
radial velocity together with the reflectivity might also help improve the assimilation results 
of the forecasted rainfall. 
Finally, it should be mentioned that in this study the simplest configurations of WRF-3DVar 
is adopted, i.e., by using the default background error covariance CV3 and assuming zero 
error of the radar reflectivity data. The performance of the data assimilation system largely 
depends on the plausibility of the background and observation error covariances. However, 
the estimation of the error covariances has always been a problem due to the unavailability of 
the true state of the atmosphere. The use of the background error generating facility 
'GEN_BE' in WRF-3DVar might help more appropriately define the background error and 
additional runs should be carried out to check the sensitivity of the results to the uncertainty 
in the background and observation error before the most plausible ones could be ascertained. 
8.7 Conclusions 
Real-time flood forecasting over small catchments with short concentration times (e.g., the 
Brue) depends on accurate rainfall forecasts to provide longer lead times. Although the NWP 
model is gaining popularity among the hydrometeorological community in recent years, the 
'spin-up' effect and the low-quality initial conditions used for model driving make it less 
competitive than nowcasting methods in short lead-time rainfall forecasting within 3-6 hours. 
Appropriate assimilation of the real-time observations, especially the radar data, has been 
approved to be able to make up for the shortcomings of the NWP model and largely improve 
the accuracy of the rainfall forecasts. With the sensitivity of the WRF model to domain 
configurations and different storm types addressed in Chapter 6, in this chapter the WRF 
model is fixed at appropriate domain settings and applied together with the three-dimensional 
variational data assimilation system (WRF-3DVar) to produce real-time rainfall forecasts. 
The same as Chapter 6, rainfall forecasting in this chapter is carried out for four types of 
storm events categorised on the evenness of rainfall distribution in time and space. Instead of 
the ERA-40 reanalysis data, the ECMWF operational forecast data are used to drive the WRF 
model for the generation of the real-time forecasts at the catchment scale. With the 
assimilation of either radar reflectivity or NCAR observations by WRF-3DVar. general 
improvements can be seen for all types of events in different domains regarding the rainfall 
cumulative curves and the 24hr total amounts. Even with the ERA-40 reanalysis data 
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(performed with Event A only), improvements can still be found at certain assimilation times. 
For Type I, Type 2 and Type 4 events, the improvements are promising. Since WRF already 
has the best performance in simulating the Type 1 event, which has the most even rainfall 
distribution in both temporal and spatial dimensions, the improvement of the Type 1 event is 
therefore less obvious than Type 2 and Type 4 events. However, when dealing with the 
highly convective storm, such as the Type 3 event, the improvement is almost negligible. 
Heavy convective storms may develop very quickly without preceding precipitation being 
previously detected in the surrounding regions. Consequently, sometimes the observations are 
too weak to trigger storm process in the model because the state of the model variables does 
not support the development of such convective storms (Sokol, 2009). In that case, data 
containing information of the cloud development (e.g., the satellite data) that precedes the 
formation of precipitation may be helpful. More importantly, a shortened interval of the data 
assimilation time may also help in capturing the evolution of the storm. 
Besides the examination of improvements for different storm types after data assimilation, 
the effects of the WRF-3DVar are also compared on different modes by assimilating different 
types or combinations of observations. The combination of radar reflectivity with NCAR 
surface/ upper-air data can generally lead to better results than separately assimilating either 
type of them. For the overall improvement, the contribution made by the NCAR observations 
seems to be greater than that of the radar data. Considering the underestimation of the 
Wardon Hill radar, a correction ratio is designed to improve the radar data quality based on 
the antecedent 6hr accumulative errors compared to the rain gauge observations. Although 
the rainfall accumulations can be increased to some extent, the improvement is not always 
plausible with respect to the trends of the rainfall cumulative curves in some cases. The 
correction ratio itself has limitations by extrapolating the catchment scale error to the whole 
radar scan range. As a consequence, the combination of NCAR observations with the 
corrected radar data does not generate better results than using the original radar data with the 
NCAR observations. Appropriate correction of the radar data remains a problem that 
deserves more research in the future. With a good capability in estimating the rainfall 
occurrence, weather radar still shows its potential in improving the rainfall forecasts of the 
NWP model through the data assimilation scheme. For more effective and efficient utilisation 
of the radar data, the following suggestions are made after the study in this chapter: 
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1. A shortened data assimilation time interval could involve more up-to-date information 
that might be useful to capture the detailed process of the convective storms; 
2. Radar data from different scan elevations might be helpful to be assimilated together; 
3. Besides the reflectivity, the joint use of Doppler radial velocity may also help to improve 
the rainfall forecasts; 
4. A improved correction method based on more ground-truth observations and considering 
the range-dependent errors and the orographic enhancement is to be found; 
5. The measurement error covariance of the radar data should be defined for a more 
reasonable assimilation of the radar data; 
6. An appropriate horizontal resolution of the radar data that matches the NWP model needs 
to be investigated. 
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Integrated real-time flood forecasting system 
and conclusions 
Chapter 9 Real-time flood forecasting using the WRF forecasted rainfall 
The integration of the WRF forecasted rainfall, the rainfall-
runoff model PDM, and the updating scheme ARMA, is 
realised in this chapter to constitute a real-time flood 
forecasting system. System identification issues including the 
calibration of the PDM and ARMA model and the generation 
of the future PE input are discussed. The forecasting system is 
finally tested through several storm events of different types 
and the advantage of using the WRF forecasted rainfall is 
examined by comparing with the 'zero', 'naive' and 'perfect' 
rainfall inputs after the forecast origin. 
Chapter 10 Conclusions and recommendations 
This chapter comprises of the overall summaries and main 
conclusions from each part of the thesis. Limitations of the 
current work are also discussed and recommendations are 
made for future studies. 
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Chapter 9 
Real-time flood forecasting using the WRF 
forecasted rainfall 
9.1 Introduction 
In this chapter, the WRF rainfall forecasts updated by WRF-3DVar in Chapter 8 are used for 
real-time flood forecasting. More flood forecasting systems nowadays are tending to utilise 
the rainfall products from the high-resolution NWP models in order to extend the forecast 
lead time (Xuan et aI., 2009). This is particularly true in the flash flooding area where the 
forecast accuracy is highly dependent on the rapid availability of the rainfall distribution in 
advance (Ferraris et aI., 2002). Many efforts have been made to integrate the NWP products 
with the hydrological models or further with the hydraulic models in the context of real-time 
flood forecasting (e.g., Jasper et aI., 2002; de Roo et aI., 2003; Bartholmes and Todini, 2005; 
Kobold and Suselj, 2005; Verbunt et aI., 2006; Xuan et aI., 2009; He et aI., 2009; Thielen et 
aI., 2009; Roberts et aI., 2009; Lin et aI., 2010; Rossa et aI., 2010). In the UK, where the 
floods are a regular feature of the climate, sophisticated operational flood forecasting systems 
have been established by the Environmental Agency (EA) and the Scottish Environmental 
Protection Agency (SEPA) in a recent decade. Those are the National Flood Forecasting 
System (NFFS) in England and Wales, and the Flood Early Warning System (FEWS) in 
Scotland. Both the EA and the SEPA work closely in partnership with the UK Met Office, 
who provides weather forecasting services, e.g., the NWP forecasts from Unified Model, the 
radar observations from Nimrod and the surge, wind and wave forecasts, etc (Werner et aI., 
2009). The vision in the future is that automated end-to-end systems that feed high-resolution 
NWP rainfall forecasts into hydrological models will become a standard part of the real-time 
flood forecasting system (Roberts et aI., 2009). 
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The real-time forecasting system can be generally divided into two components, the NWP 
model and the hydrological modelling system (Xuan et aI., 2009). The generation of the flow 
forecasts using the rainfall products from the NWP model is realised by the hydrological 
modelling system. The hydrological model could range from the simple input-storage-output 
(ISO) models (Lambert, 1972; Collier and Knowles, 1986) and the transfer function models 
(Young and Beven, 1994; Sempere Torres et aI., 1992) to comprehensive distributed models 
such as the SHE model (Beven et aI., 1980; Abbott et aI., 1986), the TOPMODEL (Beven et 
aI., 1995; Beven, 1997), the TOPKAPI model described by Todini (1995), and the POM 
model (Moore, 1985) used by some of the seven regions of Environmental Agency in the UK. 
The benefits of choosing from the hydrological models depend very much on the type of 
catchment, the input data and the application (Collier, 2009). For a stand-alone hydrological 
model, the uncertainties come from both the model inputs (i.e., errors in the rainfall 
measurements), and the model structure and parameterisations in inefficient modelling of the 
reality (Wagener et aI., 2001). When the hydrological model is used for real-time flood 
forecasting, an updating scheme is normally involved to reduce the uncertainties caused by 
the model structure and parameterisations. There are three basic approaches in building up a 
real-time updating scheme: error prediction (updating model outputs), state correction 
(updating model states, i.e., soil moisture, rainfall, etc.) and parameter adjustment (updating 
model parameters). The Ensemble Kalman Filter (Moradkhani et aI., 2005a; Komma, et aI., 
2007; Clark et aI., 2008; Sun et aI., 2009) and some more advanced filtering techniques 
(Moradkhani et aI., 2005b; Weerts and EI Serafy, 2006) have nowadays gained much 
popularity and proved to be efficient in performing the state correction and parameter 
adjustment methods. The Auto-Regressive Moving-Average (ARMA) model, as already 
introduced and applied in Chapter 4, is a well established and widely used method for error 
prediction (Box and Jenkins, 1970; Moore, 1982, 2007). It is wholly external to hydrological 
model and can be easily applied in the combination with any kind of hydrological models. 
Although the real-time updating scheme using the ARMA model has been approved to be 
very promising for the flood forecasting in Chapter 4, it should be recognised that in the real-
time flood forecasting system, the uncertainties in the rainfall inputs may always outweigh 
the impacts of the model structure and parameterisations that can be reduced or corrected by 
the updating schemes (Xuan et ai, 2009). This is because the rainfall inputs are no longer the 
observations, but the direct outputs of the NWP model and already include a certain amount 
of uncertainties which can be magnified by a particular coupling process (Golding, 2009). In 
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this chapter, the WRF forecasted rainfall produced in Chapter 8 by assimilating both the radar 
reflectivity and the NCAR observations is fed into a real-time flood forecasting system to 
make flood forecasts. Besides the WRF rainfall products, the forecasting system consists of 
the PDM model for rainfall-runoff transformation and the ARMA model for real-time 
updating. Forecasts are made with lead times of 12 hours and for the six storm events of four 
types in Chapter 8. The use of the WRF forecasted rainfall is fully evaluated by comparing 
with other three modes of rainfall inputs, i.e., using the 'perfect' rainfall, the simply extended 
rainfall, and the zero rainfall after the forecast origin. 
9.2 Real-time forecasting system by integrating WRF, PDM and ARMA 
The constructed real-time flood forecasting system consists of the WRF model and WRF-
3DVar to provide numerical rainfall forecasts, the PDM model as a core for rainfall-runoff 
transformation and the ARMA model for real-time updating and error prediction. The 
integration of the three components in the forecasting system and their interactions between 
each other are illustrated in Figure 9-1. 
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Figure 9-1 Components oftbe real-time flood forecasting system witb model inputs and outputs 
framed by dasbed lines 
In this real-time forecasting system, the forecasted rainfall is provided by the WRF model, 
together with WRF-3DVar for assimilating the real-time observations and Updating the WRF 
outputs. The PDM model takes in the forecasted rainfall from WRF and transfonns them into 
flow. It should be noted that besides rainfall, potential evaporation (PE) is also requested by 
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POM as an input. Normally, the forecasted PE can be generated by the NWP methods and the 
empirical equations, e.g., the Penman equation (Ishak et aI., 2010). Considering that PE is not 
a dominant factor in real-time flood forecasting, which has a much lower variance than 
rainfall in short term, two more convenient methods are applied to derive the future PE values 
after the forecast origin. These methods will be introduced and further discussed in the 
following section. 
During the rainfall-runoff transformation by the POM model, the historical PDM outputs 
before the forecast origin are delivered into the real-time updating scheme, i.e., the ARMA 
model. By comparing the POM outputs with the flow observations, the model errors are thus 
calculated, based on which the ARMA model performs as an error predictor to make 
predictions for the future errors ofthe POM model. The predicted errors are then added to the 
forecasted flow of the POM model to produce the final forecasting results. The detailed 
function of the ARMA model is fully explained in Chapter 4. It should be noted that in the 
real-time forecasting system, data assimilation takes place with two components. One is 
WRF-3DVar, which takes in the NCAR surface/ upper-air observations and the radar 
reflectivity to help WRF improve the rainfall forecasting results; the other is the ARMA 
model, with which the historical flow data are assimilated to obtain more accurate forecasts. 
For the ARMA model, in the procedures of both model identification (ARMA parameter 
calibration) and model operation, the PDM results input into the ARMA model are generated 
using the observed rainfall, rather than the forecasted rainfall from the WRF model. In that 
case, the error corrected by the ARMA model comes only from the model error of POM in 
simulating the rainfall-runoff relationship; the errors in the WRF forecasted rainfall are 
however not corrected by ARMA. Since the ARMA model functions like an error predictor 
based on simple nonlinear extrapolation, by knowing the historical rainfall observations, the 
errors of the forecasted rainfall can also be corrected by the ARMA model in theory. 
However, reliable model identification requires substantial amounts of data (both observed 
and forecasted or simulated) to calibrate the parameters of the ARMA model. Considering the 
parsimonious generation of the WRF forecasted rainfall, the correction of errors in the WRF 
rainfall forecasts is not carried out by the ARMA model, but only by WRF-3DVar. 
F or a forecast origin at time T, the observed rainfall of the previous one month leading up to 
T (including the observed value at the T moment) is used to drive the PDM model for a model 
warm-up. For the length of the warm-up period, longer datasets are also tried and one-month 
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is found to be enough to generate good model states at the origin T. When making foreca t , 
the model inputs after the origin T are replaced by the rainfall foreca t from the WRF model. 
Figure 9-2 illustrates the utilisation of the forecasted rainfall from different WRF run for 
Event A (2411 011999 00:00 - 25/10/1999 00:00). The real-time flood foreca ting i made at 
origins from 24/1 0/1999 00:00 to 2511 0/1999 00:00 with an interval of I hour. For each 
origin (represented by Or in the Figure 9-2), forecasts are made for the ne t 12 hour, i.e., the 
WRF forecasted rainfall for the next 12 hours are used as the inputs of the PDM model. It i 
assumed that the most recently updated WRF run can provide the mo t reliable rainfall 
forecasts than other antecedent runs. In that case, for Event A in Figure 9-2, re ult of run4 
(the 18 hours coloured in red) are used for the forecasts made at origin in the range [00:00, 
06:00) on 24110/1999. As the time comes to 24/1011999 06:00, new I updated rainfall 
forecasts are generated by runS, thus the results of runS are u ed for flood foreca ting made at 
origins in [06:00, 12:00). Similarly, for the origins located in the folio ing t 0 ranges of 
[12:00, 18:00) and [18:00, 00:00), rainfall forecasts from run7 and run8 are u ed. re pecti ely. 
For the last origin at 2511 011999 00:00, since there is no data assimilation at that mom nt, 
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Figure 9-2 Utilisation of the WRF foreca ted rainfall in the real-time flood foreca ting y tern 
for Event A (24/10/1999 00:00 - 25/10/199900:00) 
A distinction should be made between the flood foreca t origin ( r) and the foreca t origin of 
the ECMWF forecast data (labelled by 'origin l' and 'origin2' in Figure 9-2). The form r ha 
a 1 hr interval and ranges in the 24hr duration of the storm e ent for nood for ca ting; while 
the latter refers to the origin when the rainfall forecasts are made b} the MWF global 
model, which has an interval of 12 hours (or 6 hours for orne of the i torm ent u ed in 
this study). Moreover. the flood forecast origin (Or) i not neces aril) identical to the data 
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assimilation time of the WRF model. Here in the real-time forecasting system, the flood 
forecasting is carried out more frequently than the data assimilation made by WRF-3DVar, 
which happens with an interval of 6 hours, as shown in Figure 9-2 marked by circles. In the 
case where the forecast origin (Or) happens to be the same as the data assimilation time (e.g., 
00:00, 06:00, 12:00 and 18:00 of 24/1 011999 in Figure 9-2), the updated rainfall forecasts are 
used from the new data-assimilation runs initialised at the same time as Or (e.g., run4, run5, 
run7 and run8); otherwise the same data-assimilation run which provides rainfall forecasts for 
the last origin (Or.I) are still used at this origin, e.g., for those Or between each of the data 
assimilation times. The operational procedures of the constructed real-time flood forecasting 
system are summarised by the flow chart in Figure 9-3. The procedures of the configuration 
of the WRF model and the calibration of PDM and ARMA parameters are framed by dashed 
lines in Figure 9-3, indicating these should be completed before the forecasting loop starts. 
r······································_··········! 
r-------------------------------------------------j I WRF domain design and I 
I model configuration I 
l ________________________________________________ J 
Run WRF for the 
storm duration 
Assimilate observations 
at T by WRF-Var 
with updated rainfall 
forecasts at T 
No 
with the same rainfall 
forecasts used at T· 1 
i Parameter calibration for ';-1 _~ Run PDM and ARMA 
i PDM and ARMA for flow forecasting /4-----' l .................................................. : 
Yes 
T=T+1 
Figure 9-3 Operational procedures of the real-time flood forecasting system 
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9.3 Forecast design and system identification 
The six storm events in Chapter 8 are adopted again in this chapter to test the reliability of the 
constructed forecasting system for real-time flood forecasting. The rainfall forecasts which 
have been updated by assimilating both the radar reflectivity and the NCAR observations in 
Chapter 8 are used to drive the POM model for the six events. The flood forecasting is made 
every one hour in the 24hr durations of the storm events, and for each origin the forecasting is 
carried out for the next ] 2 hours. The data time interval is an important issue for the 
identification and the operation of the real-time flood forecasting system, which has been 
fully discussed in Chapter 4. It is found that an optima] choice of the data time interval is 
related to the forecast lead time and the catchment concentration time. For the Brue 
catchment, when using the perfect inputs of rainfall after the forecast origin, the optimal time 
intervals are found to be ] 5min, ] 5min, ] 5min, 30min, 60min, 90min, 90min and 90min for 
the forecasting model (POM + ARMA) when the lead time is ],2,3,4,5,6,9 and ]2 hours, 
respectively. However, for a reliab]e forecasting, further testing is needed based on a larger 
dataset to verify these optima] time intervals for the Brue catchment. To avoid the remaining 
uncertainties of the optimal choices for the data time intervals, in this chapter, an interval of 
one hour is fixed for all the system inputs (rainfall, PE and flow) for both model calibration 
and system operation with different forecast lead times. 
Since this is post-event analysis, for a better evaluation of the WRF rainfall products in 
producing reliable flood forecasts, another three types of synthetic rainfall forecasts are 
developed to enable a comparative analysis. Therefore, four modes of rainfall inputs are used 
in the real-time forecasting system, which are: 
(a) Forecast Mode: using the WRF produced rainfall forecasts in Chapter 8 by assimilating 
both the radar reflectivity and the NCAR observations; 
(b) Perfect Mode: using the gauge observed rainfall after the forecast origin (assuming the 
perfect knowledge of the future rainfall); 
(c) Naive Mode: using a constant rate to describe the future rainfall after the forecast origin, 
which is the average value of the gauge observed rainfall rates of the previous ] 2 hours 
before the forecast origin; 
(d) Null Mode: no input of rainfall after the forecast origin. 
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The length of the averaging time in the Naive mode is chosen to be the same as the forecast 
lead time (12 hours) in order to generate a rainfall rate with longer-range representativeness 
for the next 12 hours using the past observations. Besides rainfall, potential evaporation (PE) 
is also required as an input of the PDM model when making forecasts. As previously 
mentioned, two methods are developed to obtain the future PE values after the forecast origin. 
One is to use the MOSES PE data, that is, using the MOSES data for the parameter 
calibration and the model warm-up before the forecast origin; while when making forecasts, 
the future PE after the forecast origin is assumed to have a constant value, i.e., the average 
value of the MOSES PE of the previous 12 hours is used to represent the future PE. Another 
option is to generate a synthetic data series to describe the annual PE process and use it for 
both calibration and forecasting. The synthetic annual PE series has a sine shape (from 0 to pi) 
with the total amount equalling to the average annual MOSES PE value of the Brue 
catchment, which is around 1150 mm. A sine curve from 0 to pi implies the highest PE rate in 
summer and the lowest in winter, which is consistent with the trend of the MOSES PE. In the 
second method, no matter which data period is used in the procedure of model calibration or 
forecasting, the PE inputs are taken from the generated synthetic data series according to the 
Julian date count of the year. The two PE options in the real-time forecasting system are 
further investigated and compared in the following sections. 
The calibration of the rainfall-runoff model is a crucial procedure in the real-time forecasting 
system. Chapter 3 discusses about the selection of the calibration data for rainfall-runoff 
modelling using the PDM model. Here the length of the calibration data is reconsidered in 
Section 9.3.1 for an efficient use of the data information in real-time forecasting. Moreover, 
for the identification of the ARMA model, the parameters are normally calibrated on 
minimising the one-step-ahead error (Le., using the one-step-ahead error as the objective 
function during optimisation) and then fixed to make forecasts with different lead times. It is 
expected that the ARMA parameters calibrated for a certain forecast lead time (Le., using the 
forecast error of the certain lead time as the objective function) can perform better for future 
forecasts made with that specific lead time. That is to say, the ARMA parameters can be 
calibrated for different lead times and used for forecasting with the same lead times as they 
are calibrated for. The difference and necessity to use the varying ARMA parameters 
calibrated for different lead times are investigated in Section 9.3.2. 
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9.3.1 Calibration ofthe PDM model 
For better identification of the PDM model for different types of storms, the calibration 
procedure of the PDM parameters is carried out repeatedly for the six storm events. The 
validation data is chosen to be the previous one month before the duration of each storm 
event, which guarantees the most similarity of the rainfall-runoff response to the storm event. 
Except for the 24hr event duration and the previous one-month validation data of the six 
storm events, the other observations available in the HYREX experiment are used for 
calibration. The calibration data are divided into datasets with different lengths of I, 3 and 6 
months, by using a one-month sliding window. As a consequence, three calibration scenario 
groups are generated, with 67 scenarios in the I-month group, 63 scenarios in the 3-month 
group and 44 scenarios in the 6-month group. As stated in Chapter 3, the best calibration 
scenario should show the closest similarity to the validation data with respect to the 
information content. In that case, different calibration scenario can be selected for different 
storm events according to their validation dataset. 
Table 9-1 NSE statistics oftbe calibration and validation results for Event A wben using 



































3-month group I-month group 
True PE Sine PE True PE Sine PE 
0.8429 0.8557 0.8963 0.8796 
0.0526 0.0809 0.1863 0.1600 
0.9652 0.9889 0.9919 0.9751 
0.9408 0.9306 0.9477 0.9466 
0.9084 0.9109 0.9123 0.9041 
0.8669 0.8572 0.8279 0.8403 
0.7371 0.5317 -0.0113 -0.0096 
0.8091 0.7775 0.6989 0.7263 
0.1499 0.1585 0.3541 0.1816 
0.9332 0.9288 0.9522 0.9115 
0.8934 0.8746 0.8560 0.8557 
0.8477 0.8269 0.7846 0.7732 
0.7873 0.7513 0.6485 0.6864 
-0.1331 0.0041 -1.6102 0.0307 
Again from Chapter 3, it is shown that if selected appropriately, the 6-month calibration 
scenario can also generate better results than the 12-month and 24-month scenarios, when the 
validation dataset is I8-month long. However, since the purpose here is to find a more 
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specific set of parameters that is suitable for the 24hr duration of each storm event, the 
validation data is shortened to be just one month before the start of the storm. Therefore, the 
appropriate length of the calibration data is reconsidered in this chapter. That is also why the 
three calibration scenario groups are generated with shorter lengths of \ , 3 and 6 months. 
Table 9-1 hows the calibration results using all the scenarios in the three group and the 
validation results for Event A (2411 0/1999 00:00 - 25/1011999 00:00). The model 
performances are measured by the N E coefficients and the results of each scenario group are 
shown by the statistics of AVER (average value), TDEV (standard deviation), MAX 
(maximum value), P75 (upper quartile), P50 (median quartile), P20 (lower quartile) and MIN 
(minimum value). The expressions of True PE and ine P , stand for the cases when 
different PE data are used , i.e., the MO S P data and the P data taken from the ynthetic 
sine curve, respecti ely. The Box-whisker plots for the NS statistics of the calibration and 
validation result in Table 9-\ are presented in Figure 9-4. 
Figure 9-4 Box-whisker plots for N E tatics of (a) calibration and (b) validation re utt for 
Event A using the calibration scenarios from the 6-montb, 3-montb and I-montb group 
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By comparing the three calibration scenario groups with different data lengths, it can be seen 
that the best and worst model performances for both calibration and validation are resulted 
from the scenarios in the I-month group, indicating its largest variance compared to the 3-
month and 6-month groups. Meanwhile, as the increase of the calibration data length from I 
month to 6 months, the resulted model performances become more stable with a shrinking 
range and a decreasing variance. This is consistent with those observed in Chapter 3 for 
calibration scenario groups with lengths of 6, 12 and 24 months. Considering both the 
stability of the model performance and the best results that can be potentially achieved, the 3-
month calibration scenario group is finally used for the calibration of the PDM model, and 
later for the identification of the ARMA model parameters. Besides the comparison on 
different calibration scenario groups, it is interesting to note that when using the MOSES PE 
data, most NSE statistics show slightly better results than using the PE data taken from the 
synthetic sine curve. Although this is not true for the validation results of the I-month group 
(using the MOSES PE data gives a worse MIN value and a larger variance), the MAX and 
P50 values are slightly better when using the MOSES PE than using the synthetic data. This 
to some extent indicates that the PDM model can be better calibrated and perform better for 
forecasting than when using the MOSE PE data. 
With the one-month validation data determined for each of the storm events, the ICF index 
developed on details of the wavelet decomposition is used to pick up 10 scenarios from the 3-
month calibration scenario group, which have the closest similarities to the validation data of 
each storm event. As mentioned in Chapter 3, in operational applications, the ICF index can 
only assist in identifying the relatively better scenarios, rather than the absolutely best one. 
Therefore, the selected 10 calibration scenarios are then used for calibrating the PDM 
parameters for each storm event, while the best set of calibrated parameters used for real-time 
forecasting is finally determined based on the validation results of each event. In all 
calibration procedures (including the calibration for the ARMA model), the PSO algorithm is 
used for optimisation and the NSE coefficient is chosen as the objective function. 
9.3.2 ARMA parameter identification 
The ARMA model used as the updating scheme in the real-time forecasting system is chosen 
to have three autoregressive parameters and one moving average parameter (with p = 3 and q 
= 1 in Eqn. (4-5), Chapter 4). For each storm event, the 3-month calibration scenario finally 
selected to calibrate the PDM model in Section 9.3.1 is also used for the identification of the 
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ARMA parameters. As previously mentioned, there are two options for the calibration and 
the operational use of the ARMA parameters: (1) calibrate the parameters based on 
minimising the one-step-ahead error and use them for all lead time forecasts; and (2) calibrate 
the parameters repeatedly for minimising the forecast errors with different lead times and use 
the calibrated parameters for forecasting with the same lead time as they are calibrated for. In 
the real-time forecasting system, flood forecasting is carried out for the next 12 hours at every 
forecast origin with an interval of 1 hour. Therefore, for the second option of the ARMA 
model, 12 sets of parameters are calibrated and used for the 12 different lead times (Le., I, 2, 
3, ... , 12 hours ahead). Figure 9-5 illustrates the forecasting results of the six storm events in 
the perfect mode (using the observed rainfall as inputs after the forecast origins), for the 
applications of the two options of the ARMA model and with different sources ofPE data. 
Since different sets of ARMA parameters are calibrated and used for forecasting with 
different lead times, all the dashed curves in Figure 9-5 (representing option 2 for the ARMA 
model) fluctuate more than the solid curves (option 1). The fluctuation is especially 
significant with Event B, D and F. Setting aside the fluctuations in the forecasting results, the 
overall forecast accuracy does not seem to be obviously improved by switching the 
application of the ARMA model from option 1 to option 2. Although in some cases, the 
'specially-calibrated' parameters (option 2) can give better results than using the one-step-
ahead based parameters (option I), an overall improvement cannot be guaranteed by the 
repeated calibration of the ARAM parameters. In this case, for a simple application and in 
order to generate more stable forecasts, the one-step-ahead based ARMA parameters from 
option I is used for further applications in this chapter. Meanwhile, it is interesting to note 
that in Figure 9-5 the red curves in most cases are better than the blue ones, indicating a 
better performance of the forecasting system using the MOSES PE data, compared to the 
synthetic data taken from the sine curve. This has also been observed by the calibration and 
validation results of the PDM model for Event A in last section. Nevertheless, the synthetic 
sine curve does provide a feasible approach to construct the flood forecasting system and to 
make real-time forecasts when the PE data are not available. The average annual PE used to 
construct the synthetic sine curve can be easily estimated from the water balance analysis of 
any catchment. 
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9.4 Performance testing of the real-time forecasting system 
In thi ection, the performance of the constructed forecasting system is tested through 
making real-time flood forecasts for the six storm events in Chapter 8. Since the radar 
correction ratio developed in Chapter 8 is not always successful, the rainfall forecasts 
produced by Mode 4 of WRF-30Var (assimilating both the NCAR observations and the 
original radar reflectivity) from the innermost domain are adopted for the six storm events in 
the real-time foreca ting system. The PE data, as another input of the POM model for both 
calibration and forecasting, are taken from the MO ES dataset, rather than the synthetic sine 
curve. For each tonn event, one determined set of ARMA parameters calibrated based on 
minimising the one-st p-ahead error is used for forecasting with different lead times. Beside 
the WRF foreca ted rainfall, rainfall from another three modes, i.e., the Perfect Mode, the 
Na"ive Mode and the Null Mode, are also used as the inputs of the forecasting system for a 
comparative evaluation of the WRF forecasted rainfall in real-time flood forecasting. 
9.4.1 Type 2 events (Event A and Event B) 
Event A and Event B are two Type 2 events with one-dimensional evenness of rainfall 
di tribution in pace. The utili ation of the WRF forecasted rainfall from different data-
assimilation runs have been fully de cribed in Section 9.2 for Event A. The time bar 
illustrating the choice for vent B are shown in Figure 9-6. With the forecast origin varying 
in the 24hr duration of the torm event with an interval of I hour, WRF rainfall forecasts 
from run2, run3, runS and run6 (the parts coloured in red) are respectively u ed for the 
foreca t origin located in the ranges of [00:00, 06:00), [06:00, 12:00), [12:00, 18:00) and 
[18:00, 00:00]. 
Or ranges from 05/01 0000 to 06/01 0000 
0510111994 i00i ~ 06/01 
18:00 0$00 otoo 12<foO 1 too 00:00 J~ origin1 ~ origin2 
run1 1 .L- _..L..... __ I.-_--1. __ _ 
Or In [00.00, 0600) run2 6 
Or in [0600, 12 00) run3 <!t 
run4 L 
Or In [12:00,1800) run5 & 1 
Or in [18:00, 00:00) run6 ~ 
06:00 12:00 
Figure 9-6 Utili ation of the WRF forecasted rainfall in the real-time flood forecasting ystem 
for Event B (05/0111994 00:00 - 06/0l/1994 00:00) 
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Figure 9-7 shows the observed catchment average rainfall and the corresponding hydrograph 
of the measured flow at the catchment outlet for Event A and Event B. The hydrograph is 
extended by further 12 hours after the end of each storm event to show a complete response 
to the storm. For Event Bin Figure 9-7(b), there are two flood peaks due to the two pulses of 
rainfall happened in the 24hr duration . 
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Time (36 hours) Time (36 hours) 
Figure 9-7 Observed rainfall-runoff response for (a) Event A and (b) Event B 
The forecasting results are shown in Figure 9-8 and Figure 9-9 for Event A and vent B. The 
horizontal axis represents the 24hr duration of the storm event plus further 12 hours; the 
vertical axis stands for the runoff in the unit of m3/s. In each figure the subfigures in the left 
column show a series of consecutive hydrographs for the 12hr-length forecasts made at each 
origin. In the right column, the hydrographs in different colours are made by connecting 
together the x-hr-ahead forecasts from all the origins, repeatedly for x equalling to 1, 3, 6, 9 
and 12 hours. The NSE coefficients are calculated based on the observed flow and the x-hr-
ahead forecast series. These are together shown with the forecasted hydrographs in the right 
column. The subfigures in different rows represent the forecasting results using the four 
modes of the rainfall inputs, i.e. , the Forecast Mode, the Perfect Mode, the Na'ive Mode and 
the Null Mode from the top to the bottom. 
Hydrographs of the Perfect Mode illustrate the best forecasting results that the forecasting 
system can afford based on the appropriate calibration of the PDM and ARMA model. By a 
brief look at the subtigures in the left columns of Figure 9-8 and Figure 9-9, it can be found 
that the WRF forecasted rainfall can generate acceptable results, which are unsurprisingly not 
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as good as the using Perfect Mode, but much better than the Nai"ve Mode and the Null Mode. 
For the Nai"ve Mode in subfigures (c1), all the hydrographs rise after a certain period oftime. 
The constant inputs of the previous 12hr average rainfall after the forecast origin lead to 
overestimations of the future rainfall for the two cases of Event A and Event B. Meanwhile, 
no inputs of rainfall after the forecast origin (the Null Model in subfigures (dl) make the 
hydrographs drop quickly. Further comparison on the four modes of rainfall inputs is later 
made in Section 9.5. 
The NSE coefficient enables a more quantitative evaluation of the forecasting results. When 
using the WRF forecasted rainfall, the NSE coefficients of the Forecast Mode (subfigures 
(b2» show good evaluation results for the two cases. For Event A, the NSE values are 0.9946, 
0.9577,0.8731,0.6398 and 0.3899 with lead times of 1,3,6,9 and 12 hours; for Event B, 
although the WRF forecasted rainfall has not been improved as much as Event A in Chapter 8 
(the 24hr accumulation errors of WRF-3DVar Mode 4 are -12% and -72% for Event A and 
Event B, see Table 8-26 and Table 8-32), the forecasts are still better than expected for 1 hr, 
3hr and 6hr ahead forecasts, with the NSE values being 0.9813, 0.8631 and 0.6611, 
respectively. It is interesting to note that the NSE values for the 1 hr and 3hr ahead forecasts 
are exactly the same for the four modes of rainfall inputs, for both Event A and Event B. 
Even for the 6hr ahead forecasting, the differences are quite subtle. Big differences are only 
seen in the four different rainfall input modes with lead times of 9 and 12 hours. These are 
caused by the short concentration time of the Brue catchment. As calculated in Chapter 4 by 
using the FEH catchment descriptors (see Eqn. (4-9», the catchment concentration time for 
the Brue catchment is 8.37 hours. That is to say, the forecasted flow with lead times shorter 
than 8 hours is generated from the rainfall that happens before the forecast origin. In that case, 
the forecasted rainfall only has impact on the flow after more than 8 hours in the future. That 
is why the forecasting results are so good for short lead-time forecasts even with unsatisfied 
forecasted rainfall; and also why the 1 hr, 3hr and 6hr ahead forecasting results are identical 
with the four different modes of rainfall inputs. 
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Figure 9-8 Flood forecasting results for Event A: (a) Forecast Mode; (b) Perfect Mode; (c) Na"ive 
Mode; and (d) Null Mode 
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Figure 9-9 Flood forecasting results for Event B: (a) Forecast Mode; (b) Perfect Mode; (c) Naive 
Mode; and (d) Null Mode 
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9.4.2 Type 4 events (Event C and Event D) 
Event C and Event 0 are Type 4 events with unevenly distributed rainfall in both time and 
space. The WRF forecasted rainfall after data assimi lation has -12% and -13% errors for 
Event C and Event 0 regarding the 24hr accumulations of WRF-3DVar Mode 4 (Table 8-33 
and Table 8-34). The utilisation of the WRF forecasted rainfall from different data-
assimilation runs are shown in Figure 9-10 and Figure 9-11, for Event C and Event D. In 
Figure 9-10, rainfall forecasts from run3, runS, run6 and run8 are respecti ely used when the 
forecast origin is located in [18:00, 00:00), [00:00, 06:00), [06:00, 12:00) and [12:00, 18:00] 
of Event C. For Event 0 in Figure 9-11 , run2, run3, runS and run6 in turn provide rainfall 
forecasts to the POM model for the forecast origin located in different intervals of the 24hr 
duration. 
Or ranges from 06/09 18:00 to 07109 18:00 
06/09/1995 07109 .. 08/09 
L ---ffi------1;>, 
06:00 ~ ~ 0000 06:00 1100 18:00 00:00 06:00 ~Origin3 origin2 
run1 ..'-' __ -'--__ --'-__ ....1......_---' 
run2 6f----L---....I..---.l..---~ 
Or In [18.00, 00 00) run3 0 
run4 L 
Or in [00 00 06 00) run5 ~ 
Or In [06 00, 12:00) run6 C!1 
run7 
Or In [12.00, 1800J run8 G-
Figure 9-10 Utilisation of the WRF forecasted rainfall in the real-time flood foreca ting y tern 
for Event C (06/09/1995 18:00 ~ 07/09/199518:00) 
Or ranges from 04/11 00:00 to 05/11 0000 
04/11/1996 .... ~ 05/11 
18:00 0$00 06700 ~ Origin1 12100 18?00 00:00 06:00 12:00 \j origin2 
run 1 L _ .LI __ ---L... __ -'----__ ..l-_--' 
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Or In [06:00. 12:00) run3 6 1 ~ 
run4 
Or in [12:00, 18:00) runS ct:> 1 .J 
Or in [18 00, OO:OOJ run6 G 
Figure 9-11 Utilisation of the WRF forecasted rainfall in the real-time flood foreca ting y tern 
for Event D (04/11/1996 00:00 ~ 05/11/199600:00) 
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The observed rainfall-runoff responses of the two events are shown in Figure 9-12. It can be 
seen that compared to Event A and Event B, the peak flows in Figure 9-12 are quite small, 
which are only 2.64 m3/s for Event C and 8.51 m3/s Event D . Further investigations are 
conducted whereby the runoff-generation ratios are calculated for all the six storm events. 
The baseflow separation is accomplished by the use of a standard procedure (Wilson, 1974; 
Linsley et aI., 1975) namely by drawing a straight line from point of rise of the hydrograph 
to another point N days after the peak, with N given by: 
N = 0.8 x AO,2 (9-1) 
where A is the catchment area in km2• For the Brue catchment, the value of N is around 2.24 
days. Table 9-2 shows the calculated runoff-generation ratios for the six storm event. The 
ratios of Event A, Band E are around 0.66 with the largest discharges exceeding 40 m3/s; 
while the ratios for the other three events are only 0.026, 0.127 and 0.046 for Event C, 0 and 
F with the peak flows smaller than 10m3 Is. It can be found that the three events with larger 
runoff-generation ratios all happened during the wet period of the year (e.g., vent A in 
October, Event B in January and Event E in April), while the events with lower ratios, 
conversely, happened during the typical dry period in summer (e.g., Event C in June and 
Event F in August). One exception is Event 0 , which is in November but still has a relatively 
lower ratio of 0.127. This might be due to the smaller rainfall accumulation during the event 
(only 14.58 mm) and less antecedent rainfall which might result in a relatively dry soil 
condition before the start of the event. 
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Figure 9-12 Observed rainfall-runoff response for (a) Event C and (b) Event D 
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The forecasting results of Event C and Event D are shown in Figure 9-13 and Figure 9-14, 
with four input modes of the forecasted rainfall. Because of the quite low runoff-generation 
ratios, the PDM model is poorly calibrated for the two cases. As observed in the subfigures 
(b I), even using the perfect input of the future rainfall, the peaks of the hydrographs cannot 
be appropriately simulated. However, it should be noted that even with unsuccessful 
calibration of the POM model, the NSE values of the 1 hr ahead forecasting are still 0.9409 
and 0.8950 for Event C and Event D. This is due to the real-time updating of the ARMA 
model, which assimilates the previous flow observations and enables a strong correcting 
effect on the forecasting results. By a comparison of the four modes of rainfall inputs, the 
same conclusions can be made as the previous two storm events, e.g., identical NSE values 
are found for the four modes with short lead times of 1 hour and 3 hours. 
Table 9-2 Peak flows and runotT-generation ratios for the six storm events 
Event ID Storm Event start time 
24hr rainfall Peak flow (m3/s) Runoff-
type (mm) generation ratio 
A 2 24/10/1999 00:00 29.38 51.31 0.668 
B 2 05/01/1994 00:00 21.65 44.63 (peak 1),22.74 (peak 2) 0.653 
C 4 06/09/1995 18:00 31.97 2.64 0.026 
D 4 04/1111996 00:00 14.58 8.51 0.127 
E 1 02/04/2000 18:00 31.12 50.67 0.667 
F 3 03/08/1994 12:00 22.30 6.90 0.046 
It should be mentioned that although the forecasting results of these two events are not ideal, 
this does not mean the forecasting system fails in real-time flood forecasting. The warning 
discharges of the Brue catchment are 93.76 m3/s, 71.33 m3/s, 36.03 m3/s and 24.92 m3/s 
respectively for the four levels of flood warning used by the Environmental Agency (i.e., 
'Severe Flood warning', 'Flood Warning', 'Flood Watch' and 'All Clear'). From Table 9-2, it 
can be seen that the peak discharges of the hydrographs for Event C and Event D are far 
smaller than the safe level. Therefore, a failure in forecasting the small discharges in the dry 
period will not cause a problem in operational application. 
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Figure 9-13 Flood forecasting results for Event C: (a) Forecast Mode; (b) Perfect Mode; (c) 
Na"ive Mode; and Cd) Null Mode 
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Figure 9-14 Flood forecasting results for Event D: (a) Foreca t Mode; (b) Perfect Mode; (c) 
Naive Mode; and (d) ull Mode 
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9.4.3 Type 1 and Type 3 events (Event E and Event F) 
vent E i the Type I event with two-dimensional evenness of rainfall distribution in both 
time and pace; while Event F i the Type 4 event characteri ed by the highly concentrated 
rainfall in a hort time period and within a small area. The utilisations of the WRF forecasted 
rainfall are illu trated in Figure 9-15 and Figure 9-16 for the two events. After assimilating 
the radar reflectivity and CAR ob ervations, the 24hr rainfall accumulation errors are -16% 
and -99% re pectively for Event E and Event F ( ee Table 8-35 and Table 8-36, the results of 
WRF-30Var M de 4). WRF fail in capturing the whole process the Type 4 storm, even after 
the data as imilation, the improvement is negligible. 
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Figure 9-15 Utili ation of the WRF forecasted rainfall in the real-time flood foreca ting system 
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Figure 9-16 Utili ation of the WRF forecasted rainfall in the real-time flood forecasting system 
for Event F (03/08/1994 12:00 ~ 04/0811994 12:00) 
223 
.!!! 
Chapter 9 Real-time flood forecasting using the WRF forecasted rainfall 
The observed rainfall-runoff responses for Event E and Event F are shown in Figure 9-17. It 
can be seen that the storm is continuous for Event E for the whole event duration and finally 
results in a peak discharge of 50.67 m3/s. For Event F, as discussed in the last section, since 
the storm happened during the dry period (in August), the flow response to the high rainfall 
intensity is not as significant as expected, only a peak discharge of 6.90 m3 Is is observed. 
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Figure 9-17 Observed rainfall-runoff response for (a) Event E and (b) Event F 
The forecasting results are shown in Figure 9-18 and Figure 9-19, respectively for Event E 
and Event F. The same as Event A and Event B, there are obvious rises and drops of the 
hydrographs in Figure 9-18( c 1) and (d 1) for the Na"ive Mode and the Null Mode of Event E. 
For vent F, the poorly calibrated POM model together with the failure of WRF in providing 
satisfactory rainfall forecasts makes the forecasting results very bad. Although the NSE 
coefficient of the I hr-ahead forecasting is 0.7307 (due to the real-time updating of the 
ARMA model), the NSE value drops quickly as the increase of the forecast lead time. The 
same as the previous four events, for Event E and Event F, the NSE values are still found to 
be identical for the four modes of rainfall inputs when the lead time is 1 hour and 3 hours. 
224 
~ 







50 , --Obsen.ed 
Forecasted 
--' 
18:00 00:00 06;00 12:00 18:00 




























-- 3hr r2=0.9B67 
40 --6hr r2=0.9576 
"'~ --9hr r2=0.6075 
.s 30 
15 
c &. 20 
10 
L , 
18:00 00;00 06:00 12;00 18:00 
15 
c 
50 -- Obser\ed 
-- 1hr r2=0.995 
-- 3hr r2=0.9B67 
40 __ 6hr r2=0.9876 














50 -- 1hr r2=0.995 
-- 3hr r2=0.9B67 
40 --6hr r2=0.9439 
10 
-- 9hr r2=0.317 
12hr r2=.{).3507 
18:00 00:00 06:00 
50 --Obsen.ed 
-- 1hrr2=0.995 
-- 3hr r2=0.9B67 
40 
--6hr r2=0.8347 
-- 9hr r2=-0.4887 
30 12hr r2=-2.4905 
20 
10 











Figure 9-18 Flood forecasting results for Event E: (a) Forecast Mode; (b) Perfect Mode; (c) 
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Figure 9-19 Flood forecasting results for Event F: (a) Foreca t Mode; (b) Perfect Mode; (c) 
Naive Mode; and (d) Null Mode 
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9.S Evaluation of the WRF forecasted rainfall for flood forecasting 
The use of the WRF forecasted rainfall in the real-time flood forecasting system is further 
evaluated for the six storm events in this section. The variations of performance of the 
forecasting system (evaluated by the NSE coefficient) with respect to the increase of the 
forecast lead time are shown in Figure 9-20 for the six storm events, with the rainfall inputs 
from the Forecast Mode, the Perfect Mode, the NaIve Mode and the Null Mode. 
For all the six events, using the WRF forecasted rainfall (the Forecast Mode) is not as good as 
the Perfect Mode, but much better than the NaIve Mode and the Null Mode. For Event D in 
Figure 9-20(d), the results of the Forecast Mode are even more accurate than the Perfect 
Mode when the lead time is between 5 to 10 hours. As previously observed, the NSE values 
for short lead-time forecasting are identical for the four different modes of rainfall inputs. 
Now it can be clearly seen in Figure 9-20 that the four curves in each subfigure coincide 
together when the lead time is shorter than 5 hours, while after that they begin to divert from 
each other. This to some extent indicates that the concentration time of the Brue catchment 
might be around 5 hours. This is different from the value calculated using the FEH equation 
(Eqn. (4-9», which gives 8.37 hours. It should be emphasised that the FEH equation is based 
on a generalised model of the catchment descriptors, the results of which should not be 
treated as the realistic response of the catchment. (In Chapter 4, the concentration times 
calculated from the FEH equation are only used for an easy comparison of different 
catchments.) As the increase of the forecast lead time, the differences caused by the four 
modes of rainfall inputs become more obvious. The use of the WRF forecasted rainfall does 
show its advantage in improving the longer lead-time forecasts compared to the results of the 
NaiVe Mode and the Null Mode. This advantage might become more significant (Le., can be 
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9.6 Conclusions 
The updated rainfall forecasts from Chapter 8 after assimilating the radar reflectivity and the 
NCAR observations by WRF-3DVar are used in this chapter for flood forecasting. A real-
time flood forecasting system is constructed by integrating the WRF model with a rainfall-
runoff model, PDM, and a real-time updating scheme, the ARMA model. Several calibration 
issues are addressed first for the construction of the forecasting system. The calibration data 
length of the PDM model which has been fully discussed in Chapter 3 is reconsidered in this 
chapter due to the shortened length of the validation data. Besides, comparisons are made for 
two calibration approaches of the ARMA parameters. It is found that the repeated calibration 
of the ARMA parameters for different forecast lead times leads to an unstable performance of 
the forecasting system and does not guarantee an overall improvement of the forecast 
accuracy. The one-step-ahead error based calibration procedure is efficient and convenient 
for use, which is thus applied in the forecasting system. Further, a 'sine curve' method is 
developed to produce synthetic PE data as the inputs to the forecasting system. Although the 
forecasting results using the synthetic data are not as good as using the MOSES data, this 
method can be treated as an alternative way to make feasible forecasting when the PE data 
are not available in some catchments. 
After the determination of the real-time forecasting system, flood forecasts are made for the 
six storm events of four different types in Chapter 8. Except for the failure of the PDM model 
calibration for the three storm events happened during the dry period of the study catchment, 
the forecasting system performs well in making 12hr-ahead forecasting for the other events. 
Because of the powerful real-time correction of the ARMA model, even the poorly calibrated 
events have acceptable forecasting results with very short lead times. For a better evaluation 
of the performance of the forecasting system driven by the WRF forecasted rainfall, another 
three modes of rainfall inputs are generated and used, i.e., the Perfect Mode. the Nal've Mode 
and the Null Mode. The advantage of using the WRF products is found with all the six events 
when the lead time is longer than the catchment concentration time. The advantage becomes 
more obvious as the increase of the forecast long lead time. When dealing with typical flash 
flooding areas or smaller catchments with quicker catchment responses, the advantage of 
using the WRF rainfall products is expected to be seen with even shorter forecast lead times. 
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Chapter 10 
Conclusions and recommendations 
10.1 Conclusions 
This PhD study deals with some uncertainty issues in rainfall-runoff modelling and numerical 
weather prediction in order to construct a more reliable real-time flood forecasting system. 
The whole study can be divided into three parts regarding the rainfall-runoff modelling, the 
mesoscale NWP model for rainfall prediction and the integrating of the two to constitute a 
real-time system for flood forecasting. This chapter summarises the work carried out in the 
thesis and presents the general conclusions from each of the three parts of studies. 
Limitations of the current studies are then discussed and recommendations for the future 
work are made. 
The first part of studies focuses on two data mining issues related to rainfall-runoff modelling, 
which is the most essential component in hydrological research or application, especially the 
real-time flood forecasting. These are presented respectively in Chapter 3 and Chapter 4. In 
Chapter 3, the selection of the calibration data for the rainfall-runoff model is fully discussed 
regarding the data length and duration; and in Chapter 4, the impact of the data temporal 
resolution or the data time interval is investigated when using the rainfall-runoff model for 
real-time forecasting. Nowadays, with the advancement of the modem telemetry system, 
hydrological data can be collected in not only large quantities but also good qualities with 
finer resolutions. Therefore, it is important to utilise the hydrological data more appropriately 
and efficiently in rainfall-runoff modelling, especially when involving the model for real-time 
flood forecasting. The main conclusions after the investigation of the two data mining issues 
are shown below: 
(1) The quality of information contained in the calibration data is of more importance than 
the data length. It has been verified in the beginning of Chapter 3 that if selected 
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appropriately, the 6-month data scenario can generate better results than the 12-month 
and 24-month scenarios. However, for random selection without the guidance of indices 
developed in Chapter 3, longer datasets can normally guarantee a model with more stable 
performance than using shorter datasets. 
(2) With the validation data determined beforehand according to the operational purpose, the 
more similar the calibration data is to the validation data with respect to the information 
content, the better performance should the calibrated model have. Therefore, the most 
appropriate calibration dataset can be picked up directly according to its similarity to the 
validation dataset, before carrying out the model calibration work. 
(3) For evaluating the data similarity, the flow-duration curve, the total power and amplitude 
of the Fourier series after transforming the flow data sequences into the frequency 
domain, and the total or percentile energies on different levels after the wavelet 
decomposition, can all be used as indices to identify the calibration datasets which have 
better similarities to the validation data, although the flow-duration curve and the Fourier 
transform are less effective for longer datasets such as the 12-month and 24-month data. 
(4) The ICF index, which is an entropy-like function developed on the discrete wavelet 
decomposition, can help reveal the integral energy distribution of a data sequence in the 
frequency domain. It has been found to perform very well for the identification of the 
information similarity between datasets of different lengths, therefore can be used as an 
efficient index for calibration data selection of the rainfall-runoff model. 
(5) By examining the spectral characteristics of the rainfall-runoff data with different time 
intervals using the wavelet decomposition, it is revealed that the rainfall signal has more 
widely spread energy distribution whereas for the flow the majority of energy is 
concentrated in the low-frequency bands. Due to the low-pass filtering function of the 
catchment and the rainfall-runoff model, the high-frequency variances of the rainfall 
information are not likely to be transformed into the flow. therefore using finer resolution 
data does not guarantee more accurate simulation in rainfall-runoff modelling. 
(6) When using the rainfall-runoff model for real-time forecasting by involving the historical 
flow observations to update the model. the case becomes more complicated. In contrast 
to pure simulation. the data time interval is found to have considerable impact on the 
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forecasting accuracy, and the impact becomes more prominent to forecasts with longer 
lead times than shorter ones. 
(7) There exists an optimal choice of the data time interval for forecasting with a certain lead 
time. The optimal time interval can generate the most accurate forecasting results 
compared to using other time intervals. Through case studies in four catchments, the 
optimal time interval is found to have a positive relation with the forecast lead time, that 
is, the longer is the lead time, the larger should the optimal time interval be. 
(8) The positive relation between the optimal time interval and the forecast lead time can 
show various patterns, which is highly related to the catchment concentration time. In the 
catchment with a larger area and a longer concentration time, the increase of the optimal 
time interval tends to have a quicker response to the extension of the forecast lead time. 
In the second part of studies, the next-generation mesoscale NWP model, WRF, is used to 
generate the forecasted rainfall, i.e., the dominant input of the flood forecasting system. 
Physical modelling using the high-resolution NWP model can produce rainfall forecasts with 
more lasting reliability than statistically extrapolating the radar echoes in traditional 
nowcasting methods. Principles of the numerical weather prediction and a brief introduction 
of the WRF model is firstly given in Chapter 5, following which the performance of the WRF 
model is tested for different domain configurations and various storm types in Chapter 6, in 
order to improve the model's ability in rainfall simulation. The driving of the WRF model in 
Chapter 6 comes from the ERA-40 reanalysis data which have already been analysed and 
corrected by satellite observations, while in operational application the model needs to be 
driven by real-time forecast data from the global model, which could be the major source of 
errors for the mesoscale NWP model. To overcome the errors in the initial conditions of the 
model and also the 'spin-up' effect, the assimilation of real-time observations should be 
involved in numerical rainfall prediction. After figuring out the technical procedure of data 
assimilation in Chapter 7 using the three-dimensional variational technique provided by 
WRF-3DVar, numerical experiments are carried out in Chapter 8 for assimilating the radar 
reflectivity and the NCAR surface/ upper-air observations for different types of storm events 
discussed in Chapter 6. The data assimilation is found to be successful for some cases where 
the WRF forecasted rainfall can be largely improved according to the observations. The main 
results from these WRF related chapters are concluded as follows: 
232 
Chapter 10 Conclusions and recommendations 
(I) The proposed two-dimensional verification scheme involving both the categorical indices 
(POD, FBI, FAR and CSl) and the continuous indices (RMSE, MBE and SD) is found to 
be effective in evaluating the WRF rainfall outputs separately in time and space. 
(2) The down scaling ratio of 1:3 which is recommended for the MM5 model is not always 
the best choice for WRF, other ratios such as 1:5 and 1:7 can also result in good model 
performance as long as the downscaling is not too coarse as using a ratio of 1: 1 O. 
(3) The size of domain and the horizontal resolution are also important issues affecting the 
WRF performance. With appropriate configuration of the nested domains, which is 
characterised by an overall improvement of the model performance from the coarsest to 
the finest domain, the modelling time can be greatly reduced. 
(4) Storm events can be categorised into different types according to the variability of 
rainfall distribution in time and space. This can be done more quantitatively by using the 
variability indices discussed in Chapter 6. This classification is meaningful for the 
investigation of the WRF performance in temporal and spatial dimensions. 
(5) WRF shows its best performance in reproducing the storm events with two-dimensional 
evenness of rainfall distribution in time and space. Acceptable simulations are also found 
for events with one-dimensional evenness in space. However, for the highly convective 
storms where rainfall concentrates in a small area and happens within a short time period, 
the storm tends to be dislocated by WRF in time and space or even totally missed out. 
(6) When driven by the ECMWF operational forecast products, the assimilation of radar 
reflectivity and NCAR surface/ upper-air observations using WRF-3DVar can bring 
obvious improvements to the WRF rainfall outputs for all the storm types except for the 
most convective one. Even using the ERA-40 reanalysis data, improvements can still be 
seen after data assimilation at certain occasions. 
(7) For the highly convective storm, it develops very quickly with the preceding rainfall 
being hardly detected in surrounding regions. Therefore the assimilated observations may 
be too weak to trigger storm process in the NWP model. In that case, a shortened data 
assimilation interval with more frequent observations, especially data containing cloud 
development information may help capture the evolution of the convective storm. 
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(8) The assimilation of both radar reflectivity and the NCAR surface/ upper-air observations 
can generally lead to better results than solely assimilating either type of them. For the 
overall improvement, the contribution made by the NCAR observations seems to be 
greater than the radar reflectivity. 
(9) Considering the underestimation of the radar data used in this study, a correction ratio is 
designed in Chapter 8 based on the antecedent 6hr accumulation error of the weather 
radar compared to rain gauges. However, this method fails due to many limitations. 
Although the assimilation results of the corrected radar reflectivity are sometimes better, 
the correction ratio is unstable and can lead to unreasonable increase of rainfall. 
As the final part of the PhD study in Chapter 9, the rainfall-runoff model and the WRF 
forecasted rainfall are integrated together with an updating scheme, the ARMA model, to 
make real-time flood forecasting with lead times of I to 12 hours. Issues related to the 
construction of the real-time forecasting system are further discussed and the reliability of 
the forecasting system is finally approved for various types of stonn events. The main 
conclusions of the final part are: 
(1) For the calibration of the ARMA parameters, a repeated calibration approach for 
different forecast lead times does not guarantee a stable perfonnance of the forecasting 
system; on the contrary, the one-step-ahead error based calibration procedure is efficient 
and convenient for use in application. 
(2) Two statistical methods for the generation of the future PE data are proposed which 
make the real-time flood forecasting feasible when the forecasted rainfall is the only 
available future input. The 'sine curve' method provides a simple way to generate 
synthetic PE data that can be used for flood forecasting only based on the average annual 
total amount of PE. 
(3) Except for the failure with the storm events that happened in the dry periods (caused by 
the poor calibration of the PDM model), the flood forecasting system functions well for 
other storm events of various types. Compared to the 'zero' and 'naive' rainfall, the 
advantage of using WRF forecasted rainfall with data assimilation can be clearly seen 
when the forecast lead time is beyond the catchment concentration time, and this 
advantage becomes more obvious as the increase of the forecast lead time. 
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10.2 Limitations and recommendations for future work 
The work in this thesis has considered several uncertainty issues with the rainfall-runoff 
model and the NWP method in real-time flood forecasting. Reduction of uncertainties in the 
construction of the rainfall-runoff model and the performance of the NWP model in rainfall 
forecasting would help build a more reliable flood forecasting system. However, the scope of 
this topic is huge and could not be fully addressed by a single PhD study, and in reality this 
PhD work contains many limitations. Nevertheless, this research has produced some 
interesting findings from which several directions for future work are proposed below. 
The entropy-like function ICF is developed in Chapter 3 for calibration data selection of the 
rainfall-runoff model. However, the calibration scenarios selected by the ICF index are the 
'relatively' best ones within a certain scenario group, rather than the 'absolutely' best choice. 
The selected results are also dependent on the design of the calibration data scenarios and 
there is a limitation to assume that the validation data can be easily determined beforehand. 
Looking for the calibration data with the most appropriate length and duration remains an 
unsolved issue and a more efficient index needs to be found in the future. Moreover, in 
Chapter 4, although a hypothetical curve is proposed to describe the general impact of the 
data time interval in real-time flood forecasting, the high nonlinearity of the forecasting 
system makes it impossible to deduce a mathematical expression to describe this pattern more 
precisely. It is important that further studies are carried out in more catchments with different 
sizes and various characteristics, and also using rainfall-runoff models and updating schemes 
other than PDM and ARMA, so that the hypothetical pattern can be further verified and 
improved. It would be interesting to see whether the conclusions from these two data mining 
issues are also applicable to distributed hydrological models, or even to the black-box models, 
such as the Artificial Neural Network (ANN) and the Support Vector Machine (SVM), which 
are also widely used for real-time flood forecasting. 
For the numerical experiments carried out with the WRF model in Chapter 6 and Chapter 8, 
in order to make feasible comparison on the model performance for various storm types and 
with different domain configurations, WRF is fixed on the default parameterisations based on 
the most common global settings, which however may not be the optimum for the study 
catchment. As aforementioned, the WRF model provides many parameterisation schemes to 
choose from, among which the cumulus parameterisation scheme (CPS) plays an important 
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role in the control of the convective processes. Investigation on different combinations of 
parameterisations for the optimum perfonnance of the WRF model over the Brue catchment 
is a research direction in its own right and is worth investigating in the future study. Through 
the sensitivity studies in Chapter 6, it is found that the domain configurations (including the 
domain size, the downscaling ratio, the grid spacing and the number of nested domains) are 
of great importance in detennining the model perfonnance and the modelling time. However, 
the studies only focus on an appropriate choice ofthe downscaling ratio and do not provide a 
general guidance on how to take into account all the domain related issues for an overall 
optimum. An extension of this domain configuration work could be done in the future. As for 
the WRF perfonnances for different stonn types, the classification of the stonn types based 
on the rainfall evenness in time and space provides new insights into the study of the stonn 
characteristics, since similar stonns only differ in the details of microphysics which are 
difficult to be detected. With more stonn events to be investigated in the future, general error 
patterns of the WRF model might be found and an error correction scheme could be 
developed. Finally, when evaluating the WRF perfonnance, although a two-dimensional 
verification scheme is proposed based on the rain gauge observations, there is much room for 
the development of a more comprehensive approach to evaluate the grid-based NWP results 
based on not only point-based but also grid-based observations, such as radar data. 
Weather radar has its advantage in revealing the structures of severe stonns and the related 
mesoscale or microscale climatic systems. However, results of Chapter 8 show that the 
assimilation of the radar reflectivity is worse than using the traditional observations, i.e., the 
NCAR surface and upper-air data. This might be due to the underestimation of the Wardon 
Hill radar used in the study area. A preliminary trial to develop a radar correction ratio based 
on the rain gauge observations is however found not very successful. A more comprehensive 
approach for direct adjustment of the radar reflectivity considering not only the mean-field 
bias but also the range-dependent error and the orographic enhancement is to be found. 
Meanwhile. a plausible acquisition of the background error covariance and the observation 
error of the radar reflectivity should be taken into account in WRF-3DVar. For efficient 
utilisation of the radar data. the assimilation time interval can be shortened to enable more 
frequent assimilation; reflectivity from higher scan levels together with Doppler radio 
velocity (if available) are also worth assimilating. Besides. the spatial resolution of the radar 
data should be reconsidered to keep consistency with the nested domains where the data are 
to be assimilated. All these issues may help in capturing the highly convective stonns in the 
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temporal and spatial dimensions which failed in Chapter 8. Moreover, some studies carried 
out with the WRF model have found that 3DVar has difficulty in retrieving the unobserved 
cross-beam wind component and the convective-scale thermo-dynamical disturbance, with 
the balances and background error statistics originally designed for the large scales (Sun, 
2005). Further study on the capability of the 3DVar technique for the convective scale is 
underway. Other advanced data assimilation techniques, such as the 4DVar and the Ensemble 
Kalman Filter, are worth trying together with WRF for a comparison with 3DVar. 
When using the NWP rainfall forecasts to make real-time flood forecasting, considering the 
advantages and limitations of the NWP model and the nowcasting methods, many current 
systems in operational use combine the NWP products with the extrapolations of the radar 
echoes. This is normally realised by giving the primary weight to the radar advection for 
short lead-time forecasts but gradually relying on the NWP model as the increase of the 
forecast lead time. In this study, the assimilation of radar reflectivity and NCAR observations 
by WRF-3DVar has been verified to be helpful in improving the accuracy of the WRF 
forecasted rainfall. The performance of the flood forecasting system is also improved by 
using the WRF forecasted rainfall when the lead time is beyond the catchment concentration 
time. However, it should be mentioned that due to the relatively large time interval which is 6 
hours in this study, the improvement of the rainfall forecasting within the first 6 hours are not 
very obvious. To solve the 'spin-up' problem and to make the NWP model as competitive as 
the nowcasting methods, more effective and efficient data assimilation is needed. Once this is 
realised, the next step for further study would be to compare the NWP results with the 
nowcasting methods so that the suitable working range for these two rainfall forecasting 
techniques can be better demarcated in the real-time flood forecasting system. 
Finally, it should be mentioned that the WRF forecasted rainfall is also expected to be 
incorporated into fully distributed hydrological models to make real-time flood forecasting. 
The distributed model can better utilise the spatial information of the high-resolution rainfall 
products from the NWP model. However, in this thesis, since the PDM which is a lumped 
model is chosen for use, the resolution of the WRF downscaled rainfall is set to be 10 km, 
with which the Brue catchment can be wholly covered by a single grid from the innermost 
domain. In that case the extracted results from that single grid can be treated as the catchment 
average rainfall and directly used as the input of the PDM model. This relatively 'coarse' 
resolution has largely saved the downscaling time and also the data assimilation time for the 
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three nested domains. This is especially meaningful when making real-time forecasting. 
Moreover, to save the modelling time, the grid number in the innermost domain is 5x5, 
which is actually not that appropriate since six grids are normally required to be spared at the 
domain boundary as the buffering zone. However, for the sizes of the domain and the 
buffering zone in the NWP model, up to now no clear pattern has been found for their 
influence on rainfall estimation (Bray et aI., 2010). The expansion of the domain size and the 
increase of the spatial resolution (if it is required by the distributed models) is a tremendously 
time-consuming work, which might not be applicable in the real-time flood forecasting 
system. This time issue deserves more considerations in the future study if the distributed 
model is to be used. The optimised domain configuration, as aforementioned, together with 
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Figure A-3 The same as Figure A-I , but for the 24-month ceoario group. 
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Figure A-4 Percentile energies of details on different wavelet decomposition levels for the 
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Rainfall rates (mm/Smin) on the 2 km Cartesian grid of the 
Wardon Hill radar observed at the data assimilation times of the 
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Figure B-7 Event B (05/0111994 00:00) 
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Figure B-14 Event C (07/09/1995 06:00) 
253 
Appendix B 
300 320 340 360 380 400 420 
Figure B-15 Event C (07/09/199512:00) 
300 320 340 360 380 400 420 


















300 320 340 360 380 400 420 










300 320 340 360 380 400 420 o 








300 320 340 360 380 400 420 o 
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