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WHITTAKER MODULES FOR THE AFFINE LIE ALGEBRA A
(1)
1
DRAZˇEN ADAMOVIC´, RENCAI LU¨, AND KAIMING ZHAO
Abstract. We prove the irreducibility of the universal non-degenerate Whit-
taker modules for the affine Lie algebra ŝl2 of type A
(1)
1 with noncritical level.
These modules can become simple Whittaker modules over s˜l2 = ŝl2+Cd with
the same Whittaker function and central charge. We have to modulo a cen-
tral character for sl2 to obtain simple degenerate Whittaker ŝl2-modules with
noncritical level. In the case of critical level the universal Whittaker module
is reducible. We prove that the quotient of universal Whittaker ŝl2–module
by a submodule generated by a scalar action of central elements of the ver-
tex algebra V
−2(sl2) is simple as ŝl2–module. We also explicitly describe the
simple quotients of universal Whittaker modules at the critical level for s˜l2.
Quite surprisingly, with the same Whittaker function some simple degenerate
s˜l2 Whittaker modules at the critical level have semisimple action of d and
others have free action of d. At last, by using vertex algebraic techniques we
present a Wakimoto type construction of a family of simple generalized Whit-
taker modules for ŝl2 at the critical level. This family includes all classical
Whittaker modules at critical level. We also have Wakimoto type realization
for degenerate Whittaker modules for ŝl2 at noncritical level.
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5. Whittaker b̂⋊Vir–modules 12
6. Proof of Theorems 4.1 and 4.2 14
6.1. Proof of Theorem 4.1 (1) 14
6.2. Some results from [Ch2] 16
6.3. Proof of Theorem 4.1 (2)-(4) 17
6.4. Proof of Theorem 4.2 17
2000 Mathematics Subject Classification. Primary 17B69, Secondary 17B67, 17B68, 81R10.
Key words and phrases. Wakimoto modules, Whittaker modules, critical level, Virasoro
algebra.
1
2 DRAZˇEN ADAMOVIC´, RENCAI LU¨, AND KAIMING ZHAO
7. Whittaker modules for the affine Lie algebra s˜l2 18
8. Wakimoto modules for ŝl2 21
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1. Introduction
Recently, Whittaker modules over various Lie algebras are attracting a lot of
attention from mathematicians. See [MZ2] and the references there. In Block’s
classification of all simple modules for the three-dimensional simple Lie algebra sl2,
they fall into two families: highest (lowest) weight modules, and a family which
are simple modules over a Borel subalgebra of sl2 including Whittaker modules
(see [B]). Whittaker modules are an important class of simple modules. Kostant
defined and systematically studied in [Ko] Whittaker modules for an arbitrary finite
dimensional complex semisimple Lie algebra g. He showed that these modules with
a fixed regular Whittaker function (Lie homomorphism) on a nilpotent radical are
(up to isomorphism) in bijective correspondence with central characters of U(g).
McDowell studied in [Mc] a category of modules for an arbitrary finite-dimensional
complex semisimple Lie algebra g which includes the Bernstein-Gelfand-Gelfand
category O as well as those Whittaker modules where the Whittaker function on
a nilpotent radical may be irregular (degenerate). The simple objects in this cate-
gory are constructed by inducing over a parabolic subalgebra p of g from a simple
Whittaker module (in Kostant’s sense) or from a highest weight module for the
reductive Levi factor of p (when the Whittaker function is zero).
The study on Whittaker modules over the Virasoro algebra was originated in
[OW1, OW2]. Complete and more general results were obtained in [GLZ, MZ2].
The paper [LZ] completely investigated Whittaker modules over the Heisenberg-
Virasoro algebra.
Affine Lie algebras are the most extensively studied and most useful ones among
infinite-dimensional Kac-Moody algebras. The integrable highest weight modules
were the first class of representations over affine Kac-Moody algebras being exten-
sively studied, see [K] for detailed discussion of results and further bibliography.
In [C], Chari classified all simple integrable weight modules with finite-dimensional
weight spaces over the untwisted affine Lie algebras. Chari and Pressley [CP2],
then extended this classification to all affine Lie algebras. Verma-type modules
were first studied by Jakobsen and Kac [JK], and then by Futorny [Fu1, Fu2].
Very recently, a complete classification for all simple weight modules with finite-
dimensional weight spaces over affine Lie algebras were obtained in [FT, DG]. Nat-
urally, the next important task is to study simple weight modules with infinite-
dimensional weight spaces and simple non-weight modules. Besides the simple
modules constructed in [CP1], a class of simple weight modules over affine Lie
algebras with infinite-dimensional weight spaces were constructed in [BBFK]. A
complete classification for all simple (weight and non–weight) modules over affine
3Lie algebras with locally nilpotent action of the nilpotent radical were obtained
in [MZ1]. All simple (weight and non-weight) modules over untwisted affine Lie
algebras with locally finite action of the nilpotent radical were classified in [GZ],
where the structure of simple Whittaker modules were unclear.
A class of simple non–weight modules for untwisted affine Lie algebras from sim-
ple Whittaker modules over the subalgebra generated by imaginary root spaces (iso-
morphic to an infinite dimensional Heisenberg algebra) were constructed in [Ch1].
These modules are called imaginary Whittaker modules since they are different
from the above Whittaker modules in nature. We should mention that imaginary
Whittaker modules from [Ch1] are not modules for affine vertex algebras.
It is natural to investigate Whittaker modules over affine Kac-Moody algebras
in the more general setting as in [Mc], i.e., the Whittaker function on the nilpotent
radical may be irregular. These Whittaker modules can be considered as modules of
affine vertex algebras of a suitable level. To distinguish from imaginary Whittaker
modules we sometimes call these Whittaker modules as classical Whittaker modules.
The objective of the present paper is to completely determine the structure of
classical Whittaker modules over the affine Kac-Moody algebra A
(1)
1 including ŝl2
(the universal central extension of the loop algebra of sl2) and s˜l2 = ŝl2+Cd (where
d is the degree operator). See Section 2 for the notations.
Let us here describe the main results of the paper. Let (λ, µ) ∈ C2, and
V
ŝl2
(λ, µ, κ) be the universal Whittaker module of level κ generated by vector wλ,µ,κ
such that e(0)wλ,µ,κ = λwλ,µ,κ, f(1)wλ,µ,κ = µwλ,µ,κ (for details see the last part
of Section 3). If λ · µ 6= 0 we call such Whittaker modules non-degenerate. We de-
scribe all the simple Whittaker modules for ŝl2 and s˜l2. (For notations, see Section
3.)
Theorem 1.1. Assume that λ ∈ C∗, µ, κ ∈ C.
(i) Let µ 6= 0. Then V
ŝl2
(λ, µ, κ) is a simple ŝl2–module at level κ 6= −2.
(i’) Let µ 6= 0 and d = −L(0) + a, a ∈ C. Then V
ŝl2
(λ, µ, κ) is an simple
s˜l2–module at level κ 6= −2.
(ii) For every c(z) =
∑
n≤0 cnz
−n−2 ∈ C((z)),
V
ŝl2
(λ, µ,−2, c(z)) = V
ŝl2
(λ, µ,−2)/〈(T (n)− cn)wλ,µ,−2, n ≤ 0〉
is a simple ŝl2–module at the critical level.
(ii’) Let µ 6= 0. The induced module
Inds˜l2
ŝl2
V
ŝl2
(λ, µ,−2, c(z))
is simple Whittaker module at the critical level.
Modules described above provide a complete list of non-degenerate simple Whittaker
modules for ŝl2 and s˜l2.
This theorem has a long proof which will be broken into many cases, see Remark
4 in Section 7. In the proof of these results we show that simple Whittaker modules
for ŝl2 are simple modules for the Lie algebra bˆ⋊Vir (see Section 2.2) in the non-
critical case and for the Lie algebra bˆ ⋊ T˜ (see Section 2.3) in the case of critical
level.
The only case which is not completely described in the above theorem for ŝl2 is
the case of degenerate Whittaker modules outside the critical level. We prove in
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Theorem 4.1 that simple degenerate Whittaker modules of type (λ, 0) with noncrit-
ical level (κ 6= −2) are simple quotients of the ŝl2–module
M
ŝl2
(λ, 0, κ, a) := V
ŝl2
(λ, 0, κ)/U(ŝl2)(L(0)− a)wλ,0,κ, (a ∈ C).
Irreducible degenerate Whittaker s˜l2-modules with critical level are quite com-
plicated which are completely determined in Theorem 7.6. Surprisingly, with the
same Whittaker function, simple s˜l2 Whittaker modules at critical level can have
semisimple or free action of d.
The second part (Sections 8 - 12) of our paper is devoted to the explicit re-
alizations of simple Whittaker modules over ŝl2 and s˜l2. We use the concept of
Wakimoto modules for ŝl2 and the theory of vertex algebras. At the critical level
we present explicit realization of a family of simple Whittaker modules which in-
clude all classical (degenerate and non-degenerate) simple Whittaker modules. Let
us present this result in more details.
LetM be a Weyl vertex algebra generated by the fields a(z) =
∑
n∈Z a(n)z
−n−1,
a∗(z) =
∑
n∈Z a
∗(n)z−n−1 such that the components of these fields satisfies the
commutation relations (4) in Section 2.4 for the infinite dimensional Weyl algebra.
Let π2(κ+2) be Heisenberg vertex algebra associated to the representations of the
Heisenberg Lie algebra of level 2(κ + 2). Construction of Wakimoto modules is
based on the embedding of the affine vertex algebra Vκ(sl2) into M ⊗ π2(κ+2) (cf.
[F], [W]). This implies that for any M–module M1 and any π
2(κ+2)–module N1
the tensor product M1⊗N1 is a module for Vκ(sl2). This construction was usually
applied on highest weight modules for M and π2(κ+2). In the present paper we
shall apply this construction of Whittaker modules for M and π2(κ+2).
For (λ, µ) ∈ C2 let M1(λ, µ) be the module for the Weyl algebra generated by
the Whittaker vector v1 such that
a(0)v1 = λv1, a
∗(1)v1 = µv1, a(n+ 1)v1 = a
∗(n+ 2)v1 = 0 (n ≥ 0).
By using Whittaker module M1(λ, µ) and certain Whittaker modules for the
Heisenberg vertex algebra we construct a family of modules on arbitrary level (see
Section 9). In the case of critical level, π0 is a commutative vertex algebra and their
simple (Whittaker) representations are 1–dimensional, so our Wakimoto modules
will be actually realized on M1(λ, µ). We prove in Theorem 9.3:
Theorem 1.2. For every χ(z) ∈ C((z)), (λ, µ) ∈ C2, λ 6= 0 there exists simple
ŝl2–module MWak(λ, µ,−2, χ(z)) realized on the M–module M1(λ, µ) such that
e(z) = a(z);
h(z) = −2 : a∗(z)a(z) : +χ(z);
f(z) = − : a∗(z)2a(z) : −2∂za
∗(z) + a∗(z)χ(z)
In the case when µ = 0 and suitable χ(z) the Wakimoto modules above provide
a complete list of simple Whittaker modules of type (λ, 0). But it is interesting
that Wakimoto modules don’t present a construction of classical non-degenerate
Whittaker modules of type (λ, µ).
In order to present a realization of non-degenerate simple Whittaker modules
at the critical level we slightly generalize the concept of Wakimoto modules. We
consider the vertex algebra Π(0) of lattice type which can be treated as a localization
5of the Weyl vertex algebra. So in Π(0) we have the field a−1(z) such that
a(z)a−1(z) = Id.
We construct an embedding of V−2(sl2) into a vertex algebra MT (0)⊗Π(0) (see
Proposition 11.3) which enables us to construct classical non-degenerate Whittaker
modules. Then for every λ ∈ C and χ(z) ∈ C((z)) we consider Whittaker modules
Πλ for Π(0) and 1–dimensional representation MT (χ(z)) of MT (0) such that T (n)
acts as χn ∈ C.
We prove in Theorem 11.4:
Theorem 1.3. Let λ ∈ C∗, µ ∈ C and c(z) =
∑
n≤0 c(n)z
−n−2 ∈ C((z)). Set
χ(z) = λµz3 + c(z). Then we have:
V
ŝl2
(λ, µ,−2, χ(z)) ∼= MT (χ(z))⊗Πλ.
In our forthcoming papers we plan to generalize our results on higher level affine
Lie algebras.
2. Preliminaries
2.1. Affine vertex algebra Vκ(sl2) and its modules. Let us first recall the
related affine Lie algebra theory and vertex algebra theory from [FB, K2, LL, DL].
Let g be a finite-dimensional simple Lie algebra over C and let (·, ·) be a non-
degenerate symmetric bilinear form on g. Let g = n− + h + n+ be a triangular
decomposition for g.
The affine Lie algebra g˜ associated with g is defined as g⊗ C[t, t−1]⊕ Cc⊕ Cd,
where c is the canonical central element [K] and the Lie algebra structure is given
by
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tn+m + n(x, y)δn+m,0c,(1)
[d, x⊗ tn] = nx⊗ tn(2)
for x, y ∈ g and m,n ∈ Z. We will write x(n) for x⊗ tn.
The Cartan subalgebra g˜0 and subalgebras g˜+, g˜− of g˜ are defined by
g˜0 = h⊕ Cc⊕ Cd, g˜± = g⊗ t
±
C[t±] + n± ⊗ C.
This defines a triangular decomposition
g˜ = g˜+ ⊕ g˜0 ⊕ g˜−.
Denote gˆ = [g˜, g˜] = gˆ+ ⊕ gˆ0 ⊕ gˆ−, where gˆ0 = h⊕ Cc, gˆ± = g˜±.
Let P = g ⊗ C[t] ⊕ Cc. For every κ ∈ C, let Cvκ be 1-dimensional P–module
such that the subalgebra g ⊗ C[t] acts trivially, and the central element c acts as
multiplication with κ. Define the generalized Verma module Vκ(g) as
Vκ(g) = U(g˜)⊗U(P ) Cvκ.
Then Vκ(g) has a natural structure of a vertex algebra generated by fields
x(z) = Y (x(−1)1, z) =
∑
n∈Z
x(n)z−n−1, (x ∈ g),
where 1 = 1⊗ vκ is the vacuum vector.
A gˆ–module N is called restricted if for every w ∈ N and x ∈ g we have
x(z)w ∈ C((z)).
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A restricted gˆ–module of level κ has the structure of a module over vertex algebra
Vκ(g).
From now on in this paper let g = sl2 with standard generators e, f, h; and
b = Ch+ Ce. Note that
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f, (e, f) = 1 and (h, h) = 2.
We see that h = Ch, n+ = Ce and n− = Cf . Let bˆ be the subalgebra of gˆ generated
by e(n), h(n) for n ∈ Z.
Assume first that κ 6= −2. Let
ω =
1
2(κ+ 2)
(
e(−1)f(−1) + f(−1)e(−1) + 1/2h(−1)2
)
1
be the canonical Sugawara Virasoro vector in the vertex algebra Vκ(sl2). Then the
components of the field
Y (ω, z) = L(z) =
∑
n∈Z
L(n)z−n−2
satisfies the commutation relation for the Virasoro algebra of central charge cκ =
3κ
κ+2 . Then every module over Vκ(sl2) becomes a module for the Virasoro algebra.
Recall also that
[L(n), x(m)] = −mx(n+m) for x ∈ {e, f, h}.(3)
In particular,
[L(n), x(0)] = 0 for x ∈ {e, f, h}.
Let κ = −2. Let t = 12 (e(−1)f(−1) + f(−1)e(−1) +
1
2h(−1)
2)1 ∈ V−2(sl2) and
T (z) = Y (t, z) =
∑
n∈Z
T (n)z−n−2.
Then
[T (n), x(m)] = 0 ∀m,n ∈ Z,
i.e., T (n) are central elements. In particular, t generates the center of the vertex
algebra V−2(sl2) (cf. [F], [FB]). The center is a commutative vertex algebraMT (0)
which is as vector spaces isomorphic to the polynomial algebra C[T (−n)| n ≥ 0].
2.2. Lie algebra b̂⋊Vir. Let
L = b̂⋊Vir = span{L(i), h(i), e(i), c1, c|i ∈ Z}
be the Lie algebra with the Lie brackets
[L(i), L(j)] = (i − j)L(i+ j) +
i3 − i
12
c1,
[L(i), h(j)] = −jh(i+ j), [L(i), e(j)] = −je(i+ j),
[h(i), h(j)] = δi+j,02ic, [h(i), e(j)] = 2e(i+ j),
[e(i), e(j)] = 0,
[c1,L] = [c,L] = 0.
Now we can establish the following connection between Vκ(g)–modules and L–
modules.
7Proposition 2.1. Let κ 6= −2, and let N be any Vκ(g)–module. Then the following
statements hold:
(i) The module N is also an L–module such that c = κId and c1 =
3κ
κ+2 Id.
(ii) If N is a simple L–module, then N is a simple Vκ(g)–module.
Proof. By using the Sugawara construction above and relation (3) we get assertion
(i). If N is a simple L–module, then N is a simple module for the vertex subalgebra
of Vκ(g) generated by b and the Virasoro vector ω. Therefore, N is also a simple
Vκ(g)–module. 
2.3. Lie algebra b̂ ⋊ T˜ . In our paper we shall study graded representations of
the graded center of V−2(sl2). This leads to the study of the following infinite-
dimensional Lie algebra.
Let T˜ be the Lie algebra with the basis {d, T (n)|n ∈ Z} and the Lie bracket
[T (i), T (j)] = 0, [d, T (i)] = iT (i), ∀i, j ∈ Z.
Let T˜− denote its subalgebra {d, T (n)|n ≤ 0}. The Lie algebra bˆ⋊ T˜ is defined by
[d, x(n)] = nx(n), [c, d] = [T (n), c] = [T (n), x(n)] = 0, ∀n ∈ Z, x ∈ {e, h}.
Similarly we have Lie algebra bˆ⋊ T˜−
We have the following useful criterion.
Proposition 2.2. Let N be any restricted s˜l2–module at the critical level. Then
the following statements hold:
(i) The module N is also an b̂⋊ T˜ –module.
(ii) If N is a simple b̂⋊ T˜ –module, then N is a simple s˜l2–module.
Proof. The proof of (i) easily follows from the fact that N is also a module for the
center of V−2(g) and the commutation relation (2). The proof of the assertion (ii)
is similar as in the proof of Proposition 2.1. 
We shall also present a method for constructing irreducible b̂⋊ T˜ –modules which
we shall use in the paper. The proof of the following result easily follows from
Theorem 7 of [LZ].
Proposition 2.3. Assume that Y1, Y2 are b̂⋊ T˜ –modules such that Y2 is a simple
module for b̂ and b̂ acts trivially on Y1. Then the following holds:
(1) Any submodule of Y1 ⊗ Y2 is of the form Y ′1 ⊗ Y2 for certain submodule Y
′
1
of Y1.
(2) If Y1 is a simple T˜ –module , then Y1 ⊗ Y2 is a simple b̂⋊ T˜ –module.
2.4. Weyl vertex algebra. Recall that the Weyl algebra is an associative algebra
with generators
a(n), a∗(n) (n ∈ Z)
and relations
[a(n), a∗(m)] = δn+m,0, [a(n), a(m)] = [a
∗(m), a∗(n)] = 0 (n,m ∈ Z).(4)
Let M denotes the simple Weyl module generated by the cyclic vector 1 such that
a(n)1 = a∗(n+ 1)1 = 0 (n ≥ 0).
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As a vector space
M ∼= C[a(−n), a∗(−m) | n < 0, m ≤ 0].
Let us describe the basis of M . Recall that a partition is a sequence of non-
negative integers
(λ1, λ2, · · · )
such that
λ1 ≥ λ2 ≥ · · · and λn = 0 for n sufficiently large.
Let P be the set of all partitions. Define the length ℓ(λ) and size |λ| of partitions
by
ℓ(λ) = max{n | λn 6= 0}, |λ| = λ1 + λ2 + · · · .
If ℓ(λ) = ℓ we write λ = (λ1, . . . , λℓ). Let Pℓ be set of all partitions of length ℓ. Let
φ be the partition with all the entries being zero. Then we write ℓ(φ) = 0.
We shall also need a total order on the set Pℓ such that
λ > µ if λ1 = µ1, · · · , λi−1 = µi−1 and λi > µi for some i.
For partitions λ = (λ1, . . . , λr), µ = (µ1, . . . , µs) we set
uλ,µ := a(−λ1) · · · a(−λr)a
∗(−µ1 + 1) · · · a
∗(−µs + 1),
uλ,φ := a(−λ1) · · · a(−λr), uφ,µ := a
∗(−µ1 + 1) · · ·a
∗(−µs + 1),
uφ,φ = 1.
Then the set
{uλ,µ1 |(λ, µ) ∈ P × P}
is a basis for M .
There is a unique vertex algebra (M,Y,1) where the vertex operator map is
Y :M → End[[z, z−1]]
such that
Y (a(−1)1, z) = a(z), Y (a∗(0)1, z) = a∗(z),
a(z) =
∑
n∈Z
a(n)z−n−1, a∗(z) =
∑
n∈Z
a∗(n)z−n.
In particular we have:
Y (a(−1)a∗(0)1, z) = a(z)+a∗(z) + a∗(z)a(z)−;
Y (a(−1)a∗(0)21, z) = a(z)+(a∗(z))2 + (a∗(z))2a(z)−
where
a(z)+ =
∑
n≤−1
a(n)z−n−1, a(z)− =
∑
n≥0
a(n)z−n−1.
3. Whittaker modules
In this section we will recall Whittaker modules over a Lie algebra with a trian-
gular decomposition and establish related results.
93.1. Some general results and definitions. Let G be a complex Lie algebra with
triangular decomposition G = G+⊕G0⊕G− in the sense of [MP]. Let η : G+ → C be
a Lie algebra homomorphism which will be called a Whittaker function, and V be a
G–module. Note that η([G+,G+]) = 0. A nonzero vector v ∈ V is called aWhittaker
vector of type η if xv = η(x)v for all x ∈ G+. The module V is said to be a type
η Whittaker module for G if it is generated by a type η Whittaker vector. We say
that G+ acts on V locally nilpotently if for any v ∈ V there is s ∈ N depending on v
such that x1x2...xsv = 0 for any x1, x2, ..., xs ∈ G+. Let G
(η)
+ = {x− η(x) |x ∈ G+}
which is a Lie subalgebra of the universal enveloping algebra U(G+) of G+.
The following result is somewhat known for some Lie algebras, see [B, GLZ, LZ].
Lemma 3.1. Let V be a type η Whittaker module for G. Suppose that G+ acts
locally nilpotently on G/G+. Then
(i) G
(η)
+ acts locally nilpotently on V . In particular, x− η(x) acts locally nilpo-
tently on V for any x ∈ G+;
(ii) any nonzero submodule of V contains a Whittaker vector of type η;
(iii) if the vector space of Whittaker vectors of V is 1-dimensional, then V is
simple.
Proof. Let V = U(G)v where v is a type η Whittaker vector.
(i) Let w = y1y2...yrv be a nonzero vector in V where yi ∈ G. It is enough to
show that G
(η)
+ is locally nilpotent on w. We shall do this by induction on r. This
is trivial for r = 0. Now suppose G
(η)
+ is locally nilpotent on w1 = y2...yrv. There
exists s ∈ N such that
∏s
i=1(ad(xi))y1 ∈ [G+,G+] and
∏s
i=1(xi − η(xi))w1 = 0 for
any x1, x2, ..., xs ∈ G+. For any x1, x2, ..., x3s ∈ G+, using these formulas we have
3s∏
i=1
(xi − η(xi))w =
3s∏
i=2s+1
(xi − η(xi))
2s∏
i=1
(xi − η(xi))y1w1
=
3s∏
i=2s+1
(xi − η(xi))
2s∑
p=0
( 2s∏
j=p+1
ad(xij )y1
p∏
j=1
(xij − η(xij ))
)
w1
=
3s∏
i=2s+1
(xi − η(xi))
s−1∑
p=0
( 2s∏
j=p+1
ad(xij )y1
p∏
j=1
(
xij − η(xij )
))
w1
=
3s∏
i=2s+1
(xi − η(xi))
s−1∑
p=0
(( 2s∏
j=p+1
ad(xij )y1 − η(
2s∏
j=p+1
ad(xij )y1)
) p∏
j=1
(
xij − η(xij )
))
w1
=0.
We have used the fact that η(
∏2s
j=p+1(ad(xij )y1) = 0 since
∏2s
j=p+1(ad(xij )y1 ∈
[G+,G+].
Thus, G
(η)
+ is locally nilpotent on w.
(ii) Let W be a nonzero G-submodule of V and w = yv is a nonzero vector in W
where y ∈ U(G). From (i) we know that there is n ∈ Z>0 such that
n∏
i=1
(
xi − η(xi)
)
yv = 0, for any x1, . . . , xn ∈ G+.
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Take n minimal. There exist x2, x3, · · · , xn ∈ G+ such that w′ =
∏n
i=2
(
xi −
η(xi)
)
yv 6= 0 but
(
x− η(x)
)
w′ = 0 for all x ∈ G+. That is w′ is a Whittaker vector
in W .
Part (iii) follows from (ii). 
We should notice that the converse of (iii) is in general not true. A counterex-
ample will be presented in Theorem 7.6 (1). See Remark 5 for details.
3.2. Classical Whittaker modules for ŝl2 and s˜l2: definitions. Note that
for ŝl2 and s˜l2, (ŝl2)+ = (s˜l2)+ is generated by e(0) and f(1). Thus the Whit-
taker function η is uniquely determined by (λ, µ) = (η(e(0)), η(f(1))). A type η
Whittaker module for ŝl2 or s˜l2 is also called a Whittaker module of type (λ, µ) =
(η(e(0)), η(f(1))).
A Whittaker module of type (λ, µ) is called non–degenerate (resp. degenerate)
if λµ 6= 0 (resp. λµ = 0).
For any λ, µ, κ ∈ C, let J(λ, µ, κ) be the left ideal of U(ŝl2) generated by
{f(i+ 1), e(i), f(1)− µ, e(0)− λ, h(i), c− κ|i ∈ Z>0}.(5)
So we have the universal Whittaker module V
ŝl2
(λ, µ, κ) := U(ŝl2)/J(λ, µ, κ) of
level κ and denote the image of 1 by wλ,µ,κ.
Similarly one may define V
s˜l2
(λ, µ, κ) := U(s˜l2)/J˜(λ, µ, κ), where J˜(λ, µ, κ) is
the left ideal in U(s˜l2) generated by the set (5).
It is important to notice that the left ideal J˜(λ, µ, κ) is ad(d)-invariant if and
only if µ = 0.
In this paper, we will determine all simple Whittaker modules for ŝl2 and s˜l2,
i.e., simple quotients of V
ŝl2
(λ, µ, κ) and V
s˜l2
(λ, µ, κ).
Remark 1. In order to make a difference with imaginary Whittaker modules de-
fined in [Ch1, Ch2], modules defined in this section will be called the classical
Whittaker modules.
4. Classical Whittaker modules for ŝl2: Main results
In this section, according to critical level and non-critical level we will sepa-
rately state our precise results on simple quotients of universal Whittaker modules
V
ŝl2
(λ, µ, κ) over ŝl2, and we will prove these results in Section 6 after making some
preparations in Section 5.
4.1. Classical Whittaker modules for ŝl2 with noncritical level. In this sub-
section we assume that κ 6= −2. Note that V
ŝl2
(λ, µ, κ) is a restricted module.
Therefore it is a module over the universal affine vertex algebra Vκ(sl2). Recall
that every module over Vκ(sl2) for κ 6= −2 is a module for the Virasoro algebra
generated by the components of the field L(z) = Y (ω, z) =
∑
n∈Z L(n)z
−n−2 and
that
[L(n), x(m)] = −mx(n+m) for x ∈ {e, f, h}.
The structure of the module V
ŝl2
(λ, µ, κ) is described by the following theorem.
Theorem 4.1. Assume that λ, µ, κ ∈ C with κ 6= −2.
(1) If λ · µ 6= 0, then V
ŝl2
(λ, µ, κ) is a simple ŝl2–module.
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(2) If λ 6= 0, then for any a ∈ C,
M
ŝl2
(λ, 0, κ, a) := V
ŝl2
(λ, 0, κ)/U(ŝl2)(L(0)− a)wλ,0,κ
has a unique simple quotient, which we denote by L
ŝl2
(λ, 0, κ, a). Moreover,
any simple quotient of V
ŝl2
(λ, 0, κ) is isomorphic to a L
ŝl2
(λ, 0, κ, a) for
some a ∈ C.
(3) If µ 6= 0, then for any a ∈ C,
M
ŝl2
(0, µ, κ, a) := V
ŝl2
(0, µ, κ)/U(ŝl2)(h(0)/2− L(0)− a)w0,µ,κ
has a unique simple quotient, which we denote by L
ŝl2
(0, µ, κ, a). Moreover,
any simple quotient of V
ŝl2
(0, µ, κ) is isomorphic to L
ŝl2
(0, µ, κ, a) for some
a ∈ C.
(4) The simple quotient of V
ŝl2
(0, 0, κ) is obtained by restricting from the simple
highest weight s˜l2-module of level κ.
The proof of the first Claim is one of the most difficult part of the paper. The
proof will be given in Section 6 where we shall prove that V
ŝl2
(λ, µ, κ) is a simple
module for the Lie algebra b̂⋊Vir. Claims (2)-(4) will be also proved in Section 6
where we need to recall some results on Whittaker modules from [Ch2].
4.2. Classical Whittaker modules for ŝl2 at the critical level. We will give
all simple quotients of V
ŝl2
(λ, µ,−2) in this subsection.
Since V
ŝl2
(λ, µ,−2) is a restricted module for the affine Lie algebra ŝl2, it is a
module for the universal affine vertex algebra V−2(sl2). Recall from Sect.2.1 the
element t ∈ V−2(sl2) and T (z) = Y (t, z) =
∑
n∈Z T (n)z
−n−1. Then T (n) are
central elements.
Theorem 4.2. Let c(z) =
∑
n≤0 cnz
−n−2, c′(z) =
∑
n≤0 c
′
nz
−n−2 ∈ C((z)), and
λ, λ′ ∈ C∗, µ, µ′ ∈ C.
(a) The Whittaker module
V
ŝl2
(λ, µ,−2, c(z)) = V
ŝl2
(λ, µ,−2)/〈(T (n)− cn)wλ,µ,−2, n ≤ 0〉
is a simple ŝl2 module.
(b) Any simple quotient of V
ŝl2
(λ, µ,−2) is of the form V
ŝl2
(λ, µ,−2, c(z)) for
some c(z).
(c) V
ŝl2
(λ, µ,−2, c(z)) ∼= V
ŝl2
(λ′, µ′, c′(z)) if and only if λ = λ′, µ = µ′, c(z) =
c′(z).
In order to explain the structure of Whittaker modules at the critical level, we
shall present two different proofs of the irreducibility of modules V
ŝl2
(λ, µ,−2, c(z)).
The first proof will be given is Section 6.3 by using similar approach as in the case
of non-critical level. A new insight into the structure of the Whittaker modules
V
ŝl2
(λ, µ,−2) will be given in Section 11, where we shall present their explicit
bosonic realizations and a new proof of irreducibility.
Remark 2. From our proof of irreducibility of V
ŝl2
(λ, µ,−2, c(z)) we will see that
V
ŝl2
(λ, µ,−2, c(z)) is simple as a module for the parabolic subalgebra b̂ = b ⊗
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C[t, t−1] + Cc of ŝl2 where b = Ce + Ch. In fact as a b̂–module Vŝl2(λ, µ,−2, c(z))
is isomorphic to the Whittaker module generated by v such that
e(0)v = λv, h(n+ 1)v = e(n)v = 0 ∀n ≥ 1.
So our results are analogous to that of W.R. Wallach [Wa] and of D. Milicˇic´ and
W. Soergel [MS].
5. Whittaker b̂⋊Vir–modules
We notice in Proposition 2.1 that for proving irreducibility of any Vκ(g)–module,
it suffices to prove that it is simple as L = b̂ ⋊ Vir–module. We will apply this
criterion later in the proof of Theorem 4.1. In this section we are going to establish
the theory of Whittaker modules over L.
First we shall define the universal Whittaker L–module of level (κ1, κ). For any
(λ, µ, κ1, κ) ∈ C4, let
V (λ, µ, κ1, κ) = U(L)/〈e(0)− λ, L(1)− µ, L(i+ 1), h(i), e(i), c1 − κ1, c− κ | i > 0〉,
where wλ,µ,κ1,κ is the image of 1.
In order to prove Theorem 4.1 (1), we need to prove irreducibility for L–modules
V (λ, µ, κ, κ1) with λµ 6= 0. The main idea is to prove that any Whittaker vector
in V (λ, µ, κ1, κ) belongs to Cwλ,µ,κ1,κ, i.e., for any v ∈ V (λ, µ, κ1, κ)\Cwλ,µ,κ1,κ we
need to find an x ∈ {e(0)− λ, L(1)− µ, L(i+ 1), h(i), e(i)|i > 0} such that xv 6= 0.
We will consider a Z-gradation on L different from that with respect to adL(0).
This very strange Z-gradation on L is crucial to our proof. Now we define it.
Let L0 = span{e(−1), h(0), L(0), c1, c} and Li = span{e(−i − 1), h(−i), L(−i)}
for all i 6= 0. Then [Li,Lj ] ⊂ Li+j , and L and U(L) are Z-graded. Denote D(x) = i
if 0 6= x ∈ U(L)i.
Denote by M the set of all (infinite) vectors of the form i := (. . . , i2, i1) with
entries in Z≥0, such that only finitely many entries nonzero. Let 0 = (. . . , 0, 0),
εn = (. . . , δl,n, . . . , δ1,n), and |i| =
∑+∞
l=1 il for all i ∈M.
For any i ∈M, denote
ui = · · · (h(−n)
i3n+3L(−n)i3n+2e(−n− 1)i3n+1) · · · (h(0)i3L(0)i2e(−1)i1) ∈ U(L≥0).
Let D(i) = D(ui) =
∑3
j=1
∑+∞
k=0 ki3k+j .
We are going to define another total order on the set M.
Denote by < the reverse lexicographic total order onM, defined recursively (with
respect to the degree) as follows: 0 is the minimum element; and for different
nonzero i, j ∈ M we have i < j if and only if one of the following conditions is
satisfied:
• min{s : is 6= 0} > min{s : js 6= 0};
• min{s : is 6= 0} = min{s : js 6= 0} = k and i− εk < j− εk.
Define the principal total order ≺ on M as follows: for different i, j ∈M set i ≺ j
if and only if one of the following conditions is satisfied:
• D(i) < D(j);
• D(i) = D(j) and |i| < |j|;
• D(i) = D(j) and |i| = |j|, but i < j.
It is clear that
B = {uiwλ,µ,κ1,κ|i ∈M}
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is a basis of V (λ, µ, κ1, κ). Now every element v of V (λ, µ, κ1, κ) can be uniquely
written in the form
v =
∑
i∈M
viuiwλ,µ,κ1,κ,
where only finitely many vi ∈ C are nonzero. We denote by supp(v) the set of all
i with vi 6= 0. For a nonzero v ∈ V (λ, µ, κ1, κ) let l(v) denote the maximal (with
respect to ≺) element of supp(v), called the leading term of v. Let D(v) = D(l(v)),
and D(0) = −∞. For any k ∈ Z≥0, set suppk(v) = {i ∈ supp(v)|D(i) = k}.
Lemma 5.1. For any n ∈ Z>0, let x = h(n), or L(n)− δn,1µ, or e(n− 1)− δn,1λ.
Then, for any v ∈ V (λ, µ, κ1, κ) with k = D(v) we have
(i) D(xv) ≤ k − n+ 1;
(ii) suppk−n+1(xv) ⊂ {i− j | i ∈ suppk(v), D(j) = n− 1}.
Proof. We may assume that v = uiwλ,µ,κ1,κ with k = D(i). For any fixed x =
h(n), L(n) − δn,1µ, e(n − 1)− δn,1λ, by commuting x with some terms of ui in all
possible ways, we may transfer the only negative degree term in [x, ui] to the right
side, i.e., [x, ui] ∈
∑
i∈{k−n,...,k} U(L≥0)iLk−n−i. Hence
(6) xv = [x, ui]wλ,µ,κ1,κ = (uk−n +
∑
j∈{k|i−k∈M,D(k)=n−1}
ui−jcj)wλ,µ,κ1,κ,
for some cj ∈ C and uk−n ∈ U(L≥0)k−n. Hence D(xuiwλ,µ,κ1,κ) ≤ D(uiwλ,µ,κ1,κ)−
n+ 1. The lemma follows. 
Lemma 5.2. Let i ∈M with n = min{k|ik 6= 0} > 0, λµ 6= 0.
(a) If n = 3k + 1 for some k ∈ Z≥0, then
(i) l(h(k + 1)uiwλ,µ,κ1,κ) = i− εn,
(ii) i− εn 6∈ supp(h(k + 1)ui′wλ,µ,κ1,κ) for all i
′ ≺ i.
(b) If n = 3k + 2 for some k ∈ Z≥0, then
(i) l((L(k + 1)− δk,0µ)uiwλ,µ,κ1,κ) = i− εn,
(ii) i− εn 6∈ supp((L(k + 1)− δk,0µ)ui′wλ,µ,κ1,κ) for all i
′ ≺ i.
(c) If n = 3k + 3 for some k ∈ Z≥0, then
(i) l((e(k)− δk,0λ)uiwλ,µ,κ1,κ) = i− εn,
(ii) i− εn 6∈ supp((e(k)− δk,0λ)ui′wλ,µ,κ1,κ) for all i
′ ≺ i.
Proof. (a) (i) Write h(k + 1)uiwλ,µ,κ1,κ as in (6). It is clear that the only way to
obtain the term ui−εnwλ,µ,κ1,κ is to commute h(k + 1) with an e(−k − 1), which
implies i− εn ∈ supp(h(k + 1)uiwλ,µ,κ1,κ). Note that
[h(k + 1), L(−k)]wλ,µ,κ1,κ = [h(k + 1), h(−k)]wλ,µ,κ1,κ = 0.
Combining this with Lemma 5.1, it is easy to see that l(h(k+1)uiwλ,µ,κ1,κ) = i−εn.
(ii) Assume that D(i′) < D(i), then from Lemma 5.1, we have
D(h(k + 1)ui′wλ,µ,κ1,κ) ≤ D(i
′)− k < D(i− εn) = D(i)− k.
So (ii) holds in this case. Assume that D(i′) = D(i) = s, and |i′| < |i|. From
Lemma 5.1(2), we know that for any j ∈ supps−k(h(k + 1)ui′wλ,µ,κ1,κ) we have
|j| ≤ |i′| − 1 < |i− εn|. So (ii) also holds in this case.
Assume that n′ = min{k|i′k 6= 0}. If n
′ = n, then from (a), l(h(k+1)ui′wλ,µ,κ1,κ) =
i′ − εn ≺ i− εn. we also have (ii) in this case.
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Now we only need to consider the case D(i′) = D(i) = s, and |i′| = |i|, and
n′ > n. Then from Lemma 5.1, it is easy to see that D(h(k + 1)ui′wλ,µ,κ1,κ) <
s− k = D(i− εn), which completes the proof of (ii).
(b) (i) Write (L(k + 1) − δk,0µ)uiwλ,µ,κ1,κ) as in (6). Similarly, the only way
to obtained the term ui−εnwλ,µ,κ1,κ is to commute (L(k + 1) − δk,0µ) with an
L(−k), which implies i − εn ∈ supp((L(k + 1) − δk,0µ)uiwλ,µ,κ1,κ)). Note that
[L(k + 1) − δk,0µ, h(−k)]wλ,µ,κ1,κ = 0 and e(−k − 1) does not occur in ui. And
combining with Lemma 5.1, it is easy to see that to l((L(k+1)−δk,0µ)uiwλ,µ,κ1,κ) =
i− εn.
(ii) The proof is similar with (a)(ii). We omit the details.
Similarly as (a) and (b), we have (c). 
From Lemma 5.2, we have
Corollary 5.3. Suppose that λµ 6= 0. Let 0 6= v ∈ V (λ, µ, κ1, κ) with n =
min{k|l(v)k 6= 0} > 0.
(i) If n = 3k + 1 for some k ∈ Z≥0, then h(k + 1)v 6= 0.
(ii) If n = 3k + 2 for some k ∈ Z≥0, then (L(k + 1)− δk,0µ)v 6= 0.
(iii) If n = 3k + 3 for some k ∈ Z≥0, then (e(k)− δk,0λ)v 6= 0.
Proposition 5.4. If λµ 6= 0, the L-module V (λ, µ, κ1, κ) is simple.
Proof. From Corollary 5.3, any Whittaker vector has to be contained in Cwλ,µ,κ1,κ.
From Lemma 3.1 we see that V (λ, µ, κ1, κ) is a simple L-module. 
6. Proof of Theorems 4.1 and 4.2
Now we are ready to complete the proof of Theorems 4.1 and 4.2 in this section.
6.1. Proof of Theorem 4.1 (1). For any i, j,k ∈M, denote
ui,j,k = (. . . e(−n)
in · · · e(−1)i1)(· · ·h(−n)jn+1 · · ·h(0)j1)(· · · f(−n)kn+1 · · · f(0)k1)
in U(ŝl2). It is clear that
B = {ui,j,kwλ,µ,κ|i, j,k ∈M}
is a basis of V
ŝl2
(λ, µ, κ). For any i, j,k ∈ M, denote
Ui,j,k = (. . . e(−n)
in · · · e(−1)i1)(· · ·h(−n)jn+1 · · ·h(0)j1)(· · ·L(−n)kn+1 · · ·L(0)k1),
B = {Ui,j,kwλ,µ,κ|i, j,k ∈M}. Then we have the following
Lemma 6.1. Let λ ∈ C∗, µ, κ ∈ C with κ 6= −2. Then B is a basis of the Whittaker
module V
ŝl2
(λ, µ, κ). In particular, as L–modules
V
ŝl2
(λ, µ, κ) ∼= V (λ, λµ,
3κ
κ+ 2
, κ)
.
Proof. We define a new total order “ > ” on M which is different from that defined
in Section 5. Recall that |i| =
∑+∞
l=1 il for all i ∈ M. Let i > j if and only if one of
the following conditions is satisfied:
• |i| > |j|;
• |i| = |j| and there exists some k0 ∈ Z>0 such that ik0 > jk0 and ik = jk for
all k > k0.
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And the total order “ > ” on M3 is defined by (i, j,k) > (i′, j′,k′) if and only if
one of the following conditions is satisfied:
• k > k′;
• k = k′ and j > j′;
• k = k′,j = j′ and i > i′ .
Now every element v of V
ŝl2
(λ, µ, κ) can be uniquely written in the form
v =
∑
i,j,k∈M
vi,j,kui,j,kwλ,µ,κ,
where only finite many vi,j,k ∈ C are nonzero. We denote by supp(v) the set of all
(i, j,k) with vi,j,k 6= 0. For any 0 6= v ∈ Vŝl2(λ, µ, κ), let deg(v) denote the maximal
(with respect to >) element of supp(v), called the degree of v. For convenience we
define deg(0)=−∞. It is clear that
(7) deg(ui,j,kv) = (i, j,k) + deg(v).
Let us first prove by induction on |k| that
Claim. If (i′, j′,k′) ∈ supp(Ui,j,kwλ,µ,κ − (
λ
κ+2 )
|k|ui,j,kwλ,µ,κ), then k > k
′.
It is trivial for |k| = 0. Now suppose that |k| > 0. Let j be the minimal
non-negative integer such that kj+1 6= 0.
From the definition of L(n) we have
(8) L(−j)wλ,µ,κ =
1
κ+ 2
(λf(−j) +
j−1∑
i=0
e(−j + i)f(−i) + µe(−j − 1) + u′)wλ,µ,κ,
for some u′ ∈ U(hˆ≤0), where hˆ≤0 = spanC{h(−n)|n ≥ 0}. In particular, the Claim
also holds for |k| = 1. So we only need to consider |k| > 1. Now we may write
U0,0,kwλ,µ,κ =
1
κ+ 2
U0,0,k−εj+1(λf(−j)+
j−1∑
i=0
e(−j+i)f(−i)+µe(−j−1)+u′)wλ,µ,κ,
v1 =
1
κ+ 2
(λf(−j) +
j−1∑
i=0
e(−j + i)f(−i) + µe(−j − 1) + u′)U0,0,k−εj+1wλ,µ,κ,
v2 =
1
κ+ 2
[U0,0,k−εj+1 , λf(−j) +
j−1∑
i=0
e(−j + i)f(−i) + µe(−j − 1) + u′]wλ,µ,κ.
Then U0,0,kwλ,µ,κ = v1 + v2. Note that v1, v2 depend on k. From induction
hypothesis, we have U0,0,k−εj+1wλ,µ,κ ∈
(
λ
κ+ 2
)|k|−1u0,0,k−εj+1wλ,µ,κ +
∑
i′′,j′′,k′′∈M,k−εj+1>k′′
Cui′′,j′′,k′′wλ,µ,κ,
to give
v1 ∈ (
λ
κ+ 2
)|k|u0,0,kwλ,µ,κ +
∑
i′,j′,k′∈M,k′<k
Cui′,j′,k′wλ,µ,κ.
By using the fact [L(n), x(m)] = −mx(n+m) for all x ∈ sl2, we have
v2 ∈
∑
|l|≤|k|−2
∑
s,t∈Z≥0
(Cf(−s) + Ce(−s+ 1)f(−t) + U(hˆ≤0)U0,0,lwλ,µ,κ.
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Again from induction hypothesis, we have deg(v2) < (0,0,k).
So we have proved the claim for (i, j,k) = (0,0,k). Using the fact that
deg(ui,j,0ui′,j′,k) = deg ui+i′,j+j′,k,
we may easily see that the claim holds for all (i, j,k).
From the Claim we see that deg(Ui,j,kwλ,µ,κ) = (i, j,k). Then the linear inde-
pendence of B follows. And from the Claim and by induction on (k, >), we may
deduce that ui,j,kwλ,µ,κ is a linear combination of B. This completes the proof of
the first statement. Since, L(1)wλ,µ,κ = λµwλ,µ,κ, it is easy to see that Vŝl2(λ, µ, κ)
∼= V (λ, λµ, 3κκ+2 , κ) as b̂⋊Vir–module. The proof follows. 
Now combining this lemma with Propositions 2.1 and 5.4 we see that V
ŝl2
(λ, µ, κ)
is a simple ŝl2–module if λµ(κ+ 2) 6= 0.
6.2. Some results from [Ch2]. We first recall some notations and results from
Chapter 4 in [Ch2]. Let
Ω =2(c+ 2)d+
1
2
h(0)2 + h(0) + 2f(0)e(0)
+ 2
+∞∑
n=1
(e(−n)f(n) + f(−n)e(n) +
1
2
h(−n)h(n))
be the Casimir operator for s˜l2.
Note that Ω = 2(κ+ 2)(d + L(0)) as operators on any restricted s˜l2 module of
level κ 6= −2.
Let
z =
1
2
h(0)2 + h(0) + 2f(0)e(0)
be the Casimir element for S = Ce(0)+Ch(0)+Cf(0). For any (d˙, z˙) ∈ C2, Denote
by
V
s˜l2
(λ, 0, κ, d˙, z˙) = V¯
s˜l2
(λ, 0, κ)/(U(s˜l2)(d− d˙) + U(s˜l2)(z − z˙))wλ,0,κ.
Lemma 6.2. Assume that λ 6= 0 and κ 6= −2. Let V = V
s˜l2
(λ, 0, κ, d˙, z˙). Then
(1) V have a unique simple quotient;
(2) Ω|V = (2(κ+ 2)d˙+ z˙)idV ;
(3) If z˙ 6=
( i
m
(κ+2)−m)2−1
2 for any i,m ∈ Z>0, then Vs˜l2(λ, 0, κ, d˙, z˙) is simple;
(4) Let M be any simple Whittaker module of level κ for s˜l2 with a Whit-
taker vector w of type (λ, 0). If there exists some nonzero polynomial
p(x) such that p(d)w = 0, then M is isomorphic to the simple quotient
of V
s˜l2
(λ, 0, κ, d˙, z˙) for some d˙, z˙ ∈ C.
Proof. Statements (1)-(4) are the immediately consequences of Proposition 3.15,
Corollary 4.4, Corollary 4.16 and Corollary 3.29 in [Ch2], respectively. We remark
that the typo, from the proof of Corollary 4.16 in [Ch2], k ∈ Z≥0 should be k ∈ Z>0
there. 
Lemma 6.3. Assume that κ 6= −2. For any a ∈ C and any simple Whittaker
ŝl2-module V , we can make V into an s˜l2-module by defining d = −L(0)+ a on V .
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Moreover, any simple Whittaker s˜l2-module with central charge κ 6= −2 is of this
form.
Proof. The first part of the claim is obvious. The second part follows from the fact
the generalized Casimir element Ω commutes with s˜l2 and acts as a scalar on each
simple Whittaker s˜l2 module. 
6.3. Proof of Theorem 4.1 (2)-(4). (2) Note that ŝl2 hence U(ŝl2) is Z-graded
with respect to d. Denote U(ŝl2)i = {u ∈ U(ŝl2)|[d, u] = iu}. Then Vŝl2(λ, 0, κ) =
⊕i∈ZU(ŝl2)iwλ,0,κ. Since µ = 0, from Proposition 2.1, Lemma 6.1 and the definition
of V (λ, 0, κ1, κ) in Section 5 we see that U(ŝl2)(L(0)− a)wλ,0,κ is a nonzero proper
submodule of V
ŝl2
(λ, 0, κ) for any a ∈ C. Suppose that V is a maximal submodule of
V
ŝl2
(λ, 0, κ). Then V must contain a Whittaker vector v =
∑r
i=0 aiu−iwλ,0,κ where
u−i ∈ U−i and aru−rwλ,0,κ 6= 0. It is clear that u−rwλ,0,κ is also a Whittaker
vector (which may be not in V ).
If r > 0, from Lemma 6.1, we know that the image of u−rwλ,0,κ is a nonzero
Whittaker vector in V
ŝl2
(λ, 0, κ)/U(ŝl2)(L(0) − a)wλ,0,κ for all but finitely many
a ∈ C since u−r has finitely many factors. Therefore the Whittaker module
V
ŝl2
(λ, 0, κ)/U(ŝl2)(L(0) − a)wλ,0,κ(which is graded with respect to the action of
L(0)) is not simple for all but finitely many a ∈ C. Now we may regarded
V
ŝl2
(λ, 0, κ)/U(ŝl2)(L(0) − a)wλ,0,κ as a s˜l2-module by defining d = −L(0), which
is of course not simple too for all but finite many a ∈ C. However, from Lemma
6.2 (3), for any given κ 6= −2, we have
V
ŝl2
(λ, 0, κ)/U(ŝl2)(L(0)− a)wλ,0,κ ∼= Vs˜l2(λ, 0, κ,−a, 2(κ+ 2)a)
is simple as s˜l2 module for all but at most countably many a, a contradiction. So
we have r = 0.
Now v ∈ C[h(0), L(0)]wλ,0,κ which was assumed to be a Whittaker vector. From
(e(0)−λ)v = 0, we have v ∈ C[L(0)]wλ,0,κ. So Vŝl2(λ, 0, κ)/V satisfies the condition
of Lemma 6.2 (4), which completes the proof.
(3) Let σ be the automorphism of s˜l2 defined by
σ(e(i)) = f(i+ 1), σ(f(i)) = e(i− 1), σ(h(i)) = −h(i) + δi,0c,
σ(c) = c, σ(d) = d+
h(0)
2
.
Then V
ŝl2
(0, µ, κ) is equivalent to V
ŝl2
(µ, 0, κ) via σ. Now (3) follows from (2).
(4) Again any simple ŝl2 quotient of Vŝl2(0, 0, κ) is also a simple s˜l2-module by
taking d = −L(0). And (4) follows from Theorem 1.1 in [MZ1]. 
6.4. Proof of Theorem 4.2. Denote w = wλ,µ,−2 in Vŝl2(λ, µ,−2).
Lemma 6.4. Let λ ∈ C∗, µ ∈ C, c(z) =
∑
n≤0 cnz
−n−2 ∈ C((z)).
(a) The Whittaker module V
ŝl2
(λ, µ,−2) has a basis {Vi,j,k|i, j,k ∈ M} where
Vi,j,k =
(. . . e(−n)in · · · e(−1)i1)(· · ·h(−n)jn+1 · · ·h(0)j1)(· · ·T (−n)kn+1 · · ·T (0)k1)w.
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(b) The Whittaker module V
ŝl2
(λ, µ,−2, c(z)) = V
ŝl2
(λ, µ)/〈Tn − cn|n ≤ 0〉 has
a basis
{(. . . e(−n)in · · · e(−1)i1)(· · ·h(−n)jn+1 · · ·h(0)j1)w¯|i, j ∈ M}
where w¯ is the image of w.
(c) V
ŝl2
(λ, µ,−2, c(z)) is simple as U(bˆ)-module.
Proof. (a) The proof is similar as that of Lemma 6.1. We omit the details.
Part (b) follows from (a).
(c) By using completely analogous proof, we may deduce a similar result of
Corollary 5.3 (i), (ii) and (iii) for b̂–module V
ŝl2
(λ, µ,−2, c(z)). Then similar to
Proposition 5.4, we can deduce that V
ŝl2
(λ, µ,−2, c(z)) is simple as b̂–module. 
Now we shall finish the proof of Theorem 4.2.
Proof. (a) follows from Lemma 6.4 (c).
(b) Let V¯ be any simple quotient of V
ŝl2
(λ, µ,−2). From [T (n), ŝl2] = 0 on
V
ŝl2
(λ, µ,−2), we have T (n) act as scalar on V¯ for any n ∈ Z. Say
∑
n≤0 T (n)z
−n−2
= c(z) on V¯ . Then V¯ has to isomorphic to V
ŝl2
(λ, µ,−2, c(z)).
(c) It follows from the fact that T (z) = λµz−3 + c(z) on V
ŝl2
(λ, µ,−2, c(z)). 
7. Whittaker modules for the affine Lie algebra s˜l2
From Lemma 6.3 and Theorem 4.1, we know that simple Whittaker modules for
the affine Lie algebra s˜l2 with noncritical level are completely determined. So we
only need to consider the critical case, i.e., κ = −2.
We shall start with one general method for constructing simple s˜l2–modules from
simple ŝl2–modules:
Theorem 7.1. Assume that N is any simple V−2(sl2)–module (i.e., a simple re-
stricted ŝl2 module at the critical level) such that T (k0) 6= 0 on N for certain k0 6= 0.
Then
N˜ = Inds˜l2
ŝl2
N
is a simple s˜l2–module.
Proof. Since N is simple, T (k0) acts on N as a non-zero scalar ck0 . For any 0 6=
v ∈ Inds˜l2
ŝl2
N , we have
0 6= (T (k0)− ck0)
iv ∈ 1⊗N
for some i ∈ Z≥0. Combining with the simplicity of N , we have U(s˜l2)v = Ind
s˜l2
ŝl2
N .
So
Inds˜l2
ŝl2
N
is simple as s˜l2 module. 
Remark 3. Theorem 7.1 can be applied on simple modules constructed in [A1] and
[A2]. In this way we get a new family of irreducible s˜l2–modules.
We shall first classify all simple quotients of the universal Whittaker modules at
the critical level in the non-degenerate case.
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Theorem 7.2. Let λ, µ ∈ C∗. Then any simple quotient of V
s˜l2
(λ, µ,−2) is iso-
morphic to
Inds˜l2
ŝl2
(
V
ŝl2
(λ, µ,−2, c(z))
)
for some c(z) =
∑
n≤0 cnz
−n−2.
Proof. Note that T (1) acts on V
ŝl2
(λ, µ,−2) as scalar λµ 6= 0. Irreducibility of the
induced module Inds˜l2
ŝl2
(
V
ŝl2
(λ, µ,−2, c(z))
)
follows from Theorem 7.1.
Now let W be any maximal submodule of V
s˜l2
(λ, µ,−2). Note that T (1)iT (−i),
i ∈ Z≥0 commute with s˜l2 as operators on Vs˜l2(λ, µ,−2)/W . So for any i ∈ Z≥0,
T (1)iT (−i) act on V
s˜l2
(λ, µ,−2)/W as scalars. Therefore for any i ∈ Z≥0, we have
(T (i)− ci)wλ,µ,−2 ∈ W for some ci ∈ C. Now V is a quotient of
V
s˜l2
(λ, µ,−2)
/
(
∑
i∈Z≤0
U(s˜l2)(T (i)− ci)wλ,µ,−2) ∼= Ind
s˜l2
ŝl2
V
ŝl2
(λ, µ,−2, c(z)).
Thus V ∼= Inds˜l2
ŝl2
(
V
ŝl2
(λ, µ,−2, c(z))
)
. 
Remark 4. Now we have proved all the results in Theorem 1.1. More precisely,
Theorem 1.1 (i), (ii), (i’) and (ii’) follow from Theorem 4.1 (1), Theorem 4.2
(a), Lemma 6.3 and Theorem 7.1 respectively. The last statement in Theorem 1.1
follows from Theorem 4.1 (2), Theorem 4.2 , Lemma 6.3 and Theorem 7.2.
The classification of simple Whittaker modules in the degenerate case at critical
level is more complicated. We shall study graded representations of the graded
center of V−2(sl2). This leads to the study of the infinite-dimensional Lie algebra
T˜ from Section 2.3.
Next we notice that the universal Whittaker module V
s˜l2
(λ, 0,−2) has the struc-
ture of right T˜−–module (since the ideal J˜(λ, 0,−2) is d–invariant).
Denote by V
s˜l2
(λ, 0,−2,0) the quotient of V
s˜l2
(λ, 0,−2) by the submodule gen-
erated by {dwλ,0,−2, T (n)wλ,0,−2|n ∈ Z}. So Vs˜l2(λ, 0,−2,0) is a bˆ⋊ T˜ -module on
which elements T (n) act trivially.
Recall that U(bˆ ⋊ T˜ ) is the universal enveloping algebra of bˆ ⋊ T˜ . Any T˜ -
module X can endowed with a bˆ ⋊ T˜ -module structure by bˆX = 0. The resulting
bˆ⋊ T˜ -module will be denoted by X bˆ⋊T˜ .
Theorem 7.3. Assume that λ 6= 0. There is one to one correspondence between the
equivalence classes of irreducible T˜−–modules and simple quotients of Vs˜l2(λ, 0,−2).
In particular, as a bˆ⋊ T˜−–module, every simple quotient of Vs˜l2(λ, 0,−2) is isomor-
phic to the module
X bˆ⋊T˜ ⊗ V
s˜l2
(λ, 0,−2,0)(9)
where X is a simple T˜−–module.
Proof of this theorem will be presented in Section 12 where we shall explicitly
construct the s˜l2–action on the bˆ⋊ T˜−–module (9).
Now we shall describe all simple T˜−–modules.
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Let s be any nonempty subset of Z<0 and rsZ (rs > 0) be the additive subgroup
of Z generated by s. For any map χs : s ∪ {0} → C∗, we define an associative
algebra homomorphism φχs : U(T˜ )→ U(b) by
φχs(d) = −
rs
2
h, φχS (T (i)) = 0, ∀i 6∈ s ∪ {0},
φχs (T (i)) = χs(i)e
−i/rs , ∀i ∈ s ∪ {0}.
Then for any φχs and b module N , we have a T˜− module N
φχs = N with the
action xv = φχs(x)v, ∀x ∈ T˜−, v ∈ N . Recall that all simple modules over b are
classified in [B].
Lemma 7.4. Nφχs is a simple T˜− module if and only if N is a simple b module.
Proof. The necessity is obvious. Now suppose that N is a simple b module. If N
is finite dimension, then N is 1-dimensional and the claim follows. Now we assume
that N is an infinite dimensional simple b module. Since eN and {v ∈ N |ev = 0}
are submodules of N , we have e acts bijectively on N . From the definition it is
easy to see that there exists a m ∈ Z>0 such that C[em+i, h|i ≥ 0} ⊂ φχS (T˜ ). So
we only need to prove that N is also simple as C[em+i, h|i ≥ 0] module. For any
0 6= v1, v2 ∈ N , we have emv1 6= 0 and v2 = uemv1 ∈ C[em+i, h|i ≥ 0]v1 for some
u ∈ C[e, h], which completes the proof. 
Lemma 7.5. Let λ 6= 0, and X be any simple T˜ quotient of U(T˜ )wλ,0,−2. Then
one of the following holds:
(1) X is 1-dimensional.
(2) X ∼= Nφχs for some s ⊆ Z<0 and infinite dimensional simple b-module N .
Proof. For any i ∈ Z, since both T (i)X and {v ∈ X |T (i)v = 0} are submodules of
the simple module X , we have T (i) acts on X either bijectively or as zero. Note
that T (0) is the central element and T (i)X = 0 for all i > 0. Let s = {i ∈
Z<0|T (i)X 6= 0}. If s = ∅, then dimX = 1. So we assume that s 6= ∅. Then X is
also a simple A = C[T (i), T (i)−1, d|i ∈ s] module. Fix an x = Πik∈sx⊂sT (ik)
jk ∈ A
with
∑
ikjk = −rs, Then for any i ∈ s, we have T (i)xi/rs ∈ Z(A), which acts on
X as a nonzero scalar ai. Now X is a simple module over A/〈T (i)xi/rs − ai|i ∈ s〉.
It is clear that we have a homomorphism
φχs : A→ C[h, e, e
−1]
φχs (T (i)) = aie
−i/rs , φχs (d) = −
rs
2
h.
Now it is easy to check that kerφχs = 〈T (i)x
i/rs−ai|i ∈ s〉 and we have the induced
isomorphism φ¯χs : A/〈T (i)x
i/rs − ai|i ∈ s〉 → C[e, e−1, h]. Now X can be regarded
as C[e, e−1, h] module via the isomorphism. Then from definition of b structure on
X , X is simple as φχs(T˜ ) = C[e
i, h| − irs ∈ s] module. So X is a simple C[e, h]
module, which gives (2). 
Now we may summarize the main results in this section
Theorem 7.6. Let λ ∈ C∗.
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(1) Any simple quotient W of V
s˜l2
(λ, 0,−2) is isomorphic to
X bˆ⋊T˜ ⊗ V
s˜l2
(λ, 0,−2,0),
where X is a simple T˜ –module determined in Lemma 7.5.
(2) If µ ∈ C∗, then any simple quotient of V
s˜l2
(λ, µ,−2) is isomorphic to
Inds˜l2
ŝl2
(
V
ŝl2
(λ, µ,−2, c(z))
)
for some c(z) =
∑
n≤0 cnz
−n−2.
Remark 5. When X is 1-dimensional, we know that the action of d is semisimple
on X bˆ⋊T˜ ⊗ V
s˜l2
(λ, 0,−2,0). If the action of d is free on X, then the action of d is
free on X bˆ⋊T˜ ⊗ V
s˜l2
(λ, 0,−2,0). This makes a striking difference from the case of
noncritical central charge. In particular, the vector space of all Whittaker vectors
in X bˆ⋊T˜ ⊗ V
s˜l2
(λ, 0,−2,0) is X ⊗wλ,0,−2 which can be infinite dimensional. This
shows that the converse of Lemma 3.1 (iii) is not true in this case.
Remark 6. The result for λ = 0 and κ = −2 in Theorem 7.6 may be obtained
similarly as Theorem 4.1 (3) and (4). We omit the details.
8. Wakimoto modules for ŝl2
In this section we shall review the construction of Wakimoto modules for ŝl2 (cf.
[W]). Details on the construction of Wakimoto modules using concepts of vertex
algebras can be found in [F].
Let h = Cb be the 1–dimensional commutative Lie algebra with a symmetric
bilinear form defined by (b, b) = 2, and ĥ = h ⊗ C[t, t−1] + Cc be its affinization.
Set b(n) = b ⊗ tn. Let πκ+2 denote the simple ĥ–module of level κ + 2 generated
by the vector 1 such that
b(n)1 = 0 ∀n ≥ 0.
As a vector space
πκ+2 = C[b(n) |n ≤ −1],
Then πκ+2 has the unique structure of a vertex algebra generated by the field
b(z) =
∑
n∈Z b(n)z
−n−1 such that
[b(n), b(m)] = 2(κ+ 2)nδn+m,0.
Let Vκ(sl2) be the universal vertex algebra of level κ associated to the affine Lie
algebra ŝl2. Recall that M is the Weyl vertex algebra from Section 2.4. There is a
injective homomorphism of vertex algebras Φ : Vκ(sl2)→M ⊗ πκ+2 generated by
e = a(−1)1,
h = −2a∗(0)a(−1)1+ b(−1),
f = −a∗(0)2a(−1)1+ ka∗(−1)1+ a∗(0)b(−1)1.
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For x ∈ {e, f, z} we set x(z) =
∑
n∈Z x(n)z
−n−1. We have
e(z) = Y (e, z) = a(z);
h(z) = Y (h, z) = −2 : a∗(z)a(z) : +b(z);
= −2
(
a(z)+a∗(z) + a∗(z)a(z)−
)
+ b(z)
f(z) = Y (f, z) = − : a∗(z)2a(z) : +k∂za
∗(z) + a∗(z)b(z)
= −
(
a(z)+(a∗(z))2 + (a∗(z))2a(z)−
)
+ k∂za
∗(z) + a∗(z)b(z)
The following proposition is a standard result in the theory of vertex algebras (cf.
[K], [LL], [FB]) applied on the vertex algebra M ⊗ πκ+2.
Proposition 8.1. Assume that M1 is a restricted module for the Weyl algebra and
N1 is a restricted module of level κ+ 2 for the Heisenberg algebra ĥ, i.e., for every
u ∈M1 and v ∈ N1 there is N ∈ Z≥0 such that
a(n)u = 0, b(n)v = 0 for n ≥ N.
Then M1 ⊗N1 is a M ⊗ πκ+2–module, and therefore a Vκ(sl2)–module.
Assume that κ 6= −2. We have the natural action of the Virasoro algebra
generated by the Sugawara Virasoro vector
ω =
1
2(k + 2)
(e(−1)f(−1) + f(−1)e(−1) +
1
2
h(−1)2)1
= a(−1)a∗(−1) +
1
4(k + 2)
(b(−1)2 − 2b(−2))
L(z) = Y (ω, z) =
∑
n∈Z
L(n)z−n−2.
Assume next that κ = −2 (critical level). The center of V−2(sl2) is generated by
the field
T (z) = Y (
1
2
(e(−1)f(−1) + f(−1)e(−1) + 1/2h(−1)2)1, z) =
∑
n∈Z
T (n)z−n−2.
In our case we have that
T (z) = Y (
1
2
(b(−1)2 + 2b(−2))1, z) =
1
2
(b(z)2 − 2∂zb(z)).
For details see [FB].
9. Whittaker modules from Wakimoto modules
Because of Theorem 4.1(1) the structure of simple non–degenerate Whittaker
modules at non–critical levels is very clear. In this case every universal Whittaker
module is a simple ŝl2–module and because of Lemma 6.3 it is an irreducible Whit-
taker s˜l2–module. So explicit realization is mostly interesting in the cases of critical
level and for degenerate Whittaker modules at non–critical level. In this section we
shall see which Whittaker modules can be constructed by using Wakimoto realiza-
tion.
Proposition 8.1 gives a very useful method for a construction of representations
for affine Lie algebras of certain level which uses Wakimoto modules. So we just
need to construct modules for the vertex algebra M ⊗ πκ+2. Since Vκ(sl2) is a
subalgebra of M ⊗πκ+2, every M ⊗πκ+2–module becomes a module for the vertex
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algebra Vκ(sl2) and therefore for the affine Lie algebra ŝl2 of level κ. In this section
we shall use this fact and construct certain modules of Whittaker type for ŝl2. The
main new idea in our approach will be in considering certain Whittaker modules
for the Weyl algebra as modules for the vertex algebra M .
We shall first study a simple case of Whittaker modules for Weyl and Heisenberg
algebras. Let λ, µ ∈ C. Then there is a unique simple moduleM1(λ, µ) for the Weyl
algebra Weyl generated by the vector v1 such that
a(0)v1 = λv1, a(n)v1 = 0 ∀n ≥ 1
a∗(1)v1 = µv1, a
∗(m)v1 = 0 ∀m ≥ 2
Note that as a vector space M1(λ, µ) ∼= M .
SinceM1(λ, µ) is a restricted module for the Weyl algebra we have thatM1(λ, µ)
is a simple module over vertex algebra M .
Similarly for χ0, χ1 ∈ C let N1(χ0, χ1) be a module over Heisenberg algebra ĥ
generated by the vector v2 such that
cv2 = (κ+ 2)v2, b(0)v2 = χ0v2, b(1)v2 = χ1v2, b(m)v2 = 0 ∀m ≥ 2.
This module is also restricted, and therefore it is a module over the Heisenberg
vertex algebra πκ+2.
So we have M ⊗ πκ+2–module MWak(λ, µ, κ, χ0, χ1) :=M1(λ, µ) ⊗N1(χ0, χ1).
Then MWak(λ, µ, κ, χ0, χ1) is a simple M ⊗ πκ+2–module iff κ 6= −2.
Let v = v1 ⊗ v2.
Lemma 9.1. We have:
f(1)v = (χ1 − 2µλ)a
∗(0)v + µ(χ0 − κ)v + µ
2a(−1)v,
f(2)v = µ(χ1 − λµ)v,
e(0)v = λv,
h(1)v = (χ1 − 2µλ)v,
e(n)v = h(1 + n)v = f(2 + n)v = 0 ∀n ≥ 1.
Proof. We prove this lemma by direct calculation. We have
f(1)v = −2a∗(1)a∗(0)a(0)v + a(−1)a∗(1)2v − κa∗(1)v + b(0)a∗(1)v + a∗(0)b(1)v
= (−2µλ+ χ1)a
∗(0)v + µ(χ0 − k)v + µ
2a(−1)v,
f(2)v = −a∗(1)2a(0)v + a∗(1)b(1)v = (−λµ2 + µχ1)v = µ(χ1 − λµ)v,
h(1)v = −2a∗(1)a(0)v + b(1)v = (−2µλ+ χ1)v.
The proof follows. 
Remark 7. Unfortunately for λ ·µ 6= 0 , the vector v is not a Whittaker vector and
therefore U(ŝl2)v is not a classical Whittaker module. There are some hope that we
can construct Whittaker vectors in Wakimoto modules using methods developed in
the case of Virasoro algebra in [Y]. We will see below that our Wakimoto modules
only gives a realization of degenerate classical Whittaker modules of type (λ, 0) and
(0, µ). Let us note here that in the tensor product modules we can construct classical
non-degenerate Whittaker vectors. Let L
ŝl2
(λ, 0, κ1, a) and Lŝl2(0, µ, κ2, b) be simple
Whittaker modules generated by Whittaker vectors v1 and v2. Then v1 ⊗ v2 is a
Whittaker vector of type (λ, µ) and we have
V
ŝl2
(λ, µ, κ1 + κ2) ∼= U(ŝl2).(v1 ⊗ v2) ⊂ Lŝl2(λ, 0, κ1, a)⊗ Lŝl2(0, µ, κ2, b).
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Our previous lemma is useful for a realization of degenerate Whittaker module.
Proposition 9.2. Assume that µ = 0 and χ1 = 0. Then v is a Whittaker vector
in M(λ, 0, χ0, 0); i.e.,
e(0)v = λv, f(1)v = 0.
If κ 6= −2 then
L(0)v =
χ0(χ0 + 2)
4(κ+ 2)
v,
and there is a non-trivial ŝl2–homomorphism
M
ŝl2
(λ, 0, κ, χ0(χ0+2)4(κ+2) )→MWak(λ, 0, κ, χ0, 0).
Now we shall consider the case of critical level. So let κ = −2. Then the vertex
algebra πκ+2 is commutative. The irreducible π0 modules are one–dimensional.
For
χ(z) =
∑
n∈Z
χnz
−n−1 ∈ C((z))
let N1(χ) be the 1–dimensional π
0 module such that b(n) acts as multiplication by
χn.
By using Proposition 8.1 we get a family of Vκ(sl2)–modules realized on the
M ⊗ π0–module
MWak(λ, µ,−2, χ(z)) := M1(λ, ν) ⊗N1(χ(z)).
Since N1(χ(z)) is 1–dimensional, we have that MWak(λ, µ,−2, χ(z)) are actually
realized on the M–module M1(λ, µ) with the following action of ŝl2:
e(z) = a(z);
h(z) = −2 : a∗(z)a(z) : +χ(z);
f(z) = − : a∗(z)2a(z) : −2∂za
∗(z) + a∗(z)χ(z).
Theorem 9.3. Let λ, µ ∈ C with λ 6= 0. Let χ(z) ∈ C((z)) be arbitrary.
(1) The U(ŝl2)–module MWak(λ, µ,−2, χ(z)) is simple.
(2) The U(ŝl2)–module MWak(λ, µ,−2, χ(z)) has the following basis:
e(−n1 − 1) · · · e(−nr − 1)h(−m1) · · ·h(−ms)v
where n1 ≥ · · · ≥ nr ≥ 0, m1 ≥ · · · ≥ ms ≥ 0, r, s ∈ N.
The proof of this Theorem will be presented in Section 10.
In particular, we have obtained explicit realization of simple degenerate Whit-
taker modules:
Corollary 9.4. Assume that λ ∈ C∗, χ(z) ∈ C((z)) with χ1 = 0. Then the ŝl2–
module MWak(λ, 0,−2, χ(z)) is a simple Whittaker module; i.e.,
V
ŝl2
(λ, 0,−2, c(z)) ∼= MWak(λ, µ,−2, χ(z)),
where
c(z) =
1
2
(χ(z)2 − 2∂zχ(z)).
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Remark 8. As in the case of non-critical levels, our construction of Whittaker
modules from the Wakimoto modules, does not provide a realization of simple non-
degenerate Whittaker modules. In Section 11 we shall modify the methods from this
section and present a bosonic realization of modules V
ŝl2
(λ, µ,−2, c(z)) such that
λ, µ 6= 0.
10. Proof of Theorem 9.3 and more general examples
In the vertex algebra (M,Y,1), let e = a(−1)1, ϕ = −2a(−1)a∗(0)1 ∈ M ,
b1 := Ce + Cϕ ⊂ M . Then b1 has the structure of 2–dimensional complex Lie
algebra with bracket
[ϕ, e] = ϕ0e = 2e.
Let b̂1 = b1 ⊗ C[t, t−1] + Cc be its affinization.
Let ϕ(z) = Y (ϕ, z) =
∑
n∈Z ϕ(n)z
−n−1. Then
ϕ(n) = −2
∑
k∈Z
a∗(k)a(n− k) for n 6= 0
ϕ(0) = −2

∑
k≤−1
a(k)a∗(−k) +
∑
k≥0
a∗(−k)a(k)

 .
By using commutator formula in the vertex algebra M we get the following
relations:
[ϕ(n), ϕ(m)] = −4nδn+m,0, [ϕ(n), e(m)] = 2e(n+m).
We shall now prove that the M–moduleM1(λ, µ) is simple as b̂1–module of level
κ = −2.
Lemma 10.1. We have:
M1(λ, µ) = U(b̂1)v,
i.e., v1 is a cyclic vector.
Proof. In order to prove that v1 is a cyclic vector it is enough to verify that
C[a∗(n) | n ≤ 0]v ⊂ U(b̂1)v1.
Other basis vector can be constructed by using action of a(n) = e(n), n ≤ −1.
By using the definition of the action of operator ϕ(0) one can easily see that
spanC{ϕ(0)
nv1 | n ∈ N} = spanC{a
∗(0)nv1 |n ∈ N}.
(This is also known from the theory of Whittaker modules for sl2).
So it remains to prove that
a∗(−n1) · · ·a
∗(−nr)v ∈ U(b̂1)v1
for all r ∈ Z≥0, and n1 ≥ n2 · · · ≥ nr ≥ 1.
By the definition of action of ϕ(−n), n > 0, we get:
ϕ(−n1) · · ·ϕ(−nr)v1 = Da
∗(−n1) · · · a
∗(−nr)v1 + w (D 6= 0)
where
w =
∑
(λ,µ)∈P×P
Cλ,µuλ,µv1 (Cλ,µ ∈ C)
and µ0 = (n1 + 1, n2 + 1, . . . , nr + 1) > µ if Cλ,µ 6= 0. The proof now follows by
induction. 
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Proposition 10.2. For every λ, µ ∈ C with λ 6= 0, M1(λ, µ) is a simple b̂1–module.
Proof. It is enough to prove that every vector w in M1(λ, µ) is cyclic. By applying
the action of a(n) we can eliminate basis elements which contain products of a∗(−n).
Then we can assume that w belongs to the space:
C[a(−n) | n ≥ 1]v1.
So w can be written in the form
w =
∑
ν∈P
Cνuν,φv1 (Cν ∈ C)(10)
Let
N = max{|ν| : Cν 6= 0} r = min{ℓ(ν) : Cν 6= 0, |ν| = N}.
Take any ν0 = (i1, . . . , ir) ∈ P such that Cν0 6= 0, ℓ(ν0) = r, |ν| = N . (So we
choose the shortest possible basis element which appear in (10) of maximal size).
We have
ϕ(i1) · · ·ϕ(ir)a(−i1) · · ·a(−ir)v1 = Da(0)
rv1 = Dλ
rv1 (D 6= 0).
Moreover if Cν 6= 0 and ν 6= ν0 one easily sees that
ϕ(i1) · · ·ϕ(ir)uν,φv1 = 0.
Therefore
ϕ(i1) · · ·ϕ(ir)w = Dλ
rv1 (D 6= 0).
The proof follows. 
Let now χ(z) =
∑
n∈Z χnz
−n−1 ∈ C(z) is arbitrary. Let N1(χ) = C.1χ be 1–
dimensional π0–module with the property that b(n) acts onN1(χ) by multiplication
with χn.
Let h = ϕ + b(−1)1, b = Ch + Ce, b̂ as above. Let MWak(λ, µ,−2, χ(z)) :=
M1(λ, µ) ⊗ C1χ. As before we set v = v1 ⊗ 1χ.
Lemma 10.3. Let λ, µ ∈ C, λ 6= 0, χ(z) ∈ C((z)). Then M1(λ, µ) ⊗ C1χ is a
simple b̂–module.
Proof. In this case, h(z) = ϕ(z) +χ(z). One can easily see that irreducibility from
the Proposition 10.2 is not affected if we twist the action of ϕ(z) by χ(z). The
proof follows. 
By using the Wakimoto realization we can extend the action of b̂ to the action
of affine Lie algebra ŝl2. SinceM1(λ, µ)⊗C1χ is a simple b̂–module it is also simple
as a module for the affine Lie algebra. We have:
Theorem 10.4. For every λ, µ ∈ C, λ 6= 0, χ(z) ∈ C((z)),
MWak(λ, µ,−2, χ(z)) = M1(λ, µ)⊗ C1χ
is a simple ŝl2–module at the critical level.
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Assume that χ(z) =
∑∞
k=−p χ−kz
k−1, χp 6= 0. The case p = 1 was already
discussed above. So let us consider the case p ≥ 2. We get the conditions of
(generalized) Whittaker type
e(0)v = λv,(11)
h(1)v = (−2λµ+ χ1)v, h(k)v = χkv (k = 2, . . . , p),(12)
f(p+ 1)v = µχpv,(13)
e(n)v = h(n+ p)v = f(n+ p+ 1)v = 0 ∀n ∈ Z≥0.(14)
Modules constructed above are non-isomorphic. This can be proved by using
the action of the center of V−2(sl2) which is generated by components of the field
T (z). In our case
T (z) =
1
2
(χ(z)2 − 2∂zχ(z)) on MWak(λ, µ,−2, χ(z)).
Theorem 10.5. Assume that λ 6= 0 and χ(z) =
∑∞
k=−p χ−kz
k−1, χp 6= 0, p ≥ 2.
Then
MWak(λ, µ,−2, χ(z)) ∼=MWak(λ
′, µ′,−2, χ′(z))
if and only if
λ = λ′, µ = µ′, χ(z) = χ′(z).
Proof. Assume that
MWak(λ, µ,−2, χ(z)) ∼= MWak(λ
′, µ′,−2, χ′(z)).
Then conditions (11)-(14) easily imply that
λ = λ′, µ = µ′, χk = χ
′
k ∀k ≥ 1.(15)
On the other hand the action of the central elements should be the same on both
modules. Therefore
χ(z)2 − 2∂zχ(z) = χ
′(z)2 − 2∂zχ
′(z).(16)
By straightforward calculation, using (15) and identifying coefficients in the Laurent
expansions of (16) we get that χ(z) = χ′(z). The proof follows. 
Let πs be the automorphism of U(ŝl2) such that
πs(e(n)) = e(n− s), πs(f(n)) = f(n+ s), πs(h(n)) = h(n)− sδn,0c
(cf. [A1]). Then for every s ∈ Z, πs(MWak(λ, µ,−2, χ(z))) is also a simple ŝl2–
module at the critical level generated by the vector v such that
e(s)v = λv,
h(1)v = (−2λµ+ χ1)v, h(k)v = χkv (k = 2, . . . , p),
f(p+ 1− s)v = µχpv,
e(n+ s)v = h(n+ p)v = f(n+ p+ 1− s)v = 0 ∀n ∈ Z≥0.
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11. Bosonic Realization of non-degenerate classical Whittaker
modules at the critical level
In this section we shall present a bosonic realization of the classical Whittaker
modules in the non-degenerate case. It turns out that we need to extend the
Wakimoto modules to a larger space. The main idea is to replace the Weyl vertex
algebra M with a larger vertex algebra Π(0) obtained using the localization of M
with respect to a(−1).
Let L be the lattice
L = Zα+ Zβ, 〈α, α〉 = −〈β, β〉 = 1, 〈α, β〉 = 0,
and VL = Mα,β(1)⊗C[L] the associated lattice vertex superalgebra, whereMα,β(1)
is the Heisenberg vertex algebra generated by fields α(z) and β(z) and C[L] is the
group algebra of L. We have its subalgebra
Π(0) = Mα,β(1)⊗ C[Z(α + β)] ⊂ VL.
The Weyl vertex algebra M can be realized as a subalgebra of Π(0) generated
by
a = eα+β, a∗ = −α(−1)e−α−β.
Recall that (cf. [A1], [F]):
M = KerΠ(0)e
α
0 .
This vertex algebra can be described as a localization of Weyl vertex algebra
with respect to a(−1), Π(0) = M [(a(−1)−1]. Let us write a−1 := e−α−β and
a−1(n) := e−α−βn−2 . We have the expansion
Y (a−1, z) =
∑
n∈Z
a−1(n)z−n+1.
Choose the Virasoro vector
ω =
1
2
(α(−1)2 − α(−2)− β(−1)2 + β(−2)).
Then ω defines a Z–graduation on Π(0) so that deg a = 1 and deg a−1 = −1. In
particular on any Π(0)–modules we have:
[L(0), a(n)] = −na(n), [L(0), a−1(n)] = −na−1(n).(17)
The following theorem shows the existence of a Whittaker module for the vertex
algebra Π(0).
Theorem 11.1. Assume that λ 6= 0. There is a Π(0)–module Πλ generated by the
cyclic vector wλ such that
a(0)wλ = λwλ, a
−1(0)wλ =
1
λ
wλ, a(n)wλ = a
−1(n)wλ = 0 for n ≥ 1.
As a vector space
Πλ ∼= C[d(−n), c(−n− 1) |n ≥ 0] = C[d(0)]⊗Mα,β(1),
where c = α+ β, d = α− β.
The module Πλ is Z≥0–graded
Πλ =
⊕
n∈N
Πλ(n)
and its lowest component is isomorphic to C[d(0)].
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Proof. The proof is based on the construction presented in [BDT] (see also [LW]) .
We shall omit some of the details. Let A be the unital associative algebra generated
by generators
d, enc, n ∈ Z
and relations
[d, enc] = 2nenc, encemc = e(n+m)c (n,m ∈ Z).
The results from Section 4 of [BDT] implies that for any A-module U and any
γ ∈ 12Zd there exists the unique Π(0)–module structure on the vector space
Lγ(U) = U ⊗Mα,β(1).
Moreover, U ⊗Mα,β(1) is a simple Π(0)–module if and only if U is a simple A–
module. On Lγ(U) we have
d(0) = d⊗ Id, c(0) = 〈c, γ〉Id.
Let Uλ be the A–module generated by the vector v1 such that
encv1 = λ
nv1 (n ∈ Z)
and that d acts freely. Then Uλ is a simple A–module and Uλ = A.v1 ∼= C[d] as a
vector space.
Let γ = − 12d. Then
Πλ := Lγ(Uλ)
is a simple Π(0)–module. Let v = v1 ⊗ 1. By construction we have:
a(0)v = λv, a−1(0)v =
1
λ
v, a(n)v = a−1(n)v = 0 (n ≥ 1).(18)
Since
L(0)v =
1
2
(c(0)d(0) + d(0))v = 0
relations (17) and (18) imply that L(0) acts semisimply on Πλ and it defines a
required Z≥0–graduation. The proof follows. 
Remark 9. Note that Π(0) is Z–graded, while it is not Z≥0–graded. But one can
also apply Zhu’s algebra theory to construct and classify its Z≥0–graded modules.
One can show that in our case Zhu’s algebra A(Π(0)) is isomorphic to the associative
algebra A and therefore U has the structure of a simple module for A(Π(0)). So
the existence of the module Πλ also follows from Zhu’s algebra theory.
Since M ⊂ Π(0) we can consider Πλ as a b̂1–module.
Lemma 11.2. Let λ 6= 0. Then we have:
(i) Πλ ∼= M1(λ, 0) as M–modules;
(ii) Πλ is simple b̂1–module.
Proof. We shall first consider Πλ as a module over the Weyl vertex algebra M . We
directly see that
a(0)wλ = λwλ, a(n+ 1)wλ = a
∗(n+ 1)wλ = 0 (n ≥ 0).
Therefore the cyclic M–submodule M.wλ of Πλ is isomorphic to M1(λ, 0).
On the other we have relation
a(z)a−1(z) = Y (a(−1)a−11, z) = Y (1, z) = Id
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which easily implies that
C[a−1(−n) | n ≥ 0]wλ ⊂ C[a(−n) | n ≥ 0]wλ ⊂M.wλ.
This proves that M.wλ = Πλ, and assertion (i) holds. Assertion (ii) follows from
(i) and Proposition 10.2. 
Let MT (0) be the commutative vertex subalgebra of V−2(sl2) generated by
T (z) =
∑
n∈Z T (n)z
−n−2.
By using standard calculations in vertex algebras we get:
Proposition 11.3. There is an embedding of vertex algebras
V−2(sl2)→MT (0)⊗Π(0)
such that
e = a,(19)
h = −2β(−1) = −2a∗(0)a(−1)1,(20)
f =
[
T (−2)− (α(−1)2 − α(−2))
]
a−1(21)
= −a∗(0)2a(−1)1− 2a∗(−1)1+ T (−2)a−1.(22)
For any χ(z) =
∑
n∈Z χ(n)z
−n−2 ∈ C((z)) let MT (χ(z)) be the 1-dimensional
MT (0)–module such that T (n) acts as multiplication with χ(n) ∈ C.
We have:
Theorem 11.4. Let λ 6= 0. Let
χ(z) =
λµ
z3
+ c(z), c(z) =
∑
n≤0
χ(n)z−n−2 ∈ C((z)).
Then
V
ŝl2
(λ, µ,−2, c(z)) ∼= MT (χ(z))⊗Πλ.
Proof. Irreducibility of MT (χ(z)) ⊗ Πλ as a b̂1–module follows from Lemma 11.2.
ThereforeMT (χ(z))⊗Πλ is a simple ŝl2–modules at the critical level on which T (z)
acts as χ(z). It remains to prove that MT (χ(z)) ⊗ Πλ is generated by Whittaker
vector of type (λ, µ).
By construction we have
e(0)(1⊗ wλ) = 1⊗ a(0)wλ = λ(1⊗ wλ),
f(1)(1⊗ wλ = T (1).1⊗ a
−1(0)wλ = µ(1⊗ wλ),
e(n+ 1)(1⊗ wλ) = h(n+ 1)(1⊗ wλ) = f(n+ 2)(1⊗ wλ) = 0 (n ≥ 0).
Therefore 1⊗ wλ is a Whittaker vector of type (λ, µ). The proof follows. 
12. Realization of s˜l2–modules and proof of Theorem 7.3
In this section we shall see that all irreducible degenerate Whittaker s˜l2–modules
at the critical level can be also constructed by using explicit realization from Section
11. In particular we will show that for every T˜ –module X , the tensor product
X ⊗ Πλ becomes a s˜l2–module. We shall use this construction to prove Theorem
7.3 on classification of irreducible degenerate Whittaker modules at the critical
level.
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First we notice that if we set d = −L(0), then the module Πλ from Section
11 becomes a s˜l2–module. Moreover, for every T˜ –module X , the tensor product
X ⊗Πλ becomes a s˜l2–module. More precisely we have the following result.
Theorem 12.1. Assume that λ 6= 0. Then the following holds.
(1) Πλ ∼= Vs˜l2(λ, 0,−2,0) as s˜l2–modules.
(2) Assume that X is a simple, restricted T˜ –module. Then X ⊗Πλ is a simple
s˜l2–module at the critical level where the action of the degree operator is
given by
d = d⊗ Id− Id⊗ L(0).
Proof. First we notice that
Πλ ∼= Vs˜l2(λ, 0,−2,0)
as ŝl2–modules. By using relation (17) and the realizations in Proposition 11.3 we
see that on Πλ we have
L(0)vλ = 0, [L(0), x(m)] = −mx(m), x ∈ {e, f, h}.
This shows that if we set d = −L(0), Πλ is also a s˜l2–module and that the action
of d is compatible with the ŝl2–isomorphism above. This proves the assertion (1).
Let us prove (2). Since X is a restricted T˜ –module, it is also a module for the
vertex algebraMT (0). This implies thatX⊗Πλ is a V−2(sl2)–module, and therefore
a ŝl2–module at the critical level. By using the fact that X is a T˜ –module, the
realization from Proposition 11.3 will again imply that
[d, x(n)] = nx(n), x ∈ {e, f, h}.
This shows that X ⊗Πλ is a s˜l2–module. The irreducibility result follows from the
irreducibility of Πλ as b̂–module and Proposition 2.3. 
Next result will imply the proof of Theorem 7.3.
Proposition 12.2. Assume that λ 6= 0. Then the following holds.
(1) U(T˜−)⊗Πλ ∼= Vs˜l2(λ, 0,−2) as s˜l2–modules.
(2) If X is a simple T˜−–module, then X ⊗Πλ is isomorphic a simple quotient
of V
s˜l2
(λ, 0,−2).
(3) Any simple quotient of V
s˜l2
(λ, 0,−2) is isomorphic to a module X⊗Πλ for
certain simple T˜−–module X.
In particular, there is one to one correspondence between the equivalence classes of
simple T˜−–modules and simple quotients of Vs˜l2(λ, 0,−2).
Proof. (1) From Lemma 6.4(a), V
s˜l2
(λ, 0,−2) has a basis:
(. . . e(−n)in · · · e(−1)i1)(· · ·h(−n)jn+1 · · ·h(0)j1)di(· · ·T (−n)kn+1 · · ·T (0)k1)w
for all i ∈ Z≥0, i, j,k ∈ M, where w = wλ,0,−2.
By using explicit realization from previous section we see that
(. . . e(−n)in · · · e(−1)i1)(· · ·h(−n)jn+1 · · ·h(0)j1)di(· · ·T (−n)kn+1 · · ·T (0)k1)(1 ⊗ vλ)
=(di(· · ·T (−n)kn+1· · ·T (0)k1))⊗ (· · ·e(−n)in· · ·e(−1)i1)(· · ·h(−n)jn+1· · ·h(0)j1)vλ.
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This relation gives an isomorphism Ψ : V
s˜l2
(λ, 0,−2) → U(T˜−) ⊗ Πλ such that
Ψ(w) = 1⊗ vλ.
(2) First we notice that X can be considered as a simple T˜ –module by letting
T (n) acts as zero on X for n > 0. From Theorem 12.1 (1) now it follows that
X ⊗ Πλ is a simple s˜l2–module at the critical level. Take an arbitrary non–trivial
vector w ∈ X . By construction, w ⊗ vλ is a Whittaker, cyclic vector of type (λ, 0).
By using the universal property of the Whittaker module V
s˜l2
(λ, 0,−2) we conclude
that X ⊗Πλ is isomorphic to a simple quotient of Vs˜l2(λ, 0,−2) .
(3) By using (1) and Proposition 2.3 we see that every simple quotient of
V
s˜l2
(λ, 0,−2) is isomorphic to a module X ⊗ Πλ for certain simple T˜−–module
X . This proves the assertion (3).
The last statement follows directly from (2) and (3). 
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