Internal Defect Detection in Hardwood Logs With Fast Magnetic Resonance Imaging. by Coates, Eyler Robert, Jr
Louisiana State University
LSU Digital Commons
LSU Historical Dissertations and Theses Graduate School
1998
Internal Defect Detection in Hardwood Logs With
Fast Magnetic Resonance Imaging.
Eyler Robert Coates Jr
Louisiana State University and Agricultural & Mechanical College
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_disstheses
This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It has been accepted for inclusion in
LSU Historical Dissertations and Theses by an authorized administrator of LSU Digital Commons. For more information, please contact
gradetd@lsu.edu.
Recommended Citation
Coates, Eyler Robert Jr, "Internal Defect Detection in Hardwood Logs With Fast Magnetic Resonance Imaging." (1998). LSU
Historical Dissertations and Theses. 6818.
https://digitalcommons.lsu.edu/gradschool_disstheses/6818
INFORMATION TO USERS
This manuscript has been reproduced from the microfilm master. UMI 
films the text directly from the original or copy submitted. Thus, some 
thesis and dissertation copies are in typewriter face, while others may be 
from any type o f computer printer.
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction.
In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion.
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from left to  right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in reduced 
form at the back of the book.
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6” x 9” black and w'hite 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly to 
order.
UMI
A Bell & Howell Information Company 
300 North Zeeb Road, Ann Arbor MI 48106-1346 USA 
313/761-4700 800/521-0600
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
INTERNAL DEFECT DETECTION IN HARDWOOD LOGS WITH 
FAST MAGNETIC RESONANCE IMAGING
A Dissertation
Submitted to the Graduate Faculty o f the 
Louisiana State University and 
Agricultural and Mechanical College 
in partial fulfillment o f the 
requirements for the degree of 
Doctor of Philosophy
in
The Interdepartmental Programs in Engineering
by
Eyler Robert Coates, Jr.
B.S.I.E., Louisiana State University, 1979 
M.S.E.S., Louisiana State University, 1996 
December 1998
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
UMI Number: 9922067
Copyright 1998 by 
Coates, Eyler Robert, Jr.
All rights reserved.
UMI Microform 9922067 
Copyright 1999, by UMI Company. All rights reserved.
This microform edition is protected against unauthorized 
copying under Title 17, United States Code.
UMI
300 North Zeeb Road 
Ann Arbor, MI 4S103
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
©Copyright 1998 
Eyler Robert Coates, Jr. 
All rights reserved
ii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ACKNOWLEDGMENTS
I would like to thank Dr. T. Warren Liao for the opportunity to conduct research 
on an interesting and practical topic. He has been very interested and supportive o f my 
academic career. It is hard to even imagine a more helpful professor. My sincere thanks 
to him for his continuous guidance, support, encouragement and never-ending patience.
I would like to thank Dr. Sun Joseph Chang for his guidance concerning the 
physical interpretation of the magnetic resonance images, and his support in providing 
the images that form the basis of this study.
I would also like to thank Dr. Charles Harlow whose expertise in image processing 
was most important to my research. His passing comments were more helpful than he 
would ever know.
I would also like to thank Dr. Brian Marx for his extra effort in guiding me 
through the revision work and helping me learn more about validation o f the results and 
correlated data. Also, I would like to thank Dr. Robert Holmes who went beyond the role 
o f the Graduate School representative and provided helpful suggestions to improve the 
manuscript.
Although not on my committee, I would also like to thank Dr. Bhaba Sarker who 
has shown extraordinary support and interest in my academic career.
Finally, I would like to thank my wife, Brenda, for her unwavering support and 
financial sacrifice throughout my graduate school tenure.
iii










1.2.2 Nature o f wood--------------------------------------------------------------------------------- 6
1.2.3 Major types o f defects------------------------------------------------------------------------ 8
1.2.4 Hardwood grading-----------------------------------------------------------------------------9
1.3 Image Processing----------------------------------------------------------------------------------- 10
1.3.1 Image histograms---------------------------------------------------------------------------- 12
1.3.2 Relevant image enhancement methods--------------------------------------------------12
1.3.3 Median filtering-------------------------------------------------------------------------------13
1.3.4 Relevant image segmentation methods------------------------------------------------- 13
1.4 Magnetic Resonance Imaging-------------------------------------------------------------------15
1.4.1 Overview--------------------------------------------------------------------------------------- 15
1.4.4 Application to hardwood log defect detection-----------------------------------------18
1.4.5 Other scanning m ethods--------------------------------------------------------------------19
1.5 Objectives o f Research--------------------------------------------------------------------------- 19
CHAPTER 2. REVIEW OF LITERATURE--------------------------------------------------------21
2.1 Overview-------------------------------------------------------------------------------------------- 21
2.2 Magnetic Resonance Imaging------------------------------------------------------------------ 22
2.2.1 Echo-planar im aging------------------------------------------------------------------------24
2.2.2 Magnetic resonance imaging scanning o f logs--------------------------------------- 25
2.2.3 Economic feasibility of internal scanning for logs----------------------------------- 30
2.3 Other Scanning Methods and Defect Detection Algorithms----------------------------- 34
2.3.1 X-ray CT scanning o f logs and boards-------------------------------------------------- 34
2.3.2 Optical scanning of boards---------------------------------------------------------------- 40
2.3.3 Ultrasonic, microwave, and stress wave scanning o f logs and boards---------- 45
2.3.4 Multisensor scanning o f boards-----------------------------------------------------------47
2.4 Log Processing from Defect Information---------------------------------------------------- 48
2.4.1 Automatic lumber grading----------------------------------------------------------------- 48
2.4.2 Sawing optimization for boards----------------------------------------------------------49
2.4.3 Log sawing optimization------------------------------------------------------------------ 54
2.4.4 Direct log to product processing----------------------------------------------------------60
iv
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2.5 Relevant Image Processing Methods---------------------------------------------------------- 61
2.5.1 Image thresholding-------------------------------------------------------------------------- 61
2.5.2 Image segmentation------------------------------------------------------------------------- 66
2.5.3 Image registration---------------------------------------------------------------------------- 71
2.5.4 Image smoothing----------------------------------------------------------------------------- 73
2.5.5 Morphological noise reduction----------------------------------------------------------- 81
2.5.6 Image contrast enhancement-------------------------------------------------------------- 84
2.6 Validation o f Regression For Prediction Purposes-----------------------------------------90
2.6.1 Regression for prediction purposes------------------------------------------------------90
2.6.2 Validation of regression m odel----------------------------------------------------------- 90
2.6.3 Cross-validation------------------------------------------------------------------------------ 91
2.6.4 N-fold cross-validation----------------------------------------------------------------------92
2.6.5 Usefulness of individual PRESS residuals--------------------------------------------- 93
2.6.6 Problems o f autocorrelation--------------------------------------------------------------- 95
CHAPTER 3. METHODOLOGY----------------------------------------------------------------------96
3.1 Overview---------------------------------------------------------------------------------------------96
3.1.1 Data and equipment used in the research----------------------------------------------- 97
3.1.2 Preliminary findings------------------------------------------------------------------------- 98
3.2 Development o f Defect Detection Algorithm for Spin-echo Images-----------------100
3.2.1 Overview--------------------------------------------------------------------------------------100
3.2.2 Separation of foreground and background--------------------------------------------102
3.2.3 Determination o f average gray levels o f each pixel’s neighborhood----------- 103
3.2.4 Defect region seed detection------------------------------------------------------------- 103
3.2.5 Growing defect regions------------------------------------------------------------------- 105
3.3 Automatic Determination of Parameters for Spin-Echo Defect Detection 
Algorithm------------------------------------------------------------------------------------------------106
3.3.1 Overview--------------------------------------------------------------------------------------106
3.3.2 Averaging window size and region-growing connectivity determination—  106
3.3.3 Manual determination of parameters for each spin-echo im age-----------------111
3.3.4 Regression of image statistics to algorithm parameters for automatic 
determination o f param eters-------------------------------------------------------------------- 112
3.3.5 Obtaining predicted algorithm parameters from regression---------------------- 114
3.4 Comparing the Spin-Echo Defect Detection Algorithm against Thresholding 
M ethods--------------------------------------------------------------------------------------------------116
3.4.1 Overview--------------------------------------------------------------------------------------116
3.4.2 Finding equivalent number o f defect pixels with thresholding------------------117
3.4.3 Comparing defect results between the spin-echo defect detection algorithm 
and thresholding------------------------------------------------------------------------------------117
3.4.4 Seeking better threshold levels for the thresholding m ethod---------------------118
3.5 Development o f Defect Detection Algorithm for Echo-planar Images-------------- 118
3.5.1 Overview--------------------------------------------------------------------------------------118
3.5.2 Cropping and cleanup of echo-planar im ages----------------------------------------118
3.5.3 Registration o f echo-planar images to spin-echo im ages------------------------- 119
3.5.4 Separation of foreground and background--------------------------------------------120
v
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3.5.5 Application of spin-echo defect detection algorithm to echo-planar im ages-121
3.5.6 Finding pith defect in echo-planar images----------------------------------------- 122
3.6 Finding the Best Type of General Image Enhancement Method for Echo-Planar 
Images--------------------------------------------------------------------------------------------------- 124
3.6.1 Overview------------------------------------------------------------------------------------- 124
3.6.2 Measure o f the best image enhancement--------------------------------------------- 125
3.6.3 Experimental design for testing differences in image enhancement------------ 127
3.7 Use adjacent slices to eliminate noise in echo-planar images------------------------- 129
3.7.1 Overview------------------------------------------------------------------------------------- 129
3.7.2 Gaussian smoothing between fram es--------------------------------------------------130
3.7.3 Median smoothing between frames----------------------------------------------------131
3.7.4 Comparing adjacent slice smoothing m ethods-------------------------------------- 132
3.8 Comparing Defect Detection Capability of Processed Echo-Planar Im ages 133
3.8.1 Overview------------------------------------------------------------------------------------- 133
3.8.2 Generating defect images from pre-processed echo-planar im ages------------ 133
3.8.3 Measures o f best defect detection------------------------------------------------------ 133
3.8.4 Comparing defect images-----------------------------------------------------------------135
3.9 Determine Defect Detection Losses Between Spin-Echo and Echo-Planar Imagesl36
CHAPTER 4. RESULTS AND DISCUSSION---------------------------------------------------137
4.1 Overview-------------------------------------------------------------------------------------------137
4.2 Results of Spin-Echo Defect Detection Algorithm--------------------------------------- 137
4.2.1 Separation o f foreground from background------------------------------------------ 137
4.2.2 Image results o f spin-echo defect detection algorithm---------------------------- 139
4.3 Automatic Determination o f Parameters for Spin-Echo Defect Detection 
Algorithm-----------------------------------------------------------------------------------------------142
4.4 Comparison of Spin-Echo Defect Detection Algorithm to Ordinary Thresholding 154
4.4.1 Overview------------------------------------------------------------------------------------- 154
4.4.2 Using thresholding to find equivalent numbers of defect pixels-----------------154
4.4.3 Testing various threshold levels for defect detection-------------------------------156
4.5 Results of Echo-Planar Defect Detection Algorithm------------------------------------158
4.5.1 Separation of foreground and background------------------------------------------- 158
4.5.2 Image results o f unprocessed echo-planar defect detection algorithm 160
4.6 Automatic Determination of Parameters for Echo-Planar Defect Detection 
Algorithm-----------------------------------------------------------------------------------------------162
4.7 Comparison of General Image Enhancement Methods on Echo-Planar Images— 174
4.8 Comparison of Proposed Image Enhancement Methods on Echo-Planar Images 179
4.9 Comparison of Defect Detection Capability of Best Enhancement Methods on 
Echo-Planar Images---------------------------------------------------------------------------------- 184
4.9.1 Comparison of defect images using SNR--------------------------------------------- 184
4.9.2 Compare defect images using undetected defect pixels--------------------------- 190
4.9.3 Compare defect images using undetected defect regions------------------------- 190
4.9.4 Compare defect images using false alarm pixels------------------------------------191
4.9.5 Compare defect images using false alarm regions----------------------------------192
4.10 Visual Comparison of Defect Images------------------------------------------------------ 194
vi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 5. CONCLUSIONS AND FUTURE RESEARCH------------------------------ 201
5.1 Conclusions--------------------------------------------------------------------------------------- 201
5.2 Other Conclusions------------------------------------------------------------------------------ 205
5.3 Improving the Research------------------------------------------------------------------------ 207
5.4 Further Research---------------------------------------------------------------------------------208
BIBLIOGRAPHY--------------------------------------------------------------------------------------- 211
APPENDIX A - PROGRAM SOURCE CODE LISTINGS-----------------------------------223
APPENDIX B - IMAGE STATISTICS------------------------------------------------------------ 266
V IT A ------------------------------------------------------------------------------------------------------- 294
vii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
LIST OF TABLES
Table 1. 1 Comparison o f Softwood and Hardwood Cellular Structure------------------------3
Table 1. 2 Uses o f Hardwood---------------------------------------------------------------------------- 4
Table 1. 3 Usage o f Hardwood by Species - Source: Weekly Hardwood Review-----------4
Table 1 .4  Hardwood Sawmills and Planing Mills by State---------------------------------------5
Table 1. 5 Summary o f NHL A Hardwood Lumber G rades------------------------------------- 10
Table 2. 1 Present worth of after tax value of benefits o f a MRI log scanner----------------32
Table 3. 1 Analysis o f Variance for a Randomized Complete Block Design-------------- 129
Table 3. 2 Gaussian Smoothing Weights for ct = 5 mm----------------------------------------- 131
Table 3. 3 Gaussian Smoothing Weights for ct = 10 m m --------------------------------------- 131
Table 3. 4 Gaussian Smoothing Weights for ct = 15 m m --------------------------------------- 131
Table 4. 1 ANOVA of Regression o f Spin-Echo Upper Normal Variation L im it--------146
Table 4. 2 ANOVA of Regression o f Spin-Echo Lower Normal Variation Lim it--------147
Table 4. 3 ANOVA of Regression o f Spin-Echo Upper Region Stopping L im it---------149
Table 4. 4 ANOVA of Regression o f Spin-Echo Lower Region Stopping Limit---------150
Table 4. 5 ANOVA of Regression of Echo-Planar Upper Normal Variation L im it------165
Table 4. 6 ANOVA of Regression o f Echo-Planar Lower Normal Variation Limit------166
Table 4. 7 ANOVA of Regression o f Echo-Planar Upper Region-Stopping Lim it-------167
Table 4. 8 ANOVA of Regression o f Echo-Planar Lower Region-Stopping Limit-------168
Table 4. 9 ANOVA of Regression o f Echo-Planar Pith-Area Lower Normal-Variation 
Limit--------------------------------------------------------------------------------------------------------- 169
viii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4. 10 ANOVA of Regression of Echo-Planar Pith-Area Lower Region-Growing 
Stopping L im it-------------------------------------------------------------------------------------------- 170
Table 4. 11 ANOVA of SNR of Echo-Planar Images (Unprocessed and General 
Processing Methods)------------------------------------------------------------------------------------176
Table 4. 12 ANOVA of SNR of Echo-Planar Images (Unprocessed and Proposed 
Processing Methods)------------------------------------------------------------------------------------181
Table 4. 13 Regressions o f Echo-Planar Algorithm Upper Limit Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images----------------------- 185
Table 4. 14 Regressions o f Echo-Planar Algorithm Lower Limit Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images------------------------ 185
Table 4. 15 Regressions o f Echo-Planar Algorithm Upper Stop Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images------------------------ 186
Table 4. 16 Regressions of Echo-Planar Algorithm Lower Stop Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images------------------------ 186
Table 4. 17 Regressions of Echo-Planar Algorithm Pith Lower Limit Parameters Against 
Image Statistics o f Unprocessed and Processed Echo-Planar Images------------------------ 186
Table 4. 18 Regressions of Echo-Planar Algorithm Pith Lower Stop Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images------------------------ 186
Table 4. 19 ANOVA of SNR of Defect Images from Unprocessed and Processed Echo- 
Planar Im ages--------------------------------------------------------------------------------------------- 189
Table 4. 20 ANOVA of Undetected Defect Pixels from Defect Images of Unprocessed 
and Preprocessed Echo-Planar Im ages-------------------------------------------------------------- 190
Table 4. 21 ANOVA o f Undetected Defect Regions from Defect Images of Unprocessed 
and Preprocessed Echo-Planar Im ages-------------------------------------------------------------- 191
Table 4. 22 ANOVA of False Alarm Defect Pixels from Defect Images o f Unprocessed 
and Processed Echo-Planar Im ages------------------------------------------------------------------ 192
Table 4. 23 ANOVA o f False Alarm Defect Regions from Defect Images of 
Unprocessed and Preprocessed Echo-Planar Images---------------------------------------------193
Table 4. 24 Defect Detection Losses by Preprocessing on Echo-Planar Images---------- 193
Table B. 1 Parameters for Defect Detection Algorithm for Spin-Echo Im ages-----------266
ix
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table B. 2 Image Statistics o f Spin-Echo Images-------------------------------------------------268
Table B. 3 Prediction of Parameters for Spin-Echo Images------------------------------------270
Table B. 4 Comparison o f Defects Results of Spin-Echo Defect Detection Algorithm 
Versus Ordinary Thresholding------------------------------------------------------------------------ 272
Table B. 5 Parameters for Defect Detection Algorithm for Echo-Planar Im ages---------274
Table B. 6 Image Statistics for Echo-Planar Im ages-------------------------------------------- 276
Table B. 7 Prediction of Parameters for Echo-Planar Images----------------------------------278
Table B. 8 SNR of Echo-Planar Images (Unprocessed and General Processing Methods)280
Table B. 9 SNR of Echo-Planar Images (Unprocessed and Proposed Processing 
Methods)--------------------------------------------------------------------------------------------------- 282
Table B. 10 SNR of Defect Images from Unprocessed and Processed Echo-Planar 
Images------------------------------------------------------------------------------------------------------ 284
Table B. 11 Count o f Undetected Defect Pixels of Defect Images from Unprocessed and 
Processed Echo-Planar Im ages----------------------------------------------------------------------- 286
Table B. 12 Count o f Undetected Defect Regions of Defect Images from Unprocessed 
and Processed Echo-Planar Images------------------------------------------------------------------288
Table B. 13 Count o f False Alarm Defect Pixels of Defect Images from Unprocessed and 
Processed Echo-Planar Im ages----------------------------------------------------------------------- 290
Table B. 14 Count o f False Alarm Defect Regions o f Defect Images from Unprocessed 
and Processed Echo-Planar Images------------------------------------------------------------------292
x
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
LIST OF FIGURES
Figure 1.1 The Parts of a Mature Tree------------------------------------------------------------------6
Figure 1.2 Growth Occurs As A Sheath----------------------------------------------------------------7
Figure 1.3 Earlywood and Latewood Wall Thickness---------------------------------------------- 7
Figure 1.4 MRI at the atomic level-------------------------------------------------------------------  17
Figure 2.1 Example of an Influential Data Point--------------------------------------------------- 94
Figure 3. 1 MRI Spin-echo Scan---------------------------------------------------------------------- 98
Figure 3. 2 Photo o f Cross Section-------------------------------------------------------------------- 98
Figure 3. 3 Spin-echo Scan With Knot--------------------------------------------------------------- 99
Figure 3. 4 Center Profile o f Figure 3. 3 -------------------------------------------------------------99
Figure 3. 5 Scan with Median Filtering------------------------------------------------------------ 100
Figure 3. 6 Center Profile o f Figure 3 .5------------------------------------------------------------ 100
Figure 3. 7 Pixels With Absolute Difference > 40 Between Original Image And Median-
Filtered Image---------------------------------------------------------------------------------------------101
Figure 3. 8 Profile o f Absolute Difference Image Between Original Image and Median- 
Filtered Image---------------------------------------------------------------------------------------------101
Figure 3. 9 Signed Difference Image Between Original Image and Median-Filtered 
Image--------------------------------------------------------------------------------------------------------101
Figure 3 .10 Comparison o f Original Image and Difference Image-------------------------- 101
Figure 3. 11 Construction o f Variable Threshold L im its--------------------------------------- 104
Figure 3. 12 Application o f Threshold Limits to Original Image----------------------------- 104
Figure 3.13 Original Profile with Various Window Size Smoothed Profiles-------------- 107
xi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 3. 14 Skewness of Residuals versus Averaging Window Size----------------------- 107
Figure 3 .15 Original Profile with Various Window Size Smoothed Profiles------------- 110
Figure 3. 16 Skewness of Residuals versus Averaging Window Size----------------------- 110
Figure 3. 17 Contrast Enhanced Echo-Planar Image (x2)-------------------------------------- 119
Figure 3. 18 Echo-Planar Image After Cropping and Padding---------------------------------119
Figure 3. 19 Warped Echo-Planar Image That Registers With Spin-Echo Image in Figure 
3 . 2 0 ------------------------------------------------------------------------------------------------------------------------------------ 121
Figure 3. 20 Spin-Echo Image Taken at Same Location as Echo-Planar Image in Figure 
3 19--------------------------------------------------------------------------------------------------------------- 121
Figure 3. 21 Foreground of Echo-Planar Image From Moment-Preserving Threshold - 122
Figure 3. 22 Foreground of Echo-Planar Image With Additional Morphological 
Smoothing Step------------------------------------------------------------------------------------------- 122
Figure 4. 1 Spin-Echo Frame # 1 5 ------------------------------------------------------------------- 137
Figure 4. 2 Mask Image for Frame #15--------------------------------------------------------------137
Figure 4. 3 Spin-Echo Frame # 2 0 ------------------------------------------------------------------- 138
Figure 4. 4 Mask for Frame # 2 0 --------------------------------------------------------------------- 138
Figure 4. 5 Spin-Echo Frame # 2 5 ------------------------------------------------------------------- 138
Figure 4. 6 Mask for Frame # 2 5 ----------------------------------------------------------------------138
Figure 4. 7 Spin-Echo Frame # 3 0 ------------------------------------------------------------------- 138
Figure 4. 8 Mask for Frame # 3 0 --------------------------------------------------------------------- 138
Figure 4. 9 Spin-Echo Frame # 5 0 ------------------------------------------------------------------- 139
Figure 4. 10 Mask for Frame # 50-------------------------------------------------------------------- 139
Figure 4. 11 Seeds for Frame # 1 5 ------------------------------------------------------------------- 140
Figure 4. 12 Defects for Frame # 1 5 ----------------------------------------------------------------- 140
xii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4. 13 Seeds for Frame # 2 0 ------------------------------------------------------------------- 140
Figure 4. 14 Seeds for Frame # 2 0 ------------------------------------------------------------------- 140
Figure 4. 15 Seeds for Frame # 2 5 ------------------------------------------------------------------- 140
Figure 4. 16 Defects for Frame # 2 5 ----------------------------------------------------------------- 140
Figure 4. 17 Seeds for Frame # 3 0 --------------------------------------------------------------------141
Figure 4. 18 Defects for Frame # 3 0 ----------------------------------------------------------------- 141
Figure 4. 19 Seeds for Frame # 5 0 ------------------------------------------------------------------- 141
Figure 4. 20 Defects for Frame # 5 0 ----------------------------------------------------------------- 141
Figure 4. 21 Skewness for Frames 5-10------------------------------------------------------------- 142
Figure 4. 22 Skewness for Frames 11-20----------------------------------------------------------- 142
Figure 4. 23 Skewness for Frames 21-30-----------------------------------------------------------142
Figure 4. 24 Skewness for Frames 31-40-----------------------------------------------------------142
Figure 4. 25 Skewness for Frames 41-50----------------------------------------------------------- 143
Figure 4. 26 Skewness for Frames 51-60----------------------------------------------------------- 143
Figure 4. 27 Loss Function for Frame 1 0 ----------------------------------------------------------- 144
Figure 4. 28 Loss Function for Frame 3 0 -----------------------------------------------------------144
Figure 4. 29 Correlation of Image Statistics Between Frames--------------------------------- 146
Figure 4. 30 Spin-Echo Frame # 5 ---------------------------------------------------------------------151
Figure 4.31 Manual Parameters # 5 ------------------------------------------------------------------ 151
Figure 4. 32 Predicted Parameters #5---------------------------------------------------------------- 151
Figure 4. 33 Spin-Echo Frame #54------------------------------------------------------------------- 151
Figure 4. 34 Manual Parameters # 5 4 ---------------------------------------------------------------- 151
Figure 4. 35 Predicted Parameters #54-------------------------------------------------------------- 151
xiii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4. 36 Spin-Echo Frame #36---------------------------------------------------------------- 152
Figure 4. 37 Manual Parameters # 3 6 ---------------------------------------------------------------- 152
Figure 4. 38 Predicted Parameters # 3 6 -------------------------------------------------------------- 153
Figure 4. 39 Spin-Echo Frame #43------------------------------------------------------------------- 153
Figure 4. 40 Manual Parameters # 4 3 ---------------------------------------------------------------- 153
Figure 4. 41 Predicted Parameters # 4 3 -------------------------------------------------------------- 153
Figure 4. 42 Threshold Defects # 15----------------------------------------------------------------- 155
Figure 4. 43 Threshold Defects # 20----------------------------------------------------------------- 155
Figure 4. 44 Threshold Defects # 25----------------------------------------------------------------- 155
Figure 4. 45 Threshold Defects # 30----------------------------------------------------------------- 156
Figure 4. 46 Threshold Defects # 50----------------------------------------------------------------- 156
Figure 4. 47 Lower Threshold at 40------------------------------------------------------------------ 157
Figure 4. 48 Lower Threshold at 50------------------------------------------------------------------ 157
Figure 4. 49 Lower Threshold at 60------------------------------------------------------------------ 157
Figure 4. 50 Lower Threshold at 70------------------------------------------------------------------ 157
Figure 4. 51 Lower Threshold at 80------------------------------------------------------------------ 157
Figure 4. 52 Echo-Planar Frame # 1 5 ---------------------------------------------------------------- 159
Figure 4. 53 Mask for Frame # 1 5 -------------------------------------------------------------------- 159
Figure 4. 54 Echo-Planar Frame # 2 0 ---------------------------------------------------------------- 159
Figure 4. 55 Mask for Frame # 2 0 -------------------------------------------------------------------- 159
Figure 4. 56 Echo-Planar Frame # 2 5 ---------------------------------------------------------------- 159
Figure 4. 57 Mask for Frame # 2 5 -------------------------------------------------------------------- 159
Figure 4. 58 Echo-Planar Frame # 3 0 ---------------------------------------------------------------- 160
xiv
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4. 59 Mask for Frame #30 ----------------------------------------------------------------- 160
Figure 4. 60 Echo-Planar Frame # 5 0 ----------------------------------------------------------------160
Figure 4. 61 Mask for Frame # 5 0 -------------------------------------------------------------------- 160
Figure 4. 62 Defects - Echo-Planar #15-------------------------------------------------------------161
Figure 4. 63 Defects - Echo-Planar #20-------------------------------------------------------------161
Figure 4. 64 Defects - Echo-Planar #25-------------------------------------------------------------161
Figure 4. 65 Defects - Echo-Planar #30-------------------------------------------------------------161
Figure 4. 66 Defects - Echo-Planar #50-------------------------------------------------------------161
Figure 4. 67 Skewness for Frames 5-10-------------------------------------------------------------163
Figure 4. 68 Skewness for Frames 11 -2 0 -----------------------------------------------------------163
Figure 4. 69 Skewness for Frames 21-30---------------------------------------------------------- 163
Figure 4. 70 Skewness for Frames 31-40-----------------------------------------------------------163
Figure 4. 71 Skewness for Frames 41-50-----------------------------------------------------------164
Figure 4. 72 Skewness for Frames 51-60-----------------------------------------------------------164
Figure 4. 73 Correlation of Image Statistics Between Frames---------------------------------164
Figure 4. 74 Echo-Planar Frame # 2 6 ----------------------------------------------------------------171
Figure 4. 75 Manual Parameters # 2 6 ----------------------------------------------------------------171
Figure 4. 76 Predicted Parameters #26 --------------------------------------------------------------172
Figure 4. 77 Echo-Planar Frame # 3 3 ---------------------------------------------------------------- 172
Figure 4. 78 Manual Parameters # 3 3 ----------------------------------------------------------------172
Figure 4. 79 Predicted Parameters # 3 3 --------------------------------------------------------------172
Figure 4. 80 Echo-Planar Frame # 3 4 ----------------------------------------------------------------173
Figure 4. 81 Manual Parameters # 3 4 ----------------------------------------------------------------173
xv
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4. 82 Predicted Parameters #34----------------------------------------------------------- 173
Figure 4. 83 Echo-Planar Frame#53-----------------------------------------------------------------173
Figure 4. 84 Manual Parameters # 5 3 ----------------------------------------------------------------173
Figure 4. 85 Predicted Parameters #53 --------------------------------------------------------------173
Figure 4. 86 Median Echo-planar #20---------------------------------------------------------------176
Figure 4. 87 Despeckle Echo-planar #20------------------------------------------------------------176
Figure 4. 88 Average Echo-planar #20--------------------------------------------------------------177
Figure 4. 89 Median Echo-planar #30---------------------------------------------------------------177
Figure 4. 90 Despeckle Echo-planar #30------------------------------------------------------------177
Figure 4. 91 Average Echo-planar #30--------------------------------------------------------------177
Figure 4. 92 Median Echo-planar #50---------------------------------------------------------------178
Figure 4. 93 Despeckle Echo-planar #50------------------------------------------------------------178
Figure 4. 94 Average Echo-planar #50--------------------------------------------------------------178
Figure 4. 95 Gaussian (ct = 5mm) #20---------------------------------------------------------------181
Figure 4. 96 Gaussian (ct = 10mm) #20-------------------------------------------------------------181
Figure 4. 97 Gaussian (ct = 15mm) #20-------------------------------------------------------------182
Figure 4. 98 Z-axis median # 2 0 ---------------------------------------------------------------------- 182
Figure 4. 99 Gaussian (ct = 5mm) #30---------------------------------------------------------------182
Figure 4. 100 Gaussian (ct = 10mm) #30------------------------------------------------------------182
Figure 4. 101 Gaussian (ct = 15mm) #30------------------------------------------------------------182
Figure 4. 102 Z-axis Median #30--------------------------------------------------------------------- 183
Figure 4. 103 Gaussian (ct = 5mm) #50-------------------------------------------------------------183
xvi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4. 104 Gaussian (ct = 10mm) #50---------------------------------------------------------183
Figure 4. 105 Gaussian (ct = 15mm) #50------------------------------------------------------------183
Figure 4. 106 Z-axis Median #50--------------------------------------------------------------------- 183
Figure 4. 107 Correlation o f Image Statistics Between Zmedian Frames-------------------187
Figure 4. 108 Correlation o f Image Statistics Between GaussianFrames-------------------188
Figure 4. 109 Correlation o f Image Statistics Between XY Median Fram es---------------189
Figure 4. 110 Z-axis Median Defects #15-----------------------------------------------------------194
Figure 4. 111 Gaussian Defects # 1 5 ----------------------------------------------------------------- 194
Figure 4. 112 XYMedian Defects #15---------------------------------------------------------------195
Figure 4. 113 Unprocessed Defects #15-------------------------------------------------------------195
Figure 4. 114 Spin-Echo Defects #15----------------------------------------------------------------195
Figure 4. 115 Z-axis Median Defects #20-----------------------------------------------------------195
Figure 4. 116 Gaussian Defects # 2 0 ----------------------------------------------------------------- 195
Figure 4. 117 XYMedian Defects #20--------------------------------------------------------------- 196
Figure 4. 118 Unprocessed Defects #20-------------------------------------------------------------196
Figure 4. 119 Spin-Echo Defects #20---------------------------------------------------------------- 196
Figure 4. 120 Z-axis Median Defects #25-----------------------------------------------------------196
Figure 4. 121 Gaussian Defects # 2 5 ----------------------------------------------------------------- 196
Figure 4. 122 XYMedian Defects #25--------------------------------------------------------------- 197
Figure 4. 123 Unprocessed Defects #25-------------------------------------------------------------197
Figure 4. 124 Spin-Echo Defects #25---------------------------------------------------------------- 197
Figure 4. 125 Z-axis Median Defects #30-----------------------------------------------------------197
xvii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4. 126 Gaussian Defects #30-------------------------------------------------------------- 197
Figure 4. 127 XYMedian Defects #30---------------------------------------------------------------198
Figure 4. 128 Unprocessed Defects #30-------------------------------------------------------------198
Figure 4. 129 Spin-Echo Defects #30----------------------------------------------------------------198
Figure 4. 130 Z-axis Median #50--------------------------------------------------------------------- 198
Figure 4. 131 Gaussian Defects # 5 0 ----------------------------------------------------------------- 198
Figure 4. 132 XYMedian #50--------------------------------------------------------------------------199
Figure 4. 133 Unprocessed Defects #50-------------------------------------------------------------199
Figure 4. 134 Spin-Echo Defects #50----------------------------------------------------------------199
xviii
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ABSTRACT
Identification of defects such as knots in logs before the cutting operation would 
allow lumber mills to maximize the value of lumber from each log. This dissertation 
presented images obtained from scanning an oak log with magnetic resonance imaging 
(MRI). The unique characteristics of MRI images o f hardwood logs were noted and were 
used to derive a quick algorithm to isolate defects. Defect regions had some pixels that 
varied considerably in intensity from their neighborhood, providing a seed for initiating 
the defect region. There was an overlap between the pixel gray level o f the defects and 
clear wood. Therefore, traditional thresholding techniques did not cleanly separate these 
regions. In this study, region-growing methods were used to extract the defects. The 
algorithm grew the defect region seed until the border-pixel gray levels approached the 
average level o f the neighborhood. The region-growing methods obtained more accurate 
defect regions than thresholding methods because o f the simultaneous consideration of 
gray level and adjacency information.
Two methods o f MRI imaging were considered: spin-echo and echo-planar. Spin- 
echo imaging provided clear, detailed images but required about 20 seconds of 
acquisition time, which was too slow to be used in a production environment. Echo- 
planar images could be acquired in about 1/2 second, which was fast enough for 
production, but the images were fuzzy and noisy.
The dissertation presented an algorithm that found the defect regions in spin-echo 
images. Region-growing methods use a number o f parameters and the best parameters
xix
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were unique for each image. However, common image statistics could be used to predict 
the proper parameters.
The dissertation also presented an algorithm that found most o f the defect regions 
in echo-planar images. Enhancing the echo-planar images using common general- 
purpose image-enhancement techniques failed because the lack of discrimination 
allowed the process to smooth image structures as well as noise. By taking advantage of 
the structure o f a tree, smoothing between MRI frames accomplished the goal of 
smoothing along homogeneous areas and not across image structures. This “z-axis” 
smoothing enhanced the echo-planar image visually and reduced the number of false 
alarm defect regions.
xx




Identification o f defects in logs before the sawing operation allows a lumber mill 
to optimize the value of usable lumber from each log. Normally, a log is graded by 
outward appearance to determine the cutting plan. However, most wood defects are 
internal and the exact locations are not detected until the sawing operation has already 
begun. The sawyer is forced to make instantaneous adjustments of the cutting plan as the 
log defects present themselves in an attempt to maximize the value of the lumber ffom a 
log. If  these defects were identified prior to the sawing operation, it would be possible to 
plan the optimal cutting plan to produce higher quality lumber.
A study has shown that the optimal orientation of a log for its first cut versus the 
orientation used by current methods that rely on exterior indications produces an average 
11% increase in value of lumber ffom logs (Steele et al. 1994). It has been estimated that 
an 11% increase in value represents roughly a $430 million dollar increase in the value 
of hardwood lumber produced on an annual basis in the United States (Chang et al.
1989). Several studies have shown that magnetic resonance imaging (MRI) imaging can 
provide the locations of internal defects (Wang and Chang 1986, Hall and Rajanayagam 
1986, Chang 1987, Hailey and Swanson 1987, Chang et al. 1989, Flibotte et al. 1990, 
Quick et al. 1990, Chang et al. 1991, Chang and Guddanti 1993). A MRI scan provides 
an internal view of a slice of the log. These slices can be accumulated to build a three 
dimensional model o f the log ffom which an optimal cutting plan can be devised. One of 
the most common methods of MRI imaging is the spin-echo method.
1
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This method produces good image results but the time for each slice is 
approximately 20 seconds. To detect small defects, the slices would have to be about 10 
mm apart (1/4 inch). At 20 seconds per slice, the process would be too slow to be 
commercially practical.
A newer method of MRI imaging is the echo-planar method. This method can 
produce an image within half a second that is 40 times quicker than the spin-echo 
method and is commercially practical. The main drawback is that the image quality is 
noisy and fuzzy compared to the spin-echo method.
A study has also indicated that the development of algorithms for image 
interpretation, which is the main thrust of this dissertation, is one o f the required 
research areas that would allow the MRI technology to be adopted by the lumber 
industry thus improving lumber production efficiency (Chang et al. 1989). The goal of 
this research is to develop image interpretation algorithms for the spin-echo method and 
the echo-planar method, then to demonstrate that the quicker echo-planar method despite 
its poorer image quality is very useful for defect detection.
1.2 Hardwood
Trees are in the botanical division called spermatophytes (meaning seed plants). 
Trees are further divided into two main subdivisions: gymnosperms (naked seeds) and 
angiosperms (seeds in fruit). Under these subdivisions are various orders. From the 
commercial viewpoint, the most important order under gymnosperms is the coniferales 
(softwoods) and the most important class under the angiosperms is the dicotyledon 
(hardwoods).
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Besides the naked seed characteristic, softwood trees are characterized by 
needlelike leaves, the “evergreen” quality of leave production and most softwood 
species produce a scaly cone where the seeds are produced. Examples o f softwoods 
include pine, cedar, juniper, cypress, fir, hemlock, spruce, larch, and redwood.
In contrast, hardwood trees produce seeds inside o f fruit, pods, or acoms. They are 
also characterized by broad leaves that will annually change color and drop in temperate 
zones around the world. Examples of commercially important hardwoods in the United 
States include oak, popular, ash, gum, cherry, maple, alder, basswood, walnut, 
cottonwood, hackberry, hickory, pecan, birch, beech, tupelo, and elm.
The wood produced by hardwood and softwood trees is also different from a 
morphological standpoint. Table 1.1 below shows the differences in the cellular makeup 
o f softwoods and hardwoods.
Table 1.1 Comparison of Softwood and Hardwood Cellular Structure
Cell Type Volume in Hardwood Volume in Softwood
Fiber tracheid 15-60% 90-95%
Vessel elements 20-60% 0%
Longitudinal parenchyma 0-24% 0-2%
Ray parenchyma 5-30% 5-7%
Hardwoods are noted for the large number of vessel cells that are either 
nonexistent or rare in softwoods. With softwoods, about 95% o f the volume is composed 
o f  fiber cells (longitudinal trachieds) that are much longer and more numerous than 
hardwood fiber cells. This characteristic makes softwoods especially suitable for paper 
and hardwoods unsuitable for paper.
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1.2.1 Hardwood industry
Hardwood is used for a variety of products including lumber, flooring, dimension, 
millwork, veneers, plywood, pallets, poles and pilings. The uses of hardwood by volume 
are shown in Table 1.2 (Chang, 1992).
Table 1. 2 Uses of Hardwood
Use Percent






There are about 100,000 species of hardwoods in the world o f which there are 1000 
species in the United States of which 100 species are commercially important. The 
proportion of the hardwood production by species is given below in Table 1.3 (Chang, 
1992).
Table 1. 3 Usage of Hardwood by Species - Source: Weekly Hardwood Review
Species Percent MBF
Red Oak 36.82 3,534,720
White Oak 15.11 1,450,560
Poplar 11.20 1,075,200
Ash 4.61 442,560
Sap Gum 4.32 414,720
Cherry 3.91 375,360
Soft Maple 3.86 370,560







table continued on next page








Other Species 3.00 288,000
Total 100.0 9,600,000
Aside from the hardwoods grown in the United States, the U.S. imports only 4%
o f all the tropical timber products traded globally in 1989. In 1993, the value was $533 
million, which broke down into $412 million for hardwood plywood, $99 million for 
lumber, $20 million for veneer, and $2 million for logs. The most common species is 
mahogany which represents 59.0% of the value of all imports, followed by meranti, 
12.7%, and teak, 11.7% (Smith et al. 1995). The hardwood industry is widespread in the 
United States as shown by the Table 1.4 (Chang 1992).
Table 1. 4 Hardwood Sawmills and Planing Mills by State
States
Number of Sawmills 
and Planing Mills States
Number o f Sawmills 
and Planing Mills
Pennsylvania 403 Texas 118
North Carolina 380 Maine 107
Virginia 322 South Carolina 103
Tennessee 299 Minnesota 100
Missouri 283 Louisiana 93
Kentucky 257 New Hampshire 79
West Virginia 202 Illinois 63
Arkansas 202 Massachusetts 48
New York 201 Vermont 45
Alabama 197 Iowa 29
Wisconsin 196 Maryland 28
Mississippi 187 Connecticut 15
Georgia 186 New Jersey 12
Michigan 153 Rhode Island 7
Indiana 143 Delaware 6
Ohio 139 TOTAL 4603
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6
1.2.2 Nature of wood
Wood is a common name for what is referred to technically as xylem. The main
four parts o f a tree stem are outer bark, phloem (inner bark), cambium (the living part of
the tree that produces new cells), and the xylem. Xylem is further broken down into
sapwood and heartwood. Sapwood is distinguished from heartwood by the living
parenchyma cells whereas all cells in heartwood are dead. The formation of heartwood is
due to the buildup o f biochemical waste materials that are polyphenolic. These
chemicals are given the common name o f extractives because they are often extracted
from the heartwood to produce oils, waxes, gums, and resins. Some of these extractives
are toxic which gives heartwood better rot and insect resistance. Some o f  the extractives
are dark colored which often give heartwood a darker color than sapwood. The gums and
waxes can inhibit moisture movement and make heartwood more difficult to dry. The
locations o f the parts o f a tree stem are shown in Figure 1.1.
Parts of a mature 
tree stem
I O utar bark
Figure 1.1 The Parts of a Mature Tree
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New growth occurs 
as a sheath
com ing the main itwn,
Figure 1.2 Growth 
Occurs As A Sheath
The growth of a tree occurs at the cambium layer. This 
layer completely sheaves the tree just under the bark layers 
which causes a tree to add growth only to the outside layer. 
Thus stationary foreign objects such as nails or even dead 
branches will eventually become encapsulated by newer layers 
of growth. Figure 1.2 illustrates how trees increase their volume 
as growth occurs.
The annual addition o f growth to the outer edge o f the 
xylem creates the 
well-known 
growth ring or 
annual ring. In 
temperate 
climates, growth
occurs vary rapidly in the spring and 
slows down in the late summer before 
ceasing in the fall. During the early, rapid- Eariywood Latewood
growth period in the spring, the new Figure 1.3 Earlywood and Latewood
W all Thickness
xylem cells have thin cell walls and large
lumens (central cell cavities). During the late, slow-growth period o f  the summer, newly 
formed xylem cells have thick cell walls and small lumens. The relative difference 
between earlywood and latewood are shown in Figure 1.3. Because the specific gravity 
of the cell wall is about 1.5 and the lumen is filled with a mixture o f air and water (in
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“green” wood) which has a specific gravity of 1.0 or less, the thick-walled, small lumen 
cells from the late season growth are denser and appear darker than the thin-walled, large 
lumen cells from the early season growth. This produces the alternating bands o f light 
and dark wood that is a recognizable feature o f annular growth rings.
1.2.3 Major types of defects
The following defects are used by the National Hardwood Lumber Association 
(NHLA) in grading lumber: bark pockets, checks (cracks), decay, grub holes, holes, 
knots, mineral streak, pith, shake, splits, stain, wane, and worm holes.
A study using comparison-of-means tests to look for differences in defects 
between grades found that knots, stain, and decay were the most important defect types 
encountered in red oak lumber. Considered to be of minor importance were bark 
pockets, splits, mineral streak, holes, grub holes, and worm holes. The defect types with 
the most defects per board foot were knots, checks, and wane. The number o f defects per 
board feet was found to be a good indicator of lumber grade (Harding et al. 1993).
In addition to defects that are important for the visual grading of lumber, there are 
other defects in logs that are often the root causes for the visual defects in lumber. These 
include reaction wood (tension wood in hardwoods) and wetwood. Reaction wood is the 
wood formed from a leaning tree. The wood on the outer side o f a leaning tree is 
subjected to tension forces. The properties of the wood are affected adversely. The only 
visual clues of tension wood in cut logs come from elliptical growth ring patterns. 
Because tension wood has greater longitudinal shrinkage over normal wood, lumber will
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warp or twist or split during the drying process. Also, the machining qualities o f tension 
wood are very poor (Haygreen and Bower 1989).
Wetwood is an abnormal condition caused by an invasion of anaerobic bacteria 
invading the tree trunk primarily through the root system. The most common distribution 
o f wetwood is in the heartwood and inner sapwood. As wetwood progresses upward into 
the tree trunk, it tapers in toward the core o f the tree. This results in a cone shaped 
volume of wetwood surrounded by normal wood. Visually, wetwood often appears as 
normal wood, but it may be darker. The moisture content is almost always greater than 
that of normal wood in the same tree. When a tree becomes infected with wetwood, there 
is no outward sign of the condition (Pettersen e! al. 1993). Lumber from the tree may 
also appear normal, but when the green wood is kiln-dried, it usually develops checks, 
ring failure, or honeycomb and large economic losses result.
Oak lumber containing wetwood is more prone than normal oak lumber to develop 
honeycomb, ring shake, and deep surface checks. It is difficult to recognize the presence 
of wetwood in lumber on the green chain during mill operation; therefore, the drying 
defects that develop in oak wetwood are unexpected. Wetwood limits the potential for 
lumber drying at accelerated schedules (Ross et al. 1994).
1.2.4 Hardwood grading
The NHLA writes the rules for grading hardwood lumber in the United States and 
Canada. The rules are also used in other countries that export lumber to the United 
States. The most common lumber grades for hardwoods are: First-and-seconds (FAS), 
First-and-seconds-one-face (FIF), Selects (SEL), Number 1 Common (1C), Number 2 
Common (2C), Number 3A Common (3AC), Number 3B Common (3BC). The major
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determinants for a grade assignment are the overall size of the board, the percentage of 
the total area o f the board that can be used for furniture parts, and the size o f the clear 
areas. After finding the total size of the board, the grader determines the poorest side of 
the board. From that side he determines the size of the clear rectangular cuttings that the 
board can yield. The smallest rectangular cuttings that can be used for this step o f the 
inspection are specified by the rules. Finally, the proportion of the board that is covered 
by these clear cuttings is determined. On the basis of the overall size of the board, the 
clear cutting sizes and the proportion o f the total area that the clear cuttings cover, the 
board is categorized according to a set o f rules that is summarized in Table 1.2.
Table 1. 5 Summary of NHLA Hardwood Lumber Grades
Grade Name Required Yield
Minimum Size of 
Cuttings Used For 
Calculation of Yield
Minimum Allowed 
Size o f Board
FAS 83% 4 in. x 5 ft. or 6 in. x 8 ft.
3 in. x 7 ft.
Select 83% Similar to FAS 4 in. x 6 ft.
No.l Common 66% 3 in. x 3 ft. or 3 in. x 4 ft.
4 in. x 2 ft.
No.2 Common 50% 3 in. x 2 ft. 3 in. x 4 ft.
No.3A Common 33% 3 in. x 2 ft. 3 in. x 4 ft.
No.3B Common 25% 3 in. x 2 ft. 3 in. x 4 ft.
1.3 Image Processing
An image refers to a two-dimensional (2-D) light intensity function/(x,y) where x 
and y  denote spatial coordinates and the value of/  at any point (x,y) is proportional to the 
brightness (or gray level). The coordinate system most often used sets the (0,0) point in 
the left top comer and the x values increase toward the right and the y values increase in 
a downward direction. This system follows the one used by 2-D matrices. A digital
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image is an image that has been discretized both in spatial coordinates and brightness. 
Digital images are most often defined as a 2-D matrix of integers where the location of 
the point is given by the column (x) and row (y) indices of the matrix and the matrix 
element value defines the gray level at that point. The elements that make up the image 
matrix are called pixels, which is an abbreviation for picture elements.
Although images can be any size and have any number of gray level resolutions, 
there is a tendency in image processing to work with images that are square or at least 
rectangular and have a number of possible gray levels and dimension sizes that are a 
power of 2 (such as 16, 64, 128, 256, 512, etc.). Although people can distinguish only 
about 30 gray levels, many input devices can distinguish much greater numbers of gray 
levels. Because 256 levels is usually adequate for most tasks and 256 levels is the largest 
number that can be represented by an 8-bit byte which allows for convenient storage, 
much of image processing work is done with 256 gray levels. As a reference, an image 
from a television screen has been compared t o a 5 1 2 x 5 1 2  image with 128 gray levels 
(Gonzales and Woods, 1992).
Connectivity between pixels is a concept used for boundaries and for region 
definitions. In two dimensional images, the 4-neighbors of a pixel p  at coordinates (x,y) 
have the coordinates (x+1, y), (x-1, y), (x, y+1), and (x, y-1). These neighbors are said to 
be 4-connected to p. Similarly, there are four diagonal neighbors of p  at coordinates 
(x+1, y+1), (x+I, y-1), (x-1, y+1), and (x-1, y-1). These diagonal neighbors along with 
the 4-connected neighbors constitute the 8-connected neighbors o f p.
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1.3.1 Image histograms
The histogram of a digital image in L gray levels in the range [0, L -l] is a discrete 
function given by p(rfc) = n^/n, where is the Ath gray level, nfc is the number of pixels 
in the image with the kth gray level and n is the total number of pixels in the image. 
Histogram equalization refers to a monotonic remapping of the pixel gray levels so that 
the histogram of the image is flat and the gray levels follow a uniform distribution (i.e., 
p(rk)= l/L ).
1.3.2 Relevant image enhancement methods
Image enhancement methods include contrast stretching. Contrast stretching is 
useful where an area may have many pixels with similar gray levels resulting in low 
contrast. If  the gray levels were remapped so that they differ widely from one another, 
the appearance would be an image o f stark contrast. One method to maximize contrast 
across the image as a whole is the aforementioned histogram equalization method. This 
method also has the advantage o f normalizing an image so that the overall gray levels 
are the same as all other images with equalized histograms. The same object recorded 
under two different image acquisition systems or by the same system under different 
conditions can be adjusted by the histogram equalization method to produce equivalent 
images.
If noise is uncorrelated and has a zero average value, then a noisy image can be 
improved by averaging a number of acquisitions of the same scene. Given a noisy image 
g(x,y) formed by the original image fix.y) and the addition of noise Tj(x,y), g(x,y) = fix,y)  
+  T](x,y). If there are M acquisitions, then averaging the images will yield:
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So, the averaged images will yield an image that becomes closer to the original noise- 
free image. Recently, a number of researchers have devised adaptive and other non­
linear methods for image enhancement and noise removal.
1.3.3 Median filtering
Median filtering is widely used for smoothing and enhancing an image. Many 
smoothing filters tend to blur sharp image details. In median filtering, the gray level of 
each pixel is replaced by the median o f the gray levels in the neighborhood of that pixel. 
Because any isolated outlier in the neighborhood will not have an influence on the 
median, the median filter has a very desirable property of rejecting the isolated outliers 
from an image. This is particular important if images are corrupted by pulse or spike-like 
noises, sometimes called salt and pepper noise. If there is a detail that is smaller than 
half the size of the median filter window, then the median filter will remove the detail as 
it removes an isolated noise pulse. Details like thin lines and sharp comers are often 
removed by median filters. Consequently, researchers have devised numerous methods 
that alleviate the drawback. The new methods are covered in the review of the literature.
1.3.4 Relevant image segmentation methods
Segmentation divides an image into its constituent parts. The degree of 
segmentation is dictated by the task at hand. One o f the most important methods is 
called thresholding. A thresholded image, g(x,y), by a global threshold, T, is defined as:
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There are many methods for choosing the threshold level. In addition, the global use of 
more than one threshold, multiple thresholding, can also be applied to separate an image 
into its constituent parts. Also, rather than using a global threshold, another possibility is 
to use local-based thresholding where individual thresholds are applied to different 
segments of an image.
If the image histogram is bimodal it is assumed that the background creates one 
mode and the foreground object creates the other mode. On that assumption, the 
threshold between the modes is likely to separate an object from a background. Several 
automatic methods exist. These include the basic P-tile method, and the moment- 
preserving method.
To use the P-tile method one must have some a priori knowledge of the size o f the 
foreground object. If size of object is known a priori and is lighter than the background 
and the proportion of the object area to the total area is P, then the correct threshold is 
the one that maps the highest P gray level percentile pixels to the object.
The moment-preserving method uses the histogram to compute a first moment 
from the origin. This moment is defined as the sum of the heights o f the histogram bins 
(the number o f pixels that belong to a particular gray level) weighted by their respective 
gray level values. The threshold is then chosen so that the average gray level of the two 
classes multiplied by the number o f pixels in each class attains the same moment before 
the thresholding operation. There are a number of alternative methods in automatic 
thresholding that are covered in the review of the literature.
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Region-oriented segmentation is another important set of methods in image 
segmentation. Let R represent the entire image region. Then segmentation is a process 
that partitions R in n subregions, R R 2, ... Rn such that
(a) (J/?, =R
M
(b) Rj is a  connected region, /' = 1, 2 ,..., n
(c) R,. c\ Rj = 0  for all / and j ,  i *  j
(d) P(Ri) = TRUE for i = 1 ,2 ,..., n
(e) P(Ri kj Rj) = FALSE for i * j
where P(Rj) is a logical predicate over the points in R/ which represents a condition for 
belonging to a region and 0  is the null set.
Region growing by pixel aggregation is a method that directly applies the 
conditions for regions mentioned above. The method starts with “seeds” which have 
previously been established. The method then tests neighboring pixels o f the seeds 
which automatically satisfies condition (b) by applying a test for condition (d) and also 
applying condition (c) by making sure the pixel does not already belong to another
region. I f  the pixels pass, then they are added to the region. The process continues until
no regions can be added. Neighboring regions are tested for merging by applying 
condition (e). This method assumes that the “seed” placement procedure is accurate.
1.4 Magnetic Resonance Imaging
1.4.1 Overview
Magnetic resonance imaging (MRI) is very useful in the medical field because it 
represents the only accurate non-ionizing radiation method of internal scanning. Since its
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introduction to the medical field, MRI has been growing rapidly. In 1991, medical image 
market was $8 billion of which $1 billion was MRI and the MRI market was increasing 
at 20%/yr. MRI can give three dimension views inside of objects. 3-D voxels (volume 
elements) are the analog o f  the 2-D pixels (picture elements) the simplest 3-D model 
consist o f successive 2-D images (cross-sections) (Ayache 1995). Magnetic resonance 
methods unlike X-ray methods are especially suitable for highlighting different tissues 
even though the tissue density may be identical.
Magnetic resonance equipment consists of a tunnel-like magnet that sets up a 
magnetic field around the object to be scanned. The most common element that is 
scanned by MRI machines is hydrogen. Hydrogen atoms have a nuclei made up of a 
single proton. Normally, the protons are spinning and the axis o f the spin is in a random 
direction as shown in Figure 1.4 A. MRI is initiated by first aligning the nuclei o f the 
object with a powerful external magnetic field. As the nuclei are aligned, they precess or 
wobble about in the direction o f the external magnetic field at a specific rate called their 
Larmor frequency W(X). This frequency is proportional to the strength o f the magnetic 
field B(X), and is also dependent on the gyromagnetic ratio r, which is unique for each 
kind o f atomic element. So the precess rate can be expressed as W(X) = rB(X). Nuclei 
from different elements have different gyromagnetic ratios so that in the same magnetic 
field they precess at different frequencies. So all hydrogen atoms can be distinguished 
because o f their unique precess frequency at a given magnetic field strength.
The precess state is shown in Figure 1.4 B. When a radio pulse with the same 
identical frequency as the Larmor frequency is sent out into the object, the radio pulse 
excites the protons and causes them to change alignment from the external magnetic
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field. This state is shown in Figure 1.4 C. After the radio pulse is halted, within 
milliseconds, the protons spiral back into alignment with the external field, releasing 
their own faint radio signal at the same Larmor frequency. This state is shown in Figure 
A 1.4 D.
Although the intensity o f the MRI signal depends on 
the density of the resonating nuclei, the duration of the 
MRI signal is completely determined by the chemical 
environment of the nuclei. After the radio pulse is turned 
off, the nuclei simultaneously return to the equilibrium 
alignment with the external field and give off their own 
radio-frequency signal. These processes are exponential in 
time. The exponential time constant associated with 
returning to equilibrium is called the spin-lattice time and 
it denoted by T,. The exponential time constant associated 
with the signal decay is called the spin-spin time and is 
denoted by T2. In general, for a given chemical 
environment, T] > T2. Also, it is worth noting that T] 
(solids) > T, (liquids) and T2 (liquids) > T2 (solids). 
Together these relaxation times reflect the environment o f the object under study at the 
molecular level.
Theoretically, any kind of nucleus with an odd number of neutrons and/or protons 
can be imaged. However hydrogen is the most often used nucleus in today’s commercial
Figure 1.4 MRI at the 
atomic level
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scanners because o f its sensitivity and abundance. Most of the scanners have a magnetic 
field strength o f 0.15 to 2.0 tesla (1 tesla equals 104 gauss) (Kaufman et al. 1981).
To make a MRI slice image, the overall magnetic field is varied in the Z-direction. 
At this point each cross-sectional slice o f the object has a correspondence to a unique 
external magnetic field strength. Since the proton precess rate is proportional to the 
magnetic field strength, the protons in each slice precess at a unique rate. Then a radio 
frequency signal tuned to an exact frequency will only excite the protons that are located 
in one cross-section.
After the radio pulse is turned off, if  nothing else were done the signal intensity 
would relate to all the protons from the whole cross-section. To further spatially encode 
the emitted signal, a small magnetic field gradient is imposed during the relaxation 
process. Such a gradient causes nuclei at unlike positions in the cross-section to emit 
signals at different frequencies. The magnitude reveals the density and the frequency 
reveals the location.
1.4.4 Application to hardwood log defect detection
In wood, the MRI parameters are set to emphasize the 7, and T2 time constants of 
the free water in the log. The isolation of water from the wood material is possible due to 
long relaxation times of water as compared to hydrogen protons in other wood 
components. In essence, a MRI scan can be adjusted so that it becomes a profile of 
moisture content instead of a profile of the hydrogen content. Researchers have found 
that MRI has great potential for the study o f  wood. New developments are covered in the 
review of the literature.
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1.4.5 Other scanning methods
The other method for scanning logs most often cited in the literature is X-ray 
computerized tomography (CT). This method involves rotating an X-ray tube 360° 
around the object to obtain many views. The views are all assembled though a process 
called back projection to obtain the cross-sectional slice. The results are very sharp and 
quick. However, the object is exposed to appreciable amounts o f  radiation. X-rays 
measure density only and the final CT number does not allow the separation of the 
different X-ray absorption contributions due to different components in a voxel. 
Experiences with log defect detection with X-ray CT scanning is covered in the review 
of the literature.
Ultrasonics has been mentioned a few times for possible use in internal defect 
detection. The advantages o f simple and inexpensive equipment are countered by the 
poor image quality, false readings, and the difficulties in obtaining good sensor contact 
with the material.
1.5 Objectives of Research
The overall goals are:
(1) Obtain a set o f algorithms that identify internal defects from MRI spin-echo images.
The images used in the study show that every defect has at least some pixels that 
vary considerably from the median gray level in the image neighborhood. These 
outlying pixels provide a seed or starting point where the region o f the defect can be 
obtained. However, there is an overlap between the gray levels o f the defects and the 
gray levels o f clear xylem due to the presence of annular rings. Therefore, Straight­
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forward thresholding techniques will not cleanly separate the defect region from the 
clear xylem. It is expected that the region growing method starting with the outlying 
pixels (outlying from a gray level standpoint) and stopping before reaching the median 
gray levels will obtain very accurate defect region borders compared to thresholding 
methods.
(2) Obtain a set of algorithms that identify the same set o f internal defects from MRI 
echo-planar images that are found from the spin-echo images.
The echo-planar images contain noise that can be mistaken for small defects since 
the noise can also vary considerably from the median gray level in the image 
neighborhood. It is expected that this noise occurs at random locations in the image. 
Defects in the xylem will be detected in subsequent MRI slices in approximately the 
same locations because the MRI slices are stacked closely along the longitudinal axis o f 
the log. Random noise that could be mistaken for defects can be almost virtually 
eliminated by comparing the immediate previous and subsequent MRI slices. The 
subsequential processing o f the echo-planar image would easily follow with the removal 
o f the noise.
(3) Compare and explain any differences between the defects obtained from the two 
methods o f MRI imaging.
Very small defects might appear in only one MRI slice depending on the size of 
the defect. If  the defect appeared as one or a few pixels on just one slice, then such a 
defect could be indistinguishable from random noise. Also, any other variations such as 
the variations between the borders of the same defect from the two methods o f MRI 
imaging would be reported and explained.




The field of image processing is very broad and has found applications in many 
other fields o f study. For that reason, image processing is covered in a multitude of 
journals. The scope o f this literature review has to necessarily be limited to the areas and 
methods that are most relevant to scanning for internal defects. The first section that 
follows will explore the progress in using magnetic resonance imaging for scanning 
logs.
The second section will explore the progress made in scanning logs with other 
methods. The purpose o f looking at other scanning methods is that the work done in this 
related area can often provide clues and direction for proceeding with magnetic 
resonance scanning o f logs.
The third section covers the progress made in automated grading o f lumber, 
sawing optimization, and direct log-to-parts processing. While these areas are beyond 
the scope o f the dissertation, they represent the natural end uses o f the internal scanning 
procedures and simultaneously give direction for the output required from the scanning 
process as well as demonstrate the importance o f developing fast internal scanning 
algorithms.
The fourth section is devoted to the recent progress made in general image 
processing techniques that will find application in internal scanning. The area of 
automated thresholding is important because there is a need to quickly separate the log
21
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image from its background. Image segmentation is required for segmenting the defect 
areas from the clear wood areas. Image registration is important because this dissertation 
is concerned with two sets o f images acquired by different methods but made from the 
same subject. Also, many studies have shown the multisensor or multispectral 
approaches often provide the most reliable results for classification tasks. Image 
smoothing is important for cleaning up noisy images such as the echo-planar images. 
Noise may have to be removed if not to interfere with automatic defect detection at least 
to provide usable visual representations. Mathematical morphological operations are 
covered because they provide one of the most promising approaches to automated noise 
removal and region border cleanup. Contrast enhancement is covered because the echo- 
planar images used in this study in particular have poor contrast and in general most 
images can provide more information to human users after contrast is enhanced.
The last section covers methods of validating regression results for the purpose of 
prediction. The common regression performance measures are indications o f fit to the 
existing data. These measures were not designed to indicate prediction capability. This 
section describes the tradiational method of validation called data-splitting. It also goes 
on to describe the cross-validation method that is used when the available data set is 
small. The most accurate cross-validation method, N-fold cross validation or PRESS 
residuals, is described next. Finally, problems with autocorrelation of data is discussed 
along with the first-order autocorrelation model.
2.2 Magnetic Resonance Imaging
To obtain spatial discrimination a magnetic field gradient is superimposed on the 
object. The distribution o f  protons along one direction can be obtained by Fourier
22
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transformation. To obtain 2-D, the direction o f the gradient can be rotated and a back- 
projection algorithm used to reconstruct the data. This is the projection reconstruction 
method. A second method encodes one axis just as in projection reconstruction, but 
instead o f rotating the gradient, orthogonal axis information is obtained by phase 
encoding. The data are reconstructed by a 2-D Fourier transformation. Let N  be number 
o f projections, and 2-D Fourier transformation N  is number o f rows in an image. The 
number o f elements on each line can be large; along the first Fourier transform direction, 
the number o f points/projection depends upon frequency resolution and gradient 
strength, but the imaging time is not affected by the number of elements per line. The 
repeated projections can not be obtained too rapidly. The reason is that nuclei in 
different tissues return to equilibrium at different rates (the T, relaxation time). Let b be 
this time. To improve the signal-to-noise ratio, SNR, the projections should be averaged 
over n acquisitions. So image time, t = bNn. If there are s sections, then image time, t = 
bNns. In planar imaging, Crooks et al. (1984), found that the signal to noise ratio was
proportional to a number of factors, i.e., SNR = ScV-jN n  where S  is the signal, c is an 
instrument constant, V is voxel size. So, in order to double resolution, N  could be 
doubled, which decreases V to 1/4 of its original size. Thus SNR is scaled by 1/4 x V2 = 
0.35. So doubling resolution results in a SNR that is only 0.35 times the previous SNR 
and causes a doubling o f acquisition time. Therefore, there is a substantial penalty for 
seeking increased resolution. Also, the time to reconstruct images and to do any 
processing is affected by the size of the image. So for log images, only the smallest 
resolution that will accomplish the task at hand should be used. The same study revealed
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that for the interval b to be utilized to full advantage, while waiting for magnetization to 
recover, other sections of the object could be imaged. In this manner, 15 sections could 
be imaged in the time of one without compromising performance. They predicted that 
the levels o f spatial resolution that will be available in MRI would eventually be limited 
by patient motion.
Wang and Lei (1994) concluded that it was expected that two spin density 
volumes relatively far apart on the cell lattice were statistically independent. According 
to the generalized central limit theorem, regardless of the probability description o f the 
microelements involved, the global magnetization appeared to be Gaussian. Thermal 
noise from the object being scanned was also characterized as Gaussian with a zero 
mean and a constant variance. By the summation-invariant property, the final MRI pixel 
images were summarized by the following statement: Each pixel is a random variable 
with a truncated asymptotic Gaussian distribution and the whole image is a Gaussian 
random field with multivariate normal distributions.
2.2.1 Echo-planar imaging
Iwaoka et al. (1984) and Ahn et al. (1986) noted that compared with X-ray 
computed tomography (CT), conventional MRI imaging systems required long scan 
times. This speed limitation was largely due to the spin-lattice relaxation time, Tx, which 
required a certain period of relaxation before one spin system could be reexcited. 
Therefore, the time between pulses was generally much longer than the spin-lattice 
relaxation time to permit the nuclear spin system to return naturally to equilibrium. This 
drawback usually limited the MRI imaging to a time frame of a few minutes. Also, the
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whole sequence was repeated several times and signals were averaged to improve the 
signal to noise ratio.
More recently, very high-speed imaging in the time frame of a few tens of 
milliseconds using the echo-planar technique was developed by Mansfield (1977) and 
later a number of variations were suggested. The short image-acquisition time of echo- 
planar imaging was achieved due to a simultaneous encoding o f spatial information 
along two dimensions by applying, during data acquisition, a second constant gradient 
perpendicular to the switched gradient. The information necessary for a 2-dimensional 
reconstruction o f a  slice was thus obtained in a single free-induction decay signal. 
Although the methods appeared attractive, they suffered two main technical drawbacks. 
One drawback was the difficulty of realizing large high-speed gradient fields. The 
second drawback was the resolution limit of y directional sampling was determined by 
the number o f echoes that could be generated by the number o f alternating gradient 
pulses, which in turn was limited by the intrinsic MRI property, i.e., a finite T2 decay. In 
addition, Mansfield’s original echo-planar technique suffered anisotropic resolution in 
the image domain due to the different weighting of T2 decay in directions x and y.
In short, the original echo-planar technique had several drawbacks such as 
impractical application and poor spatial resolution, especially y-directional resolution. 
Fortunately, since then, a number o f researchers had proposed new methods to partially 
alleviate these drawbacks (Iwaoka et al. 1984, Bendel 1985, Ahn et al. 1986)
2.2.2 Magnetic resonance imaging scanning of logs
Explorations into the application of MRI to scanning wood began not long after 
the first MRI scans were announced. Wang and Chang (1986) examined a sample of
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black cherry via MRI. Black cherry is a semi-ring porous species with gradual transition 
from earlywood to latewood. Nevertheless, they were able to report that the differences 
between earlywood and latewood are distinguishable on MRI scans. Hall and 
Rajanayagam (1986) used water based chemical solutions with unique T2 values that 
could be imaged separately to study the penetration of water into wood as a function of 
time.
By 1987, Chang et al. (1987) reported on the results o f a MRI spin-echo scan on a 
sample of white oak (Ouercus alba L.) which was o f a commercial size. The MRI unit 
used in this study was a Siemans 0.5 tesla scanner. A white oak log section, 28 cm in 
diameter and 60 cm long was scanned after it had been air-dried in an air-conditioned 
room for 50 days. The spin-echo imaging technique used a 30 msec echo time and a 150 
msec repetition time. This technique emphasizes the contribution of proton density and 
T, relaxation of the log. Details such as sapwood, heartwood, annual rings, pith, knots, 
and wood rays were visible. As a result o f moisture loss, through openings in the bark, 
dark radial bands throughout the sapwood indicated areas that had dried. However, the 
heartwood adjacent to these areas of sapwood was not appreciably affected. The knots 
were surrounded though not completely by thin bright (high-moisture) bands.
Hailey and Swanson (1987) reported that because the T2 relaxation times are 
dependent on the chemical environment, MRI has the potential to generate separate 
images for water in the cell wall, earlywood lumen and latewood lumen. They reported 
that MRI shows the most promise in the long term over other scanning methods because 
of the imaging of different chemical environments and no radiation hazards. They found 
that the following defects could be scanned: knots, sapwood/heartwood boundary, decay,
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incipid decay, moisture distribution, wet pockets, worn holes, shakes on splits, annual 
rings, juvenile wood, bark, resin pockets, blue stain, rocks, preservative impregnation 
and environmental pollutants.
Chang et al. (1989) noted that due to moisture variation inherent in wood, MRI 
was particularly suited for detecting internal features within wood. They reported on a 
study conducted on both white oak and black cherry samples that indicated that the 
species o f wood did not affect the quality o f log scanning images. Both longitudinal and 
cross-sectional views were taken. The cross-sectional images in the study were taken 15 
images at a time 16mm apart. Image acquisition for the 15-scan group required 7.5 
minutes and another 7.5 minutes for image reconstruction. Spatial resolution was 1.95 x 
1.95 mm with total image area of 50 x 50 cm.
They were able to report that bark did not appear on the image due to low moisture 
content. However, features such as sapwood, heartwood, growth rings, pith, and some 
rays could be detected and the resulting image compared well with an actual view. In 
addition, several defects that were not detectable to the human eye were revealed by 
MRI. The eccentricity o f growth rings associated with tension wood was revealed. 
Because tension wood has higher moisture than normal surrounding wood, MRI was 
able to determine the boundaries of the tension wood, which has never been done before. 
Also, they found that wetwood was detectable as it appeared brighter than normal wood.
The extensive imaging of the two species allowed a number o f discoveries about 
the appearance o f various defects in MRI images. They reported that wood exposed to 
the environment for some time (3 weeks) had moisture escaping from the sapwood areas 
underneath checks in the bark. These appeared as radial dark bands in the sapwood
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areas. Gum spots could be detected with MRI. These appeared as dark spots in sapwood. 
Gum spots in dryer heartwood were undetectable because the moisture contents were 
identical. Knots tended to be dark areas with a bright band on the border. Also, knots 
varied in a radial direction from one cross-section to the next. Worm holes appeared 
bright if  filled with water or very dark if empty. Decay appeared as dark areas with a 
jagged bright border. They also reported that for industrial purposes, progress would be 
required in the following areas: 1. additional samples and species must be scanned, 2. 
fast scanning techniques such as echo-planar method must be explored, 3. less expensive 
scanners would be required and 4. rapid identification and precise location o f defects 
would be required.
Flibotte et al. (1990) conducted magnetic resonance experiments on various 
samples o f wood and found that they could distinguish the signals from solid wood and 
water. Also, the water signals could be broken down into earlywood tracheid lumen 
water, latewood tracheid and ray lumen water, and bound water on the basis of spin-spin 
relaxation times, T2. Heartwood and juvenile wood had less water and shorter spin-spin 
relaxation times than the sapwood. The rot sample had more water so it stood out in 
heartwood and juvenile wood. Sapwood/heartwood boundaries could be detected but 
heartwood/juvenile wood was more difficult. MRI images were traced mainly to 
earlywood tracheid water and for that reason MRI images only showed about 60% of the 
water in a normal western red cedar log.
They reported that the direct measure of the moisture content o f wood was 
possible. Because early wood tracheids have a cell lumen diameter about 3 times the 
latewood tracheids, early wood tracheids should show as bright areas. Oddly, the (T2)
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spin-spin relaxation times were proportional to the lumen diameter which made it 
possible to scan for just earlywood or latewood if desired.
In the study, the brown rot sample had a high moisture content of 235%. Most 
large MRI facilities were incapable o f  imaging protons with T2 values less than a few 
msec. So they could not in general image solid wood or bound water. They found that, 
fortunately, T2 values measured at 0.15 Tesla (6.4 MHz) are not different than at 2.1 
Tesla (90 MHz) indicating no frequency dependence. A spin-echo image at 26 msec 
would contain no bound water (which has T2 between 1 and 4 msec) and very little 
signal from latewood and ray lumen water (which has T2 at about 35 msec). Also at 26 
msec, about 60% of the water was imaged because the other water responded to different 
T2 times. So even though the rot was very moist, the signal was not strong because o f the 
low T2 values.
Quick et al. (1990) had used MRI to study the radial moisture profile o f cedar 
sapwood over time during drying. MRI allowed submillimeter resolution o f the water 
distribution. They found that the drying rates for earlywood and latewood differ in the 
same sample. The earlywood with more water in its larger lumen, lost moisture content 
more rapidly then tapered off. The latewood with more bound water in its cell wall lost 
moisture content more slowly at first. As drying continued, the difference in the 
moisture content disappeared before oven-dry condition was reached. The authors noted 
that the bulk moisture content could be accurately determined with MRI.
Chang et al. (1991) reported on a fast scanning method applied to hardwood logs. 
Recent economic analysis had shown that for a 12 million bd.ft/year hardwood sawmill, 
the MRI scanner needed to scan logs at a rate o f 2.5 images per second assuming that the
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log was 16” diameter and scans were 1 inch apart. The Instascan method was capable of 
scanning at 10 images/sec. This paper compared the quality o f  the image with the spin- 
echo image. The Instascan image had a lower resolution and the pith was not visible. 
Also, some branches appeared only as a dark shadow in the Instascan method. Thus, off­
line image enhancement processing would be a requirement for fast scanning to be used.
Chang and Guddanti (1993) went on to develop a software system that generated 
3-D log images given cross-sectional images from an X-ray CT scanner. The primary 
purpose was to generate cut faces (longitudinal views) for logs for any angle of rotation 
and at any depth. The cut faces could then be processed to identify defects such as knots 
and worm holes on the cut-face surface. This allowed the application of National 
Hardwood Lumber Association (NHLA) rules to grade the lumber. The process could be 
repeated for various angles to obtain the best sawing sequence and log angle for the 
maximum value. The cross-sectional images were 256 x 256 pixel format with 256 gray 
scale.
The defect detection algorithm used was a simple two-threshold method. One 
threshold was high and above which was found high-density defects like knots. The 
second threshold was low, below which was found low-density defects such as decays, 
cracks, worm holes, and voids. The defects were boxed in a rectangle. The generation of 
a cut face at any angle, depth and detection of defects required a couple o f seconds.
2.2.3 Economic feasibility of internal scanning for logs
The price o f logs has risen dramatically. The proportion of production costs has 
shifted from the processes to the raw material, the logs themselves. Part of that shift was 
due to the increases in efficiency in hardwood sawmills but the greatest part of the shift
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was due to the ever-increasing cost o f hardwood logs. In 1987, the cost o f logs 
accounted for nearly 70% o f the cost o f producing lumber (Szymani 1987). By 1990, it 
was reported that the cost o f logs had increased from 20% to 80% of the total production 
costs o f the hardwood mill over the past 30 years (Hodges et al. 1990). The need for 
more effective use of each log is becoming greater as time goes on.
By 1989, enough was known about MRI scanning o f hardwood logs to make basic 
assumptions even though a working system was not in place. Chang (1989) presented a 
preliminary economic analysis for MRI scanning. He reported that the potential yield 
gains were significant because the sawmilling industry averaged a modest 3% profit over 
sales revenue.
The paper assumed the following:
(1)6 million board feet o f hardwood logs could be scanned annually with an 8 hour shift
(2) lumber price = $535 MBF - Appalachian 4/4” red oak as o f 8/19/89
(3) 3 yield gains: high - 16%, medium - 12%, low - 8%
(4) annual expenses = $100,000 which broke down to $30,000 salary, $30,000 
electricity, $40,000 maintenance contract
(5) federal and state income tax rates amounted to 40%
Based on the assumptions, the gain in lumber value was 513,600 (16%), 385,200 
(12%), & 256,800 (8%). Total aftertax net gain was 248,160 (16%), 171,120 (12%), & 
375,379 (8%).
The present value of after tax net revenues (not the investment costs and depreciation 
expenses), assuming i = 8% is given in table 2.1
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Table 2 .1  Present worth o f after tax value of benefits of a MRI log scanner
Life o f Project 16% yield gain 12% yield gain 8% yield gain
3 years 640,252 441,490 242,726
5 years 990,152 682,769 375,379
7 years 1,292,916 891,535 490,157
The net present values given above do not reflect the investment cost for the scanner 
itself and were intended to be compared to the initial price of a MRI scanner (minus the 
net present worth of the depreciation tax credits which would be substantial). The gains 
would be greater by assuming higher prices for cherry ($750 MBF) and walnut ($855 
MBF). Also, as is typical in other industries, expensive equipment is put to better 
utilization by running it over more than one shift. Thus, better gains would be produced 
by assuming a 16-hour (two shift) operation or 12,000,000 bd.ft./yr. This would more 
than double the gain because the maintenance contract remains the same.
Considering that the prices o f MRI scanners have actually dropped in the past and 
the prices of hardwood logs has rising for decades, the point of economic feasibility is 
approaching. Industrial MRI scanners would not need all the features o f medical 
scanners. Scanning speeds o f 1 image per second would be required to fulfill the 
assumptions o f the study.
Hodges et al. (1990) conducted a study on the economic feasibility on X-ray CT 
scanning which were currently less expensive than MRI scanners. They conducted a net 
present worth economic analysis with the following assumptions. Initial price of 
equipment was $1.2-1.5 million with a $175,000/yr. service contract. Another $100,000 
was required for additional equipment & training. $10,500 (6% of operating expense) 
was required for working capital. There were three production levels of 5, 10, & 25
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million board-feet to investigate because these represented the typical classes of 
sawmills. The lumber currently produced was distributed by grade as follows: 12% for 
First-and-Seconds, 23% for No.l Common, 27% for No.2 Common, 38% for No.3 
Common and lower. Prices per grade were: $935/mbf-FAS, $505/mbf-No.lC, 
$255/mbf-No.2C, $195/mbf No.3 and lower. The top marginal Federal tax rate was 
34%. No state tax was assumed. Minimum attractive rate o f return (MARR) = 15%, The 
equipment was classified in the 7-yr. Modified Accelerated Cost Recovery System 
(MACRS) class. Annual gross income was multiplied by an overall value yield increase. 
Standard after-tax net present worth was computed. The overall project life was 
estimated at 7 years. Their results indicated that at 25 million bd.ft./yr., the required 
value yield increase would be 8.5%. At 10 million bd.ft./yr., the value yield increase 
would have to be an unlikely 32%. The main conclusion was that higher production rates 
which means faster image processing rates were essential for economic feasibility.
Chang (1992) provided additional information that can prove helpful in more 
detailed economic analyses. These included overall economic statistics on hardwood 
production such as: Hardwood sawmill production ranged from a few thousand to
100,000 bd. ft. each day. There were 4600 hardwood sawmills in U.S. in 1990. Annual 
production was 10.7 billion board ft or 21% of total lumber (50 billion board feet) 
produced in the United States. The annual value of hardwood was $3.5 billion at the 
sawmill. More than half of all hardwood produced was oak. Current practice attempted 
to make inferences about internal defects from studying bark patterns. It took years of 
practice to be reasonable accurate. 10,000,000 bd.ft. annual production corresponded to a 
log/minute for an 8 hour shift. Cost estimates o f a MRI scanner were S1.5-2M and the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
34
annual service contract was $150,000. Annual operating cost estimates for electricity, 
cryogen, and miscellaneous supplies were about $30,000.
2.3 Other Scanning Methods and Defect Detection Algorithms
2.3.1 X-ray CT scanning of logs and boards
Currently, optical scanners are used to select sawing patterns and log orientations 
that maximize the volume of lumber sawn from each log. Taylor et al. (1984) began 
investigating the use of X-ray tomography for internal scanning of logs. They found that 
tomographic detection of knots was more difficult because the density of knot tissue was 
not greatly different than that of normal wood. Detection of knots was especially 
difficult in freshly sawn logs where water tended to mask the location of knots.
Their paper only considered knots for the defect detection. The scan time per slice 
was about 1 second. The image was divided into an array of 24x24 pixels (1/4” x 1/4”). 
The image had background areas of nearly 99-100% black, clear wood areas of nearly 
0% black and knots and juvenile wood had intermediate values. The background and the 
juvenile wood at the center were deleted from consideration. A preselected threshold 
was used to separate the knot areas from the clear wood. The results were mixed because 
green knots (knots with water) were hard to identify.
To achieve production speed, they recommended that logs could be segregated for 
scanning and no scanning. Also, they recommended that very preliminary and hopefully 
quick defect detection algorithms could be developed to perform a cursory examination 
to skip over scans which contain all clear wood. When the potential for defects was 
noted by the cursory examination, then the processing o f scans would involve more 
accurate algorithms.
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Funt and Bryant (1985) described a system to identify knots and rot. The first step 
o f the procedure was a histogram analysis. The histogram was used to define a function 
that in turn was used to compute the first, second, and third deviations. The zero 
crossings o f the third derivative where the second derivative was non-zero were 
considered as thresholds.
The threshold between air and wood was set at the first threshold on the lower 
gray levels or left side o f the histogram. The threshold between knots and good wood 
was harder to find because there may not have been any knots. Sapwood and heartwood 
were also thresholded. After thresholding, the boundaries were very irregular. To get 
convex regions, the authors used an iterative approach where the 8 neighbors of the pixel 
were examined to determine whether to fill in a pixel, leave it alone or delete the pixel 
from the region. The number o f iterations was unknown. The knot regions were checked 
again to see that the principal axis of inertia pointed toward the center. Circular knots 
could have large variations in principal axis so less importance was assigned to circular 
regions. Rot was characterized by lack of growth rings. So an edge detector was used to 
count number o f edge elements. The maximum number of edge elements in one o f four 
directions divided by the total number o f edge elements is highly uniform except in 
rotten areas. So regions o f low density and low uniformity o f edges were marked as rot. 
The rot regions were turned into convex regions with the same method used for knots.
Funt and Bryant (1987) reported that their algorithm required about 3 minutes per 
scan. The Siemans scanner used in the study only required 1.5 seconds o f acquisition 
time per scan. At common production rates, the scanning time and especially the 
interpretation time were not acceptable.
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Birkeland and Holoyen (1987) provided another motivation for introducing 
internal scanning. They mentioned that pruning gave excellent results in the form of 
knot-free wood. However, forest owners claimed that they would not get their 
investment back as long as the price for sawlogs was not based on absence of knots. An 
internal defect scanning method that would enable buyers to judge the degree and time 
of pruning should in the long run influence forest practice and promote pruning.
Using the general strategy of cutting a log so that the most serious defects were 
concentrated in some boards, leaving other boards with just a few small defects would 
usually give an increase in lumber value o f about 8%-9% if internal defects were located 
prior to cutting. For individual pieces of lumber, they reported that the difference in 
value increase could be around 30%.
In Norwegian spruce, the contours o f knots in sapwood were lost with CAT 
because the density of knots and sapwood were similar. The knots of spruce had a 
somewhat higher density than the clear dry wood but as the wood in the knots was fairly 
dry and the moisture in the sapwood was somewhat higher, the X-ray system saw the 
two types of wood to be of about the same density.
Perceived density from the CAT was a combination of the dry-wood density and 
the density from the moisture content. The moisture content profile resembled a soup 
plate with high edges corresponding to sapwood areas and a bowl region corresponding 
to the heartwood area. Moisture content dominated the dry-wood density as regards to 
the perceived density from the CAT. A dry knot with high density had the same 
perceived density as “green” sapwood that had low density but higher moisture content. 
The image-processing algorithm could give correct borders for knots in heartwood but
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not in sapwood. This substantiated the experience that was also reported earlier by Funt 
and Bryant.
Roder et al. (1989) and Wagner et al. (1989) reported on a new design for CT 
scanners that radically decreased the scan time. The first commercial CT scanner was 
introduced by EMI in 1973. There was a four-minute acquisition time followed by a four 
minute image reconstruction per slice. Most current scanners had an image acquisition 
time of one second, which appeared to be the limit of the current design due to the 
centrifugal forces on the X-ray tube. A new design had a single beam that was deflected 
around like the electron beam in a cathode ray tube and then a ring deflected the beam so 
that it traveled into the target in a perpendicular direction. Because there were no moving 
parts, this new design allowed scan acquisition times as fast as 50 msec. Reconstruction 
of a 512x512 image required 10 seconds and a 256x256 image required 5 seconds. The 
image had 2000 gray levels.
Because the machine was not open on both ends, it would have been impossible 
for logs of arbitrary length to be run through the scanner on axis. Since the upper part of 
the scanner was open, logs could be tilted and scanned. The resulting cross-sections 
would be oval. At about 34 scans per second and an 8mm (0.31 inch) thickness, the 
throughput o f logs would be about 50 feet per minute, which was half the typical lumber 
mill production rate. Changing the distance between slices to 16mm (0.62 inches) would 
have attained the typical production rate. The image reconstruction still took more time.
Like other researchers earlier, Grundberg and Gronlund (1991) noted that CT 
scanners had trouble distinguishing between sound knots and sapwood. The authors 
concluded that a 5 x 5mm-pixel size was sufficient. The authors reduced the search for
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knots by analyzing about 10 concentric surfaces around the pith. The path of the knot 
was calculated in the heartwood area and the path was projected into the sapwood area 
where the sound knot was hard to distinguish. This had a disadvantage in that the path of 
the knot was not necessarily straight and the knot may have stopped somewhere in the 
sapwood or may not have been in the sapwood at all. However the data reduction was 
large. In addition, they noted that after classification, all pixel values could be stored in a 
2 or 3 bit word.
Lindgren (1991a) reported how the CT scanner perceives density when scanning 
logs. The density at moisture content level MC  was, ignoring air space:
Volume of Wood ^  Volume of water
z^MC. —r* .  1 , 7  t  r p  i  ,  * r^walei-Total Volume Total Volume
where Qwood = l-5g/cm , Qwater = 1 g/cm
The absorption coefficient at moisture level MC  was:
_  Volume of Wood Volume of water
MC rp  , * .» ,  * wotxj p  , | i __ waterTotal Volume Total Volume
where /j. -wood. = 0.2646 and fj. -water = 0.1856
There was a linear relationship between density and X-ray absorption.
CT-number = 1000 [ p x - H water]/ w ater» where fj. -water = 0.1856. Since ratio o f the 
absorption coefficients between wood and water had the approximate ratio as the density 
coefficients, the X-ray CT numbers gave a good measure of the total density. However, 
since the total contribution to X-ray absorption was made from wood and water, then 
volumes with high wood density and low moisture contents such as knots could have the 
same X-ray absorption coefficient as a moderate density volume with high moisture
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content such as sapwood. In a later report, Lindgren (1991b) found that the standard
I e^
deviation o f the noise in CAT-scan images was given by cr = /fcJ—-—  , where a  =
V w hD
standard deviation o f CT number, k  = constant for the machine, ju = total absorption 
coefficient o f test material, d  = diameter o f subject cross section, w = pixel width, h = 
slice thickness, D = X-ray dose.
Zhu et al. (1991) described a computer vision system to identify red oak defects 
from CT scans. The system had a low-level module for image segmentation and 3-D 
volume growing and a high-level module for defect classification.
The authors had a goal of removing the growth rings to make the segmentation 
process easier. One of the major characteristics of the annual rings was their high 
frequency property. An adaptive filter that was not described well was used to eliminate 
the annual ring structure while preserving the defects. The filtered image was 
thresholded on an image by image basis using a multithresholding method. The 
histogram was computed and the histogram itself was smoothed with a Gaussian 
function. Three thresholds were computed based upon the first and second derivatives o f 
the smoothed histogram function.
After the filtered image was thresholded, tiny regions were eliminated by 
morphological erosion followed by dilation (opening). This also smoothed the remaining 
defect border regions. Next, regions were connected between slices to form connected 
volumes. Small volumes were eliminated. Five basic features of each volume were used 
to classify them into bark, knots, and clear wood. The five basic features were mean gray
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level, variance o f gray levels, minimum distance to center of image, a binary indicator 
for whether the region bordered the “air” region, and volume of region.
There were various rules based on these features to classify the regions. For 
example, the mean gray level value of knots was lower than clear wood. The variances 
of bark and knots differed. The minimum distance of bark to the center was high, while 
clear wood was close to the center. Knots usually did not share a border with the air. 
Clear wood had the greatest volume of all regions. An expert system using these types of 
production rules classified the regions.
2.3.2 Optical scanning of boards
Most scanning research work on boards uses some form o f image sweep-and- 
mark algorithm. Because image processing is data intensive, automatic defect detection 
algorithms can spend a lot of time on defect-free areas. If the defect-free portions of the 
image can be excluded at an early stage in the process, the computational demands can 
be reduced significantly. This is the goal o f image sweep-and-mark (ISM) algorithms. 
An ISM algorithm divides the image into a number o f disjoint rectangles, called tiles. 
After sweeping through the tiles to analyze them (for example by quickly computing a 
tile’s average and/or variance), the algorithm marks those tiles which may contain 
defects. The marked tiles are then subjected to closer scrutiny and unmarked tiles are 
never examined again.
McMillin et a l  (1984) described a proposed system to produce hardwood lumber. 
Board-surface defect detection was accomplished by sweep and mark detection using 
only gray level statistics o f mean, variance, skewness and kurtosis. For marked tiles, the
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tiles were further classified as clear wood or a certain type o f  defect from predefined 
rules that used both gray level statistics and texture properties.
In another study, researchers found that even motivated employees could find 
about 68% of the defects on rough boards. The ability to resist boredom and maintain an 
alert mental attitude was hampered by the rough mill work environment. The 
significance of the study was that a computer vision system did not need to be perfect to 
improve on current practice. The economic potential was considerable for such 
equipment even if only a small yield improvement could be obtained. The range of the 
defects found varied among operators from 59 to 74% with an overall average of 68% 
(Huber et al. 1985).
The three basic types of ISM algorithms are statistical (based on tonal properties), 
gray-level morphology (for classifying textures) and color-clusters (an example being a 
brown cluster would be classed as a knot). Funck et al. (1987) noted that proper 
illumination was critical for ISM algorithms. They tested various types o f sweep and 
mark algorithms and concluded that statistical ISM performed best. They indicated that 
ISM combined with Hough transform accurately found knots on boards.
Forrer et al. (1988) found that gray scale combined with color allowed detection 
accuracy that matched human workers. The most important measures were (R+G+B)/3 
(intensity) which was the same as gray scale and (R-B)/2 (color). In a follow-up report, 
the same group found that for loose and tight knots, open holes, and pitch 
pockets/streaks, statistical ISM performed best, followed by morphological ISM, then 
color clustering ISM. Statistical ISM achieved a 99% defect detection accuracy and an 
85.5% clear wood accuracy. If  defects only occupied 10% o f a board, then the image
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data reduction was 77% with 99% defect accuracy. The 99% accuracy figure excluded 
pitch pockets and streaks where statistical ISM did not perform well (Forrer et al. 1989).
Butler et al. (1989) noted that conventional ISM algorithms did not use 
neighborhood relationships in classifying a tile as marked or unmarked. Because defect 
tiles naturally tended to be clustered, they suggested that it would be advantageous to 
employ a more sophisticated marking rule that more readily marks tiles whose neighbors 
were already marked. The new statistical ISM, called NSISM, differed in that the 
marking rule used two threshold values instead of one. Initially, tiles were marked with 
respect to a primary threshold just like a conventional statistical ISM. Then, each of the 
four neighbors tiles (above, below, left, right) of each marked tile was compared to a 
secondary threshold. By making the secondary threshold more stringent than the primary 
threshold, neighbors o f marked tiles were more readily marked. It was suggested that the 
stringent threshold would result in better performance on tiles that are on the boundary 
o f a defect. Also, it was hypothesized that a secondary marking rule would allow the 
primary threshold to be made less stringent, thus eliminating some “false positive” tiles 
(i.e., clear wood tiles marked as defects).
Defect detection accuracy was more important than clear wood accuracy since 
defects not detected by sweep & mark algorithms would not be analyzed further. Clear 
wood accuracy prevents unnecessary processing, but improvements in clear wood 
accuracy should not come at the expense of defect detection accuracy. The new 
algorithm reduced the overall error rate in clear wood by 17.3% and reduced the error 
rate in defect detection by 66.6% compared to the conventional statistical ISM. Thus 
both types o f detection were improved.
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Although NSISM was based upon statistical features of the tile, the basic idea of a 
primary and a secondary-marking rule could apply equally well to ISM algorithms based 
on other features, such as morphology or color clustering.
Conners et al. (1989) reported on a computer vision system for locating and 
identifying defects. They had the goal o f a robust system that could handle a variety of 
species. They also wanted a system that was fast so as to be industrially useful and yet 
have high resolution to catch small defects. Problems of rough lumber included 
variations of appearance & color due to variations of surface moisture, ultra-violet 
radiation (sunlight) exposure, weather exposure, sap, and roughness itself. In this paper, 
three species o f  rough lumber were scanned with a digital color camera. The 
segmentation system had the purpose o f classifying pixels as background, clear wood, or 
defects. The segmentation system worked on various hardwood species on surfaced 
lumber. The recognition system was designed to assign labels to the defects. The system 
easily recognized die background color because it could be controlled. The clear wood 
region was identified simply as the region with the most pixels. The classification of 
pixels into defect regions was generous since isolated pixels could be eliminated later. 
Next small regions were merged and rules were then applied to classify the regions into 
wane, checks, and knots based on location and shape.
Koivo and Kim (1989) used statistical classification methods to classify 8 types of 
defects and clear wood on surfaces o f boards. The input used was the gray scale digitized 
image from a camera. 64x64 windows of training data were taken from areas that were 
previously manually classified. Five features in all were computed for each sample. Two 
of the features were the mean and variance of the gray levels. The three remaining
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features were from texture parameters that predict the gray level o f a pixel given the 
west, north, and northwest neighbors o f the pixel, or y(ij)= 9jy(i-l,j) +02y(i,j-l)+ @3y (‘- 
l,j-l)+ow(i,j).
The estimated parameters could come from conventional least-squares estimation 
or by a robust estimation procedure. The feature vector [//, 9], 62, 63, a  ] was calculated 
for each sample. The classification o f  the vector was accomplished by constructing a 
binary decision tree. The decision tree was constructed using a recursive, partitioning 
algorithm described in another paper. The result was a 97.2% correct classification 
percentage on an additional set o f test data. The study used 20 sets o f each class for 
training and 20 sets for testing.
Butler et al. (1993) noted in demonstrating the need for automated vision systems 
in classifying wood surfaces that 19% of veneer graded as DC by manual veneer graders 
should have been in the higher AB grade. Such mistakes lowered the value o f 1/10” 
Douglas-fir veneer from $112 to $54 per 1000 sq.ft. They reported on an improvement 
to the NSISM algorithm described earlier. ASISM (adapted statistical sweep & mark) 
was similar to NSISM, but ASISM made four passes (called primary, mark-contraction, 
mark-expansion, and fill-in) through the tiles. The primary pass was the same as the 
primary pass in NSISM. In the mark contraction pass, isolated tiles and tile pairs were 
subjected to a very stringent (1/10 of primary threshold) threshold. The mark expansion 
pass was similar to NSISM except more candidates were considered, namely, those 
unmarked tiles that were diagonally adjacent to two or more marked tiles. The filling-in 
pass attempted to fill in concavities in a connected group of tiles. Tiles that were
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vertically and horizontally in between two already-marked tiles were subject to being 
marked by the secondary threshold.
There was not a practical difference in defect accuracy between ASISM and 
NSISM, but ASISM achieved a 40.31 percent reduction in clear wood error rate. ASISM 
used more rules but the execution time was similar to NSISM because most o f the time 
was in the sweep phase, which was identical. While further refinements might have 
improved the accuracy, the researchers concluded that any additional complexity would 
have precluded it from being considered as a preprocessing algorithm.
2.3.3 Ultrasonic, microwave, and stress wave scanning of logs and boards
Martin et al. (1987) reported that the propagation times of microwaves through 
wood were influenced by wood density, moisture content, and slope of grain. To a lesser 
extent, the presence o f large knots influenced the propagation time. However, the effect 
of moisture content could overshadow the presence o f knots, especially small knots. 
Metallic objects were well detected by microwaves. Other defects, such as splits, resin 
pitches, wormholes, sapwood, and wane, were not detected. They conclude that because 
of the large variations found in wood, the complete detection o f defects would require 
more sensors in addition to the microwaves.
Birkeland and Han (1991) reported that ultrasonics has been used for material 
testing in metal parts for a long time. The principle was simple: a train of ultrasonic 
waves with known characteristics was sent through the material and received either at 
the other end or as a reflected signal. The changes in the signal were correlated to 
physical properties o f the material. The advantage of ultrasonics was that the equipment 
was very cheap in relation to the other proposed scanning methods. Thus, one could
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operate several ultrasonic systems in parallel to achieve high production rates. The 
disadvantages o f ultrasonics for logs were that the testing must be done under water. 
Bubbles gave false readings. They found that ultrasonics had less resolution than X-ray 
tomography.
Steele et al. (1991) used a slope-of-grain indicator to locate defects or hardwood 
lumber. This indicator measured the dielectric constant of wood, which is affected by the 
slope o f the wood. Knots, bark, holes, and splits could be detected. Rot could not be 
detected because it did not disturb the grain. The actual detection method used a manual 
method o f noticing an increase in the digitized data. One disadvantage seemed to be that 
the exact borders were not given but the method gave a general location. Also, this 
device could only be used on boards.
Another related method involved the use of a stress wave nondestructive 
evaluation technique that utilized simple time-of-transmission measurements to measure 
the speed of sound. This technique used a mechanical impact to impart a wave in the 
board. Two sensors were placed on the board and the time for the wave to travel between 
the boards was measured and used to calculate wave speed. Ross et al. (1994) found that 
this measurement could distinguish between heartwood and sapwood or between 
heartwood and wetwood, but sapwood and wetwood were indistinguishable. The goal 
was to find a nondestructive test for wetwood detection. The accuracy of detecting 
wetwood averaged about 84% in red oak. Unfortunately, accuracy o f detecting wetwood 
in white oak was about 45%.
Another research group studied the use o f ultrasonics to detect checks and 
honeycomb in dried lumber (Fuller et al. 1995). They noted that lumber drying was a
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critical step in manufacturing hardwood lumber because degradation in the form of 
surface checks and honeycomb was especially severe in oak lumber and a major source 
o f value loss and waste. These types o f drying defects were caused by internal stresses 
from different shrinkage within pieces of lumber. They noted that X-ray techniques were 
useful but ultrasonic techniques were also useful and much cheaper. Ultrasonics could be 
used because the presence of honeycomb and surface checks in dried lumber 
significantly increased sound transmission time.
Samples of red oak lumber were passed between two 84-KHz rolling transducers 
that were positioned on the narrow sides of the lumber. A profile of the transmission 
time versus the length position o f the board was recorded. There was a strong correlation 
between time and presence of defects. 98% of sections with transmission time above 300 
psec/ft. contained defects. 96.5% of sections with transmission time less than 250 
psec/ft. contained clear wood. Oddly, knots only created a small increase in transmission 
time that was less than checks and honeycomb.
In another application o f ultrasonics, Kimmel and Janowiak (1995) showed how 
ultrasonic testing could be used to rate veneer and sort it into two grades to improve 
physical properties o f laminated veneer lumber such as modulus o f elasticity, modulus 
o f rupture, and shear strengths and flatwise flexure properties.
2.3.4 Multisensor scanning of boards
Although others (Martin et al. 1987) have reported a need for multisensor scanning 
to increase the reliability of defect classification, the results had not been 
overwhelmingly successful and there were additional problems such as registration and
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heavy data burdens associated with a multisensor approach. Hagman and Grundberg 
(1993) used multiple sensors: microwave attenuation, microwave dephasing, color 
camera for red, blue, and yellow, and X-ray scan. The six signals were all scaled to the 
0-255 range and the resulting 6 images were registered. The six sets of data inputs were 
regressed to the indicator outputs for knot, hidden knot, pitch, decay, log blue, sound 
knot, and clear wood. They reported that the results were good, and the magnitude of the 
regression coefficients provided an indication about which inputs were important. They 
reported that the results for compression wood, decay, and checks were not stable. 
Because of the multilinear approach, causality was not assignable.
Kline et al. (1993) described a prototype system that sought to detect features such 
as visual surface features, board geometry, and internal features. Consequently, a 
multiple sensor approach was required. The system was designed for hardwood lumber 
o f various species and sizes. The system used a color camera, an X-ray scanner similar 
to airport luggage scanners and a laser scanner to measure widths. The bottleneck was in 
the image processing time. The computer used for image processing was an IBM 
RS/6000 520 series workstation and an IBM PS/2 was used for overall system control. 
The system at the time o f the report had not been completed.
2.4 Log Processing from Defect Information
2.4.1 Automatic lumber grading
McMillin (1984) reported briefly on an interesting application of image processing 
to plywood shear strength inspection. Plywood was frequently tested for shear strength 
and after shear failure, the sample was examined to determine the proportion of the shear 
area created by wood shear versus shear across the glue area. An image o f the shear area
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could be easily thresholded to separate the wood and glue areas. Then, the area 
proportions were easily calculated by computer.
Conners et al. (1987) provided a preliminary report on a hardwood lumber 
grading program. The program assumed that the defect areas were previously marked. 
The grading program boxed the defect areas, calculated clear wood area and applied a 
preliminary grade based on size, faces, and clear wood area. Then, the true amount of 
clear cuttings was determined to verify the preliminary grade. If it failed, the next lower 
grade was tested and so on.
Klinkhachom et al. (1988) provided the final report on the hardwood lumber 
grading program. This program was an improvement over previous versions in that it 
incorporated both standard grade rules and exceptions allowed for many species. The 
program also considered both sides of the board simultaneously.
The program received input about defects and locations from a yet-to-be designed 
computer vision system. The program boxed in defects. Then the program found all 
rectangular clear areas. Overlapping clear rectangles were resolved. Defects that were 
allowed on some grades but not others were placed on a third “pseudo” face. Based on 
the overall length, width and clear areas, preliminary grades were assigned. Closer 
examination performed a final check on the grade. If the board failed to meet the grade 
requirements, the next lower grade was checked until a grade could be assigned. The 
program was written in FORTRAN 77 and stored all rules in the data block.
2.4.2 Sawing optimization for boards
Klinkhachom et al. (1989a), described a program to optimize the placement of 
cuttings on lumber based on a description o f each board in terms o f shape and defect
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location and a cutting bill. A heuristic approach was used to shorten computation time. 
No crosscutting or ripcuts were assumed. An assumption was that the parts could be cut 
by laser or by router. There were 16 heuristic algorithms that were tested via simulation 
with four different cutting bills. The best algorithm was chosen from the simulation.
The algorithm searched the board for clear rectangular areas. The leftmost area 
was chosen first. Then, that area was suboptimized with only one kind of part from the 
cutting bill. The area occupied was then marked as a defect and the process started over 
again and was repeated until no clear area existed that was larger than the smallest part. 
The heuristic worked better than current tables used by industry. However, aside from 
the laser cutting assumption, there were other drawbacks. These included: no 
consideration was given to how the weights for each part on the cutting bill should be 
assigned, no consideration was given on how to minimize cutting time, and the system 
could not handle non-rectangular parts.
Klinkhachom et al. (1989b) described a program for training hardwood lumber 
graders. They claimed that millions of dollars were lost each year due to inaccurate 
grading. Many years of experience were required to grade at industrial rates of 
production. The program allowed inexpensive practice.
Schwehm et al. (1990) described a program that determines whether edging or 
trimming will increase the value o f a board. The program balanced the current prices of 
the different grades against the loss o f board area due to trimming. It also considered the 
cost of trimming in its calculations. The program allowed current prices to be used and 
was designed to work with a hardwood-grading program.
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Brunner et al. (1990) presented a modified dynamic programming algorithm for 
solving two-dimensional knapsack problems, first reported by Gilmore and Gomory. 
They applied this algorithm to the cutting plan for a rectangular clear region. The 
algorithm minimized the wasted area. Given a cutting bill as input, the algorithm 
considered every possible clear region size up to some specified maximum. The optimal 
cutting plan for each size was predetermined for later use. Computation time was 
reduced by not considering every possible clear region size since the longer a clear 
region was the more likely the clear region width would be smaller.
The table of optimal solutions for clear regions was used later in an unspecified 
heuristic that resolved the limited number of overlapping clear regions that were found 
on a given board. The results o f these comparisons were then used to determine the 
algorithms intermediate path to a final solution. This approach did not guarantee optimal 
results, but it was better than manual methods and could be executed on microcomputers 
for real-time process control.
Camieri et al. (1993) described a heuristic procedure to solve the optimal cutting 
o f lumber that has only one defect. The procedure inscribed the defect within a box and 
optimized the cutting given the location o f this box. The procedure used a branch and 
bound approach.
Camieri et al. (1994) developed another approach to optimize the cutting of parts 
from lumber. The problem was modeled as a knapsack problem and was solved using 
dynamic programming. The optimal cutting of lumber is a dual problem of determining 
the right mix o f lumber from the different sizes and grades available and how to cut the
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particular lumber pieces to satisfy the customer bill and minimize waste and raw 
material cost. The generic lumber cutting problem was formulated as:
Min TC = (1) minimizes cost of lumber input
* j
s .T . > d ,,i  = \ ,...,m  (2) constraint to satisfy demand
* j
Xj < N k, k = 1,..., K  (3) constraint to satisfy stock availability
j
x kj >0
where c% = cost o f lumber type k
xjk  = the number o f lumber pieces of type k  cut following cutting pattern j  
ajjk = the number o f dimension parts i obtained from one lumber type k  
following cutting pattern j  
d\ = amount ordered for dimension part /
Nfc = amount of lumber type k available in stock 
The 2-dimensional knapsack algorithm could be used to determine the optimal 
cutting pattern o f one piece of lumber into smaller dimension parts. The cutting o f each 
piece of lumber should not be done independently but by comprehensively considering 
the cutting bill & the availability of lumber pieces. This paper solved the problem in two 
stages: one stage optimized the allocation o f lumber based upon the second stage’s 
optimal cutting patterns. The interface between the two stages was made by shadow 
prices (simplex multipliers) associated with the demand constraints. Rip cut-first 
approach and crosscut-first approach were both solved, then compared to choose the best 
approach.
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Astrand and Ronnqvist (1994) reported that current automatic scanning systems 
for wood surfaces gave accurate location data comparable to manual systems. They 
presented a new optimization procedure that gave 7% more value than an existing 
commercial optimizing system. This system required an automatic defect detection 
system as a prerequisite. All sides of parts were divided into predefined quality regions. 
A board was divided into 1mm lengths. Each 1mm segment was represented by a bit. If 
the bit was on, then a cutting was allowed. In a second dimension, each collection of bits 
represented a part in one o f its orientations. A defect was also represented by a bit list. 
But in this case, the bit list was shown where the parts could not be cut with respect to 
the defect dimension. The XOR operation of two binary inputs is defined as outputting a 
1 when only one and not both of the inputs are equal to 1. Thus, an XOR operation with 
the defect bit list and the board bit list left a final bit list showing where all cuts could be 
made to produce a useful part.
An integer linear program was used to maximize the value o f the possible cutting 
combinations. This was an example of the set packing problem. The formulation was:
m n
Max]T c{ x(J where n = length of board, m = number of possible cutting lengths
i j
c, = value of cutting i , i  = \,...,m
in n
S T . £ 2 X * , < 1 , /? = ! ,...,«
' j
Xfj, e {0,1} / = j  = \,...,n
\ 1 if cutting i is allocated at position j  also covers position p  
a = •{ 
up [ 0 otherwise
a yp  has a certain structure, namely,
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1 if j < p < j  + li i = \,...,m  j  = \ ,. . . ,n  p  = \ ,...,n
ijp 1 0 otherwise
The solution method used was a forward dynamic programming approach. The average 
value increase was 7% with a 90% confidence o f the value increase being greater than 
4.4%. Automatic wood inspection would do more than replace a manual operation. It 
could give higher output yield and use raw material o f lower quality. There were no 
manual counterparts to 2-D optimization. There was a strong need for improvement of 
the detection o f defects. The more the rest of the production chain was automated, the 
more important it was that the defect detection was reliable.
Recently, one author (Blackman 1995b) described a current ripsaw optimizer that 
used color cameras to scan boards at 400 fpm (120m/min.). 10 Pentium computers were 
used to process the 10-board queue between the scanner and the ripsaw. Each computer 
had about 40 seconds to find the optimal ripsaw-cutting pattern for its board. Boards 
were allowed to be random width and length. Product and price information guided the 
optimization process.
2.4.3 Log sawing optimization
Most hardwood sawmills practice the grade sawing method to increase the value 
of lumber sawn ffom a log. The grade sawing method uses log position and rotation to 
move externally indicated log defects to a location that will have the least impact on 
lumber value. External indicators o f internal defects are used by the sawyer to choose the 
starting face o f the log sawing operation in an attempt to maximize sawn lumber value. 
After the log is opened, the internal defects exposed during the sawing process are used 
as additional information to determine the value-maximizing log turning sequence.
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Wagner et al. (1989) described the grade sawing method as cutting from the best o f 4 
faces on a cant. Anytime, the current sawn face was judged to be worse than one o f the 3 
other faces, the cant was turned to expose the best face and sawing continued at this face 
only as long as it was the best face.
Some hardwood sawmills use the live sawing method, where logs are sawn with 
parallel sawlines. This method is often used with lower grade sawlogs. Wagner et al. 
(1989) noted that live sawing had been shown by several studies to yield more value and 
volume. Hardwood mills continue to use grade sawing because live sawing produces a 
high proportion of quarter-sawn lumber, which poses a marketing problem for some 
lumber manufacturers.
Tomographic grade sawing refers to the method of sawing that assumes the 
internal defects have already been located. This approach is not used by industry but 
rather by researchers to estimate the value of internal scanning. Tomographic grade 
sawing uses the same methods o f turning the cant between sawing cuts in order to 
maximize the value o f the log as the sawyer’s grade method. The only difference is that 
tomographic grade sawing uses the internal defect information provided by internal 
scanning rather than relying on the exterior surfaces as sawyers must do now.
In a similar manner, tomographic live sawing refers to the method of live sawing 
that uses internal defect information to position and rotate the log for optimal value 
recovery before live sawing begins.
Occena and Tanchoco (1988) described a graphic based sawing simulation system. 
This simulator used solid modeling concepts to perform its tasks. The methods used for 
solid modeling included constructive solid geometry which used basic geometric shapes
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and Boolean operations to build more complex shapes, and boundary representation 
which used faces, vertices, and edges to build up polyhedral representations of objects. 
The log was represented by a polyhedral, which was an advance over the traditional 
cylindrical and conic models. The defects were represented as polyhedrals “subtracted” 
from the log. The sawing cuts were represented by an intersection o f the log with a solid 
rectangular block. This intersection was repeated in order to break down the log into a 
sawing pattern. Solid modeling allowed the ease and speed o f Boolean operations to 
simulate sawing.
Another study looked at a linear programming approach that was based on the 
probable yields from various size logs and log grades. The program minimized the total 
value o f the log requirements given a list o f output requirements that included volume 
requirements for various grades o f lumber. The authors found that greater profit could be 
achieved by processing higher yield, larger diameter logs despite their higher purchase 
and processing costs (Sim et al. 1991). This approach did not actually optimize the cuts 
within a log but it attempted to determine what size and grade of logs to purchase to 
minimize raw material costs.
Harless et al. (1991) noted that various studies have indicated that the 
improvement in lumber value ranged from 9-12% between the best and worst orientation 
when logs were sawed with defect information. They noted the inadequacy o f the 
previous studies and attempted to find the improvement of tomographic sawing over 
typical industrial methods. The researchers used a CAD/CAM wire frame representation 
of the log. Four different sawing methodologies were simulated: sawyer-grade sawing, 
tomographic grade sawing, live sawing, tomographic live sawing.
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For live sawing, the tomographic live sawing method improvement was 10.8% 
over the average (not the worst) orientation. The value improvement was the result o f 
better grade yield rather than better volume yield. The tomographic grade method yield 
was 5.0% above the average orientation for grade sawing. The tomographic live sawing 
yield over current industrial sawyer-grade methods was 7.05% and tomographic grade 
method improvement over current industrial sawyer-grade method was 1.46%. However, 
these results were from a single test-log.
In another study, Lee et al. (1991) scanned the surface o f a log optically and 
located knots on the surface. A mathematical model was used to predict the interior 
shape of the knot. Based on these assumptions, the log was rotated 360°, one degree at a 
time to obtain the best value yield. They distinguished knot from bark by color and 
texture. Also, they ignored knots under 1 ” in diameter. They stated that among all the 
defects used in grading, knots occurred most frequently. Also, they noted that the 
presence o f  knots greater than 1” usually determined the grade o f the board.
Using an extensive database of 2-axis scanned logs containing scans o f 834 logs, 
Maness and Donald (1994) conducted a statistical study on the effect of log rotation on 
the value yield of dimension lumber produced from logs. The data was stratified to cover 
the lengths and diameters found in industry. The set o f cross-sectional cant sawing 
profiles was picked to mimic the normal set used in industry to produce dimensional 
lumber. The 0°-rotation position was selected where the sweep of the log was vertical 
and one end pointed up. The simulation of the log sawing occurred at 45° rotation 
increments.
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Statistical tests first confirmed that the 0° rotation, the position where the sweep 
end o f the log was pointed up, the “horns up” position, was the best overall fixed 
position. They also confirmed that rotation to each log’s optimal position yielded 
statistically significant higher yield than the 0° position. Further research would look at 
benefits o f smaller than 45° rotation increments.
In a more recent experiment, Steele et al. (1994) noted that previous studies that 
investigated the optimization of lumber value from knowledge of internal defects used 
limited sample sizes or simulated data. Another problem with some of the earlier studies 
was that they did not compare the optimal sawing pattern with the methods used by 
experienced sawyers. Also, the value increase for all 3 USDA Forest Service hardwood 
grades was not studied with the exception of one study that used only 2 logs per grade.
The authors used 24 red oak logs with 8 logs each in the three log grades. All 
lumber sawn was 4/4 (1.00 inch) with 0.25 saw kerf. The standard methods for live 
sawing and grade sawing were used to simulate the experienced sawyer. To determine 
the optimal live sawing orientation, each log was “cut” via simulation at 15-degree 
intervals for 24 rotational positions. For the optimal grade-sawing orientation, only 6 of 
the 24 rotational positions were tested as only these provided unique solutions.
A split-plot experimental design was developed for this analysis. The whole-plot 
factor used was log grade with the subplots consisting o f each log. The subplot factor 
was the sawing method. Whole plots had a completely randomized design and subplots 
were randomized complete blocks. The treatment structure was a full factorial 
arrangement with the factors being log grade and sawing method.
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The statistical model used was: E(Value) = Po + P lG  + P2L(G) + P3S  + P4G * S  
where G = grade influence, L = individual log influence, S  = sawing method influence. 
Comparisons-of-means testing revealed a statistically significant increase in 
tomographic versus sawyer methods. The best result was that the increase of value of 
tomographic methods appeared to be about 10% regardless o f the sawing method and the 
log grade.
Guddanti and Chang (1998) have shown that they could replicate the actual 
performance o f a sawmill on the computer using a custom software program called 
TOPSAW. TOPSAW was able to assemble CT images from a log and generate a board 
face from any cut that was specified by the software user. The program could also grade 
the board produced by the simulated sawing. After a 12-foot log was scanned, it was sent 
to a sawmill to be cut by an experienced sawyer who chose the grade sawing technique. 
The sawing sequence, log angle and sawblade positions were recorded. Then the 
TOPSAW program was used to make the same cuts in the log model. The board faces 
generated by TOPSAW were virtually identical to the actual board faces. The grading 
program in TOPSAW was used to grade the boards and the total value came within 97 
percent o f the actual value o f the boards at the sawmill. This study represented the first 
time that software could be shown to replicate the sawmill results. Thus, the groundwork 
has been laid to use TOPSAW to generate the exact gains that could be realized from the 
use of internal defect information to guide the sawing process.
In the most recent and best study to date, Chang et al. (1997) were the first group 
to compare actual sawmill results with tomographic methods. All previous studies had
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simulated the sawmill method of sawing and predicted the value of the boards that 
would have been produced. This study was the first to scan the logs before the logs were 
sent to a sawmill to be cut. Thus, the actual value produced at the sawmill using current 
methods was known exactly. The authors used TOPSAW to generate the optimal Iive- 
sawing pattern. Guddanti and Chang had previously shown that TOPSAW was capable 
o f  replicating the sawmill results. Thus, a very accurate measure of the possible optimal 
value was known. Based upon the 7 log sample (3 logs were Grade 1 and 4 logs were 
Grade 2), the live-sawing optimal patterns produced 15.08% more value than the 
patterns actually used at the sawmill. Since the sawmill used live-sawing methods and 
grade-sawing methods, the additional consideration o f optimal grade-sawing patterns 
was estimated to produce 19.43% to 29.71% more value than the patterns actually used 
at the sawmill. Thus, the potential for tomographic methods may be much higher than 
previously thought.
2.4.4 Direct log to product processing
In order to obtain better yield from hardwood logs, the direct processing of logs to 
produce final parts has been proposed. This method bypasses the step where lumber is 
produced and then parts are produced from the lumber.
Lin et al. (1995) conducted a simulation study to evaluate mill designs whose 
purpose was to cut green dimension parts directly from logs. The impact o f changes in 
mill configuration, log grade input, and cutting bill on the production rate was 
investigated. Four different mill designs were studied. The potential high production 
rates indicated that direct log-to-dimension manufacturing might be feasible. A previous
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study found a large potential for increasing dimension yield from logs by converting 
hardwood logs directly into dimension parts.
Blackman (1995a) reported on a French company that has introduced direct log to 
product processing. Groupe Menuiseries Gregoire manufactured finished furniture, 
doors, and windows. The company handled all operations including breaking down logs, 
turning lumber into molding and other components and then manufacturing the final 
products. There was one exception: Asian hardwoods were purchased as cants and 
resawn at the plant. They accounted for about 40% of the raw material.
2.5 Relevant Image Processing Methods
2.5.1 Image thresholding
Kittler et al. (1985) presented a review of current thresholding methods and 
proposed a new method that does not require a histogram. Among their various 
proposals were an iterative method where one arbitrarily computed a threshold, found 
the averages of the two classes, then let the next threshold be the average of the two 
class averages. The process would continue until a stable solution was found. Another 
proposal suggested picking the threshold whose class edges most closely approximated 
the edges from an edge detector. Both of these proposals inherently required many data 
passes.
They noted that the method of minimizing the mean square error between the gray 
level picture and its binary representation is computationally simple, stable and 
effective. The only drawback seemed to be the a priori decision on the number o f 
thresholds. Entropy minimization had been suggested and it had similar results to mean 
square minimization.
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Another proposal involved picking the threshold where the gray level at the 
borders matched most closely to the average gray level in a 1 x M  window that lied 
orthogonal to the border contour. This method was repeated until a stable solution was 
reached. Another proposal suggested a threshold selection that maximized intensity 
contrast between border pixels. They noted that these thresholds based on simple 
statistics required restrictive assumptions such as constant levels in regions, uniform 
illumination, and distinct gray-level populations.
Sahoo et al. (1988) provided a survey of the current thresholding techniques. 
Thresholding, they noted, could be classified into global and local techniques. The 
global techniques were further classified into point-dependent and region-dependent.
Point-dependent techniques included the P-tile method, the basic bimodal 
thresholding, the minimum variance (or minimum mean square) method that was already 
discussed, the maximum entropy method, and the moment-preserving method. Not all 
the methods were automatic in nature. The authors evaluated the automatic global 
methods on three pictures that were not binary by nature. They used a uniformity 
measure and a shape measure to rank the methods. The two best overall methods were 
the minimum variance method and the moment-preserving method.
To improve on the maximum entropy method, Abutaleb (1989) proposed an 
entropy method that considered spatial relationships as well as just gray level. He 
showed that choosing the threshold as the value that maximizes the entropy o f the 1- 
dimensional histogram o f an image could separate the background from the foreground 
of an image. This approach did not take into consideration the spatial correlation 
between pixels in an image. He propositioned that the performance might degrade
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rapidly as the spatial interaction between pixels became more dominant than the gray- 
level values. In the proposed approach, a two dimensional histogram was created with 
the pixels gray level on one axis and the average gray level o f the pixel’s neighborhood 
on the other axis.
Presumably, the two-dimensional histogram had two peaks corresponding to the 
background and foreground. Assuming that the background had low pixel gray levels 
and low neighborhood averages and the foreground had high pixel gray levels and high 
neighborhood averages, then a threshold pair (s, t) where s is the gray level threshold and 
t is the neighborhood average threshold would divide the 2-dimensional histogram into 
four sectors. Two sectors would contain the peaks and other two sectors would contain 
distant diagonal components that were close to 0 in value and could be ignored. The 
entropy in the peak sectors was calculated by
H ( A) = " E Z ( P,/p  ) {n{P' / p  \w h e r e  Pxl = - X 2 > s
, - i  /=i V /  Tv# 2  V /  r * tJ  j=, J=l
The off-diagonal sectors were ignored to reduce computation time. The entropy based 
function 'M(s.t) = H(A) + H(B) was maximized by an exhaustive search o f s and t. When 
compared to 1-dimensional entropy, 2-D entropy took more computational time (an 
order of magnitude).
1 -D and 2-D entropy thresholding methods gave similar results when the signal-to- 
noise ratio is high (above 12dB). The signal-to-noise ratio has a number of definitions in 
the literature but the traditional definition and the one used in this paper is given by:
SNR = log,, mise^ ee P °wer 
noise power
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Power was the summation over all pixels of the square of the gray levels. For low SNR, 
the 2-D entropy thresholding was superior. Some dilation or other postprocessing would 
also improve the output.
Lee et al. (1990) noted that the previous survey by Sahoo et al. (1988) evaluated 
the performance of several global thresholding techniques on a set o f test images that did 
not satisfy a two-class assumption. Therefore they proposed that a new study was 
required for images where it was known a priori that the image contained two principal 
brightness values, object and background. The purpose of this paper was to evaluate the 
performance of five global thresholding techniques based on a set o f two-class test 
images. The measures o f performance were the probability of error, a shape measure and 
a uniformity measure both described by Sahoo et al. (1988). The parameters that were 
varied in the study on the test images included the object (foreground) size and the mean 
difference in gray level between the object and the background. The algorithms tested 
include the simple image statistic method by Kittler and Hollingsworth, the minimum 
variance method, the maximum entropy method, the moment-preserving method and the 
quad-tree method. The two test images included a high contrast image and an image 
with gradual shading.
The probability for error was defined as Pr(err) = Pr(0) x  Pr(BZO) + Pr(B) x 
Pr(OZB) where Pr(BZO) was the probability of classifying an object pixel as a 
background pixel. The values for Pr(O) and Pr(B) had to be obtained from previously 
manually-segmented images.
The performances of the various thresholding methods were image dependent. No 
single algorithm performed best across all test images and performance criteria. O f the
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five algorithms tested, the minimum variance and simple image statistic methods 
performed relatively well. The performance o f the entropy and quad-tree methods were 
sensitive to image characteristics such as contrast and histogram distributions. Also, the 
entropy method was more computationally complex. They concluded that the minimum 
variance and the simple image statistic method were the best choices for 2 -class machine 
vision thresholding applications.
As noted by previous researchers, Hannah et al. (1995) mentioned that one 
drawback to thresholding was that there was no single method that could be universally 
applied. The researchers examined single and dual threshold methods based on variance 
and entropy measures o f the image histogram.
Automatic thresholding based on the minimum squared error and based on the 
coefficient of correlation between the original and thresholded image yielded the same 
result. These methods were inefficient for multiple thresholds since they required 
exhaustive searches. Also, very small objects (population ratios) in the histogram could 
be overlooked. A second group of methods used entropy. The gray level with the 
maximum entropy o f the two separated distributions was chosen. For single thresholds, 
studies have shown that the minimized variance method worked better. The minimum 
variance method and the entropy method could be used for single or dual thresholds.
The researchers extended the entropy method to automatically determine whether 
to use single or dual thresholds based upon the data. Basically the entropy was 
calculated for every possible gray level threshold. Current methods chose the highest 
point to be the single threshold. The new method simply looked for minor peaks and 
chose the second most significant peak if  it existed. So the method did not force two
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thresholds if a minor peak did not exist. The new method also was very sensitive to 
small foreign objects. The sensitivity could be adjusted by adjusting the criteria for 
finding a minor peak.
They concluded that the minimum variance method was best for large 
foregrounds, the extended entropy method worked best for thresholds for small objects.
2.5.2 Image segmentation
Kass and Witkin (1987) presented a survey of flow techniques used in image 
processing. These methods involved finding the dominate-flow direction in local areas 
and creating flow orientation images. Some of the uses o f flow orientation images were 
using the flow coordinates to provide preferred directions for edge detection and using 
the dominant flow to aid in the detection o f anomalies that stand out from the flow. A 
knot located in a grain pattern was characterized by having low flow coherence in a 
background of very high flow coherence (the annual rings or grain). Also, direction 
derivatives along the dominant flow direction would show anomalous elements such as 
checks that were perpendicular to the flow while diminishing the edges in the flow 
direction such as grain.
Kennedy et a l (1989) presented a method of segmenting medical images and 
calculating region volume in pseudo 3-D scans using Sobel edge detectors. They also 
used the edges o f a previous MRI slice to begin the segment border search on the current 
slice.
Raya (1990) described an expert system approach to image segmentation. The 
system used a pair of MRI images for each slice. One image highlighted proton density 
and the other image highlighted 7Vweighted intensity. These two images helped
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differentiate the various types o f tissue. Histograms for various types of tissue had 
already been established. The pixels were given membership values to each class of 
tissue according to the histogram height for a given tissue. If  the gray level o f a pixel did 
not appear in a certain histogram, there was a 0 value given. If the gray level o f a pixel 
coincided with the mode o f a histogram, then the pixel was assigned a 1 membership 
value for the tissue type represented by the histogram.
A number o f statistics for each pixel was gathered from both images o f the same 
slice. Then rules were applied on the statistics and membership functions to classify the 
pixels. The rule-based system was very problem specific. For a different imaging 
protocol, one would have to formulate a different set of rules, and a new set o f statistical 
properties. The process was less efficient in terms o f computation time, but production- 
rule systems were more flexible.
Thomas et al. (1991) described an algorithm that separated an object from the 
background with mathematical morphology. The algorithm first performed a gray scale 
morphological opening with a flat round structuring element larger than the smallest 
dimension of the foreground object. Subtracting the result from the original image gave 
a difference image. This difference image had its contrast stretched to cover the entire 
gray scale length. This also served to normalize all the difference images. A constant 
threshold that was previously determined by experimentation was applied to the 
stretched difference image. From the thresholded image, the largest region was assumed 
to be the desired foreground object. A binary morphological closing was performed to 
remove small holes and crevices in the region. Next, a binary morphological opening 
was performed to remove thin protrusions from the foreground object. Next, the
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foreground object was skeletized using a hit-or-miss morphological operator. The hit-or- 
miss operator produced an image of edge pixels, which is subtracted from the 
foreground object. The process was repeated until a one pixel-wide skeleton was formed. 
To measure the length of the object, the distance between the endpoints of the skeleton 
was calculated and converted into real measurement units. The complete algorithm 
required approximately 1 0  minutes.
Toulson and Boyce (1992) used neural nets to segment MRI scans of brains. The 
data had to be converted to another form for input to the feedforward neural network. 
The neural network was trained using manually segmented images.
Deklerck et al. (1993) mentioned that segmentation and labeling remained the 
weakest step in many medical vision applications. Generally, oversegmentation was 
preferable to under-segmentation because it was easier to attribute the same label to the 
split segments than to split a segment and label its parts differently. This paper 
introduced a modified split & merge algorithm. The splitting step was performed 
according to edge information. Merging occurred on the basis o f similarities in gray 
level statistics of the segments. The edge detection was based on first and second 
derivatives of the image gray levels. First, Gaussian smoothing was applied, then edge 
detection, then root selection. Root selection was finding the geometric centers o f spaces 
between edges. After root selection, came region growing. The region growing method 
used was called “steepest path growing.” It used the derivatives that were calculated 
before. Each segment’s gray level statistics were calculated, then region merging was 
done based on the statistics.
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They also introduced a method for body cavity detection that used a rough 
segmentation between the objects and background based on automatic thresholding by 
minimum error method, (i.e., choose the threshold to minimize the mean square error 
between the input gray level and the average gray level o f regions). An adaptable salt 
and pepper filter was applied to the binary image. It was adaptable in the sense that the 
threshold for the noise area was higher for elongated segments and segments in the 
center o f the image. Region growing was by steepest path. The last step was border 
smoothing.
Manos et al. (1993) mentioned the two main approaches to image segmentation: 
edge and region based. They noted that edge-based methods usually require a well- 
defined model of the object boundaries to produce successful results. Region-based 
segmentation methods have produced promising results for scenes that exhibit 
uncertainty regarding their content and boundaries of objects in the image, as in natural 
scenes.
The researchers discussed the method they used to segment bones in a hand-wrist 
x-ray image. The approach the authors used combined region growing, region merging, 
edge detection and a list o f scene labeling rules. The edge detection was accomplished 
using the Canny edge detector because it provided a single edge response. The edge 
strengths were cutoff below a threshold so only strong edges remained. Next, edge- 
preserving smoothing was applied. Then, conservative region growing using 4 connected 
pixels with a threshold o f 3 was used. This produced 500-1300 regions in the images 
used in the study. Region merging was applied based on a combined score of gray level 
mean similarity, size (small regions are preferred) and connectivity (ratio o f common
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border to overall borders). This merging reduced the regions by 40%. Regions were 
merged if  their common boundary did not correspond with the edge detector output. 
Each region was classified as background or bone based on nine rules. Each rule was 
applied to the image in turn. The last step was application o f two labeling error 
correction rules to eliminate small regions (holes). The process was robust and reliable 
but the trade-off was a time-consuming procedure with a very narrow application.
Vincent (1993) described morphological reconstruction that was termed in other 
papers as conditional dilation. Binary reconstruction was described as the union of 
connected components of a binary image which were “marked” or seeded by another 
binary image. The author extended morphological reconstruction into the grayscale case. 
He provided two standard algorithms and a newer algorithm which was an order of 
magnitude faster than any previously known algorithm. Binary reconstruction was 
described as a series of conditional (or geodesic) dilations.
Deruyver et al. (1994) examined the use of segmentation for separating white and 
gray matter in MRI images. They found that thresholding can only separate the 
background from the foreground. They found the noise too complex to remove even 
with frequency filters. The algorithm consisted o f local histogram equalization to 
enhance contrast with white and gray brain matter. The original image was automatically 
thresholded using the local histogram to separate background from head. This image was 
then intersected with the enhanced image to see only the head area. The enhanced image 
was thresholded into 3 groups: non-gray, undefined, and gray matter. Isolated non-gray 
pixels were removed. Next, morphological operators were applied. Dilation over the 
non-gray and undefined pixels was performed to remove gray “bridges” created by
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noise. Next, a morphological opening (erosion followed by dilation) over undefined 
pixels and gray matter was performed to remove thin protrusions o f gray matter. Finally, 
small region suppression was used to reduce the number of regions. They claimed that 
the results were as good as manual segmentation.
Philip et al. (1994) presented an algorithm that used the generalized Hough 
transform along with fuzzy set theory to define a subregion of interest around a possible 
target, which provided an initial estimate of the location. The fuzzy set theory allowed 
the Hough transform to work with an approximate shape of the target objects. In their 
work with tomography, they allowed each previous slice’s results to become the 
approximate model for the subsequent slice.
2.5.3 Image registration
Knoll and Delp (1986) noted that a difference image was formed by subtracting 
one image from another. One practical problem of imperfect registration was that, if 
images were not in perfect spatial registration before subtraction, the difference image 
would contain incomplete cancellations o f unchanged background objects. Usually this 
noise was reduced by smoothing but this also blurred the true differences. Another 
method used is thresholding but this was effective only for subpixel registration error.
A useful property of registration noise is that it has a zero mean. Let g(i,j) be the 
difference image between a discrete image and a translated version of itself. Then 
Because subtraction is a linear operation, the mean of the 
difference image is equal to the difference o f the means o f the two images. Since J{i,j) 
and j[i-Ai,j-Af) images have the same mean, the mean of the difference image is zero.
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The adaptive gray scale mapping attempted to cancel dark areas with nearby bright 
areas. In neighborhoods with nothing but registration noise, the two bright and dark 
areas were canceled. At each pixel a brightness moment and a darkness moment were 
calculated. Assume that there were some true differences that were bright areas. The 
dark areas were scaled down to the point that the reduction equaled the increase o f the 
dark area, like shifting part o f a hill to fill a valley. Thus, the areas with true differences 
were not totally canceled out. This procedure assumed that the registration differences 
were close to each other. If  not, the image had to be converted to an edge image via the 
Sobel operator. They found that this method worked better than smoothing without 
blurring the differences.
Herbin et al. (1989) developed a 6  parameter registration model consisting of x 
and y translations, a rotation, a magnification, and a 2  parameter linear transformation of 
the gray levels. They noted that classical similarity criteria such as correlation coefficient 
or correlation function could lead to misregistration if the images were known a priori to 
be dissimilar. Systematic calculation of similarity criteria for every possible value of the 
registration parameters could have led to prohibitive computation times. The problem of 
estimating the registration parameters was a problem of robust estimation in the presence 
o f  outliers. The authors proposed two methods o f optimizing the similarity: the adaptive 
random search and an adapted simplex method. The random search performed faster.
Chiang and Sullivan (1993) noted that in conventional image registration, one of 
three kinds o f measurement was usually chosen: correlation coefficient, correlation 
function and the sum of the absolute values of differences. A new class of similarity 
measures based on nonparametric statistical considerations had been proposed. The pixel
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value differences were taken and the various displacement vectors were tested until the 
number of sign changes was maximized. This automatically took into account a 
symmetric noise distribution as well as misregistration.
If  the noise was not symmetric such as Poisson noise, then the parametric method 
was not accurate. Because noise affected the lowest order bits of a pixel value, images 
could be registered according to the best matches between high order bits of pixel 
values. This method did not assume any noise distribution. This coincident bit counting 
(CBC) method was more robust under non-symmetric (one-sided) noise environments.
Matsopoulos et al. (1994) noted that, in medicine, information provided by MRI 
and CT was complementary. The authors described the process of combining 
information from the two modalities. The two major steps were registration and fusion 
(blending) of images. They noted that for fusion, morphological filters had advantages 
over linear filters, such as speed of computation and edge and feature preserving 
properties.
Van den Elsen et al. (1995) described an automated approach to register CT and 
MRI images. Using differential operators, edges were extracted from both images. 
Matching was then accomplished by correlation of edges only. The process was 
completely automatic. The matching was good even when the images only partially 
overlapped each other and when some of the features were not similar.
2.5.4 Image smoothing
Scollar et al. (1984) mentioned that for Gaussian noise, the variance of the mean 
was less than the variance of the median for a window of fixed size. When the tails of a 
probability density function increased, eventually the variance of the median became
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smaller than the variance of the mean. They noted that algorithms based on means and 
standard deviations were faster than median methods.
The median absolute deviation (MAD) is a dispersion measure. It is the median of 
the absolute deviations from the original median. To calculate the MAD for an image, 
one needs to apply a median filter, subtract the result from the original, and then apply 
the median filter again to the absolute differences. The authors said that mean-standard 
deviation methods could usually be used if more than 400 pixels were used in the 
window, since the median approached the mean very quickly except at very broad edges. 
Thus, for windows greater than 19x19, the authors used mean methods.
Davies (1988) also noted that median filtering was the most widely used 
technique. Median filtering is valuable for outlier rejection. If the noise was Gaussian 
and was uncorrelated within a neighborhood then the mean, which was simpler, would 
suffice. If, however, the noise was not known to be Gaussian, then the median might be 
the best choice because of its outlier rejection properties.
The mode filter seemed particularly suited to the enhancement objective and the 
median filter for simple noise suppression. Because modes were hard to calculate 
especially in small neighborhoods where the bins were exposed or where there were 
multiple modes, the author devised a “truncated median” filter that simulated the mode.
Hunt et al. (1990) looked at the line-detection performance of 3 processors for 
very noisy {SNR <1) images with additive noise. They found that the Hough transform 
and Gaussian signal-detection theory were noise-insensitive compared to the Laplacian 
processor. For unknown noise, they recommended the Hough transform. For known
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noise, they recommended the appropriate signal-detection theory or processor designed 
for the noise distribution at hand.
Rank and Unbehauen (1992) proposed an adaptive recursive filter for removing 
Gaussian noise. This filter employed smoothing where the surrounding pixels were 
scaled according to the output o f three feature detectors. The smoothing operation was 
given by y(m,n)= (l/k)[x(m,n) + f)y(m,n-l) + (iy(m-i,n-l) + Py(m-l,n) + J3y(m-],n+I)\ 
where k=l+4J3 and x(m,n) was the pixel from the original image. The factor [3 was 
related to the output of an edge detector, a comer detector, and a flat detector. Therefore, 
the apparent features determined how much smoothing is done. The filter was recursive 
in the sense that the output of the filter was used to smooth other pixels. The filter ran 
left-to-right, top-to-bottom and then right-to-left, bottom to top to provide symmetric 
behavior. Slight edge enhancement was applied to compensate for the tendency of noise 
filtering to smear edges. The improvement in S/N  ratio was about 6~3 dB and the 
algorithm took about 1 0  seconds per image.
Kundu and Zhou (1992) proposed a combination median filter to compensate for 
the tendency o f median filters to smooth over fine lines. The median filter could not 
preserve thin line details although it did a good job of suppressing impulse noise and 
preserving edges. The multilevel median filter had been proposed to preserve small 
details. The multilevel median took the median o f 1 x n vertical, horizontal, and the two 
diagonals centered on a pixel. The largest and smallest medians o f these 4 subwindows 
and the gray level o f the center pixel were considered as candidates. Finally the median
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of these 3 candidates replaced the center pixel. This multilevel median could preserve 
thin line details but the smoothing was inferior to the median filter.
The authors sought an improvement on the multilevel median filter by adding the 
choice o f using a median filter, multilevel median filter, or a directional filter. The 
authors found the median values of the same 4 subwindows used by the multilevel 
median filter. Dixon’s r-test was used to determine if one of the medians o f the 4 
subwindows was an outlier. Also, they tested if a thin line is present. The results 
determined which of the 3 types o f median filters to use.
Let f(x) be the probability density function of a certain population whose median is 
4- If x  is a sample median of a sample size (2n+l), then xm is known to have an
asymptotically normal distribution with mean 4  and variance -̂--------- .
y F ' 4 [/(£ )] (2w + 1)
For a symmetric parent population, 4 is also the population mean. The variance o f the 
sample mean of a finite population with Gaussian parent distribution can be found using
, -  „ - • • *■ 02563 0.0699 .  . .  . .the following approximation: c, = ---------------------------- z-... tor n = odd. Also,\ 2 2« + 1 (2m + 1)
std.deviation o f  median o f  (In  + l)values .
c = --------------------------------------    . Since the standard deviation of the
" std .deviation o f  average o f  (2n + \)values
average o f (2 n+ l) values is er/-Jin  + 1  where a  is the standard deviation of the parent 
normal population, cn can be used to compute the standard deviation of the sample 
median.
Itagaki (1993) proposed an adaptive nonlinear filter with two parts. The first part 
used pixels in the 5x5 neighborhood that are in close gray value proximity to the center
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pixel. So impulse noise was not included in the smoothing and the impulses were not 
altered either by the first part. The smaller the standard deviation of the noise, the 
smaller the window. So images with low noise were barely altered. Iterations could be 
applied. All that remains was the impulse noise, which could be easily removed.
Hussian and Reed (1994) presented a novel approach in image smoothing without 
blurring edges. They first segmented the image into regions (oversegmenting is 
acceptable), then all smoothing was done by standard low pass filters using 3x3 or 5x5 
neighborhood averaging within segments. No smoothing across boundaries was 
permitted. This interruption o f smoothing was what makes it nonlinear, otherwise linear 
filters were used. The noise over a wide range was smoothed and the edges preserved. 
The region-confined average enhanced contrast between regions, which sharpens the 
image. So noise was removed but the structures were retained. The SNR did not improve 
but the qualitative difference between this region approach and ordinary linear 
smoothing was striking.
Chen et al. (1994) noted that noise filtering of images was essentially a smoothing 
process, but simple low-pass filtering would blur image edges and other structures and 
thus damaged image fidelity. Not only were the stmctures significant to human viewers 
but they were also very important for automatic image analysis such as computer vision 
and image registration. In medical imaging, the sequence of images and the number of 
pixels per image required high processing efficiency as a fundamental consideration.
This paper described an algorithm that could be run in parallel to speed up the 
process. For each pixel, the algorithm ran a low pass filter in four directions: 0°, 45°,
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90°, & 135°. The type o f low pass filter was not important. The absolute difference 
between the filter result and the original pixel value were compared. Low pass filtering 
along lines would have small differences and little distortion. Low pass filtering across 
lines would have large differences between filter output and the original input. The 
weights assigned to the four filters were calculated to emphasize the least distorting filter 
and de-emphasize the most distorting filters. In homogeneous areas, all filters were 
given equal weight. Therefore, the algorithm would minimize distortion around 
structures and consider larger areas for filtering in homogeneous areas. The paper also 
used the same method for edge sharpening. Since the four filters could be processed in 
parallel, speed could be increased.
Hanke et al. (1994) noted that median filters tended to fail at comers. At comers, 
the authors switched to direction sensitive medians, 4 one-dimensional medians, 
perpendicular and diagonal to the window.
Hwang and Haddad (1995) presented two new adaptive median filters. The 
ranked-order based adaptive median filter determined whether the center pixel was an 
impulse or not. If  not, it left the pixel alone. If  the center pixel was an impulse, it 
computed the median output. If the median output was an impulse (due to very dense 
noise) then the window size was increased iteratively until the output was not an 
impulse.
The second filter was an impulse-sized based adaptive median filter. This filter 
detected the width o f the impulse and adjusted its window size to eliminate the impulse.
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These filters performed better than the median filter under conditions of high noise 
density and strong impulse noise.
Karaman et al. (1995) presented a smoothing technique for speckle suppression for 
ultrasonic images. The basic idea was to grow a region from the center pixel. The region 
size was restricted to a square window and the criteria for aggregating pixels was that the 
gray level o f the pixels was within a range of the center pixel. Then the center pixel was 
replaced by the mean (or median) o f the region of similar pixels. The range of similarity 
was based on the typical variances o f the speckles. So, pixels that were within the range 
were assumed to vary due to speckle noise and pixels outside of the range were assumed 
to be image structure details. As with the method of Itagaki (1993), small variations 
were suppressed and large variations were left alone. This was followed by a merging 
step o f regions with similar statistics, and smoothing on the merged regions. This 
adaptive speckle suppression filter compared well to others in the literature. The basic 
assumption was that the speckle noise was small compared to the image structure details.
Li and Ramsingh (1995) proposed a multi-shell median filter. The concept o f the 
multi-shell median filtering scheme was to develop a rotation invariant filter structure so 
that numerous subfilters for preserving details in different orientation were not required. 
Consider the median of a set of three numbers in 1-D:
Median [a; ,a2, a 3] = median[min[a/, <3 3 ] ,  a2, max [a 7 , 0 3 ]].
This could easily be extended to rotating the 1-D median equivalent through a complete 
circle and collecting all the corresponding samples inside the min and max operators.
Let S(m,ri) be the set of samples surrounding the central sample. For a 3x3 filter 
window:
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S(m,ri) = { a(m-\,n-\), a{m-\,ri), a{m-\,n+\), a{m,n-\), a{m, n+1), a(m+\, n-1), a(m+1, 
ri), a(m+l, «+ l)} .
The output o f a multi-shell median filter for the window size of 3x3 was 
ym/shell(m’n) = median[Smin(w,«), a(m,ri), SWM(m,n)].
The filter was able to remove isolated impulses of one pixel in size and preserve features 
o f size larger than or equal to two consecutive pixels regardless o f  feature orientation.
If we let S(r)(w,n) = /'lh order statistic of S r= 1,2,3,4 where S < 
SQpn,n) < ... < S(8)(/m,n). Then we could modify the 3x3 multi-shell filter to become a 
3x3 multi-shell order statistics median filter by:
ym/shell(r)(.m<n) ~  median[S(r)(w,n), a(m,n), S(9.r)(/w,«)].
The authors had shown that the 3x3 multistage max/median filter with 4 subfilters and 
the 3x3 median-based multi-shell order-statistics filter, ym/shell(l)(m’n) which was the 
multi-shell median filter, were identical. They also showed that when r = 4, the filter 
ym/shell(4)im<n) was identical to the standard median filter.
The filters with r  > 2 had better noise removal characteristics and filters with r < 3 
had better detail preserving characteristics. Therefore, one could balance the noise 
removal and detail preservation by adjusting the rank value, r.
Soltanian-Zadeh et al. (1995) mentioned that the noise in an MRI scene sequence 
was characterized by an additive zero-mean white Gaussian noise field that was 
uncorrelated between different frames. Averaging several acquisitions of the same slice 
was the conventional method for reducing the additive noise. This method had the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
81
following practical difficulties: 1. It increased imaging time and cost. 2. It limited 
throughput.
An alternative approach to reducing the noise was off-line conventional image 
restoration filters. However, conventional filters were not specifically designed for MRI. 
Recent developments in nonlinear filters like adaptive smoothing are indications o f a 
need for new nonlinear methods to preserve edges while suppressing noise.
The new filter proposed by the authors used MRI signal models to implement an 
approximate maximum likelihood or least squares estimate of each pixel gray level from 
the gray levels for the same location in all the images in sequence; this corresponded to 
using interframe information.
In the author’s paper they defined SNR = .
ĵV ar{g(i.j))
The usual assumption was that the statistical noise is modeled as a Gaussian distributed 
zero-mean white noise field with standard deviation a. When using the background for 
estimating the noise standard deviation, the distribution was truncated because the pixel 
gray values were saturated on the lower side. Thus, the background result needed to be 
divided by 0.655 to yield to the proper noise standard deviation. The authors reported on 
a method o f filtering using multispectral data for each MRI slice.
2.5.5 Morphological noise reduction
Cheng and Venetsanopoulos (1992) presented new opening and closing operators. These 
operators did not use any structuring elements. Rather a number of pixels, N, was 
specified. For gray level opening, any peak with less than N  pixels in a cutoff cross 
section was flattened at that level. The shape o f the cross-section was irrelevant. The
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closing operator worked the same way, but it eliminated pits that had less than N  pixels 
in its cross section. The adaptive part of the title meant that the cutoff worked or adapted 
to any cross section 8 -connected shape. The filter effectively removed impulse noise (or 
any other feature) which was smaller than N  pixels. The advantage over morphological 
operators using a group of structures was that there was no distortions or artificial 
patterns that might occur when a limited group of structuring elements was used for 
morphological operations. The authors developed an algorithm to implement the 
operator. Basically, for an opening, at a given pixel, one determined if there were more 
than 8 -connected pixels with gray values higher than the current pixel. If not, the 8 - 
connected pixels with higher gray values were all flattened, regardless of the shape.
Peters (1995) described a morphological image-cleaning algorithm. It was 
designed to enhance scanned or still-video images, or any image where the standard 
deviation of the noise was less than the standard deviation of the features. The goal of 
“cleaning up” images was subjective to most users, but two common characteristics of a 
good image were: 1) edges, thin lines and small features were sharp and clear, and 2 ) 
areas between these features were smoothly varying. Because of characteristics of 
human perception, a dark or bright line often appeared to be noise free even though the 
noise did not stop on the line. So the perception of low amplitude noise was largely 
within broader areas.
Linear filters invariably smooth out noise and blur fine features. Morphological 
filters are nonlinear filters that are used for noise reduction. The new algorithm used the 
difference image between an image smoothed with openings and closings and the 
original image. The difference image contained features as well as noise. Provided the
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noise was low amplitude, then the difference image could be thresholded (or actually, 
center-clipped since the difference image was a signed image). The result was a support 
map or mask o f  the thin features in an image. The mask could then be used to recombine 
the thin features in the difference image with the smoothed image leaving the noise 
behind. The result was an image that was smoothly varying except for edges, thin lines, 
and small spots.
The morphological smoothing o f images was accomplished by the average o f the 
gray-scale open-close and close-open operations on an image. The structuring element 
was increased in size until all the noise from an image was removed. By using 
progressively larger structuring elements, the difference images between each step 
represented a morphological size distribution.
If the noise standard deviation was smaller than the features, thresholding could 
separate the two in the difference image. The author computed the overall square root of 
the second moment o f the gray-levels in the difference image. The threshold was set by 
experimentation between 1 and 2 o f these square-root second moments. The pixels in the 
difference image greater than the threshold were assumed to be features and not the low 
amplitude noise and became the support map.
The algorithm removed isolated pixels in the support map. The clipping or 
thresholding removed some o f the base of a feature. This base was grown back by 
reattaching the portion of the residual image that was associated with the support map. 
The new residual image was recombined with the smoothed image.
The method worked better than other morphological methods and the median filter 
provided the noise amplitude was low. The disadvantages included the large number of
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parameters that must be arrived at through experimentation. These included the number 
o f difference image bands, the sizes o f the structuring elements and the threshold factor 
at each difference band. The method performed well but was computationally expensive. 
A 1M image required 30 minutes on a Sun SPARCstation 1.
2.5.6 Image contrast enhancement
Wang et al. (1983) gave a survey o f the current image enhancement techniques 
and found that most o f the existing image-enhancement techniques were heuristic and 
problem-oriented. They noted that human perception followed a nonlinear
transformation of the light intensity. Thus, g '{x ,y )  = g m S„ would give a
.  ^ tn in  _
logarithmic output histogram that appeared to human vision systems as having the most 
contrast.
Cocklin et al. (1983) characterized contrast enhancement as a monotonic 
remapping o f the gray levels in an image. The methods of contrast enhancement fell into 
two broad categories: image content independent, image content dependent. The 
effectiveness o f an enhancement technique should be balanced against the cost in terms 
of computer resources for its implementation. They stated that other studies have shown 
that X-ray film reading error rates may be as much as 20-30 per cent. Image 
enhancement techniques could selectively enhance particular features o f interest while 
suppressing other information. Unsharp masking consists of superimposing a slightly 
blurred (averaged) negative on the original positive. This can be represented by B = cA 
+ (c-1) (-A) They noted that unsharp masking was a very common technique in medical
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image processing primarily for its edge enhancement ability. Unsharp masking could be
1 - c 1 - c 1 — c
1 -  c 1 + 8 c 1 - c
1 - c  1 - c  1 - c
Moore (1986) proposed that most image enhancement techniques could be 
characterized by the change they produced in the histogram entropy. The histogram
<i
entropy was given by ^  P(s) log2 P(s) where s  is a gray level and q is the total number
,<=i
of gray levels. This expression gave the statistical information content o f an image in 
terms of the average number of bits required per pixel. For unconstrained cases, the 
histogram entropy was a minimum when all but one P(s) values were zero and a 
maximum when all P(s) values were equal. The corresponding histogram entropies were 
zero and log2{q) respectively. In imaging terms, the two extremes corresponded to highly 
structured and complex, poorly structured pictures, respectively.
The author looked at the effect on histogram entropy by various image 
enhancement methods. He pointed out that edge-enhancing methods were histogram 
entropy reducing. Edge-enhancing techniques improved edge visibility by removing 
redundant information (pixel correlation), which lowered entropy: Contrast emphasizing 
techniques tended to be histogram entropy increasing. Contrast emphasizing methods 
produced more uniform histograms, which gave the highest entropy.
Pizer et al. (1987) introduced interpolated adaptive histogram equalization where 
local histograms o f  each tile o f  an image was equalized and the mapping of any pixel
performed by the convolution mask ^
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was based on the bilinear interpolation of the mapping in the 4 nearest tiles. This 
dramatically speeded up the processing time over the local histogram method.
Weighted adaptive histogram equalization where the histogram was weighted by 
the proximity o f the other pixels was investigated and found no improvement but more 
computation burden.
The tiling size was recommended to be l/16th of the image area. Less than 1 /64th 
area caused oversensitivity and artifacts. Also overlapping tiling had no advantage over 
mosaic tiling.
In a homogeneous region, histogram equalization would create too much contrast, 
enhance noise and create artifacts. Since a uniform region would yield a histogram with 
a high peak, the histogram was clipped at a user specified-level. So the histogram was 
not actually equalized because the stretching of low contrast areas was limited. The 
authors recommended the clipped variation because of ease of computation and 
comparable results to interactive windowing.
Leszczynski and Shalev (1989) noted that local histogram modification was an 
approach where a square neighborhood was defined around a pixel. The histogram was 
equalized and the center pixel was changed according to this histogram equalization. 
This step was performed over every pixel. Therefore, the main drawback was a heavy 
computational burden. Adaptive histogram equalization involved dividing the image into 
an integer number o f  tiles. Histogram equalization was performed on each tile 
independently. The modified value for each pixel was then calculated by bilinear 
interpolation for the four closest tiles.
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The authors proposed a moving histogram equalization. This was a very similar to 
the adaptive histogram method. However, only a horizontal (or vertical) strip was tiled. 
All the points on the row (or column) o f the center points of the tiled region were 
calculated by interpolation just between two tiles. The strip was shifted down (or right) 
by one pixel. This allowed a quick updating o f the cumulative density function as one 
row (column) or pixels was dropped and another row (column) was added. Again, 
another row (column) of pixels was modified by interpolation between just two regions. 
This continued until the image had been covered. The outside edges of the image were 
unaltered. The computational load of the moving histogram equalization was 
comparable to the adaptive histogram equalization, but the enhancement of the image 
was superior. Adaptive histogram equalization could leave artifacts. The results of 
moving histogram equalization method was comparable to the heavily computational 
local histogram equalization method while having the light computation load of the 
adaptive histogram equalization.
Dale-Jones and Tjahjadi (1992) proposed four algorithms for images with large 
peaks in the histogram. They pointed out that if  there were large peaks in the histogram 
that were composed o f pixels from uniform areas o f the image, and smaller bins that 
contained important image information, then the histogram equalization algorithm 
would not be effective in enhancing this image.
The first algorithm stretched peaks that are above a user-specified level and 
histogram bins below the same level were not merged. This method needed empty 
histogram bins to start.
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The second algorithm was the opposite of the first. All peaks above a user- 
specified level were compressed into one bin. The remaining bins below the level were 
stretched according to their respective height.
The third algorithm required that a second parameter was chosen. All bins smaller 
than the second parameter were preserved. All peaks above the first parameter were 
compressed into one bin. All bins with heights between the two parameters were 
stretched.
The fourth algorithm was like the third. The difference was that all bins with 
heights between the two parameters were stretched in inverse proportion to their size. 
The rationale was that large peaks typically represented background. So compression 
would not lose information.
The authors noted that a large Gaussian distribution with a large population and a 
large standard deviation implied a broad peak that contained most of the image 
population. Ordinary histogram equalizations would produce a good result for this type 
o f image, because most bins would be stretched and only a few bins would be 
compressed.
The authors also noted that local histogram equalization or local histogram 
modification is similar in operation to local operators such as edge detectors. A square 
neighborhood was defined around each pixel in the image. For each pixel, the histogram 
of the neighborhood was calculated and equalized. The pixel was assigned the value 
from the transformation that was obtained by the equalization. Local histogram 
equalization would generate artificial noise in backgrounds because it produced a 
powerful stretch o f all parts o f the image. They concluded that although the image
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revealed much more detail than a global operator, indiscriminate stretching introduced 
artifacts. The algorithm would be more effective if  it were possible to limit the stretching 
to only a required area of the image.
Deng et al. (1995) noted a previously existing simple algorithm for image 
enhancement, which could be expressed as F'(i,j)= aA(i,j) + rj + /3(F(i,j) - A(i,j)) where 
A(i,j) is average of neighborhood and F{i,j) is original input, a  is a rescaling factor, P is 
a sharpness factor. A logarithmic version of this algorithm had been proposed. It 
followed saturation characteristics of the human vision system. Details in very dark and 
very bright areas were enhanced by adjusting a . Sharpness was enhanced by adjusting p. 
One drawback was that noise was amplified while sharpness was increased. The 
previous method o f linear contrast stretching was limited when the original image 
histogram was broad. The logarithmic version would increase contrast better.
Russo and Ramponi (1995) described a set of fuzzy if-then rules that performed 
both sharpening o f details and smoothing of broad areas. In a neighborhood, the 
difference o f the gray level of each pixel from the center pixel was calculated. Then each 
difference was assigned a membership value to classes such as large negative difference, 
small negative, small positive, and large positive. These initial conditions (antecedent 
clauses) were linked by “fuzzy and” operators and applied to the set of fuzzy rules. The 
outputs of each rule were changes in gray level value such as large negative change, 
small negative change zero change, small positive change, and large positive change. 
The author suggested a complete set of rules, along with membership functions for the 
input and output. The results were comparable to the unsharp masking technique.
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2.6 Validation of Regression For Prediction Purposes
2.6.1 Regression for prediction purposes
When faced with a data on a set o f regressors, one is confronted with the problem 
o f finding the best subset of regressors to use. The best subset is dependent on the 
ultimate purpose o f the regression model. Some purposes include: (1) learning 
something about the system under study, (2 ) learning which regressors are important, or 
(3) using the regression model for prediction. This study will use the regression results 
to predict the best parameters to use in the algorithm based upon the characteristics of 
the image. Thus, the prediction capability o f the regression is of paramount importance.
Some of the traditional criteria for comparing models such as the coefficient of 
determination, R2, the estimate o f error variance, .v2, and the adjusted coefficient of 
variation, adjusted R2, are not based upon prediction capability. These criteria are based 
upon the ordinary residual, y i -  y , . “The ordinary residuals ... are not generally 
indicative o f how the regression model will predict. Indeed, the least squares procedure 
is designed to produce properties in the regression function that will result in residuals 
that are smaller than true prediction errors; one must be reminded that y, is not 
independent of y/ and is, in effect, drawn to it. These residuals are measures of the 
quality o f fit and do not assess quality o f future prediction” (Myers 1990).
2.6.2 Validation of regression model
To measure the prediction capability, a set of data points should be selected that 
will be indicative of the range under which the model will perform. This selected data 
set should be independent o f the data set that is used to generate the regression model. If
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one has a finite data set and no additional data, one practice of validation is generating 
internal estimates by means o f data-splitting, which is the partitioning o f a data set into a 
fitting set and a validation set.
The candidate model can be fit and the coefficients can be estimated with the 
fitting set. The fitted model is then used to estimate the responses on the validation set, 
j>,. The prediction errors, y, - y ,,  on the validation set can be used to construct
measures such as ^ ( y ,  -  j>,)2 or ^ \ y i - y , | . These prediction measures on the 
validation set can then be used for comparison of various candidate regression models or 
to make projections o f future prediction errors.
Frequently, the fitting set is taken to be 2/3 o f the original data set and the 
validation set is 1/3 o f the original data set. However, there is no theoretical justification 
for this split (Breiman et al. 1984). The drawback to this simple approach is that it 
reduces the effective sample size for fitting and for estimating the prediction error. If  the 
data set is small, then this approach can be inefficient in the use o f the available data.
2.6.3 Cross-validation
When the data set is small, v-fold cross-validation is preferred (Breiman et al. 
1984). In v-fold cross validation, the data set is subdivided into v subsets of as nearly 
equal size as possible. Let the data set is denoted by L and the v subsets of data be 
denoted by Lj, L2, ■■■, Lv. For the i(h subset Lj, the remaining data points, L - Lj, are 
used to estimate the coefficients for the regression model. The responses for the ifh data 
set, p j, j  e L ,, are estimated from the regression model. The actual responses o f the data
set, Lj, are used to compute the prediction errors for that data set, -  y ; = e \  The
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prediction, y Jt is independent of yj because yj was not used in estimating the 
coefficients. The process is repeated for all v data sets resulting in N  prediction errors. 
The estimate of the prediction error as computed by Brieman, et al. (1984) is given by
1 N 1 N t  . \ 2
MCV,, = — 'Y_l (y, _  y< ) 2 = — ^  (e *) . For large v, the v learning sets are nearly as large
N  ,=i N  , = ]
as the original data set. Also, the number of responses used to estimate the prediction 
error is equal to the original data set size.
Breiman et al. (1984) have noted in their work on regression trees that 
computational burden for cross-validation goes up linearly with v. Also, as v increases 
the accuracy of the prediction error estimate increases. Below 10, they noticed that the 
estimation performance was degraded. At v = 10 and above, they noticed no significant 
improvement in estimation performance. For their purposes, v = 10 represented a good 
compromise between computational burden and estimation accuracy. Burman (1989) has 
shown that the bias of the v-fold prediction estimate decreases as v increases until the 
bias is negligible when v = n, the number o f data points. In addition, Zhang (1993) has 
shown that the most dramatic improvement in the estimate of prediction error occurs 
between v = 2 and v = 10. For v > 10, the improvement is small. If  the intent o f  v-fold 
cross validation is to reduce computation, then v = 1 0  is again shown to be a good 
compromise between computational burden and estimation accuracy.
2.6.4 N-fold cross-validation
The PRESS (Prediction Sum of Squares) statistic represents the simple leave-one- 
out case o f cross validation (CV). This method is also called N-fold cross-validation as it 
represents the largest v possible for v-fold cross-validation. This method of data splitting
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involves leaving one data point out and using the remaining data points to estimate the 
coefficients for the regression model. The left-out data point is used to compute the 
prediction error for that data point, called the PRESS residual, y t -  y,_, = e,_,. The 
prediction, is independent o f  y j  because yj was not used in estimating the
coefficients. The process is repeated for all TV data points resulting in AT prediction errors.
n n
The PRESS statistic is computed as PRESS = -  y i _t ) 2 = ^  (e, f  .
<=i /=:
The computational burden would appear to be great, but with linear regression, 
there is an alternative method that does not require repeated regressions to be run. The
e
PRESS residual can be calculated from the ordinary residual, namely, e, = — '■— ,
\-h„
where A// is the element o f the diagonal of the HAT matrix. The HAT matrix is 
defined from the set of independent variables, X, namely, H = X(X'X)~' X '.
2.6.5 Usefulness of individual PRESS residuals
Because the PRESS residual is the prediction error from a regression that does 
not include the corresponding individual data point, the size of the individual PRESS 
residual also indicates the degree that the data point would influence the outcome of a 
regression of all the data points. That is because the regression, in an attempt to 
minimize the squared error, would move the fitted y, toward the observation yj. A large 
PRESS residual would mean that there would be a much stronger influence to move the 
regression plane to the particular observation when the observation is included in the 
data. Thus, inclusion o f the data point associated with a large PRESS would influence 
the outcome o f the regression parameters.
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The HAT diagonal element /»// is the standardized distance for data point x/ from 
the center o f the regressor space. Data points at the extreme borders of the regressor 
space would have more potential for influencing the regression outcome due to their 
higher “leverage.” Whether that potential influence is realized depends on the degree 
that the data point in question falls out of line with the other data points (the actual
6
regression error). Thus, the PRESS residual e, — indicates the influence on the
1 -h„
regression because it considers both the actual error e; and the potential for influence ha 










Figure 2 .1 Example of an Influential Data Point
A high PRESS residual should signal a reinvestigation o f a particular data point. 
“If  a serious problem is found through a reevaluation o f a high influence point, then the 
point’s presence should surely be questioned. However, if reevaluation verifies that an
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influential point is a valid observation, there can be no reasonable justification for its 
removal” (Myers, 1990).
2.6.6 Problems of autocorrelation
Error terms correlated over time (or space) are said to be autocorrelated or serially 
correlated. If autocorrelation exists there are a number of problems including:
1. The estimated regression coefficients are still unbaised but may be inefficient.
2. The mean squared error may seriously underestimate the variance of the error terms.
3. The estimated standard deviations of the coefficients may seriously underestimate 
the true standard deviation o f the regression coefficients.
4. The confidence intervals and t and F  tests are no longer strictly applicable (Neter et 
a l,  1989).
A simple linear regression model with first order autoregressive error terms is:
Y,= P0 + P\+  
e,  =  P E i - i  +  » i
where: p  is a parameter such that \p\ < 1 and «/ are independent N(0, a2). It can be shown 
(Neter et a l,  1989) that the autocorrelation coefficient p  is also the coefficient of 
correlation between adjacent error terms. In additition, the coefficient o f error terms that 
are s periods apart is p s. Therefore, all error terms are correlated but because |/oj < 1, the 
correlation is smaller, the further apart the terms are. Error terms are uncorrelated only 
when p  is 0 .




This first section, 3.1, describes the data and equipment that was available as well 
as the preliminary findings upon which the methodology was based. The remaining 
sections explain the methodology that was used. Those sections fall under the three main 
research objectives and are listed as follows:
(1) obtain a set of algorithms that identity internal defects from MRI spin-echo images
Section 3.2 Development of Defect Detection Algorithm for Spin-Echo Images 
Section 3.3 Automatic Determination of Parameters for Spin-Echo Defect 
Detection Algorithm 
Section 3.4 Comparison of Spin-Echo Defect Detection Algorithm and 
Thresholding Methods
(2) obtain a set of algorithms that identify the same set o f internal defects from MRI 
echo-planar images that are found from the spin-echo images
Section 3.5 Development o f Defect Detection Algorithm for Echo-Planar Images 
Section 3.6 Finding the Best General Image-Enhancement Method for Echo-Planar 
Images
Section 3.7 Using adjacent slices to eliminate noise in echo-planar images 
Section 3.8 Comparing defect detection capability o f processed echo-planar 
images
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(3) compare differences between the defects obtained from the two methods of MRI 
imaging
Section 3.9 Determining Defect Detection Losses Between Spin-Echo and Echo- 
Planar Images
3.1.1 Data and equipment used in the research
The data for the research consists o f 60 MRI scans of a black oak log taken across 
the longitudinal axis 10 mm apart using the spin-echo method. This method produces 
high-quality images and requires about 40 seconds o f acquisition time per scan. These 
scans were recorded on 256x256 gray scale images. The same log was scanned in the 
same locations using the echo-planar method. The echo-planar method is quite fast. The 
acquisition time is about 1 second, but the quality o f the image is quite poor. Because of 
memory space limitations at the time of scanning, the echo-planar images were recorded 
on 256x128 images. This slightly cropped the top and bottom edges o f the log, but the 
scans are otherwise intact. O f the 60 scans by each method, two scan locations were 
located before the beginning of the log and one scan location went past the end o f  the 
log. Two more scans captured tapered ends o f the log. Therefore only 55 scans by each 
method are useful. The data in original digital form and in film were provided by Dr. 
Sun Joseph Chang and the Department of Forestry at Louisiana State University. One of 
the spin-echo MRI scans is given in Figure 3.1. An actual photo o f the equivalent sawed 
open cross section is given in Figure 3.2.
The use o f Sim Sparc 2 computer workstations for image processing was provided 
by Dr. Charles Harlow and the Remote Sensing and Image Processing Center in the 
College of Engineering at Louisiana State University. The Khoros 1.0 software package
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was used for utility purposes and prototype development. Khoros software is written in 
C and is widely used in academic and industrial institutions. The custom programs 
developed in this research were implemented in ANSI C language.
Figure 3 .1  MRI Spin-echo Scan Figure 3. 2 Photo of Cross Section
3.1.2 Preliminary findings
As noted in previous studies (Wang and Chang 1986, Chang et al. 1987, Hailey 
and Swanson 1987, Chang et al. 1989, Flibotte et al. 1990, Chang et al. 1991), various 
internal defects become apparent on MRI scans. From Figure 3.3 come several 
observations:
( 1) the surrounding atmosphere is very dark due to low moisture content,
(2 ) the bark does not show up which is an advantage,
(3) knots appear as dark regions,
(4 ) oak rays and growth rings are detectable though not always clearly,
(5 ) the heartwood and sapwood regions are apparent,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
99
(6 ) one scar tissue area in the form of a growth ring in the middle o f the sapwood region 
is detectable by both very dark areas and very bright areas,
(7) a second scar tissue area near the edge of the log in the first quadrant is detectable by 
a dark area on the MRI scan,
(8 ) the pith o f the tree is detectable by both bright and dark areas, and
(9) the clear wood areas show variation in gray levels due to overall variations of 
moisture in the tree and minute variations form growth rings and rays.
Based on all the MRI spin-echo scans available, one of the preliminary findings is 
that all the defect regions have some pixels with gray levels which deviate widely either 
above or below the clear wood region gray levels. This can be observed in Figures 3.3 
and 3.4. Figure 3.4 gives a profile slice view of the gray levels already given in Figure
3.3 This profile runs from top to bottom passing through the log center (the pith).
Figure 3. 4 Center Profile of Figure 3. 3Figure 3. 3 Spin-echo Scan With Knot
Next, Figure 3.5 and Figure 3.6 show the same views after the MRI image has 
been processed with a median filter (window size = 17 x 17 pixels). Finally, the 
deviation o f the gray level from its neighborhood median is given in Figures 3.7 and 3.8.
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Figures 3.7 and 3.8 show that the largest deviations are associated with defects. These 
large deviations can become seeds or indications for the defect regions.
MacfTan S p i n  E c h o  # 2  1 a t  X - 1 2 0
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Figure 3. 5 Scan with Median Filtering Figure 3. 6 Center Profile of Figure 3.5
By comparing Figure 3.3 with Figure 3.7, it can be seen that not all defect region
gray levels deviate widely from the neighboring clear wood pixels. It can be seen from 
Figure 3.4 that the defect regions also contain pixels whose gray levels overlap with 
clear wood pixels.
Figure 3.9 shows the signed difference between a pixel’s gray level and the 
median o f its neighborhood. Figure 3.10 gives a comparison of the data from Figure 3.4 
and Figure 3.9 that seems to indicate that the defect region borders coincide at the point 
where the pixel gray levels approach the median gray levels.
3.2 Development of Defect Detection Algorithm for Spin-echo Images
3.2.1 Overview
A program was written in ANSI C to carry out the operations to exploit the unique 
features o f the images that were covered in Section 3.1.2. The development o f the defect 
detection algorithm can be broken down into 4 main steps:
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Section 3.2.2 Separation o f foreground and background
Section 3.2.3 Determination o f average gray levels o f each pixel’s neighborhood 
Section 3.2.4 Defect region seed determination 
Section 3.2.5 Growing defect regions
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3.2.2 Separation of foreground and background
This program first separated the foreground o f the image (the log) from the 
background o f the image (the surrounding air) automatically using the moment- 
preserving threshold method (Tsai, 1985). The moment-preserving thresholding method 
was chosen because it works automatically without iteration and search. That is 
important because that allows the method to be very fast. The method requires that the 
number of threshold levels must be known a priori. Since it is known that the images 
will be separated into a foreground and a background, the number o f threshold levels 
will always be one and the requirement will never present a problem.
Even after the threshold that separates the dark air background from the lighter log 
foreground is determined, an additional step was required to insure that the dark regions 
such as knots inside of the log are not classified as background. Since the background is 
a connected region, the background was determined by starting in the top left comer, 
coordinates (0,0), o f the image and adding all 4-connected pixels whose gray level value 
came under the threshold. Thus all pixels within the border o f the foreground region 
were never considered regardless o f their gray level value. A computer subroutine, 
threshold.c, was written in ANSI C to accomplish that and is given in Appendix A. 
Several examples o f the separation of the log region from the background by the 
moment-preserving threshold and the threshold.c subroutine are given in Figures 4.2, 
4.4,4.6, 4.8, and 4.10 in Chapter 4.
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3.2.3 Determination of average gray levels of each pixel’s neighborhood
Once the foreground was defined, then the program generated a smoothed image 
by passing the original image through an averaging filter. The window size o f the 
averaging filter was input to the program. The program was written so that the filter 
processed only the foreground pixels. When the averaging window approached the edges 
o f the foreground, the window was still centered over the appropriate pixel but only the 
foreground pixels were used to calculate the neighborhood average. An example of the 
output o f this routine was already given in Figure 3.5. The routine for this task, 
smoothing.c, is listed in Appendix A.
3.2.4 Defect region seed detection
Even in clear wood areas, the gray levels vary due to growth rings and to a lesser 
extent, random noise. The average moisture and therefore the average gray level varies 
even in clear wood because there can be a natural variation within a tree. For example, 
the heartwood moisture content can vary from the sapwood moisture content as seen 
from Figure 3.4. This verifies the observations by Birkeland and Holoyen (1987) that the 
moisture content profile of a log has high edges in the sapwood area and a bowl region 
in the heartwood area. Constant threshold limits would not be appropriate when the 
average level o f gray levels in clear wood varies naturally. Threshold limits that follow 
the contour of the average moisture content would seem to be more effective in ignoring 
the natural variation due to growth rings and isolating the unusual variation associated 
with defect regions.
A difference image between the original image and the averaged image was 
calculated pixel by pixel with subroutine subtract_image.c listed in Appendix A. This
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would, in effect, remove the influence due to the variation o f the average moisture level 
within the log.
Next, the pixels o f the difference image were passed through a positive threshold 
and a negative threshold (that were input by the user into the program) to capture the 
pixels where the deviations from the average neighborhood levels were excessive. These 
pixels served as seeds for the defect regions. The idea of the construction o f the variable 
threshold limits is shown in Figure 3.11 and the application to a profile o f an image is 
shown in Figure 3.12.
An example of the output o f this routine was already given in Figure 3.7. 
Additionally, several examples o f the output of this routine are given in Figures 4.11,
4.13, 4.15, 4.17, and 4.19. The subroutine, spin defects.c, to do this task is listed in 
Appendix A. All defects on all spin-echo scans were then manually checked to confirm 
that every defect region has at least some pixels that vary from the median o f its 
neighborhood by more than the thresholds.
Spin-Echo #21
250150 200100 250150 20010050
Y-axisY-axis
Figure 3.11 Construction of Variable Figure 3 .12  Application of Threshold
Threshold Limits Limits to Original Image
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3.2.5 Growing defect regions
Finally, using a region growing method, adjacent pixels (4-connected or 8 - 
connected, according to the user input) were added to the defect region seeds. A 
stopping rule has to be specified so that the program will know when to stop adding 
pixels. Otherwise, the regions would continue to grow until the entire image was 
covered. The defect regions gradually blend into the surrounding clear wood. Thus the 
gray levels o f  the defect region approach the average gray levels o f the surrounding 
areas. Therefore, any thresholding technique alone would clip the edges of the defect 
region area away from the true defect edges. At first, the proposed algorithm attempted 
to grow the defect regions around the seeds until the added pixel gray levels reached the 
average levels o f the neighborhood. The method used is a variation of the conditional 
dilation method described by Vincent (1993). In this case the region is not predefined 
and the condition to be checked is that the gray level o f the neighboring pixel to the 
region is on the same side o f the median as the region seed. This region-growing step 
was created to recover the edges of the defect regions that were not identified by 
threshold methods. Using the average gray level o f the neighborhood as the stopping 
rule for adding adjacent pixels allowed the defect region to grow too far. The stopping 
rule was then modified to stop the region growing process before the average gray levels 
were reached. The user can specify the stopping-rule limits. Several examples o f the 
output o f this routine are given in Figures 4.12, 4.14, 4.16, 4.18, and 4.20. The 
subroutine, region_grow.c, to do this task is listed in Appendix A.
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3.3 Automatic Determination of Parameters for Spin-Echo Defect Detection 
Algorithm
3.3.1 Overview
At this point, the programming was completed to allow the defect regions to be 
clearly identified. However, the algorithm depended on several parameters. These 
parameters are:
(1) the type of connectivity (4-connected or 8 -connected) to use for region-growing,
(2 ) the window size to use for the average filter,
(3) the normal variation threshold limit above the neighborhood average,
(4) the normal variation threshold limit below the neighborhood average,
(5) the approach limit above the neighborhood average to stop region growing, and
(6 ) the approach limit below the neighborhood average to stop region growing.
The last five parameters tended to be unique for each image. Therefore, in order 
to handle the variety o f possible images that could be presented from natural phenomena 
such as a log, it would be necessary to make the algorithm more robust. The sections 
listed below describe the method used to make the algorithm more robust:
Section 3.3.2 Averaging window size and region-growing connectivity determination 
Section 3.3.3 Manual determination of parameters for each spin-echo image 
Section 3.3.4 Regression of image statistics to parameters for automatic determination of 
parameters
3.3.2 Averaging window size and region-growing connectivity determination
The preliminary results that were discussed in Section 3.1.2 indicated that a 
smoothed image was useful for removing the influence due to the variation o f the
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average moisture level within the log. The purpose o f the smoothing operation is to 
allow a subsequent subtraction o f the smoothed image from the original image to isolate 
or at least emphasize the defect regions. The choice of the average-filter window size 
should be made with this purpose in mind.
Very small averaging windows will follow the data too closely and not allow the 
defect regions to stand out. This can be demonstrated in Figure 3.13, which has an 
original profile with various smoothed profiles that are superimposed. Note that the 
smoothed profile generated by a window of size 10 follows the data very closely. This 
window size isolates the pith defects at coordinates 127 and 131 and the ring defect at 
coordinate 195 because the width of these defects are small. However, the smoothed 
profile follows the large knot at coordinate 175 too closely all the way down. Thus, the 
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Figure 3.13 Original Profile with Figure 3 .14 Skewness of Residuals
Various Window Size Smoothed Profiles versus Averaging Window Size
Very large averaging windows will not follow the average moisture level 
properly. In Figure 3.13, the smoothed profile generated by the window size o f 40 does 
not follow the average moisture profile properly from coordinate 140 to coordinate 200.
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The smoothed profile between these two points is pulled downward due to the influence 
o f the large knot at coordinate 175. The knot and the pith have been correctly isolated. 
However, the ring defect at coordinate 195 is not isolated. In addition, the normal wood 
at coordinate 190 between the knot and the ring defect has been emphasized as though it 
was a defect region.
A moderately-sized averaging window will isolate all the defects. Note, in Figure
3.13, that the smoothed profile generated by a window of size 20 follows the average 
moisture trend. From coordinates 140 through 165, the smoothed profile performs better 
than the size-40 window profile since it is not being influenced by the knot. In the knot 
region, the size- 2 0  window profile outperforms the size- 1 0  window profile because it 
isolates the knot. Finally, the size-20 window profile “recovers” from the knot quickly 
enough so that at coordinate 195, it isolates the ring defect as well. In effect, the window 
size o f 2 0  is better suited at isolating both large and small defects while not being unduly 
influenced by nearby large defects.
Rather than manually determining the window size, an automatic method would 
make the algorithm more robust. As mentioned earlier in this section, the purpose o f the 
smoothing operation is to allow a subsequent subtraction of the smoothed image from 
the original image to isolate or emphasize the defect regions. In conjunction with that, it 
has been found that knots are the most important defect type encountered in lumber as 
far as grading is concerned. In addition, knots are also the most numerous type o f defect 
(Harding et al. 1993).
Knots appear as dark areas in MRI images. When a smoothed image is subtracted 
from the original image, the knots (and some other defects) would be identified by the
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extreme negative residuals as shown in Figure 3.10. A good window size would be one 
that maximizes the emphasis o f the defects. Since trees are known to have more knot 
defects (dark defects) than any other kind, a good window size will generate a higher 
proportion of negative residuals. The resulting histogram of residuals will have a higher 
positive skewness because of the concentration o f residuals at the lower end and a “tail” 
at the higher end of the histogram.
From the previous discussion on Figure 3.13, the window size o f 10 was too 
small and the window size o f 40 was too large. The skewness o f the residuals from each 
window size from 10 to 40 is plotted in Figure 3.14. The plot indicates that a window 
size o f 15 would be most appropriate. For the same reasons given in the previous 
discussion for a window size o f 2 0 , a window size o f 15 does a good job o f  emphasizing 
all the defects.
Other examples also bear out the appropriateness o f using the maximum 
skewness to indicate the best window size. Figure 3.15 illustrates a profile that features a 
sequence o f knots at coordinates 145, 160, 170, 180 and 200. The window sizes o f 10, 
20 and 40 all appear to isolate most o f the knots. However, the window size of 40 does a 
better job o f isolating the knot at coordinate 200. Incidentally, the plot o f skewness o f 
residuals for the various window sizes in Figure 3.16 indicates that a window size of 40 
or larger is most appropriate.
From these examples, the skewness o f the residuals reflects that the window size 
should be adjusted according to the size o f the defects encountered. The profile in Figure 
3.13 calls for a moderately sized window that will not be so small that it follows that
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knot and yet it is not so large that it can “recover” quickly. The profile in Figure 3.15 
calls for a large window because o f the numerous defects that are clumped together.
The choice o f the average-filter window size will be made on the basis of 
emphasizing the dark defects, which are more numerous. This will be accomplished by 
determining which window size causes a peak in skewness o f the residuals between the 
original image and the smoothed image. A computer program, peak skew.c, was 












Figure 3 .16  Skewness of ResidualsFigure 3 .15  Original Profile with
Various Window Size Smoothed Profiles versus Averaging Window Size
Also, it was evident that the 8 -connectedness approach to region growing 
allowed the defect regions to leak out into the clear wood areas. So the 4-connectedness 
approach was used to minimize leakage o f the defect regions into the clear wood areas.
The remaining four parameters presented more of a problem because they were 
different for each image and the results were highly sensitive to the parameter settings. 
The remaining section describes how the parameters for each frame were automatically 
determined.
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3.3.3 Manual determination of parameters for each spin-echo image
The best algorithm parameters were different for each spin-echo image. The next 
approach involved finding the best threshold limits for the deviation o f the gray levels 
from the average background level so that the normal variation was ignored and the 
unusual variation due to defects was detected. Also, the best region-growing stopping 
limits were determined for each frame. In order to do this, the defect regions were first 
visually identified. Then, a loss function was devised to measure the effectiveness o f a 
parameter value. For example, with the upper and lower limit parameters, the goal is to 
set the parameters so that as many seeds are generated in the defect regions as possible
(to capture as many regions as possible) and at the same time avoid generating seeds in
the clear wood areas. The function used is given below:
L(p)  = S ( D -  i) + ( 1 -  S) j , where:
L 1 loss function
p  = parameter value used in algorithm 
8 = weight factor between 0 and 1
D = number of pixels in previously-identified defect area 
i = number of seeds generated in defect regions 
j  = number of seeds generated in clear wood areas
The first term on the right side o f the equation is the penalty for not identifying defect 
region pixels and the second term is the penalty for identifying clear wood pixels as a 
defects. Minimizing this loss function will allow the selection of the best parameter
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value. A plot of the loss function will also provide an indication o f the sensitivity o f the 
parameter.
Because the region-growing method requires an accurate seed placement, a stiff 
penalty for generating seeds in clear wood areas should be in place. Thus, using a value 
o f 0.02 for 5 in the loss function would give a much higher penalty for “false alarms” 
compared to not identifying a defect region pixel as a seed. Since more defect region 
pixels will be identified later on in the pixel aggregation stage, there is not a critical need 
to identify all defect seeds at this point. A computer program to generate the loss 
function value for the seed generation, loss_seeds.c, is listed in Appendix A.
After the seeds are generated, the same loss function is used to measure the 
effectiveness (and sensitivity) o f the stop values used to halt the pixel aggregation 
process. Because pixel aggregation is the final step, the penalty for missed defect pixels 
and clear wood pixels marked as defects should be about the same. Thus, at this step, a 
value o f 0.5 for S in the loss function would be appropriate. A computer program to 
generate the loss function value for the pixel aggregation, loss_stops.c, is listed in 
Appendix A.
3.3.4 Regression of image statistics to algorithm parameters for automatic 
determination of parameters
A manual method o f setting the algorithm parameters such as the normal variation 
threshold limits individually for each frame would not be desirable since it would 
preclude the use of the defect detection algorithm in a production environment. 
Therefore, it would be desirable to determine whether there are characteristics o f the 
images that would enable one to predict the best algorithm parameters for each image.
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Khoros software will readily generate image statistics such as the mean o f the gray level 
values, the standard deviation, the root mean square, the skewness, the kurtosis, the 
entropy and the contrast.
Before the image statistics can be obtained, it would be necessary to separate the 
foreground portion o f the image, the log itself, from the background portion, the 
surrounding air, so that the image statistics would be calculated only on the relevant 
foreground. The moment-preserving thresholding method (Tsai, 1985) was used.
As seen in Figures 4.2, 4.4, 4.6, 4.8, and 4.10 in Chapter 4, the foreground regions 
were identified by a new binary image that had pixel values o f zero (black) for the 
background and pixel values o f 255 (white) for the foreground. This binary image was 
required by the vstats routine in Khoros because the statistics were to be calculated only 
upon the foreground (white) region of the image. The results from the vstats routine are 
given in Table B.2 in Appendix B. These results also contain the threshold value from 
the moment-preserving threshold and the standard deviation o f the gray levels from the 
average-filtered image levels.
All o f the image statistics in Table B.2 were used to determine if the normal- 
variation threshold limits could be predicted that would ignore normal variation o f the 
deviation o f the gray levels from the average background level and detect the unusual 
variation due to defects. Since the important prediction variables for the best threshold 
limit was not known a priori, the method used was to regress all o f  the available image 
statistics in each frame against the manually obtained normal-variation threshold limit. 
Then, the extraneous prediction variables were eliminated one by one using the 
backward elimination method (Neter et al. , 1996).
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At each iteration of the backward elimination method, all remaining prediction 
variable regression parameters were evaluated by the / '’-test for H0: = 0. The F-test
statistic is given by:
[SSR(full) -  SSRjreduced)}/1 
~ M SE(full)
where SSR is the sum of the squared errors due to the regression and MSE is the mean
squared error. The reduced model refers to the model without the parameter in question.
The regression variable with the smallest F  value was eliminated from the model and the
MSE  for the reduced model was recalculated. If the MSE for the reduced model was
smaller than the MSE  of the full model, the reduced model became the new full model
and another iteration was started. This process continued until the MSE could no longer
be reduced. Rather than using the common method of applying a predetermined limit for
the F-test statistic, the adoption o f the goal o f minimizing the MSE  allowed the
simultaneous consideration of reducing the number of predictor variable parameters
while maximizing the predictive power of the regression equation.
A subset o f the image statistics was found to be an excellent predictor o f the 
proper normal-variation threshold limits for each spin-echo image. The final regression 
equation and its significance are given in the results in Tables 4.1 through 4.4 in Chapter
4.
3.3.5 Obtaining predicted algorithm parameters from regression
As mentioned in Section 2.6, to get an indication of how the regression model will 
perform, the selected data set to be used to evaluate prediction performance should be 
independent o f the data set that was used to generate the regression relationship. When
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the data set is small, the cross validation method is preferred because it utilizes the 
available data more efficiently (Breiman et al. 1984). When computational burden is not 
a concern, it would be preferable to use N-fold cross validation. However, the data set 
used in this study will not allow that. The data is obtained from MRI frames that are 
highly correlated with adjacent frames. The image measures from each frame that are 
used by the regression as predictor variables are also correlated with the same measures 
from adjacent frames. The N-fold cross validation method uses all but one data point for 
building the regression and the left-out data point for prediction. With the current data, 
the left-out data point would not be independent of the data points used to build the 
regression since there is correlation between adjacent points. Even for v-fold cross 
validation, where the data points are randomly assigned into v subsets, the prediction 
data set would not be independent of the fitting data set since points in both sets are 
adjacent to each other and therefore correlated.
Therefore, a modified cross validation procedure was developed to provide a 
prediction data set that was independent of the fitting data set. With most types o f data 
autocorrelation, the correlation between data becomes smaller as the distance between 
the data points increases. The correlation of image measures between frames versus the 
distance between frames was calculated and plotted to find the distance where the largest 
portion of the correlation is gone. This distance can be used to provide a window. Now, 
in order to predict a point, the portion o f the fitting data set that was within this distance 
to the prediction point is dropped out. The remaining fitted data set consists o f points 
that are further away from the prediction point and are less correlated. This reduced set 
of fitting points is used to generate the regression equation for prediction the response at
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the prediction point. This will achieve the effect o f having the predicted data point 
(relatively) independent o f the fitting data set. The process is repeated for each point to 
be predicted making it rather computationally burdensome. An example o f the plot of 
the correlation o f image measures versus the distance between images is given in Figure 
4.29.
By using the program algorithm described in Section 3.2 and using the modified
cross validation procedure to predict the parameters from the individual image
characteristics, the defect regions were extracted from the spin-echo images. The results
are given in Figures 4.114, 4.119, 4.124, 4.129, and 4.134 in Chapter 4.
3.4 Comparing the Snin-Echo Defect Detection Algorithm against Thresholding 
Methods
3.4.1 Overview
The goal of this section is to compare the results from the spin-echo defect 
detection algorithm against the common method of ordinary thresholding to detect 
defects. This test is important since ordinary thresholding is the common method used 
today and because ordinary thresholding would be much faster and simpler to 
implement.
To compare the two methods, the following steps are taken:
Section 3.4.2 Finding the equivalent number of defect pixels with thresholding 
Section 3.4.3 Comparing defect results between the spin-echo defect detection algorithm 
and thresholding
Section 3.4.4 Seeking better threshold levels for the thresholding method
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3.4.2 Finding equivalent number of defect pixels with thresholding
The Khoros routine, vsubstit, can be used to replace the pixels o f a particular gray 
level value with another gray level value. Also, the Khoros routine, vstats, can be used to 
count the number o f positive gray level pixels and negative gray level pixels in an 
image. Thus, combinations o f these Khoros routines can be used to count the pixels at 
any gray level.
In fact, those Khoros routines were used to count the number of defect pixels of 
wet areas (high gray levels) and the number of defect pixels of dry areas (low gray 
levels) from the defect images produced by the spin-echo defect detection algorithm. 
That data was tabulated in Table B.4 in Appendix B. Then, for each original spin-echo 
image, ordinary thresholds were applied using the Khoros routine, vthresh, to obtain the 
same number of wet defect pixels and dry defect pixels. The thresholds were manually 
adjusted until the number of pixels matched the spin-echo defect images. Typical results 
are given in Figures 4.42 through 4.46 in Chapter 4.
3.4.3 Comparing defect results between the spin-echo defect detection algorithm 
and thresholding
Figures 4.42 through 4.46 in Chapter 4 allowed the visual comparison of the 
thresholding results when an attempt was made to capture as many defect pixels with 
thresholding as was obtained with the spin-echo defect detection algorithm. Visual 
comparison was adequate for comparison purposes. However, the number o f undetected 
pixels and the number o f false alarm pixels generated by the ordinary thresholding 
method were counted for each image and tabulated in Table B.4 in Appendix B.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
118
3.4.4 Seeking better threshold levels for the thresholding method
The results from the comparison as described in Section 3.4.3 indicated that the 
ordinary thresholding method could not find as many defect pixels as the proposed 
method without generating a large number of false alarms. It was o f  interest to determine 
if the thresholding method could generate good results as any threshold level. The 
method was applied again but this time the goal of obtaining the same number o f defect 
pixels was abandoned. The method was applied to a single image several times with 
different threshold levels. The results o f that trial were given in Figures 4.47 through 
4.51 in Chapter 4.
3.5 Development of Defect Detection Algorithm for Echo-planar Images
3.5.1 Overview
The echo-planar images were taken from the same log at the same locations as the 
spin-echo images. The spin-echo images were stored in 256 by 256 arrays. Because of 
memory limitations in the equipment at the time that the images were acquired, the 
echo-planar images were stored in pixel arrays that were only 128 pixels high and 256 
pixels wide. Also, the echo-planar images were at a very low intensity.
3.5.2 Cropping and cleanup of echo-planar images
In order to increase the brightness and the contrast, the gray levels o f each pixel 
were all multiplied by 2. The echo-planar image after the gray levels were increased for 
the same spin-echo image given in Figure 3.3 is shown in Figure 3.17. In order to work 
with the echo-planar images, the top and bottom edges of the image were cleaned up and 
the image size was increased to 256 by 256. An example o f the echo-planar image after 
these processing steps is shown in Figure 3.18.
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Figure 3 .17  Contrast Enhanced Echo- Figure 3 .18  Echo-Planar Image After
Planar Image (x2) Cropping and Padding
3.5.3 Registration of echo-planar images to spin-echo images
One final step remained before the echo-planar images could be compared to the 
spin-echo images. There is an inherent tendency in echo-planar images for warping in 
the y-direction. This is caused by an anisotropic resolution in the image domain due to 
the different weighting o f T2 decay in directions x and y. However, researchers are 
proposing new methods to partially alleviate this drawback (Iwaoka et al. 1984, Bendel 
1985, Ahn et al. 1986).
To compare the echo-planar images directly with the spin-echo images, it was 
necessary to unwarp the echo-planar images so that the images would register, or line up 
with the spin-echo images. This was done manually one frame at a time using the 
Khoros routine warpimage. This routine allows one to interactively select any number of 
corresponding points on both images. Then the routine performs a least-squares fit 
regression on a second-order polynomial equation that will translate the locations o f the 
first set of points to the locations o f the second set o f points. The resulting equation is
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then used to warp, or translate, the first image to the shape o f the second image. In 
industrial practice, since the main axis of distortion is in the y-direction, it would only be 
necessary to choose points on the perimeter of the log at fixed x-axis locations and 
compare the y-dimensions of these same points with the y-dimensions obtained from an 
optical profile scanner o f the type that are currently in use (Lee et al. 1991, Maness and 
Donald 1994). Thus, with a program like Khoros warpimage, the image could be 
routinely transformed to match the physical dimensions. An example o f the unwarping 
o f the echo-planar image in Figure 3.18 to register with its respective spin-echo image is 
given in Figures 3.19 and Figure 3.20. Note that the unwarped image has slightly larger 
measurements in the y-directions. There was a tendency for the echo-planar images to be 
compressed in the y-dimension compared to the spin-echo images.
3.5.4 Separation of foreground and background
After the echo-planar images were cleaned up and registered with the spin-echo 
images, the spin-echo defect detection algorithm was first applied to the echo-planar 
images directly without any further preprocessing of the echo-planar images. The 
purpose o f this step was to begin a search for the least amount o f preprocessing of echo- 
planar images that is required to provide useful defect information. However, when the 
moment-preserving thresholding step to separate the log foreground from the air 
background was applied, the severe amount of noise in the image generated a rough 
border between the log and the background. The border itself also encroached upon the 
interior o f the log. An example o f an image that was separated into foreground and 
background using the same approach for spin-echo images is given in Figure 3.21. It 
became necessary to adjust the threshold percentile that came from the moment-
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preserving threshold algorithm by reducing the percentile 3%. A program, 
echo_thresh.c, was written in ANSI C to accomplish that and it is listed in Appendix A.
Figure 3. 19 Warped Echo-Planar Image Figure 3. 20 Spin-Echo Image Taken at 
That Registers With Spin-Echo Image in Same Location as Echo-Planar Image in 
Figure 3. 20 Figure 3. 19
To clean up the roughness of border, it was necessary to apply a morphological 
smoothing step. A morphological element in the shape of a ball was used because a 
natural border can have an infinite variety of orientations. An example of the thresholded 
image after the extra steps o f adjusting the moment-preserving threshold percentile and 
applying morphological smoothing to the result is given in Figure 3.22.
3.5.5 Application of spin-echo defect detection algorithm to echo-planar images
At this point, the programming was completed to allow the defect regions to be 
clearly identified. The echo-planar images represent a different population from the spin- 
echo images because the noise in the echo-planar images is much higher and the defect 
regions did not stand out as much as they did in the spin-echo images. Therefore, the 
same regressions used by the spin-echo detection system could not be used again.
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However, the same approach (described in Section 3.3) used for the spin-echo images 
was applied to the echo-planar images. The parameters for each echo-planar image are 
given in Table B.5 in Appendix B.
Figure 3. 21 Foreground of Echo- Figure 3. 22 Foreground of Echo-
Planar Image From Moment- Planar Image With Additional
Preserving Threshold Morphological Smoothing Step
All o f the image statistics in Table B.6 in Appendix B were used to determine if 
the parameters could be predicted. The extraneous prediction variables were eliminated 
one by one using the backward elimination method (Neter et al., 1996) until the MSE 
could no longer be reduced.
A subset o f the image statistics was found to be an excellent predictor o f the 
proper parameters for the echo-planar images. The final regression equation and its 
significance are given in Tables 4.5 through 4.8 in Chapter 4.
3.5.6 Finding pith defect in echo-planar images
Because o f the extra noise in the echo-planar images compared to the spin-echo 
images, the normal-variation threshold limits were forced to be higher to avoid
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generating an excessive number o f  false alarms. The results being that often the pith area 
was not detected. Given that the pith is always present in any cross section and that the 
pith is located close to the geographic centroid o f the cross section, an extra processing 
step could be added to the echo-planar algorithm to detect this defect.
The centroid o f the foreground was calculated using the thresholded image and 
the following equations:
]jr x - coordinate o f pixel
x - coordinate of centroid = r°rcBr0L'nd pixcls------------------------
number of foreground pixels
^  y - coordinate o f pixel
j *  , r> . • j  foreground pixelsy - coordinate or centroid = -------------------------------------
number of foreground pixels
Next the defect detection program was amended to search for defect regions in a 20-
pixel square area centered on the foreground centroid after the normal algorithm was
allowed to grow defect areas. If  defects were found in the center o f the foreground, then
the program assumed that the pith area had been detected. If no defect region was
detected in the centroid area, then the defect detection program applied more severe
normal-variation threshold limits to the center area to obtain the pith defect seeds. The
program then grows the defect regions around the seeds in the center area as before but
using a different set o f stopping limits.
The best pith defect threshold limits and pith region stopping limits for each echo- 
planar image were different. So, as with the other algorithm parameters, all of the image 
statistics in Table B . 6  were used to determine if the pith region threshold limit and pith 
region-growing stopping limit could be predicted from the image characteristics 
themselves.
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Using the backward elimination method, a subset of the image statistics was found 
to be an excellent predictor o f the proper pith region threshold limit and pith region- 
growing stopping limit for each spin-echo image. The final regression equation and its 
significance are given in Tables 4.9 and 4.10 in Chapter 4.
Again, using the modified cross validation method, a distance between frames
was determined that would allow the major portion o f correlation between the fitting
data and the prediction data set to be removed. Using the predicted parameters for each
image in the algorithm, the defect regions were extracted from the echo-planar images.
The results are given in Figures 4.113,4.118, 4.123, 4.128, and 4.133 in Chapter 4.
3.6 Finding the Best Type of General Image Enhancement Method for Echo-Planar 
Images
3.6.1 Overview
The number o f image enhancement methods is large and is growing as evidenced 
by the review of the image enhancement methods in Chapter 2, Section 2.5. The Khoros 
image processing software package contains utility programs that implement the most 
common image enhancement and noise elimination routines. These include spatial filters 
such as the median, speckle removal, and 2-D convolution which allows a number of 
smoothing filters such as an averaging window. These three methods of image 
enhancement, the median filter, speckle removal and averaging filter represent three 
broad areas o f general image enhancement methods.
It was of interest to determine which method would improve the appearance o f the 
echo-planar images. There are two reasons for this. Improving the appearance o f the 
rough-looking echo-planar image could possibly improve the acceptability of the method
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by industry. The second reason is that enhancement o f the image could possibly improve 
the effectiveness of the defect detection algorithm. Each o f the three main general 
image-enhancement routines was tested on the echo-planar images to determine which 
routine performed best.
The median filter was applied over the foreground using the Khoros routine, 
vhmed, and used a 3 x 3 window for minimal disturbance o f major features. The speckle 
removal routine from Khoros, vspeckle, uses the Crimmins routine. The average filter 
was applied using the Khoros 2-D convolution routine, vconvolve, and it used the 3 x 3  
window again for minimal disturbance of major features.
3.6.2 Measure of the best image enhancement
In order to compare the success o f the three methods, each o f the echo-planar 
images were processed by the three methods. The defect image was not generated at this 
point since the enhancement o f the echo-planar image before defect detection is the 
interest of this section. The signal-noise ratio o f each of the processed images was 
computed using the original spin-echo image as the base of comparison. Before 
computing the signal-noise ratio using two images of the same object, there are two 
precautions that must be taken. A physical registration between the two images must be 
performed. This was already done as described in Section 3.5.3. Also, a “gray-level” 
registration must be performed. That is, the gray levels of both images should be 
“normalized” before we start looking for noise in one of the images. If  there were two 
images whose only difference was that one image’s gray levels were a multiple o f the 
other image’s gray levels, then all of the pixels would appear to be noise. Thus, the 
pixels need to be standardized before the comparisons are made. Otherwise, the signal-
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noise ratio would be comparing the illumination response curve o f two vision systems 
rather than comparing the noise-removal effectiveness of an image enhancement 
method. A sure way of standardizing the pixel gray levels for each image is to employ 
histogram equalization. Recall that the histogram of a digital image in L gray levels in 
the range [0, L-l] is a discrete function given by p(rfc) = njjn, where rfc is the Ath gray 
level, nfc is the number of pixels in the image with the Ath gray level and n is the total 
number o f pixels in the image. Histogram equalization refers to a monotonic remapping 
of the pixel gray levels so that the histogram of the image is flat and the gray levels 
follow a uniform distribution (i.e., p(rfc) = ML). A computer program to equalize the 
histograms o f the images, fore_hist_eq.c, was written in ANSI C and is listed in 
Appendix A.
After both the spin-echo and the processed echo-planar images were equalized, 
the signal-noise ratio was computed using the following equation:
where J(x,y) is the gray level at pixel location (x,y) in the “good” spin-echo image of size 
n x m pixels and g(x,y) is the gray level at pixel location (x,y) in the echo-planar image 
of size n x m. Thus, the processing method used on the echo-planar image that would 
come closest to reproducing the gray levels of the spin-echo image would produce the 
highest signal-noise ratio. The SNR results are given in Tables B . 8  in Appendix B.
n m
. noisefreepower . 
SNR = log I 0  1---- ^ ------- = logI0
ZZ/(^T)2
noise power n m
jr=0 y =0
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
127
3.6.3 Experimental design for testing differences in image enhancement
In order to determine which image enhancement method, if  any, was superior to 
the rest, the statistical experimental design was first determined. The three image 
enhancement methods were considered as the treatments. Since these three treatments 
were the only ones o f interest, they were considered as fixed treatments. The echo-planar 
images were considered to be the experimental units. Because it was known that each 
echo-planar image was unique, to take the variability o f the images out o f consideration 
during the comparison, the experimental design should test each method on each o f the 
images. Thus, the randomized complete block design was used. That meant that the 
images were also considered as blocks. Since the images were but one set from the 
population of black oak trees, the block effect was considered a random effect. The 
statistical model for this design is:
There are a treatments and b blocks and y-,j is the experimental result from the /th 
treatment and the / h block, rt is the effect of the /th treatment, is the effect o f the j'h 
block, and £y is the random error term which is assumed normal and independently 
distributed with a 0 mean and a variance of ct2. It can be shown (Montgomery, 1997) that
a
E(MS.Treatments / a —
\  — 2 , /= i
)  =  CT H-------------------
v 7cr +
E{MSm 0C|!S) =  o-2 + a a  
E(M Se) = cr2
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Thus, if  the treatment effects were equal meaning that the individual treatment 
effects, t„ were all 0 , then the test statistic of equality would be
zp __ ^ ^ T rc a tm c n ls
m s e
which is distributed as i ra.i,(a.l)(b.i) if the null hypothesis is true. The critical region is the 
upper tail o f the F  distribution, and we would reject H0 if  F0> TVgs.a-i.MXb-i)
The analysis of variance table for the randomized complete block design is given 
in Table 3.1.
Because there was found to be a significant difference between the SNR o f the 
three image enhancement methods, Tukey’s test was used to determine which method 
was significantly different from the others. This test is based upon the studentized range 
statistic and the standard error o f the treatment mean. The standard error o f  a treatment
I MS
mean is calculated as Sy, = J  — . The studentized range statistic is denoted by
where a  is the significance level, a is the number o f treatments and the degree of 
freedom o f the error, /  is (cr-l)(6 -l). Tukey’s test declares two means significantly 
different if the absolute value o f their sample differences exceeds Ta = qa( a ,f) S y r  
(Montgomery, 1997).
The results o f these comparisons between the unprocessed method and the three 
general image enhancement methods on echo-planar images are given in Table 4.11 in 
Chapter 4.
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In addition, the three general enhancement methods applied to the echo-planar 
images were judged visually to determine which method produced “good” results. A 
discussion of that evaluation is given in Chapter 4, Section 4.7.
Table 3. 1 Analysis o f Variance for a Randomized Complete Block Design
Source of Degrees of
Variation Sum of Squares Freedom Mean Square Fa
Treatments y  yf. y 2
^  b N
a -  1 CC
Treatments
< 3 - 1
reatments
MS,.
Blocks y  y 2j 
^  a N
b -  1 ■̂ Blocks
b - 1
Error SSB = SSr-
■^TRT'^BLK
(fl-1 X 6 -1 ) SSE 




3.7 Use adjacent slices to eliminate noise in echo-planar images
3.7.1 Overview
The adjacent-slice smoothing method was specifically designed to be used on the 
noisy echo-planar image. The trend in recent years in image smoothing has been toward 
adaptive filters where the goal is to smooth homogeneous areas and avoid smoothing 
across the image structures (Rank and Unbehaven 1992, Kundu and Zhou 1992, Itagaki 
1993, Hussian and Reed 1994, Chen et al. 1994, Hanke et al. 1994, Hwang and Haddad 
1995, Karaman et al. 1995, Li and Ramsingh 1995). Soltanian-Zadeh et al. (1995) note 
that the noise in an MRI scene sequence is characterized by additional zero-mean white 
Gaussian noise field that is uncorrelated between different frames. Because of the nature 
of trees, the image structure between two adjacent cross-sectional MRI slices o f a log are 
very similar, especially at 1 0  mm apart.
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The two proposed methods o f smoothing along the z-axis (between like pixels in 
adjacent MRI slices) accomplished the dual goals o f smoothing along homogeneous 
directions while avoiding the smoothing across image structures which are also the goals 
o f adaptive smoothing filters. Since the smoothing takes place without the condition 
checking used by adaptive filters, the computational burden of z-axis smoothing is 
minimized compared to adaptive filters. Gaussian smoothing or median smoothing along 
the z-axis are designed to eliminate many of the random noise values.
3.7.2 Gaussian smoothing between frames
Gaussian smoothing refers to a specific method of computing a weighted average 
o f the neighborhood gray levels. The height of the Gaussian curve is used to determine 
the relative weights of the gray levels in the averaging window. The idea is to give the 
pixels that are closest to the window center more weight in determining the 
neighborhood average. The only parameter required is the standard deviation o f the 
Gaussian distribution, cr. Since 99.73% o f the Gaussian curve area falls within ± 3ct, the 
effective width o f the window used in Gaussian smoothing is 6 cr.
Since the best Gaussian smoothing parameter, a , was not known a priori, three 
values o f a  were tried: a  = 5 mm, o  = 10 mm, and a  = 15 mm. Recall that the slices 
were 10 mm apart. The computation of the weights used in the Gaussian smoothing is 
given in Tables 3.2 through 3.4.
The Gaussian smoothing process was implemented on the echo-planar images 
using the Khoros routine, vmul, to factor the images using the weights given in Tables
3.2 through 3.4. The Khoros routine, vadd, was used to combine the factored images into
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one. After the resulting images went through the histogram equalization process, the 
SNR o f each resulting image was computed as noted before by using the spin-echo 
images as the base of comparison. The results are given in Table B.9 in Appendix B.







1 - 1/ - ! / ( z ) =  ' e / r
■ 4 2 k
Relative Weight
-1 (Previous) 1 0  mm 2 0.0540 0.1065
0 (Center) 0  mm 0 0.3989 0.7870
+1 (Subsequent) 1 0  mm 2 0.0540 0.1065







1 - !/-! / ( z )  = * e / r
- 4 2 k
Relative Weight
-2 (Previous) 2 0  mm 2 0.0540 0.0545
-1 (Previous) 1 0  mm 1 0.2420 0.2442
0 (Center) 0  mm 0 0.3989 0.4026
+1 (Subsequent) 1 0  mm 1 0.2420 0.2442
+2 (Subsequent) 2 0  mm 2 0.0540 0.0545






(Distance/cr) / ( z ) -  r — e  ^  
■ 4 2 k
Relative Weight
-3 (Previous) 30 mm 2 0.0540 0.0366
-2 (Previous) 2 0  mm 1.33 0.1640 0.1113
-1 (Previous) 1 0  mm 0.67 0.3194 0.2167
0 (Center) 0  mm 0 0.3989 0.2708
+1 (Subsequent) 1 0  mm 0.67 0.3194 0.2167
+2 (Subsequent) 2 0  mm 1.33 0.1640 0.1113
+3 (Subsequent) 30 mm 2 0.0540 0.0366
3.7.3 M edian smoothing between frames
The other method of z-axis smoothing involved applying the median filter across 
slices. It was noted that the noise is uncorrelated between different frames in an MRI
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sequence (Soltanian-Zadeh et al. 1995). Therefore, the median filter would only need a 
small window o f size 3 since the likelihood of noise occurring more than once in the 
same pixel location in three separate frames would be very small. The smallest window 
size o f 3 would cause the minimum disturbance of pixels that were not noise. Because of 
the uniqueness o f this approach, it was necessary to write a routine to perform this z-axis 
median filtering. The routine, zmed3.c, was written in ANSI C and is listed in Appendix
A.
As with the Gaussian-smoothed images, the SNR of each resulting z-axis median 
smoothed image was computed as noted before by using the spin-echo images as the 
base o f comparison. The results are given in Table B.9 in Appendix B.
3.7.4 Comparing adjacent slice smoothing methods
The recommended method for z-axis smoothing was determined to be the 
method that gave the best (highest) SNR. As with the comparison of the general image 
enhancement methods, the statistical experimental design was first determined. The five 
image enhancement methods (unprocessed, ct = 5 mm, a  = 10 mm, cr = 15 mm, and z- 
axis median) were considered as fixed treatments. The randomized complete block 
design was used to remove the variability of the slices from the experimental error. 
Thus, the images were again considered as random effect blocks.
The analysis o f variance table for the randomized complete block design is given 
in Table 3.1. Because there was found to be a significant difference between the SNR of 
the five image enhancement methods, Tukey’s test was used to determine which method 
was significantly different from the others.
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The results o f these comparisons between the unprocessed method and the four 
proposed image enhancement methods on echo-planar images are given in Table 4.12 in 
Chapter 4.
In addition, the four proposed enhancement methods applied to the echo-planar 
images were judged visually to determine which method produced “good” results. A 
discussion of that evaluation is given in Chapter 4, Section 4.8.
3.8 Comparing Defect Detection Capability of Processed Echo-Planar Images
3.8.1 Overview
At this point, the best image enhancement for the echo-planar image has been 
explored from the standpoint o f appearance. It is more important to determine which 
image enhancement method improves the echo-planar images from the standpoint of 
detecting defect regions correctly. It is this comparison of the adjacent-slice-smoothing 
methods to the best of the general-purpose image enhancement methods that will 
ultimately determine the method most suitable for use with echo-planar images.
3.8.2 Generating defect images from pre-processed echo-planar images
As with the spin-echo and unprocessed echo-planar images, the same process 
described in Section 3.3 was applied to the pre-processed echo-planar images. This was 
done so that all comparisons across methods were made with predicted images, not 
manually fitted images.
3.8.3 Measures of best defect detection
The clear wood areas in defect images are denoted by white (gray level = 255) 
pixels. Defect areas are denoted by gray (gray level = 128) pixels and the background is
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denoted by black (gray level = 0) pixels. The defect data from the spin-echo images was 
used as a base to determine whether the echo-planar images were correct.
There are five measures that were used to judge the defect detection ability o f the 
final four pre-processing methods (which used manually-set parameters for each frame):
(1) SNR of defect images,
(2 ) number of undetected defect pixels,
(3) number of undetected defect regions,
(4) number of false alarm defect pixels, and
(5) number of false alarm defect regions.
When using SNR on defect images, whether a pixel was classified as an undetected 
defect or as a false alarm, it would contribute (255-128)2 toward the noise power. Thus, 
the SNR would give equal consideration to undetected defects and false alarms. That is 
why the other measures were introduced so that different aspects o f the defect detection 
ability could be judged.
The SNR calculation was aided by using a combination of Khoros routines for the 
subtraction and multiplication steps of the image pixels. The number of undetected 
pixels and the number of false alarm pixels were also calculated using a Khoros routine 
that subtracts one image from another and then the Khoros routine, vstats, to determine 
how many positive pixels and how many negative pixels were found in the difference
image. The number o f undetected defect regions and the number o f false alarm regions
were manually counted. A spin-echo defect image region was counted as detected by the 
echo-planar defect region if  there was at least some pixels o f the region that were 
detected. If  no pixels at all showed up, then the region was counted as undetected.
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Likewise, even if a small region appeared on the echo-planar defect image that did not 
appear on the spin-echo image, that region was counted as a false alarm region.
3.8.4 Comparing defect images
As with the comparison of the general image enhancement methods, the 
statistical experimental design was first determined. The four image enhancement 
methods (no preprocessing, z-axis Gaussian smoothing with a  = 5 mm, z-axis median 
smoothing, and xy-median smoothing) were considered as fixed treatments. The 
randomized complete block design was used to remove the variability of the slices from 
the experimental error. Thus, the images were again considered as random effect blocks.
The analysis o f variance table for the randomized complete block design is given 
in Table 3.1. Because there was found to be a significant difference between the SNR of 
the four image enhancement methods, Tukey’s test was used to determine which method 
was significantly different from the others.
The results o f the SNR comparisons between the four image enhancement 
methods on echo-planar images are given in Table 4.19 in Chapter 4. The results of the 
undetected defect pixel comparisons are given in Table 4.20 in Chapter 4. The results of 
the undetected defect region comparisons are given in Table 4.21 in Chapter 4. The 
results o f the false alarm pixel comparisons are given in Table 4.22 in Chapter 4 and the 
results o f  the false alarm region comparisons are given in Table 4.23 in Chapter 4.
In addition, the four enhancement methods applied to the echo-planar images were 
judged visually against the spin-echo defect images to determine which method
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produced “good” results. A discussion of that evaluation is given in Chapter 4, Section 
4.10.
3.9 Determine Defect Detection Losses Between Spin-Echo and Echo-Planar Images
Based upon comparisons o f the 55 slices, a general indication of the defect 
detection differences between the spin-echo and the echo-planar processed by the z-axis 
median filter was found. The average numbers of undetected defect pixels and regions 
and the number of false alarm pixels and regions on the defect images o f the z-axis 
median enhanced echo-planar images were calculated along with 95% confidence limits 
on the averages using the equation:
*  -  ' a / 2,,-1 s / ^ n < n < x +  t a/2  s /
A summary of those averages is given in Table 4.24 in Chapter 4.




The detailed results for each particular image are found in the tables in Appendix 
B. Summaries of the results and statistical analyses are given in this chapter. The results 
given in this chapter are listed in the same order as the chronology of the methodology 
given in Chapter 3.
4.2 Results of Spin-Echo Defect Detection Algorithm
4.2.1 Separation of foreground from background
The application o f the modified moment-preserving thresholding to separate the 
log foreground from the surrounding air background is demonstrated in Figures 4.1 
through 4.10. The figures are grouped in pairs to present the original image followed by 
the respective binary image which maps the foreground and background.
Figure 4. 1 Spin-Echo Frame # 15 Figure 4. 2 Mask Image for Frame #15
137
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Figure 4. 3 Spin-Echo Frame # 20 Figure 4. 4 Mask for Frame # 20
Figure 4. 5 Spin-Echo Frame # 25 Figure 4. 6 Mask for Frame # 25
Figure 4. 7 Spin-Echo Frame # 30 Figure 4. 8 Mask for Frame # 30
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
139
Figure 4. 9 Spin-Echo Frame # 50 Figure 4 .10  Mask for Frame # 50
These thresholded images were used to define the foreground for the rest o f the image 
processing steps. After the images were passed through an average filter, the result was 
subtracted from the original image to obtain the pure deviations in gray levels.
4.2.2 Image results of spin-echo defect detection algorithm
Next, the difference image, which contained positive and negative values, was 
passed though a positive threshold to capture unusually high (very moist) areas. Also, 
the image was passed through a negative threshold to capture unusually low (very dry) 
areas. These unusual areas are always associated with defect areas and will serve as 
seeds for the defect regions. Some examples of these seeds are given in Figures 4.11, 
4.13, 4.15, 4.17 and 4.19. The defect regions were grown from these seeds using pixel 
aggregation based upon gray-level deviation as described in Section 3.2.5 and stopped 
when the gray levels deviations approached the deviations o f surrounding clear wood. 
The respective defect images for the previously given seed images are given in Figures 
4.12, 4.14, 4.16, 4.18 and 4.20.
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Figure 4.11 Seeds for Frame # 15 Figure 4 .12  Defects for Frame # 15
Figure 4.13 Seeds for Frame # 20 Figure 4. 14 Seeds for Frame # 20
Figure 4.15 Seeds for Frame # 25 Figure 4. 16 Defects for Frame # 25
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Figure 4 .17  Seeds for Frame # 30 Figure 4.18 Defects for Frame # 30
Figure 4 .19  Seeds for Frame # 50 Figure 4. 20 Defects for Frame # 50
Comparison o f the defect images in Figures 4.12, 4.14, 4.16, 4.18 and 4.20 with 
the respective original spin-echo images found in Figures 4.1, 4.3, 4.5, 4.7 and 4.9 
indicate that the spin-echo defect detection algorithm with the proper parameters 
produces excellent results. Again, the black areas indicate the air background, the white 
areas indicate clear wood and the gray areas indicate defect regions. The dark gray areas 
indicate defect regions associated with unusually dry wood such as knots. The light gray 
areas indicate defect regions associated with unusually wet areas such as rot.
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4.3 Automatic Determination of Parameters for Spin-Echo Defect Detection 
Algorithm
In automatically determining the parameters to use, the first step was to find the 
appropriate window size for the smoothing operation. As explained in Section 3.3.2, the 
window size that maximized the skewness of the residuals was selected. The results for 
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Figure 4 .2 5  Skewness for Frames 41-50 Figure 4. 26 Skewness for Frames 51-60
Using the appropriate window size for each frame and using the previously 
manually-obtained spin-echo defect images as the goal, the loss function as described in 
Section 3.3.3 was used to determine the optimum parameters to use on each of the spin- 
echo images. The manually-obtained parameters from the loss function that were used 
for the regression are given in Table B.2 in Appendix B. A couple o f the loss-function 
profiles for the parameters are given in Figures 4.27 and 4.28. These profiles also give 
an indication o f the sensitivity o f the parameter.
The image statistics for the spin-echo images are given in Table B.3 in Appendix
B. In Table B.3, the threshold is defined as the gray level obtained from the moment- 
preserving thresholding method that was used to separate the foreground from the 
background. The variance in Table B.3 is defined as the variance of the original-image 
pixel gray levels from the smoothed-image pixel gray levels (or the variance of the 
difference image). The mean, of course, is the mean gray level o f the foreground pixels. 
Std. dev. in Table B.3 is the standard deviation o f  the gray levels o f the foreground
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pixels. RMS in Table B.3 is the root-mean-square of the gray levels o f the foreground 
pixels and is calculated by squaring the gray levels of every pixel in the foreground. The 
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Figure 4. 27 Loss Function for Frame 10 Figure 4. 28 Loss Function for Frame 30
Skewness in Table B.3 is a measure o f the tendency o f the deviations from the 
mean to be larger in one direction than in the other, or, in other words, the asymmetry of 
a distribution about its mean. A positive skew value signifies a distribution whose tail 
extends out more in the positive direction, and a negative skew value signifies a 
distribution whose tail extends out more in the negative direction. The Khoros vstats
2 1V-I
routine computes the sample skewness as —— ^  (xj -3c) where N  is the number o f
S  N  j-o
pixels, S  is sample standard deviation and x; is the gray level of the z'lh pixel.
Kurtosis characterizes the relative peakedness or flatness o f a distribution 
compared with the Gaussian distribution. Positive kurtosis indicates a relatively peaked
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distribution. Negative kurtosis indicates a relatively flat distribution. The Khoros vstats
J A M
routine computes the sample kurtosis as —
S  N  i-Q
Entropy in Table B.3 is a measure o f uncertainty in an information source, or said 
another way, the average number of choices a message source has in producing
information. Entropy is calculated in the Khoros vstats routine by - V  — log2
n
where L is the number o f gray levels, k  is the gray level value, nfc is the number o f pixels 
with gray level k  and N  is the total number of pixels.
Contrast in Table B.3 is a measure of the differences in the intensity (gray levels)
i . - \  n
in an image and is calculated by the Khoros vstats routine by —  where L is the
m  N
number of gray levels, k is the gray level value, nfc is the number o f pixels with gray 
level k and N  is the total number of pixels.
To find the regression equations that could predict the parameters, all the 
parameters were regressed against the set of image statistics. Backward elimination was 
used to find the set o f image statistics that minimized the MSE for the prediction 
equation.
In order to obtain the prediction mean squared error, the correlation between the 
image statistics in adjacent frames was plotted against the distance between images 
(frames). The plot is given in Figure 4.29. The correlation between image statistics drops 
quickly as the distance increases to 7 frames. Beyond 7 frames, the correlation tends to 
level out. For that reason, no data was used in fitting the regression equation for a
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distance o f 7 frames on either side of a predicted data point. Except at the ends, each of 
the data points was predicted from a regression equation that used 55-15 or 40 o f the 
points that were furthermost away. The sum of the squared differences o f the predictions 
and the actual values were calculated for comparison to the regression MSE.
Threshold 
Var. of Diff 
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D ista n ce
30 —  Entropy 
Contrast
Figure 4. 29 Correlation of Image Statistics Between Frames
The results o f the regression for each parameter are given in Tables 4.1 through
4.4.




Adjusted R Square 0.696758
Standard Error 2.976192
Observations 55
table continued on next page
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ANOVA
d f SS MS F
Regression 8 1169.891 146.2363 16.50948
Residual 46 407.4549 8.857716
Total 54 1577.345
Significance F 3.34E-11
Coefficients Standard Error tS ta t P-value
Intercept 383.4056 139.0296 2.757727 0.008321
Threshold 1.970321 0.884989 2.22638 0.030927
S.D. from back 4.681052 1.05981 4.416878 6.03E-05
Mean -254.418 72.55963 -3.50633 0.001026
Standard Deviation -44.2312 15.27105 -2.89641 0.00576
RMS 255.1553 73.43198 3.474716 0.001126
Skewness 11.49642 4.213371 2.728556 0.00898
Entropy -55.1356 30.4937 -1.8081 0.077131
Contrast 0.009122 0.008317 1.096798 0.278438




The regression equation for the upper normal-variation limit uses 8  image statistics 
and an intercept value to estimate the parameter. Table 4.1 indicates that this set of 
image statistics can explain 74% of the variation o f the algorithm parameter since R2 is 
0.74. The F-statistic of the entire regression equation is highly significant. Also, the 
prediction mean squared error obtained from the modified cross validation method is 
19.44 which is over twice the regression mean squared error o f 8 .8 6 .




Adjusted R Square 0.616341
Standard Error 3.279419
Observations 55
table continued on next page
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ANOVA
d f SS MS F
Regression 5 986.7342 197.3468 18.35001
Residual 49 526.9749 10.75459
Total 54 1513.709
Significance F 3.16E-10
Coefficients Standard Error tStat P-value
Intercept 401.7412 95.78235 4.194314 0.000114
Threshold 1.573197 0.937865 1.677424 0.099828
S.D. from back 3.288742 0.457276 7.192031 3.35E-09
RMS -5.76148 2.214775 -2.60139 0.012243
Entropy -27.8568 9.699991 -2.87184 0.006014
Contrast 0.02186 0.008177 2.673321 0.010174




The regression equation for the lower normal-variation limit uses 5 image statistics
and an intercept value to estimate the parameter. Table 4.2 indicates that this set of 
image statistics can explain 65% of the variation of the algorithm parameter. The F- 
statistic of the entire regression equation is highly significant. Also, the prediction mean 
squared error obtained from the modified cross validation method is 17.67 compared to 
the regression mean squared error o f 10.75.
The regression equation for the upper region stopping limit uses 8  image statistics 
and no intercept value to estimate the parameter. Table 4.3 indicates that this set of 
image statistics can explain 94% of the variation o f the algorithm parameter. The F- 
statistic of the entire regression equation is highly significant. Also, the prediction mean 
squared error obtained from the modified cross validation method is 15.58 compared to 
the regression mean squared error o f 5.40.
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d f SS MS F
Regression 8 4065.719 508.2149 94.17836
Residual 47 253.6262 5.396303
Total 55 4319.345
Significance F 6.62E-26
Coefficients Standard Error tStat P-value
Intercept 0
Threshold 1.985319 0.712894 2.784874 0.007694
Variance 0.195572 0.077711 2.516653 0.015319
S.D. from back -3.74779 2.695356 -1.39046 0.170938
Mean -7.26695 1.61753 -4.49262 4.57E-05
Standard Deviation -5.12622 1.327194 -3.86245 0.000342
Skewness -13.9966 2.932888 -4.7723 1.81E-05
Entropy 68.08716 14.79988 4.600521 3.2E-05
Contrast 0.026807 0.005818 4.607309 3.13E-05




The regression equation for the lower region stopping limit uses 8  image statistics 
and an intercept value to estimate the parameter. Table 4.4 indicates that this set o f 
image statistics can explain 57% of the variation o f the algorithm parameter. The F- 
statistic o f the entire regression equation is highly significant. Also, the prediction mean 
squared error obtained from the modified cross validation method is 5.88 compared to 
the regression mean squared error o f 3.17.
To visually verify the effectiveness o f the parameter prediction, all o f the 
parameters for each image were calculated and given in Table B.3 in Appendix B along
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with any difference between the modified cross validation prediction and the manually- 
set parameters. The worst predictions appear to be associated with frame #5 (whose 
predicted upper normal limit o f variation is off by 21) and frame #54 (whose predicted 
upper region stopping limit is off by 1 2 ).








d f SS MS F
Regression 8 195.9014 24.48767 7.723544
Residual 46 145.8441 3.170523
Total 54 341.7455
Significance F 1.68E-06
Coefficients Standard Error tS ta t P-value
Intercept 381.3666 108.0767 3.528666 0.00096
Threshold -1.76543 0.570151 -3.09644 0.003332
Variance -0.28877 0.085554 -3.3753 0.001506
S.D. from back 10.19911 3.045293 3.349139 0.001625
Mean -27.7021 7.884657 -3.51342 0.001005
RMS 28.46647 8.194667 3.47378 0.001129
Skewness 7.054011 2.90703 2.426535 0.019221
Entropy -82.2655 22.51293 -3.65414 0.00066
Contrast 0.005512 0.004906 1.123588 0.267018




The original spin-echo image for frame #5 is given in Figure 4.30. The defect 
image with manually set parameters is given in Figure 4.31 and the defect image with 
predicted parameters is given in Figure 4.32. The original spin-echo image for frame #54
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Figure 4 .30  Spin-Echo Frame #5 Figure 4. 31 Manual Parameters #5
Figure 4 .32  Predicted Parameters #5 Figure 4. 33 Spin-Echo Frame #54
Figure 4. 34 Manual Parameters #54 Figure 4. 35 Predicted Parameters #54
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is given in Figure 4.33. The defect image with manually set parameters is given in 
Figure 4.34 and the defect image with predicted parameters is given in Figure 4.35.
The worst case represented in Figure 4.32 was caused by an error on the upper 
normal variation limit which did not allow for enough region seeds to detect the “wet” 
(light) defects at the 5 o’clock position. Also, the pith defect was missed. The worst case 
represented in Figure 4.35 was caused by an error on the upper region stopping limit 
which did not actually have much effect. There was a false “wet” (light) defect in the 
pith area and the ring defect was not completely detected in the 4 to 7 o ’clock position.
A couple o f average cases can be illustrated with frames #36 and #43. The original 
spin-echo image for frame #36 is presented in Figure 4.36. The respective defect image 
with manually set parameters is in Figure 4.37. The defect image with predicted 
parameters is given in Figure 4.38. The original spin-echo image for frame #43 is given 
in Figure 4.39. The respective defect image with manually set parameters is given in 
Figure 4.40 and the defect image with predicted parameters is given in Figure 4.41.
Figure 4. 36 Spin-Echo Frame #36 Figure 4. 37 Manual Parameters #36
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Figure 4. 38 Predicted Parameters #36 Figure 4. 39 Spin-Echo Frame #43
Figure 4. 40 Manual Parameters #43 Figure 4. 41 Predicted Parameters #43
An average case o f predicting the algorithm parameters as shown in Figure 4.38 
indicates that the defect image is only slightly different from the defect image where the 
parameters were set manually. The main difference being the missed pith area. Another 
average case as shown in Figure 4.41 indicates more differences. The main difference is 
that the pith defect was missing and the knot area that was in the 6  o ’clock position had 
“bled” out to the left. In any event, the remaining differences are very slight. The results 
from all four regressions and the visual examination of the worst cases and the average
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cases indicate that the algorithm parameters can be automatically adjusted to the 
individual image based upon the image statistics.
4.4 Comparison of Spin-Echo Defect Detection Algorithm to Ordinary 
Thresholding
4.4.1 Overview
Two methods o f comparison between the proposed spin-echo defect algorithm and 
ordinary thresholding are presented below. The first method adjusts the upper and lower 
thresholds o f  the spin-echo images until the ordinary (fiat) threshold method generates 
the same number of wet and dry defect pixels as the spin-echo defect detection 
algorithm. The ordinary thresholds used are given in Table B.4 in Appendix B. The 
images are compared visually and by a count o f undetected defect pixels and false alarm 
pixels to check the results o f the ordinary threshold method.
4.4.2 Using thresholding to find equivalent numbers of defect pixels
For ordinary thresholding, the threshold was adjusted until the count o f the defect 
pixels was equal to the number o f defect pixels obtained by the spin-echo defect 
detection method. Some typical results of the ordinary thresholding method are given in 
Figures 4.42, through 4.46. For ease o f comparison, Figures 4.12, 4.14, 4.16, 4.18 and 
4.20 are repeated again next to the respective ordinary threshold defect images.
By comparison o f Figures 4.42 through 4.46 (ordinary thresholding results) with 
Figures 4.12, 4.14, 4.16, 4.18, and 4.20 (spin-echo defect detection algorithm results), it 
is self-evident that the ordinary thresholding method cannot find as many properly- 
positioned defect pixels without generating a large number o f false alarms.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
155
Figure 4. 42 Threshold Defects # 15 (Figure 4.12 Defects for Frame # 15)
Figure 4 .43 Threshold Defects # 20 (Figure 4.14 Defects for Frame # 20)
Figure 4. 44 Threshold Defects # 25 (Figure 4 .16 Defects for Frame # 25)
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Figure 4. 45 Threshold Defects # 30 (Figure 4 .18 Defects for Frame # 30)
Figure 4. 46 Threshold Defects # 50 (Figure 4. 20 Defects for Frame # 50)
4.4.3 Testing various threshold levels for defect detection
Because o f the large number of false alarms in Figures 4.42 through 4.46, it was 
o f interest to determine if the ordinary thresholds could be adjusted for less false-alarm 
defect regions. This would entail abandoning the goal of seeking to detect the equivalent 
number of pixels as the proposed algorithm had detected. The lower ordinary threshold 
was set at 5 different levels (gray level < 40, 50, 60, 70 and 80) for the same frame, #20, 
in Figures 4.47 through 4.51.
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Figure 4. 47 Lower Threshold at 40 Figure 4 .48  Lower Threshold at 50
Figure 4. 49 Lower Threshold at 60 Figure 4. 50 Lower Threshold at 70
m
Figure 4. 51 Lower Threshold at 80 (Figure 4 .14  Defects for Frame # 20)
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From Figure 4.47, the ordinary thresholding method with a threshold o f 40 begins 
to detect some o f the more extreme defect pixels. Each figure has the threshold moved 
10 gray levels higher to detect more defects. From Figure 4.49, it can be seen that more 
defect pixels are found. In fact, the knot has been fully detected. There are just a very 
small number o f false alarms that are beginning to appear but they are quite small. 
However, compared to Figure 4.14, the thresholding method has yet to detect any 
amount o f the scar tissue in the 2  o’clock position nor much of the remaining defect area. 
The threshold is raised by 10 gray levels again in Figure 4.50 where a number o f false 
alarms are beginning to appear. Figure 4.51 shows clearly that any attempt to capture 
more defect area quickly generates numerous false alarm defect regions.
This result is rather important because many research efforts are being put into 
more sophisticated methods of determining the proper threshold. Yet any threshold is a 
compromise of undetected defect pixels and false alarms. Also, these results indicate that 
defect detection methods that simultaneously consider adjacency relationships and gray 
level perform better than threshold methods that consider only gray level.
4.5 Results of Echo-Planar Defect Detection Algorithm
4.5.1 Separation of foreground and background
The modified moment-preserving thresholding method was used to separate the 
log foreground from the surrounding air background. In addition, the result was 
morphologically smoothed with an 11-pixel diameter ball. Some of the results are 
demonstrated in Figures 4.52 through 4.61. The respective pre-processed echo-planar 
image is also presented for comparison purposes. These thresholded images were used as 
a mask image to define the foreground for the rest of the image processing steps.




Figure 4. 52 Echo-Planar Frame #15 Figure 4. 53 Mask for Frame #15
Figure 4 .54  Echo-Planar Frame #20 Figure 4 .55 Mask for Frame #20
Figure 4. 56 Echo-Planar Frame #25 Figure 4 .57 Mask for Frame #25
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Figure 4. 58 Echo-Planar Frame #30 Figure 4.59 Mask for Frame #30
Figure 4. 60 Echo-Planar Frame #50 Figure 4. 61 Mask for Frame #50
4.5.2 Image results of unprocessed echo-planar defect detection algorithm
After the images were passed through an average filter, the result was subtracted 
from the original image to obtain the deviations in gray levels. Next, the difference 
image was passed through a positive threshold to capture high (very moist) areas and 
through a negative threshold to capture low (very dry) areas. The defect regions were 
grown from these seeds using pixel aggregation as described in Section 3.2.5 and 
stopped when the gray-level deviation approached the deviation o f the surrounding clear 
wood. Some examples o f  these defect images are given in Figures 4.62 through 4.66.
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Figure 4. 62 Defects - Echo-Planar #15 Figure 4. 63 Defects - Echo-Planar #20
%
Figure 4. 64 Defects - Echo-Planar #25 Figure 4. 65 Defects - Echo-Planar #30
Figure 4. 66 Defects - Echo-Planar #50
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From Figures 4.62 through 4.66, it can be seen that most o f the defects found on 
the spin-echo images can also be found from the unprocessed echo-planar images. The 
figures show that the ring defect is usually missing in the 7 o ’clock to 8  o’clock areas. 
Also, the scar tissue at the 1 o’clock to 2 o’clock position is missing in 4  o f the 5 
representative images. The major knots and the pith are always found. However, 
Figures 4.63 and 4.65 have a couple of false alarms.
4.6 Automatic Determination of Parameters for Echo-Planar Defect Detection 
Algorithm
In automatically determining the parameters to use, the first step was to find the 
appropriate window size for the smoothing operation. As explained in Section 3.3.2, the 
window size that maximized the skewness of the residuals was selected. The results for 
each echo-planar frame are shown in Figures 4.67 through 72.
Using the appropriate window size for each frame and using the previously 
manually-obtained spin-echo defect images as the goal, the loss function as described in 
Section 3.3.3 was used to determine the optimum parameters to use on each o f the spin- 
echo images. The manually-set parameters that gave the results as typified in Figures 
4.62 through 4.66 are given in Table B.5 in Appendix B. The image statistics for the 
echo-planar images are listed in Table B . 6  in Appendix B.
To find the regression equations that could predict the parameters, all the 
parameters were regressed against the set of image statistics. Backward elimination was 
used to find the set o f image statistics that minimized the MSE  for the prediction 
equation.
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Figure 4. 69 Skewness for Frames 21-30 Figure 4. 70 Skewness for Frames 31-40
In order to obtain the prediction mean squared error, the correlation between the 
image statistics in adjacent frames was plotted against the distance between images 
(frames). The plot is given in Figure 4.73. The correlation between image statistics drops 
quickly as the distance increases to 10 frames. Beyond 10 frames, the correlation tends 
to level out. For that reason, no data was used in fitting the regression equation for a 
distance o f 10 frames on either side o f a predicted data point. Except at the ends, each of
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the data points was predicted from a regression equation that used 55-21 or 34 o f the 
points that were furthermost away. The sum of the squared differences o f the predictions 
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Figure 4. 73 Correlation of Image Statistics Between Frames
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The results of the regression for each echo-planar parameter are given in Tables 
4.5 through 4.10. The regression equation for the upper normal-variation limit uses 8 
image statistics and no intercept value to estimate the parameter. Table 4.5 indicates that 
this set of image statistics can explain 39% of the variation of the algorithm parameter. 
The F-statistic of the entire regression equation is highly significant. Also, the prediction 
mean squared error obtained from the modified cross validation method is 47.93 which 
is three times the regression mean squared error of 16.97.








d f SS MS F
Regression 8 510.986 63.87325 3.764551
Residual 47 797.4504 16.96703
Total 55 1308.436
Significance F 0.001825
Coefficients Standard Error t St at P-value
Intercept 0
Threshold -0.56596 0.245123 -2.30888 0.025395
Variance -0.77037 0.213932 -3.60101 0.000761
S.D. from back 28.76293 7.984144 3.602507 0.000758
Mean 163.4424 45.6518 3.580197 0.000811
Standard Deviation 45.78419 12.41097 3.689009 0.000583
RMS -168.281 47.10034 -3.57282 0.000829
Skewness 23.30405 7.258692 3.210503 0.002391
Entropy -45.043 16.99951 -2.64967 0.010941
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The regression equation for the lower normal-variation limit uses 4 image statistics 
and an intercept value to estimate the parameter. Table 4.6 indicates that this set of 
image statistics can explain 56% of the variation o f the algorithm parameter. The F- 
statistic o f the entire regression equation is highly significant. Also, the prediction mean 
squared error obtained from the modified cross validation method is 31.70 compared to 
the regression mean squared error o f 20.62.








d f SS MS F
Regression 4 1294.908 323.7269 15.69936
Residual 50 1031.019 20.62039
Total 54 2325.927
Significance F 2.19E-08
Coefficients Standard Error tS ta t P-value
Intercept 54.80867 11.37522 4.818251 1.39E-05
Threshold -0.39247 0.148878 -2.6362 0.011138
Variance 0.096317 0.025816 3.730844 0.000488
Standard Deviation -1.34145 0.354761 -3.78128 0.000417
RMS 0.23813 0.16627 1.432186 0.158313




The regression equation for the upper region stopping limit uses 5 image statistics 
and an intercept value to estimate the parameter. Table 4.7 indicates that this set of 
image statistics can explain only 19% of the variation of the algorithm parameter. The F- 
statistic o f the entire regression equation is not significant. Despite the poor regression
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results, the prediction errors are small. The prediction mean squared error obtained from 
the modified cross validation method is 15.69 compared to the regression mean squared 
error of 9.33.








d f SS MS F
Regression 5 110.1922 22.03844 2.362192
Residual 49 457.1533 9.329658
Total 54 567.3455
Significance F 0.053484
Coefficients Standard Error tS ta t P-value
Intercept 353.7563 261.1175 1.354778 0.181702
Mean 1.534906 1.055529 1.454158 0.152278
Standard Deviation 4.390321 1.62929 2.694622 0.009625
Kurtosis -2.58907 1.503351 -1.7222 0.091341
Entropy -80.1925 40.05126 -2.00225 0.050809
Contrast -0.00645 0.004265 -1.51278 0.13676




The regression equation for the lower region stopping limit uses 7 image statistics 
and an intercept value to estimate the parameter. Table 4.8 indicates that this set o f 
image statistics can explain 47% of the variation o f the algorithm parameter. The F- 
statistic o f the entire regression equation is highly significant. Also, the prediction mean 
squared error obtained from the modified cross validation method is 1 2 .6 8  compared to 
the regression mean squared error o f 4.63.
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d f SS MS F
Regression 7 191.9135 27.41622 5.926278
Residual 47 217.4319 4.626212
Total 54 409.3455
Significance F 5.69E-05
Coefficients Standard Error t St at P-value
Intercept 125.7414 51.46152 2.443406 0.01836
Threshold -0.1942 0.125774 -1.54403 0.129287
Variance -0.02986 0.016117 -1.85277 0.0702
Mean 75.95978 28.72831 2.644074 0.011099
Standard Deviation 21.64333 7.558859 2.863306 0.006245
RMS -80.5866 29.68334 -2.71488 0.009243
Skewness 17.73292 4.37713 4.051266 0.00019
Contrast 0.007546 0.002925 2.580108 0.013062




The regression equation for the pith-area lower normal variation limit uses 7 image 
statistics and an intercept value to estimate the parameter. Table 4.9 indicates that this 
set o f image statistics can explain 62% of the variation o f the algorithm parameter. The 
F-statistic of the entire regression equation is highly significant. Also, the prediction 
mean squared error obtained from the modified cross validation method is 1 2 .6 8  
compared to the regression mean squared error of 4.63.
The regression equation for the pith-area lower region stopping limit uses 7 image 
statistics and an intercept value to estimate the parameter. Table 4.10 indicates that this
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set o f image statistics can explain 62% of the variation o f the algorithm parameter. The 
F-statistic o f the entire regression equation is highly significant. Also, the prediction 
mean squared error obtained from the modified cross validation method is 6 6 . 1 2  which 
is twice the regression mean squared error o f 33.12.









d f SS MS F
Regression 7 2503.564 357.652 10.79706
Residual 47 1556.872 33.12494
Total 54 4060.436
Significance F 5.04E-08
Coefficients Standard Error tS ta t P-value
Intercept 439.4524 145.3935 3.022504 0.00405
Threshold 0.701847 0.326065 2.152479 0.036526
Mean -82.7401 66.71929 -1.24012 0.221086
Standard Deviation -22.5463 17.60376 -1.28076 0.206561
RMS 78.98599 69.11398 1.142837 0.258895
Skewness -12.6826 9.261915 -1.36933 0.177404
Kurtosis 11.22981 2.45792 4.568827 3.55E-05
Contrast 0.025906 0.008346 3.104138 0.003228




The regression equation for the pith-area lower region stopping limit uses 8  
image statistics and an intercept value to estimate the parameter. Table 4.10 indicates 
that this set of image statistics can explain 34% of the variation of the algorithm 
parameter. The F-statistic o f the entire regression equation is highly significant. Also,
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the prediction mean squared error obtained from the modified cross validation method is 
15.99 which is almost three times the regression mean squared error o f 5.73.









d f SS MS F
Regression 8 138.5705 17.32131 3.02339
Residual 46 263.5386 5.729101
Total 54 402.1091
Significance F 0.001394
Coefficients Standard Error tS ta t P-value
Intercept 271.8657 239.3804 1.135705 0.261963
Threshold -0.43052 0.138171 -3.11587 0.003156
Mean 57.15899 27.74707 2.060001 0.045082
Standard Deviation 18.01836 7.479527 2.409025 0.020057
RMS -57.5862 28.74313 -2.00348 0.051037
Skewness 6.532284 4.001627 1.632407 0.109422
Kurtosis -5.91875 1.466922 -4.03481 0.000204
Entropy -60.7969 39.12609 -1.55387 0.127069
Contrast -0.00533 0.003515 -1.51762 0.135954




To visually verify the effectiveness of the parameter prediction for the echo-planar 
images, all o f the parameters for each image were calculated and given in Table B.7 in 
Appendix B along with any difference between the modified cross validation prediction 
and the manually-set parameters. The worst predictions (the ones where the defect 
images had the worst SNR) appear to be associated with frame #26 (whose predicted
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lower region stopping limit is off by 7) and frame #33 (whose predicted lower region 
stopping limit is off by 5). The original echo-planar image for frame #26 is given in 
Figure 4.74. The defect image with manually set parameters is given in Figure 4.75 and 
the defect image with predicted parameters is given in Figure 4.76. The original echo- 
planar image for frame #33 is given in Figure 4.77. The defect image with manually set 
parameters is given in Figure 4.78 and the defect image with predicted parameters is 
given in Figure 4.79.
The worst case represented in Figure 4.76 was caused by an error on the upper 
normal variation limit which was set too low. This allowed seeds for false “wet” (light) 
defects to develop. Also, there was an error on the upper region stopping limit which 
allowed the stopping limit to be set too low. This caused the “wet” (light) regions (which 
were already false alarms) to grow too far. The worst case represented in Figure 4.79 
was caused by errors on both the upper and lower region stopping limits. Agin, these 
were set too low and they caused the identified defect regions (both light and dark) to 
grow too far.
Figure 4. 74 Echo-Planar Frame #26 Figure 4. 75 Manual Parameters #26
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Figure 4. 76 Predicted Parameters #26 Figure 4. 77 Echo-Planar Frame #33
Figure 4. 78 Manual Parameters #33 Figure 4. 79 Predicted Parameters #33
Based upon the SNR o f all the echo-planar predicted defect images, a couple of 
average cases can be illustrated with frame #34 and frame #53. The original echo-planar 
image for frame #34 is presented in Figure 4.80. The respective defect image with 
manually set parameters is presented in Figure 4.81. The defect image with predicted 
parameters is given in Figure 4.82. The original echo-planar image for frame #53 is 
given in Figure 4.83. The respective defect image with manually set parameters is given 
in Figure 4.84 and the defect image with predicted parameters is given in Figure 4.85.
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Figure 4. 80 Echo-Planar Frame #34 Figure 4. 81 Manual Parameters #34
Figure 4 .82 Predicted Parameters #34 Figure 4. 83 Echo-Planar Frame#53
9
Figure 4. 84 Manual Parameters #53 Figure 4. 85 Predicted Parameters #53
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An average case o f predicting the algorithm parameters as shown in Figure 4.82 
indicates that the defect image is virtually the same as the defect image where the 
parameters were set manually. Another average case as shown in Figure 4.85 indicates a 
couple o f differences. The main difference is that the pith defect was missed.
In all, the echo-planar image statistics were not as good predictors of the algorithm 
parameters as they were for the spin-echo images because the prediction mean squared 
errors of the regressions were larger. Also, for the upper region growing stopping limit, 
the overall regression was marginally not significant. Strangely enough, for that 
particular parameter, the prediction capability was not impaired.
There may be more image statistics that could reduce the error or there may be 
polynomial forms o f the prediction equation that could be better. Although the results 
were not as good as the spin-echo case, the results o f the regression and the visual 
inspection of the worst and average cases still indicate that the algorithm parameters can 
be automatically adjusted to the individual image based upon image statistics.
4.7 Comparison of General Image Enhancement Methods on Echo-Planar Images 
In this section, the echo-planar images are enhanced by three general types of 
preprocessing methods in an attempt to improve the appearance of the origianl image. 
The signal-noise ratio of the unprocessed echo-planar images using the spin-echo images 
as the noise-free basis for comparison is given in Table B.8  in Appendix B along with 
the signal-noise ratio o f the echo-planar images after three general image enhancement 
methods (median, despeckle algorithm, and average window) were applied.
The ANOVA table for the comparison o f four sets of data is given in Table 4.11. 
Recall that the experiment design was given in Chapter 3, Section 3.6.3. The treatments
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refer to the four methods of presenting the echo-planar images: unprocessed, median 
filtered, despeckled, and average filtered. The blocks refer to the individual frames. The 
table indicates that blocking was a good idea since it captured the largest portion 
(.698/.750) of the variation. The first F-statistic is the ratio o f the mean square o f the 
treatments and the mean square error and is used to test whether the treatments have a 
significant effect on the SNR o f the echo-planar images. The F-statistic of 23.16 is very 
significant as indicated by the extremely low P-value of 1.34 x  10'12. We can conclude 
that the choice o f methods of processing echo-planar images has an effect on the quality 
of the image as measured by the SNR. The second F-statistic is the ratio of the mean 
square o f the blocks and the mean square error and is given although a strict F-test can 
not be performed on the blocking factor. However, large ratios would indicate that the 
blocking factor has a large effect and the noise reduction obtained by blocking was 
helpful (Montgomery, 1997).
In Table 4.11, Tukey’s Test procedure was used to tell us that the standard error of 
the treatment means were 0.001963 and that any two treatments that were less than 
0.007183 apart would not be significantly different. In Table 4.11, the treatment 
averages were arranged in order and the treatments that were not significantly different 
were connected with the heavy bars to indicate similarity o f results. Thus, the median 
filter (window size: 3x3) and the unprocessed images produced similar results. The 
despeckled images and the average-filtered images were actually worse than the 
unprocessed images based upon the SNR measure (using the spin-echo image as the 
noise-free basis).
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Table 4.11 ANOVA of SNR  of Echo-Planar Images (Unprocessed and General 
Processing Methods)
Source o f  Variation Sum o f  
Squares






Treatments 0.015257 3 0.005086 23.16464 1.33935E-12
Blocks 0.697969 56 0.012464 56.77134




q.05(4,168) 3.66 T.05 0.007183
q.01(4,168) 4.45 T.01 0.008733
Treatment Unprocessed XYMedian Despeckled Average
Treatment Average 0.494977 0.4899 0.487218 0.472937
Before dismissing the general image enhancement methods, the images were 
compared visually. Some of the images after the three general image enhancements were 
applied are given in Figures 4.86 through 4.94. The respective, unprocessed echo-planar 
figures, Figure 4.54, Figure 4.58 and Figure 4.60 are also reproduced for ease of 
comparison. The figures for frame #20, frame #30 and frame #50 are grouped together.
Figure 4. 86 Median Echo-planar #20 Figure 4. 87 Despeckle Echo-planar #20
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Figure 4. 88 Average Echo-planar #20 (Figure 4.54 Echo-planar Frame #20)
Figure 4. 89 Median Echo-planar #30 Figure 4. 90 Despeckle Echo-planar #30
Jt
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Figure 4. 91 Average Echo-planar #30 (Figure 4. 58 Echo-planar Frame #30)
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Figure 4. 92 Median Echo-planar #50 Figure 4. 93 Despeckle Echo-planar #50
Figure 4. 94 Average Echo-planar #50 (Figure 4. 60 Echo-planar Frame #50)
Visual comparison indicates that the speckle noise is attenuated. However, the 
clarity and sharpness of the original image is lacking in the results from all three 
methods. By comparison with the unprocessed images, it can be noted that one o f the 
effects of the general processing procedures is the tendency to smear the image. This is 
because there is no discrimination during the processing. In an effort to reduce noise, all 
pixels are smoothed whether they need it or not. Visual inspection confirms the SNR 
conclusion that the common general image processing methods do not enhance the 
image.
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4.8 Comparison of Proposed Image Enhancement Methods on Echo-Planar Images
As the literature review in Chapter 2, Section 2.5.4 indicates, current research in 
image smoothing is heading toward discriminate smoothing techniques that smooth only 
along homogenous areas to preserve image structures. This is because general image 
enhancements via smoothing tend to smear image structures such as lines and borders. 
Because MRI images are acquired across the log, indiscriminate image smoothing on the 
individual image frame is equivalent to smoothing across the image structures such as 
growth rings. Therefore, image enhancement methods were designed to take advantage 
of the structure o f the tree. Because adjacent frames at 10 mm apart in a log are very 
similar, smoothing between the same pixel locations in adjacent frames accomplishes the 
goal o f smoothing along homogenous areas and not smoothing across image structures. 
Two methods are proposed: Gaussian smoothing between frames and median smoothing 
between frames. Because Gaussian smoothing requires the parameter, cr, to be specified 
and the proper <r was not known a priori, four proposed methods were tested: Gaussian 
smoothing with a  = 5 mm, Gaussian smoothing with <r = 10 mm, Gaussian smoothing 
with <r=15 mm and median smoothing between frames with a window of 3.
The signal-noise ratio o f the echo-planar images compared to the spin-echo images 
is given in Table B.9 in Appendix B along with the signal-noise ratio o f the echo-planar 
images after the four proposed image enhancement methods were applied.
The ANOVA table for the comparison o f five sets o f data is given in Table 4.12. 
The experiment design was given in Chapter 3, Section 3.6.3. The treatments refer to the 
five methods of presenting the echo-planar images: unprocessed, and the four proposed
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image enhancements. The blocks refer to the individual frames. The table indicates that 
blocking was a good idea since it captured the largest portion (.90/.95) o f the variation. 
The first F-statistic is the ratio o f the mean square of the treatments and the mean square 
error and is used to test whether the treatments have a significant effect on the SNR of 
the echo-planar images. The F-statistic o f 2.19 is not significant at 5% as indicated by 
the F-value o f 0.071. However, it would be considered significant at 10%. Thus, 
depending on the level of significance, we have a borderline situation where we don’t 
have enough evidence to conclude that the choice of methods of processing echo-planar 
images has an effect on the quality o f the image as measured by the SNR.
In Table 4.12, Tukey’s Test procedure was used to investigate further. The 
treatment averages were arranged in order and the treatments that were not significantly 
different were connected with the heavy bars to indicate similarity o f results. Thus, the 
Gaussian filtered images at all levels and the unprocessed images produced similar 
results. Also, the z-axis median-filter images produced similar results with the 
unprocessed images based upon the SNR measure (using the spin-echo image as the 
noise-free basis).
The overall ANOVA table did not find significant differences in all the treatments 
at 5% and Tukey’s test did not find differences with the treatments from the unprocessed 
images based upon the SNR measure. Before dismissing the proposed preprocessing 
methods, the images were compared visually. Some of the images after the four 
proposed image enhancements were applied are given in Figures 4.95 through 4.106. 
The respective, original, unprocessed echo-planar figures, Figure 4.54, Figure 4.58 and
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Figure 4.60 are also reproduced for ease o f comparison. The figures for frame #20, 
frame #30 and frame #50 are grouped together.
Table 4 .12  ANOVA of SNR of Echo-Planar Images (Unprocessed and Proposed 
Processing Methods)








Treatments 0.001854 4 0.000463 2.189534 0.071060481
Blocks 0.900839 56 0.016086 76.00929








Treatment Zmedian a=5mm a  = 10mm Unprocessed a  = 15mm
Treatment Average 0.501702 0.497367 0.497263 0.494977 0.494501
Figure 4. 95 Gaussian (cr = 5mm) #20 Figure 4. 96 Gaussian (cr = 10mm) #20
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Figure 4. 97 Gaussian (cr = 15mm) #20 Figure 4. 98 Z-axis median #20
"’ V
(Figure 4. 54 Echo-Planar Frame #20) Figure 4. 99 Gaussian (a = 5mm) #30
t  ■.  y  \
t  ' '■> ' . . '
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Figure 4. 100 Gaussian (a = 10mm) #30 Figure 4. 101 Gaussian (cr = 15mm) #30
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Figure 4. 102 Z-axis Median #30 (Figure 4. 58 Echo-Planar Frame #30)
Figure 4.103 Gaussian (a = 5mm) #50 Figure 4.104 Gaussian (a  = 10mm) #50
Figure 4. 105 Gaussian (a = 15mm) #50 Figure 4. 106 Z-axis Median #50
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(Figure 4. 60 Echo-Planar Frame #50)
Visual comparison indicates that all o f the proposed process methods have 
succeeded in suppressing the speckle noise. The graininess o f the original is also 
suppressed. For the Gaussian-smoothed images, the graininess becomes more 
suppressed as cr is increased as would be expected. There is also a slightly detectable 
decrease in sharpness as cr is increased, but compared to Figures 4.86 through 4.94, the 
decrease in sharpness is very small next to the general enhancement methods.
The sharpness o f the z-axis median is indistinguishable from the original, yet, the 
speckle noise has been removed. Thus, visual inspection indicates, where the SNR 
analysis does not, that the proposed image smoothing methods especially the z-axis 
median smoothing method enhance the echo-planar images.
4.9 Comparison of Defect Detection Capability of Best Enhancement Methods on 
Echo-Planar Images
4.9.1 Comparison of defect images using SNR
Given that the proposed methods enhance the appearance o f the echo-planar 
images, it is of interest to know if  the enhancement actually improves the ability to 
detect defects. To determine that, the echo-planar images were processed by the best
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general-purpose enhancement method (median), the z-axis Gaussian smoothing method 
(cr= 5 mm), and the z-axis median smoothing method.
Following the procedure in Section 3.3.2, the window size was determined by the 
size that maximized skewness of the residuals. Then, using the original spin-echo images 
for the basis, the loss-functions as described in Section 3.3.3 were calculated to 
determine the best parameters to use on each frame. Image statistics were gathered on 
each preprocessed frame. For an automatic determination of parameters, regressions 
were performed on each parameter against the image statistics using backward 
elimination as described in Section 3.3.4. A summary o f these regressions is given in 
Tables 4.13 through 4.18.
Table 4. 13 Regressions of Echo-Planar Algorithm Upper Limit Parameters 
Against Image Statistics o f Unprocessed and Processed Echo-Planar Images
Upper Limit Unprocessed Zmedian <t =5 mm XYMedian
r2 0.390532 0.437854 0.158169 0.787743
Significance o f F 0.001825 0.000861 0.066927 1.44E-14
No. o f Coefficients 8 9 4 6
MSE 16.96703 21.21046 36.96895 12.26555
Prediction SE 47.93235 72.3985 45.40091 57.62321
Table 4. 14 Regressions of Echo-Planar Algorithm Lower Limit Parameters 
Against Image Statistics of Unprocessed and Processed Echo-Planar Images
Lower Limit Unprocessed Zmedian <7= 5 mm XYMedian
r 2 0.556728 0.409894 0.56596 0.462107
Significance of F 2.19E-08 2.1 IE-05 2.39E-06 2.62E-05
No. o f Coefficients 4 4 8 6
MSE 20.62039 23.86516 23.51092 9.869515
Prediction SE 31.70223 37.3322 78.39608 21.33506
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Table 4 .15  Regressions of Echo-Planar Algorithm Upper Stop Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images
Upper Stop Unprocessed Zmedian cr=5 mm XYMedian
r2 0.194224 0.341978 0.218673 0.500378
Significance of F 0.053484 0.008786 0.005321 0 . 0 0 0 1 1 1
No. o f Coefficients 5 8 3 9
MSE 9.329658 17.41964 10.84554 7.346771
Prediction SE 15.69356 28.61656 12.08321 29.12803
Table 4 .16 Regressions o f Echo-Planar Algorithm Lower Stop Parameters Against 
Image Statistics of Unprocessed and Processed Echo-Planar Images
Lower Stop Unprocessed Zmedian <7= 5 mm XYMedian
r2 0.46883 0.574798 0.485751 0.578619
Significance of F 5.69E-05 4.87E-07 7.91 E-07 4E-07
No. o f Coefficients 7 7 4 7
MSE 4.626212 4.340183 3.928111 3.144466
Prediction SE 12.67714 12.05041 6.685792 4.807313
Table 4 .17  Regressions of Echo-Planar Algorithm Pith Lower Limit Parameters 
Against Image Statistics of Unprocessed and Processed Echo-Planar Images
Upper Limit Unprocessed Zmedian (7= 5 mm XYMedian
r2 0.616575 0.526488 0.5575 0.489348
Significance of F 5.04E-08 4.39E-07 9.05E-08 6.68E-07
No. o f Coefficients 7 5 5 4
MSE 33.12494 40.14923 36.59857 33.64994
Prediction SE 65.11735 68.54833 100.714 49.21802
Table 4. 18 Regressions of Echo-Planar Algorithm Pith Lower Stop Parameters 
Against Image Statistics of Unprocessed and Processed Echo-Planar Images
Upper Limit Unprocessed Zmedian cr=5mm XYMedian
7r 0.344609 0.401519 0.187064 0.307611
Significance of F 0.008175 2.44E-05 0.06345 0.000887
No. o f Coefficients 8 4 5 4
MSE 5.729101 11.72937 10.73076 3.956437
Prediction SE 15.9932 11.1299 26.80584 4.572804
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To obtain predicted parameters, the modified cross validation procedure, described 
in Section 3.3.5, was used. The plots o f the correlation of image statistics versus frame 
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Figure 4. 107 Correlation of Image Statistics Between Zmedian Frames
After obtaining the predicted parameters, the processed images were then sent 
through the echo-planar defect detection algorithm. Then the defect images from the 
three enhancements and the defect images of the unprocessed echo-planar images were 
all compared to the defect images produced from the spin-echo method to determine the 
SNR for each processing method. The results are given in Table B.9 in Appendix B.
The ANOVA table for the comparison of four sets o f data is given in Table 4.19. 
The experiment design was given in Chapter 3, Section 3.6.3. The treatments refer to the 
four methods o f presenting the echo-planar defect images: unprocessed, and the three 
proposed image preprocessing enhancements. The blocks refer to the individual frames.
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The table indicates that blocking was a good idea since it captured a large portion 
(1.56/4.04) o f the variation. The first F-statistic is the ratio o f the mean square o f the 
treatments and the mean square error and is used to test whether the treatments have a 
significant effect on the SNR of the echo-planar images. The F-statistic of 2.68 is barely 
significant as indicated by the F-value of 0.049. Because o f the barely significant level, 
Tukey’s test was used to determine if any two of the treatment mean differences were 
significant. No pair was significantly different. So, the conclusion is that the choice of 
methods o f preprocessing the echo-planar images before sending them through the 
defect detection algorithm does not affect the quality o f the defect detection as measured 
by the SNR.
Threshold 
Var. of Diff 
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Figure 4. 108 Correlation of Image Statistics Between GaussianFrames
Finally, because SNR is only one indicator of the effectiveness o f the defect region 
recognition ability, other statistics on the defect regions from the four methods were 
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Figure 4.109 Correlation of Image Statistics Between XY Median Frames
Table 4. 19 ANOVA of SNR of Defect Images from Unprocessed and Processed 
Echo-Planar Images
Source o f  Variation Sum o f  
Squares




Treatments 0.117262 3 0.039087 2.681613 0.048655
Blocks 1.559021 54 0.028871 1.9807 0.000553




<7.05(4,162) 3.66 ^05 0.059583
?.o.(4,162) 4.45 To. 0.072443
Treatment XYMedian Zmedian cr = 5 mm Unprocessed
Treatment Average 1.540315 1.541977 1.576017 1.594722
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4.9.2 Compare defect images using undetected defect pixels
The results o f the undetected defect pixels are given in Table B.l 1 in Appendix B. 
The ANOVA table for the comparison of the four preprocessing methods based on the 
measure of the number o f undetected defect pixels is given in Table 4.20.
The F-statistic of 2.18 is not significant at 5% as indicated by the P -value of 
0.093. In Table 4.20, Tukey’s Test procedure also verified that no treatments were 
significantly different. So, the conclusion is that the choice of methods of preprocessing 
the echo-planar images before sending them through the defect detection algorithm does 
not affect the quality of the defect detection as measured by the number of undetected 
defect pixels.
Table 4. 20 ANOVA of Undetected Defect Pixels from Defect Images of 
Unprocessed and Preprocessed Echo-Planar Images
Source o f  Variation Sum o f  
Squares




Treatments 93894.8 3 31298.27 2.175101 0.092996
Blocks 8404719.3 54 155643 10.81655
Error 2331072.7 162 14389.34
Total 10829686 219
Tukey's Test
s y . 16.17480
9.os(4,162) 3.66 T ,S 59.19979
9.0,(4,162) 4.45 Tm 71.97788
Treatment Zmedian XYMedian cr= 5 mm Unprocessed
Treatment Average 808.255 824.1273 855.7818 856.1273
4.9.3 Compare defect images using undetected defect regions
The results o f the undetected defect regions are given in Table B.12 in Appendix 
B. The ANOVA table for the comparison o f the four sets of the four preprocessing
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methods based on the measure o f the number of undetected defect regions is given in 
Table 4.21. The F-statistic o f 0.752 is not significant at all as indicated by the F-value of 
0.52. Thus, the conclusion is that the choice of methods of preprocessing echo-planar 
images has no effect on the defect detection ability as measured by the number of 
undetected defect regions.
Table 4. 21 ANOVA of Undetected Defect Regions from Defect Images of 
Unprocessed and Preprocessed Echo-Planar Images
Source o f  Variation Sum o f  
Squares




Treatments 1.509091 3 0.50303 0.751734 0.522841
Blocks 79.22727 54 1.467172 2.192556 8.35E-05




q.05(4,162) 3.66 T.05 0.403706
q.01(4,162) 4.45 T.01 0.490844
Treatment Zmedian XYMedian a=5mm Unprocessed
Treatment A verage 1.236364 1.236364 1.381818 1.418182
4.9.4 Compare defect images using false alarm pixels
The results o f the false alarm pixel count is given in Table B.13 in Appendix B. 
The ANOVA table for the comparison o f the four preprocessing methods based on the 
measure of the number of false alarm pixels is given in Table 4.22. The F-statistic of
3.10 is significant at 5% as indicated by the F-value of 0.028.
In Table 4.22, Tukey’s Test procedure was used to investigate further. The 
treatment averages were arranged in order and the treatments that were not significantly 
different were connected with the heavy bars to indicate similarity of results. Thus, we
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can conclude that preprocessing with a median filter along the x-y plane (within a frame) 
actually causes an increase in false alarm pixels compared to no preprocessing.
Table 4. 22 ANOVA of False Alarm Defect Pixels from Defect Images of 
Unprocessed and Processed Echo-Planar Images
Source o f  Variation Sum o f  
Squares




Treatments 7809738.6 3 2603246 3.099126 0.028399
Blocks 54805453 54 1014916 1.208242




*05(4,162) 3.66 T,s 452.3116
0 .oi (4.162) 4.45 549.9417
Treatment Unprocessed cx= 5mm Zmedian XYMedian
Treatment Average 737.96364 819.7091 1004.618 1227.673
4.9.5 Compare defect images using false alarm regions
The results o f the false alarm defect regions count is given in Table B.14 in 
Appendix B. The ANOVA table for the comparison of the four preprocessing methods 
based on the measure o f the number o f false alarm regions is given in Table 4.23. The F- 
statistic o f 4.94 is significant as indicated by the P-value of 0.0026. Thus, the conclusion 
is that the choice o f methods o f preprocessing echo-planar images has an effect on the 
defect detection ability as measured by the number of false defect regions.
In Table 4.23, Tukey’s Test procedure was used to investigate further. The 
treatment averages were arranged in order and the treatments that were not significantly 
different were connected with the heavy bars to indicate similarity of results. Both
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median preprocessing treatments gave better results than no preprocessing based upon 
the number of false alarm regions.
Table 4. 23 ANOVA of False Alarm Defect Regions from Defect Images of 
Unprocessed and Preprocessed Echo-Planar Images
Source o f  Variation Sum o f  
Squares




Treatments 68.18182 3 22.72727 4.939928 0.002616
Blocks 480.6091 54 8.900168 1.934512 0.000827




9.05(4,162) 3.66 .̂05 1.058554
9.0,(4,162) 4.45 T  o, 1.28704
Treatment Zmedian XYMedian CT = 5mm Unprocessed
Treatment A verage 1.545455 1.672727 2.690909 2.745455
The next table, Table 4.24, summarizes the defect detection losses that occur when 
echo-planar images are used versus spin-echo images. Table 4.24 indicates that on 
average just over 1.23 defect regions are missed and about 1.54 false alarm defect 
regions are generated when Z-axis median smoothing method is applied.
Table 4. 24 Defect Detection Losses by Preprocessing on Echo-Planar Images
Undetected Pixels (%> o f  Foreground Pixels)
Frame Unprocessed <7 = 5 mm ZMedian XYMedian
Average 5.1614 5.1579 4.8693 4.9657
lower 95% 4.8291 4.7994 4.4628 4.5015
upper 95% 5.4937 5.5163 5.2759 5.4300
Undetected Regions
Frame Unprocessed <7=5 mm ZMedian XYMedian
Average 1.4181 1.3818 1.2363 1.2363
table continued on next page
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Frame Unprocessed cr= 5 mm ZMedian XYMedian
lower 95% 1.1888 1.0857 0.9690 0.9199
upper 95% 1.6475 1.6779 1.5036 1.5527
False Alarm Pixels (% o f  Foreground Pixels)
Frame Unprocessed cr= 5 mm ZMedian XYMedian
Average 4.4373 4.9289 6.0703 7.4915
lower 95% 3.7484 4.1283 5.1629 4.1850
upper 95% 5.1262 5.7295 6.9777 10.7981
False Alarm Regions
Frame Unprocessed o - 5  mm ZMedian XYMedian
Average 2.7454 2.6909 1.5454 1.6727
lower 95% 1.8988 1.8138 1.0788 0.9722
upper 95% 3.5920 3.5679 2 . 0 1 2 0 2.3731
4.10 Visual Comparison of Defect Images
Examples of the defect images after the three image enhancements are applied (Z- 
axis median, Z-axis Gaussian smoothing with cr = 5 mm, and ordinary median 
smoothing) are given in Figures 4.110 through 4.134. Also, the respective defect image 
from the unprocessed echo-planar image and the original spin-echo image are given 
again to allow visual comparison o f the defect detection ability o f each preprocessing
method.
Figure 4.110 Z-axis Median Defects #15 Figure 4. I l l  Gaussian Defects #15
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Figure 4.112 XYMedian Defects #15 Figure 4 .113 Unprocessed Defects #15
Figure 4. 114 Spin-Echo Defects #15 (Figure 4 .1  Spin-Echo Frame #15)
Figure 4 .115 Z-axis Median Defects #20 Figure 4.116 Gaussian Defects #20
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Figure 4 .117 XYMedian Defects #20 Figure 4.118 Unprocessed Defects #20
Figure 4 .119 Spin-Echo Defects #20 (Figure 4 .3  Spin-Echo Frame #20)
\
Figure 4 .120 Z-axis Median Defects #25 Figure 4.121 Gaussian Defects #25
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Figure 4. 122 XYMedian Defects #25 Figure 4.123 Unprocessed Defects #25
Figure 4. 124 Spin-Echo Defects #25 (Figure 4. 5 Spin-Echo Frame #25)
£
Figure 4.125 Z-axis Median Defects #30 Figure 4.126 Gaussian Defects #30
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Figure 4 .127  XYMedian Defects #30 Figure 4 .128 Unprocessed Defects #30
Figure 4 .129  Spin-Echo Defects #30 (Figure 4. 7 Spin-Echo Defects #30)
Figure 4 .130 Z-axis Median #50 Figure 4.131 Gaussian Defects #50
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Figure 4.132 XYMedian #50 Figure 4.133 Unprocessed Defects #50
Figure 4.134 Spin-Echo Defects #50 (Figure 4. 9 Spin-Echo Frame #50)
Visual comparison of the defect images confirms the results in Table 4.24 that 
indicate that about 1.23 defects per frame goes undetected. That missing defect, for most 
o f the 55 frames, happened to be the scar tissue near the outer edge of the log at the 1 to 
2 o’clock positions. Also, although the main ring defect located near the heartwood 
sapwood border is detected in places, it is generally not picked up in the 7 to 9 o ’clock 
positions in most frames. Figure 4.117 demonstrates what happens when all the 
parameters are predicted badly at the same time.
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Otherwise, in the remaining images, the major defects including the knots and the 
pith are usually detected. Since the z-axis median preprocessing step improves the 
appearance o f the echo-planar images and has yields improvement in defect detection 
ability as far as fewer false alarms are concerned, it would be the recommended 
approach when substituting the quick echo-planar imaging for the slow spin-echo 
imaging method.
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CHAPTER 5 
CONCLUSIONS AND FUTURE RESEARCH
5.1 Conclusions
The data for the research consisted of 55 useful MRI scans of a black oak log 
taken across the longitudinal axis 1 0  mm apart using the spin-echo method and the echo- 
planar method. Black oak (Quercus velutina) is a species of the red oak family which is 
the most commercially important group o f  hardwoods as shown in Table 1.3 (Chang, 
1992). O f the following defects used by the NHLA in grading lumber: bark pockets, 
checks (cracks), decay, grub holes, holes, knots, mineral streak, pith, shake, splits, stain, 
wane, and worm holes; this study has examined decay, knots, pith, and shake. Knots are 
by far the most numerous and the most important grading defect (Harding el al., 1993). 
Many checks are produced as a result of a subsequent lumber drying operation after the 
sawing has been completed and wane is also a defect produced in the sawing stage. This 
leaves bark pockets, grub holes, holes, mineral streak, splits, and stain defects that have 
not been included in this study.
The major contributions of this research are given below:
(1) Developed an algorithm that identifies internal defects from MRI spin-echo images 
with greater border accuracy than thresholding methods. The steps are outlined 
below:
• Determine a threshold for the image using the moment-preserving threshold method. 
Using the threshold and 4-connectivity, begin in a comer of the image and grow the 
background region.
201
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•  Pass the spin-echo image through an average filter with various window sizes to 
determine the underlying gray levels o f the foreground.
•  Choose the average filter window size that maximizes the skewness o f the residuals 
between the original image and the averaged image.
•  Subtract the average-filtered image from the original image to obtain the pure 
variation.
•  Compute image statistics on the original image foreground.
•  Use the image statistics to predict the four algorithm parameters (upper normal
variation limit, lower normal variation limit, upper region stopping limit, lower
region stopping limit) based upon the prediction equations from the regression
analysis.
•  Pass the difference image through a threshold operation. All pixels above the upper 
normal variation limit are labeled as “light” wet defect seeds. All pixels below the 
lower normal variation limit are labeled as “dark” dry defect seeds.
•  Using the difference image, grow the defect seeds using 4-connectivity as long as the 
wet-defect region gray levels are above the upper region-stopping limit and the dry- 
region gray levels are below the lower region-stopping limit.
(2) Developed an algorithm that identifies virtually the same set of internal defects from 
MRI echo-planar images that are found from the spin-echo images. The steps are 
outlined below:
•  Preprocess the echo planar images with “z-axis” median smoothing. Use a preceding 
frame and a subsequent frame for a window size of 3.
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• Determine the threshold percentile for the image using the moment-preserving 
threshold method. Subtract 0.03 (or 3%) from the moment-preserving threshold 
percentile. Use this percentile to generate an adjusted threshold. Using the adjusted
threshold and 4-connectivity, begin in a comer o f the image and grow the
background region.
• Using a binary image to represent the background and the foreground, use 
morphological smoothing (closing) and a ball element to smooth the border.
• Pass the echo-planar image through an average filter of various window sizes to 
determine the underlying gray levels of the foreground.
• Choose the window size that maximizes the skewness of the residuals between the 
original image and the averaged imaged.
• Subtract the average-filtered image from the original image to obtain the pure 
variation.
• Compute image statistics on the original image foreground.
•  Use the image statistics to predict the six algorithm parameters (upper normal-
variation limit, lower normal-variation limit, upper region-stopping limit, lower
region-stopping limit, pith-area lower normal-variation limit, and pith-area lower 
region-stopping limit) based upon the prediction equations from the regression 
analysis.
• Pass the difference image through a threshold operation. All pixels above the upper 
normal-variation limit are labeled as wet defect seeds. All pixels below the lower 
normal-variation limit are labeled as dry defect seeds.
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• Using the difference image, grow the defect seeds using 4-connectivity pixel 
aggregation as long as the wet-defect region gray-levels are above the upper region- 
stopping limit and the dry-region defect gray levels are below the lower region- 
stopping limit.
• Find the geometric center o f the foreground.
• Search in the 20 x 20 pixel central area o f the foreground for detected defect pixels. 
If  pixels were already detected, then stop.
• Otherwise, pass the 20x 20 central area through a threshold operation. All pixels 
below the pith-area lower normal-variation limit are labeled as dry defect seeds.
• Using the difference image, grow the pith area defect seed(s) using 4-connectivity 
pixel aggregation as long as the dry-region defect gray levels are below the pith-area 
lower region-stopping limit.
(3) Evaluated the defect detection capability o f the two MRI methods. These include the 
following comparisons:
• Visual comparison of the defect images confirms that about 1.23 defects per frame 
goes undetected. That missing defect, for most of the 55 frames, happened to be the 
scar tissue near the outer edge of the log at the 1 to 2  o’clock positions.
• Figure 4.117 demonstrates what happens when all the parameters are predicted badly 
at the same time.
• The main ring defect located near the heartwood sapwood border is detected in 
places, it is generally not picked up in the 7 to 9 o’clock positions in most frames.
• The remaining major defects including the knots and the pith are usually detected.
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5.2 Other Conclusions
The proposed algorithms were based on these other conclusions:
For spin-echo images:
(1) The moment-preserving thresholding method with a connectivity modification does 
an excellent job of separating the log foreground from the air background.
(2) The significance of all the regression equations indicates that the algorithm 
parameters must be adjusted for each frame.
(3) Image statistics such as the mean, standard deviation, RMS, skewness, kurtosis, 
entropy and contrast obtained from the foreground can be used to predict the defect 
detection parameters for each individual image.
(4) The spin-echo defect detection algorithm can obtain defect regions with high 
accuracy.
(5) Ordinary thresholding can not obtain the defect regions to the same degree without 
generating a large number of false alarm defect regions. This is because the gray 
levels of pixels in the defect regions often overlap with the gray levels o f pixels in 
the clear wood areas.
(6 ) Many current research efforts are being put into more sophisticated methods of 
determining the proper threshold to isolate defects in logs. Yet any threshold is a 
compromise of undetected defect pixels and false alarms. These results indicate that 
superior defect detection from logs can be obtained using the simultaneous dual 
consideration o f adjacency relationships and gray level and not just gray level alone.
For echo-planar images:
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(1) As with the spin-echo images, the moment-preserving thresholding method with a 
connectivity modification does an excellent job of separating the log foreground 
from the air background. A small amount o f morphological border smoothing is 
required for best results.
(2) The significance o f all the regression equations indicates that the algorithm 
parameters must be adjusted for each frame.
(3) Image statistics such as the mean, standard deviation, RMS, skewness, kurtosis, 
entropy and contrast obtained from the foreground can be used to predict the 
defect detection parameters for each individual image although with less accuracy 
than achieved with spin-echo images.
(4) ANOVA analysis o f the signal-noise ratio indicates that the common general 
image processing methods do not enhance echo-planar images.
(5) Visual inspection indicates further that attempting to enhance echo-planar images 
using general indiscriminant smoothing methods will attenuate speckle noise. 
However, the clarity and sharpness of the original image is sharply reduced 
because the lack o f discrimination allows the process to smooth vital image 
structures as well as noise.
(6 ) By taking advantage of the structure of a tree, image enhancement methods were 
designed to smooth between the same pixel locations in adjacent frames to 
accomplish the goal of smoothing along homogenous areas and not smoothing 
across image structures. Two methods were proposed: Gaussian smoothing 
between frames and median smoothing between frames (z-axis median 
smoothing).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
207
(7) Based upon the SNR measure, preprocessing by smoothing along the z-axis 
(between frames) did not significantly improve the images.
(8 ) The sharpness o f the z-axis median-filtered images are indistinguishable from the 
originals, yet, the speckle noise has been removed. Visual inspection indicates that 
the proposed image smoothing methods especially the z-axis median smoothing 
method enhance the echo-planar images visually.
(9) The z-axis median-filtered echo-planar images yield significantly less false alarm 
regions than unprocessed echo-planar images.
5.3 Improving the Research
There are three main needs for further data and these should definitely be
considered when further study is done on this topic. They include:
(1) obtaining more sample logs to provide an external validation set for the algorithm 
to check the reliability of the internal cross validation estimate methods,
(2 ) obtaining more sample logs to validate the algorithm across different species, and
(3 ) obtaining more sample logs that include the remaining grading defects that have 
not yet been studied.
Also, when there is more money available for further research on this topic, the
priority for spending should be in the following areas in order o f importance:
(1) the collection o f MRI scans o f more sample logs. The need for that was just
explained.
(2) the improvement o f the regression method. Currently, the method of regression o f 
the parameters is implicitly assuming that the parameters are independent. Also,
the regression is seeking to minimize the squared difference of the error o f the
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parameter value itself. Although it would require a substantial amount of 
programming time, the regressions for all parameters should be run simultaneously 
and seek to minimize the loss functions (Section 3.3.3) associated with the 
parameter values rather than the deviations of the parameter values themselves. 
This is because the loss functions give a better indication o f  the quality of the 
defect detection than just the deviation of the parameter value
5.4 Further Research
Areas for further research could include:
( 1) three-dimensional region growing approach for defect segmentation,
(2 ) finding image descriptors for prediction of the algorithm parameters that contain 
spatial information rather than just gray level statistical summaries,
(3) automatic compensation methods to unwarp the images obtained by the echo-planar 
imaging method,
(4) examining the relationship between the MRI acquisition time and the quality of the 
defect detection,
(5) testing the basic spin-echo defect detection algorithm approach on images acquired 
by X-ray computer-aided tomography (or CAT scans),
(6 ) the determination o f the optimal cutting plan based upon the now-obtainable defect 
information and
(7) economic analysis of using the echo-planar method for acquiring MRI images for 
hardwood log defect detection.
Since a log is a three-dimensional structure, a three-dimensional approach to the defect
segmentation would be the next logical area to seek improvement. The individual frames
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would be stacked to model the log. Consideration has to be given both during the 3-D 
model construction and the defect segmentation steps that the data along the log axis (Z- 
axis) would be intermittently recorded unlike the continuous recording along the x-y 
planes.
The algorithm parameters were predicted using image characteristics. These 
characteristics were basic gray level statistical summaries that did not convey spatial 
information about the image. There is still a need to capture the certain essence o f  an 
image that determines how a parameter should be set to best segment the defect regions. 
Low-dimensional measures that convey spatial information are required to allow that 
regression o f those measures to the best algorithm parameters for each image.
The echo-planar images used in this research were unwarped manually to register 
with the spin-echo images. Automatic methods would be required to use the echo-planar 
imaging process in industry to achieve production speed. Since the warping is primarily 
in the Y-direction and optical scanners are now capable of providing the outside 
dimensions o f the log. The unwarping process represents an achievable goal.
In the current study, we have two acquisition methods: spin-echo that is slow 
(about 20 seconds per slice) and echo-planar that is fast (about 1/2 second per slice). It 
would be useful to look at acquisition speeds between these times to determine where 
the defect detection quality drops off.
Currently, X-ray CAT scans represent the fastest acquiaition method. However, as 
explained in Chapter 2, Section 2.3.1, the density o f knots is very similar to the density 
of sapwood making the detection o f knots in that area difficult. One difficulty could 
stem from the current methods o f defect detection that use only gray level information as
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the determinant of defects. The spin-echo defect detection algorithm uses spatial 
information as well as gray levels to determine defect regions. The improvement for 
CAT scans could be dramatic.
The determination of the optimal cutting plan is a logical follow-up to the results 
of this research. As noted in Chapter 2, Section 2.4.3, the grade method of sawing refers 
to the method of always sawing planks from the best looking side o f a log cant. The 
term, tomographic grade sawing, then refers to the current grade method of sawing a log 
but using the internal defect information rather than relying solely on the external 
appearance of the log cant. The cutting plan could possibly be solved as a 3-dimensional 
bin-packing problem. However, these approaches all have the appearance of the 
combinational optimization problems that traditionally require enumeration techniques. 
Therefore, quick methods o f producing optimal or near-optimal plans would be needed.
Because the prices of MRI units and lumber are volatile and this study has made 
more information available about the defect detection capability of echo-planar imaging, 
a new economic analysis is needed.
There are quite a number o f  research directions that could be followed from the 
current research that have a practical application in the hardwood industry.
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APPENDIX A - PROGRAM SOURCE CODE LISTINGS
The programs are listed in alphabetical order by the name of the routine.
F U N C T I O N  NAME : a p p l y _ t h r e s h  *
P U R P O S E  : s e p a r a t e  t h e  i m a g e  i n t o  b a c k g r o u n d  a n d  f o r e g r o u n d  r e g i o n s  *
F U N C T I O N S  C ALL E D : n o n e  *
I N P U T  E X P E C T E D : t h r e s h o l d ,  p o i n t e r s  t o  i n p u t  i m a g e  s t r u c t u r e  a n d  o u t p u t *  
i m a g e  s t r u c t u r e  *
OUTP UT E X P E C T E D  : i m a g e  s t r u c t u r e  c o n t a i n i n g  c o n n e c t e d  b a c k g r o u n d  a n d  * 
f o r e g r o u n d  r e g i o n s  *
AL GORI T HM : o n e  f o r w a r d  s c a n  a n d  o n e  b a c k w a r d  s c a n  i s  u s e d  t o  f i n d  t h e  *
4 - c o n n e c t e d  r e g i o n s .  *
REMARKS : n o  n e s t e d  l o o p s  a r e  u s e d  t o  i m p r o v e  p r o g r a m  e f f i c i e n c y  *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# d e f i n e  L 2 5 6  / *  L i s  t h e  p o s s i b l e  n u m b e r  o f  g r a y  l e v e l s  * /
v o i d  a p p l y _ _ t h r e s h  ( f l o a t  ‘ t h r e s h o l d ,  s t r u c t  i n t _ i m a g e  * i n p _ _ i m g ,  s t r u c t  
i n t _ i m a g e  * o u t _ i m g  )
{
i n t  N x ,  N y ,  i ,  t o t a l _ p i x e l s ,  * i n p _ o f f s e t ,  * o u t _ o f f s e t ;
i n p _ o f f s e t  =  i n p _ i m g - > a r r a y ;  
o u t _ o f f s e t  =  o u t _ i m g - > a r r a y ;
Nx  «  o u t _ i m g - > N x  =  i n p _ i m g - > N x ;
N y  =  o u t _ i m g - > N y  =  i n p _ i m g - > N y ;  
t o t a l _ p i x e l s  = N x * N y ;
/ *  F o r w a r d  s w e e p  * /
* ( o u t _ o f f s e t )  =  0 ;  / *  S e t  f i r s t  p i x e l  t o  b a c k g r o u n d  l e v e l  * /
f o r ( i « l ;  i < N x ;  + + i )  { / *  C h e c k  p i x e l s  o n  f i r s t  r o w  * /
i f ( ( * ( i n p _ o f f s e t  + i )  < ‘ t h r e s h o l d )  && ! { * ( o u t _ o f f s e t  +  i  - 1 ) ) )  
* ( o u t _ o f f s e t  +  i )  =  0 ;  
e l s e
* ( o u t _ o f f s e t  +  i )  =  2 5 5 ;
)
f o r ( i = N x ;  i < t o t a l _ p i x e l s ;  + + i )  { / *  C h e c k  r e m a i n i n g  p i x e l s .  * /
i f ( ( * ( i n p _ o f f s e t  + i )  < ‘ t h r e s h o l d )  && ! ( ‘ ( o u t _ o f f s e t  + i  - 1 )  && 
* ( o u t _ o f f s e t  + i  -  N x ) ) )
* ( o u t _ o f f s e t  +  i )  =  0 ;  
e l s e
* ( o u t _ o f f s e t  +  i )  =  2 5 5 ;
}
/ *  B a c k w a r d  s w e e p  * /
/ *  S e t  l a s t  p i x e l  t o  b a c k g r o u n d  * /
* ( o u t _ _ o f f s e t  + t o t a l _ p i x e l s  - 1 )  =  0 ;
/ *  C h e c k  p i x e l s  o n  l a s t  r o w  ‘ /
f o r ( i = t o t a l _ p i x e l s - 2 ;  i > t o t a l _ _ p i x e l s - l - N x ;  — i )  
i f { * ( o u t _ o f f s e t  + i )  && ( * ( i n p _ o f f s e t  + i )  < ‘ t h r e s h o l d )  &&
! ( * ( o u t _ o f f s e t  + i  + 1 ) ) )
* ( o u t _ o f f s e t  +  i )  =  0 ;
/ *  C h e c k  a l l  p r e c e e d i n g  r o w s .  * /
f o r ( i = t o t a l _ p i x e l s - l - N x ;  i > 0 ;  — i )  
i f ( * ( o u t _ o f f s e t + i )  && ( * ( i n p _ o f f s e t  + i )  < ‘ t h r e s h o l d )  &&
! ( * ( o u t _ o f f s e t  + i  + 1 )  && * ( o u t _ o f f s e t  +  i  +  N x ) ) )
‘ ( o u t  o f f s e t  +  i )  =  0 ;
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
F U N C T I O N  NAME : c a l c _ l o s s
* P U R P O S E  : c a l c u l a t e  l o s s  f u n c t i o n
* F U N C T I O N S  C A L L E D  : n o n e
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  t h e  i n p u t  a n d  g o o d  d e f e c t  i m a g e s ,  a n d
* w e i g h t  f a c t o r
* OUTPUT E X P E C T E D  : l o s s  f u n c t i o n  v a l u e s  f o r  u p p e r  a n d  l o w e r  c l i p
* ALGORITHM :  U s i n g  a  s i n g l e  p a s s  e v e r y  p i x e l  o f  t h e  i n p u t  i m a g e  i s
* c o m p a r e d  t o  t h e  g o o d  d e f e c t  i m a g e .  C o r r e c t l y  m a r k e d  s e e d s ,
* f a l s e  a l a r m s ,  a n d  t o t a l  d e f e c t  a r e a s  f r o m  t h e  g o o d  i m a g e
* a r e  a c c u m u l a t e d .  T h e  l o s s  f u n c t i o n  i s  t h e n  c a l c u l a t e d  b a s e d
* u p o n  t h e  w e i g h t .
* REMARKS :
^ i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " c o n s t a n t s . h "
v o i d  c a l c _ l o s s  ( s t r u c t  i n t _ i m a g e  * o u t _ i m g ,  s t r u c t  i n t _ i m a g e  * g o o d _ i m g ,  
f l o a t  * u p p e r l o s s ,  f l o a t  * l o w e r l o s s ,  f l o a t  * w e i g h t )
{
i n t  i ,  N x ,  N y ,  t o t a l _ p i x e l s ,  * g o o d _ o f f s e t ,  * o u t _ o f f s e t ;
i n t  l i g h t d e f e c t ,  d a r k d e f e c t ,  l i g h t s e e d ,  d a r k s e e d ,  l i g h t f a l s e ,  d a r k f a l s e ;
g o o d _ o f f s e t  =  g o o d _ i m g - > a r r a y ;  
o u t _ _ o f f s e t  =  o u t _ i m g - > a r r a y ;
/ *  F i n d  p o i n t e r s  t o  i m a g e s
N x  »  g o o d —i m g - > N x ;  / *  S e t  o u t p u t  i m a g e  d i m e n s i o n s  t o  * /
N y  == g o o d _ i m g - > N y ;  / *  m a t c h  t h e  i n p u t  i m a g e .  * /
t o t a l _ p i x e l s  =  N x * N y ;  / *  C o m p u t e  t o t a l  p i x e l s  i n  i m a g e .  * /
l i g h t d e f e c t  *  d a r k d e f e c t  =  l i g h t s e e d  =  0 ;  
d a r k s e e d  = l i g h t f a l s e  =  d a r k f a l s e  =  0 ;
f o r { i = 0 ;  i < t o t a l _ p i x e l s ; + + i )  (
i f { ( * ( g o o d _ o f f s e t  
+ + l i g h t f a l s e ;
+  i ) = =  W H I T E ) & & ( * ( o u t _ o f f s e t +  i )  = =  L I G H T ) )
i f ( ( * ( g o o d _ o f f s e t  
+ + d a r k f a l s e ;
+ i ) = =  W H I T E ) & & ( * ( o u t _ o f f s e t + i )  = =  DA RK ) )
i f { * ( g o o d _ o f f s e t  + 
+ + l i g h t d e f e c t ;
■ i ) = =  L I G H T )
i f ( { * ( g o o d _ o f f s e t  
+ + l i g h t s e e d ;
+  i ) = =  L I G H T ) & & ( * ( o u t _ o f f s e t + i )  = =  L I G H T ) )
i f ( { * ( g o o d _ o f f s e t  
+ + d a r k f a l s e ;
+  i ) = =  L I G H T ) &&( *  ( o u t _ _ o f f s e t +  i )  = =  DA RK ) )
i f ( * ( g o o d _ o f f s e t  + 
+ + d a r k d e f e c t ;
■ i ) = =  DARK)
i f ( ( * ( g o o d _ o f f s e t  
+ + l i g h t f a l s e ;
+  i > = =  D A R K ) & & ( * ( o u t _ o f f s e t  ■f  i )  = =  L I G H T ) )
i f ( ( * ( g o o d _ o f f s e t  
+ + d a r k s e e d ;
+ i ) = =  D A R K ) & & ( * ( o u t _ o f f s e t  •f  i )  = =  DARK) )
}
* u p p e r l o s s  =  ( * w e i g h t ) * ( l i g h t d e f e c t - l i g h t s e e d ) + ( 1 . 0 - ( * w e i g h t ) ) * l i g h t f a l s e ;  
♦ l o w e r l o s s  =  ( * w e i g h t ) * ( d a r k d e f e c t - d a r k s e e d )  + < 1 . 0 —( * w e i g h t ) ) * d a r k f a l s e ;
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* F U N C T I O N  NAME : c a l c _ s k e w  *
* P U R P O S E  : c a l c u l a t e  s k e w n e s s  o f  p i x e l s  i n  d i f f e r e n c e  i m a g e  *
* F U N C T I O N S  C ALL ED : n o n e  *
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  i n p u t  i m a g e  s t r u c t u r e  a n d  m a s k  i m a g e  *
* s t r u c t u r e  *
* OUT P UT E X P E C T E D  : s k e w n e s s  o f  p i x e l s  i n  i m a g e  *
* AL GORI THM : o n e  f o r w a r d  s c a n  i s  u s e d  t o  f i n d  t h e  m o m e n t s  a n d  t h e n  t h e  *
* s k e w n e s s  *
* R E MA RK S : *
* n o  n e s t e d  l o o p s  a r e  u s e d  t o  i m p r o v e  p r o g r a m  e f f i c i e n c y  *
*  *  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i n c l u d e  < s t d i o . h >
^ i n c l u d e  < m a t h . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " c o n s t a n t s . h "
v o i d  c a l c _ s k e w (  s t r u c t  i n t _ i m a g e  * d i f f _ i m g ,  s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  
f l o a t  * s k e w n e s s  )
{
i n t  N x ,  N y ,  i ,  t o t a l _ p i x e l s ,  * d i f f _ o f f s e t ,  * m s k _ o f f s e t ,  v s u m ,  v s u m 2 ,  v s u m 3 ,  
v t o t a l ,  d i f f ;  
f l o a t  v m e a n ,  s t d d e v ;
d i f f _ o f f s e t  =  d i f f _ i m g - > a r r a y ;  
m s k _ o f f s e t  ■ m s k _ i m g - > a r r a y ;
Nx  =  d i f f _ i m g - > N x ;
N y  =  d i f f _ i m g - > N y ;  
t o t a l _ p i x e l s  = N x * N y ;
v s u m  = 0 ;  
v s u m 2  = 0 ;  
v s u m 3  = 0 ;  
v t o t a l  =  0 ;
/ *  F o r w a r d  s w e e p  * /
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  {
d i f f  =  * ( d i f f _ o f f s e t  +  i ) ;  
i f  ( * ( m s k _ o f f s e t  +  i )  = =  W H I T E )  { 
v s u m  + =  d i f f ;  
v s u m Z  + =  d i f f  * d i f f ;  
v s u m 3  + =  d i f f  * d i f f  * d i f f ;
+ + v t o t a l ;
}
)
v m e a n  =  ( f l o a t )  v s u m /  ( f l o a t )  v t o t a l ;
s t d d e v  =  ( ( f l o a t )  v s u m 2 /  ( f l o a t )  v t o t a l  ) -  ( v m e a n  * v m e a n ) ;  
s t d d e v  =  s q r t (  s t d d e v ) ;
♦ s k e w n e s s  =  ( ( ( f l o a t ) v s u m 3  -  3 * v m e a n * ( f l o a t ) v s u m 2 ) / ( ( f l o a t ) v t o t a l )  + 
2 * v m e a n * v m e a n * v m e a n )  / ( s t d d e v * s t d d e v * s t d d e v ) ;
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T h i s  i s  a  s y m b o l i c  c o n s t a n t s  h e a d e r  f i l e  c o n s t a n t s . h .
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# d e f i n e  S E E K _ S E T  0
# d e f i n e  S E E K _ C U R  1
# d e f i n e  MAXIMUM 2 5 5
t t d e f i n e  MI NI MUM 0
# d e f i n e  RANGE 2 5 6
# d e f i n e  ONE 1
# d e f i n e  ZERO 0 
t t d e f i n e  BYTE 2 5 6
# d e f i n e  L E V E L S  2 5 6
# d e f i n e  BLACK 0
# d e f i n e  WHI T E  2 5 5
# d e f i n e  DARK 1 5 0
# d e f i n e  L I G H T  2 0 0
# d e f i n e  YES 1 
# d e f i n e  NO 0
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* NAME : E y l e r  C o a t e s
* PROGRAM NAME : e c h o _ d e f e c t s . c
* P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a  d e f e c t  i m a g e  f r o m  MRI  e c h o - p l a n a r
* i m a g e s
* F U N C T I O N S  US ED : v i f f r e a d . c ,  f i n d _ h i s t . c ,  e c h o _ t h r e s h . c ,  s m o o t h _ i m a g e . c ,
* s u b t r a c t _ i m a g e . c ,  r e g i o n ^ g r o w . c ,  f i n d _ p i t h . c ,
* v i f f w r i t e . c
* I N C L U D E  F I L E S  : s t d i o . h ,  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h
* I N P U T  E X P E C T E D : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a
* t h e  r e s p e c t i v e  t h r e s h o l d e d  i m a g e  i n  V I F F  f o r m a t ,  t h e  6
* p a r a m e t e r s  o f  t h e  e c h o - p l a n a r  a l g o r i t h m
* OUTP UT  E XP ECT E D : A V i f f  f o r m a t  i m a g e  c o n t a i n i n g  d e f e c t  r e g i o n s
* R E MA RK S :
* T h e  i n p u t  i m a g e  f i l e  s h o u l d  b e  r e a d  f r o m  a  i n t e g e r  i m a g e  d a t a ,  b u t  i f
* a n o t h e r  f i l e  i s  t o  b e  r e a d ,  c o r r e s p o n d i n g  c o r r e c t i o n s  a r e  t o  b e  m a d e .
+  ■
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h n 
# i n c l u d e  < t i m e . h >
# i n c l u d e  " c o n s t a n t s . h "
/ *
PROGRAM NAME : m a i n O
P U R P O S E  : I n p u t  f i l e  n a m e s ,  c a l l  o t h e r  f u n c t i o n s ,  a n d  r e p o r t  p r o g r e s s  
F U N C T I O N S  US E D : v i f f r e a d . c ,  f i n d _ h i s t . c ,  e c h o _ t h r e s h . c ,  s m o o t h _ i m a g e . c ,  
s u b t r a c t _ i m a g e . c ,  r e g i o n _ g r o w . c ,  f i n d _ p i t h . c ,  
v i f f w r i t e . c
I N P U T  E X P E C T E D : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a  
t h e  r e s p e c t i v e  t h r e s h o l d e d  i m a g e  i n  V I F F  f o r m a t ,  t h e  6  
p a r a m e t e r s  o f  t h e  e c h o - p l a n a r  a l g o r i t h m  
OUT P UT  E X P E CT E D : A V i f f  f o r m a t  i m a g e  c o n t a i n i n g  d e f e c t  r e g i o n s  
REMARKS:
m a i n (  ) 
{
c h a r  i n f i l e [ 4 0 ] ,  s m t h f i l e [ 4 0 j , o u t f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ,  c o m m a n d [ 8 0 ] ,  
a n s w e r [ 2 ] ;
f l o a t  h i s t [ L E V E L S ] , m l ,  m 2 ,  m 3 ,  t h r e s h o l d ,  v a r i a n c e ;
i n t  u c l i p ,  l c l i p ,  w i n d o w ,  c o n n e c t e d ,  u s t o p ,  l s t o p ,  u p c l i p ,  l p c l i p ,  u p s t o p ,  
l p s t o p ;
d o u b l e  u s e r _ t i m e ,  r e a l _ t i m e ;  
c l o c k _ t  b e g i n _ c l o c k ;  
t  i m e _ t  b e g  i  n _ t  i m e ;
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  s m t h _ i m g ,  d i f f _ i m g ,  o u t _ i m g ,  m s k _ i m g ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  t h r e s h o l d e d  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  m s k f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  o u t f i l e  ) ;
d o  {
p r i n t f ( " N n E n t e r  t h e  u p p e r  o u t l i e r  c l i p p i n g  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  & u c l i p  ) ;
p r i n t f ( " N n E n t e r  t h e  l o w e r  o u t l i e r  c l i p p i n g  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  & l c l i p  ) ;
p r i n t f ( " N n E n t e r  t h e  a v e r a g i n g  w i n d o w  s i z e  ( o d d  i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  s w i n d o w  ) ;
p r i n t f ( " N n E n t e r  t h e  t y p e  o f  c o n n e c t e d n e s s  ( 4 / 8 )  : " ) ;  
s c a n f ( " % d " ,  ^ c o n n e c t e d  ) ;
p r i n t f ( " N n E n t e r  t h e  l i g h t  r e g i o n  g r o w i n g  s t o p  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  & u s t o p  ) ;
p r i n t f ( " N n E n t e r  t h e  d a r k  r e g i o n  g r o w i n g  s t o p  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  s l s t o p  ) ;
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p r i n t f ( " N n E n t e r  t h e  u p p e r  p i t h  o u t l i e r  c l i p p i n g  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  s u p c l i p  ) ;
p r i n t f ( " \ n E n t e r  t h e  l o w e r  p i t h  o u t l i e r  c l i p p i n g  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  f i l p c l i p  ) ;
p r i n t f ( " N n E n t e r  t h e  l i g h t  p i t h  r e g i o n  g r o w i n g  s t o p  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f < " % d " ,  s u p s t o p  ) ;
p r i n t f ( M\ n E n t e r  t h e  d a r k  p i t h  r e g i o n  g r o w i n g  s t o p  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  f i l p s t o p  ) ;
p r i n t f ( " \ n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . \ n " ) ;  
v i f f r e a d (  & i n p _ i m g ,  i n f i l e  ) ;
p r i n t f ( " \ n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & m s k _ i m g ,  m s k f i l e  ) ;
b e g i n _ c l o c k  =  c l o c k O ;  
b e g i n _ t i m e  =  t i m e ( N U L L ) ;
p r i n t f ( " \ n F i n d i n g  t h e  h i s t o g r a m  a n d  f i r s t  3  m o m e n t s  o f  i n p u t  i m a g e . \ n " ) ;  
f i n d _ h i s t (  & i n p _ i m g ,  h i s t ,  5 m l ,  &m2,  i m 3  ) ;
p r i n t f ( " N n F i n d i n g  t h e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  o f  t h e  i n p u t  i m a g e . N n " ) ;  
e c h o _ t h r e s h (  & m l ,  &m2 ,  &m3,  s t h r e s h o l d ,  h i s t  ) ;
p r i n t f ( " \ n  T h e  t h r e s h o l d  f o r  t h e  i m a g e  i s  % f \ n " ,  t h r e s h o l d ) ;
p r i n t f <" N n C r e a t i n g  a  s m o o t h e d  i m a g e . \ n " ) ;  
s m o o t h _ i m a g e ( & i n p _ i m g ,  & m s k _ i m g ,  & s m t h _ i m g ,  f i w i n d o w  ) ;
p r i n t f ( " \ n C r e a t i n g  d i f f e r e n c e  i m a g e \ n " ) ;
s u b t r a c t _ i m a g e ( & i n p _ i m g ,  & s m t h _ i m g  ,  & d i f f _ i m g ,  & m s k _ i m g ,  f i v a r i a n c e ) ;
p r i n t f ( " \ n T h e  v a r i a n c e  o f  t h e  f o r e g r o u n d  f r o m  t h e  s m o o t h e d  s u r f a c e  i s  % f \ n " ,  
v a r i a n c e ) ;
p r i n t f ( " N n G r o w i n g  d e f e c t  r e g i o n s \ n " ) ;
r e g i o n _ g r o w (  & d i f f _ i m g ,  & o u t _ i m g ,  6 m s k _ i m g ,  S u c l i p ,  & l c l i p ,  s c o n n e c t e d ,  s u s t o p ,  
s l s t o p  ) ;
p r i n t f ( " N n G r o w i n g  d e f e c t  r e g i o n  i n  p i t h  a r e a N n " ) ;
f i n d _ p i t h (  & d i f f _ i m g ,  & o u t _ i m g ,  & m s k _ i m g ,  f i u p c l i p ,  & l p c l i p ,  s c o n n e c t e d ,  f i u p s t o p ,  
& l p s t o p  ) ;
u s e r _ t i m e  =  ( d o u b l e )  ( c l o c k O  -  b e g i n _ c l o c k ) / 1 0 0 0 0 0 0 . 0 ;  
r e a l _ t i m e  =  d i f f t i m e ( t i m e ( N U L L ) ,  b e g i n _ t i m e ) ;  
p r i n t f ( " \ n % s % 7 . 3 f % s \ n % s % 7 . 3 f % s \ n " ,
" C P U  t i m e :  " ,  u s e r _ t i m e ,  "  s e c o n d s " ,
" R e a l  t i m e :  " ,  r e a l _ t i m e ,  "  s e c o n d s " ) ;
p r i n t f { " N n W r i t i n g  a  d e f e c t  i m a g e  i n  V I F F  b y t e  f o r m a t . \ n " ) ; 
v i f f w r i t e (  & o u t _ i m g ,  o u t f i l e  ) ;
p r i n t f ( " N n D i s p l a y  i m a g e s ?  ( y / n )  : " )  ;
s c a n f ( " % s " ,  a n s w e r ) ;
i f  ( a n s w e r [ 0 J  ! *  * n ' )  {
p r i n t f ( " N n A b o u t  t o  d i s p l a y  i n p u t  a n d  o u t p u t  i m a g e s  . . . \ n " ) ;  
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s  i n f i l e ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s  o u t f i l e ) ;
s y s t e m ( c o m m a n d ) ;
)
p r i n t f ( " N n R e r u n  w i t h  s a m e  i m a g e s ?  ( y / n )  : " ) ;
s c a n f ( " % s " ,  a n s w e r ) ;
} w h i l e  ( a n s w e r [ 0 ]  ! =  ’ n ' ) ;
p r i n t f ( " N n D o n e . \ n \ n " ) ;
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F U N C T I O N  NAME : e c h o _ t h r e s h  *
P U R P O S E  : c a l c u l a t e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  *
F U N C T I O N S  C AL LE D : s q r t  *
I N P U T  E X P E C T E D  : p o i n t e r  t o  t h e  h i s t o g r a m  a r r a y ,  t h e  f i r s t  3 m o m e n t s  o f  * 
a n  i m a g e  *
OUTP UT E X P E C T E D  : m o m e n t - p r e s e r v i n g  t h r e s h o l d  v a l u e  *
AL G O R I T H M  : T h e  p a r a m e t e r s  a r e  c a l c u l a t e d  a c c o r d i n g  t o  t h e  p a p e r  b y  *
T s a i .  T h e  r e c o m m e n d e d  p i x e l  p e r c e n t i l e ,  p O ,  i s  a d j u s t e d .  *
T h e n ,  p O  i s  u s e d  a l o n g  w i t h  t h e  h i s t o g r a m  t o  d e t e r m i n e  *
t h e  t h r e s h o l d  t h a t  s e p a r a t e s  t h e  i m a g e  i n t o  t w o  p a r t s  *
RE MARKS : *
*
. * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
^ i n c l u d e  < s t d i o . h >
^ i n c l u d e  < m a t h . h >
# d e f i n e  L 2 5 6  / ♦  L  i s  t h e  p o s s i b l e  n u m b e r  o f  g r a y  l e v e l s .  * /
v o i d  e c h o _ t h r e s h {  f l o a t  * m l ,  f l o a t  * m 2 ,  f l o a t  * m 3 ,  f l o a t  * t h r e s h o l d ,  
f l o a t  * h i s t  )
{
i n t  i ;
f l o a t  c O ,  c l ,  s q u a r e _ r o o t ,  p O ,  s u m ;
/ *  C o m p u t e  p a r a m e t e r s  f o r  t h r e s h o l d .  * /
c O  = ( ( * m l ) * ( * m 3 ) - ( * m 2 ) * { * m 2 ) ) / ( ( * m 2 ) - { ♦ m l ) * { * m l ) ) ;  
c l  =  ( ( * m l ) * ( * m 2 ) - ( ♦ m 3 ) ) / ( ( * m 2 ) - ( ♦ m l ) * ( ♦ m l ) ) ; 
s q u a r e _ r o o t  =  ( f l o a t )  s q r t  ( c l * c l - 4 * c 0 ) ; 
p O = ( 0 . 5  * ( s q u a r e _ r o o t  -  c l )  -  ( ♦ m l ) ) / s q u a r e _ r o o t ;
p O  = pO -  0 . 0 3 ;  / *  A d j u s t m e n t  m a d e  b y  me  t o  l o w e r  * /
/ *  t h r e s h o l d  a  b i t  * /
s u m  =  0 ;
f o r ( i = 0 ;  i < L ;  + + i ) ( 
s u m  + -  * ( h i s t  +  i ) ;  
i f  ( s u m  > p O )  b r e a k ;
)
♦ t h r e s h o l d  =  ( f l o a t )  i -  0 . 5 ;
/ ♦  I n i t i a l i z e  a c c u m u l a t o r .  ♦ /
/ ♦  A c c u m u l a t e  h i s t o g r a m  p r o b a b i l i t y  ♦ /
/ *  t o  f i n d  t h r e s h o l d  t h a t  m a t c h e s  ♦ /
/ ♦  t h e  c a l c u l a t e d  p e r c e n t i l e ,  p O .  * /
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
230
* NAME : E y l e r  C o a t e s  *
*  PROGRAM NAME : e q u a l i z e . c  *
* P U R P O S E  : T h i s  p r o g r a m  p e r f o r m s  a  h i s t o g r a m  e q u a l i z a t i o n  o n  t h e  f o r e -  *
*  g r o u n d  o f  a n  i m a g e .  *
* F U N C T I O N S  US E D : v i f f r e a d . c ,  f o r e _ h i s t _ e q . c ,  v i f f w r i t e . c  *
* I NCL UD E  F I L E S  : s t d i o . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  *
* I N P U T  E X P E C T E D : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  m a t r i x  f o r m a t ,  n a m e *
* o f  a n  t h r e s h o l d e d  i m a g e  i n  V I F F  f o r m a t  *
* OUTPUT E X P E C T E D  : A  V i f f  f o r m a t  i m a g e  w h o s e  f o r e g r o u n d  h a s  b e e n  *
* e q u a l i z e d .  *
* REMARKS:  *
* T h e  i n p u t  i m a g e  f i l e  s h o u l d  b e  r e a d  f r o m  a  i n t e g e r  i m a g e  d a t a ,  b u t  i f  *
* a n o t h e r  f i l e  i s  t o  b e  r e a d ,  c o r r e s p o n d i n g  c o r r e c t i o n s  a r e  t o  b e  m a d e .  *
*  *
* * * * * * * * * * * * * * * *  + * *  + * * * * * * * * * * * * * * * * * * * * * * * *  + + * + * * * * * *  + * * * * *  + + * * * * * * ★ * *  + + * + **' »•/  
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " c o n s t a n t s . h "
* PROGRAM NAME : m a i n O  *
* P U R P O S E  : I n p u t  f i l e  n a m e s ,  c a l l  o t h e r  f u n c t i o n s ,  a n d  r e p o r t  p r o g r e s s  *
* F U NC T I O NS  US ED : v i f f r e a d . c ,  f o r e _ h i s t _ e q . c ,  v i f f w r i t e . c  *
* I N P U T  E X P E C T E D  : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  m a t r i x  f o r m a t ,  n a m e  *
* o f  a n  t h r e s h o l d e d  i m a g e  i n  V I F F  f o r m a t  *
* OUTPUT E X P E CT E D : A  V i f f  f o r m a t  i m a g e  w h o s e  f o r e g r o u n d  h a s  b e e n  *
*  e q u a l i z e d .  *
* REMARKS:  *
m a i n {  ) 
{
c h a r  i n f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ,  o u t f i l e [ 4 0 ] , c o m m a n d [ 8 0 ] ,  a n s w e r [ 2 ) ;  
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  o u t _ i m g ,  m s k _ i m g ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f { " % s " ,  i n f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  i n p u t  m a s k  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  m s k f i l e  ) ?
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  e q u a l i z e d  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  o u t f i l e  ) ;
p r i n t f ( " N n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . N n " ) ;  
v i f f r e a d {  & i n p _ i m g ,  i n f i l e  ) ;
p r i n t f ( " N n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & m s k _ i m g ,  m s k f i l e  ) ;
p r i n t f  ( " N n E q u a l i z i n g  t h e  f o r e g r o u n d  o f  a n  i m a g e .  N n , r ) ;  
f o r e _ h i s t _ e q ( & i n p _ i m g ,  & o u t _ i m g ,  s m s k _ i m g  ) ;
p r i n t f ( " N n W r i t i n g  a n  e q u a l i z e d  i m a g e  i n  V I F F  b y t e  f o r m a t . N n " ) ;  
v i f f w r i t e (  & o u t _ i m g ,  o u t f i l e  ) ;
p r i n t f ( " N n D i s p l a y  i m a g e s ?  ( y / n )  : " ) ;  
s c a n f ( " % s " ,  a n s w e r ) ;
i f  ( a n s w e r [ 0 ]  ! =  ' n ' ) (
p r i n t f ( " N n A b o u t  t o  d i s p a y  i n p u t  a n d  e q u a l i z e d  i m a g e s  . . . N n " ) ;  
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s i n f i l e ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s o u t f i l e ) ;
s y s t e m ( c o m m a n d ) ;
}
p r i n t f ( " N n D o n e . N n N n " ) ;
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F U N C T I O N  NAME : f i n d _ h i s t
P U R P O S E  : f i n d  h i s t o g r a m  o f  g r a y  l e v e l s  i n  a n  i m a g e  
F U N C T I O N S  C ALL E D : n o n e
I N P U T  E X P E C T E D  : p o i n t e r  t o  i n p u t  i m a g e  s t r u c t u r e  a n d  p o i n t e r  t o  
h i s t o g r a m  a r r a y ,
OUTP UT E X P E C T E D  : h i s t o g r a m  o f  g r a y  l e v e l s  s t o r e d  i n  a n  a r r a y ,  a l s o  
v a l u e s  f o r  t h e  f i r s t  t h r e e  m o m e n t s  o f  t h e  i m a g e  
AL GORI THM : u s i n g  o n e  f o r  l o o p ,  t h e  p i x e l s  a r e  s c a n n e d  a n d  t h e  c o u n t
e a c h  g r a y  l e v e l  i s  i n c r e m e n t e d  i f  f o u n d  i n  a  p i x e l .  A f t e r  
t h e  s c a n ,  t h e  r e l a t i v e  f r e q u e n c y  i s  d e t e r m i n e d  b y  d i v i d i n g  
t h e  c o u n t s  b y  t h e  t o t a l  n u m b e r  o f  p i x e l s  i n  t h e  i m a g e  
REMARKS : n o  n e s t e d  l o o p s  a r e  u s e d  t o  i m p r o v e  p r o g r a m  e f f i c i e n c y
^ i n c l u d e  < s t d i o . h >  
^ i n c l u d e  " s t r u c t u r e . h "
# d e f i n e 2 5 6 / ♦  L i s  t h e  p o s s i b l e  n u m b e r  o f  g r a y  l e v e l s
v o i d  f i n d _ h i s t (  s t r u c t  i n t _ _ i m a g e  * i n p _ i m g ,  f l o a t  * h i s t ,  f l o a t  * m l ,  f l o a t  * m 2 ,  
f l o a t  * m3  )
i n t  N x ,  N y , p i x e l s ,
N x  «  i n p _ i m g - > N x ;  
N y  =  i n p _ i m g - > N y ;
♦ o f f s e t ,  g r a y _ l e v e l ;
/ ♦  F i n d  d i m e n s i o n  o f  i n p u t  i m a g e
p i x e l s  =  N x * N y ;  
o f f s e t  =  i n p _ i m g - > a r r a y ;
/ ♦  C o m p u t e  r a n g e  o f  i m a g e  a r r a y
♦ m l  =  + m2  =  +m3 =  0 ;  
f o r { i = 0 ;  i < L ;  + + i )  
h  i  s  1 1  i  ] =  0 ;
/ ♦  I n i t i a l i z e  a l l  c o u n t s  t o  z e r o .
f o r ( i = 0 ;  i < p i x e l s ;  + + i ) { / *
g r a y _ l e v e l  =  i n p _ i m g - > a r r a y [ i ]  ; / ♦  
i f  ( g r a y _ l e v e l  > 2 5 6 )  / *
g r a y _ l e v e l  =  0 ;
+ + M h i s t  +  g r a y _ l e v e l ) ;
♦ m l  + =  g r a y _ l e v e l ;
♦m2  + =  g r a y _ l e v e l  ♦ g r a y _ l e v e l ;
♦ m3  + =  g r a y _ l e v e l  ♦ g r a y _ _ l e v e l  ♦ g r a y _ l e v e l ;
)
S c a n  e a c h  p i x e l  a n d  i n c r e m e n t  ♦ /
h i s t o g r a m  c o u n t .  A l s o ,  u p d a t e  ♦ /
m o m e n t s .  * /
f o r { i = 0 ;  i < L ;  + + i )
♦ { h i s t  + i )  / =  p i x e l s ;  
♦ m l  /=* p i x e l s ;
♦m2  / =  p i x e l s ;
♦m3  / =  p i x e l s ;
/ ♦  D i v i d e  t o t a l s  t o  g e t  r e l a t i v e  
/ ♦  f r e q u e n c y
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F U N C T I O N  NAME : f i n d _ p i t h  *
P U R P O S E  : l o c a t e  c e n t e r  o f  f o r e g r o u n d  a r e a  a n d  s e a r c h  f o r  d e f e c t s  i n  * 
a  w i n d o w  a r o u n d  t h e  c e n t e r  *
F U N C T I O N S  C AL LE D : n o n e  *
I N P U T  E X P E C T E D  : p o i n t e r s  t o  t h e  d i f f e r e n c e ,  m a s k  a n d  o u t p u t  i m a g e s  *
u p p e r  t h r e s h o l d ,  l o w e r  t h r e s h o l d ,  u p p e r  r e g i o n  s t o p  a n d *  
l o w e r  r e g i o n  s t o p  l i m i t s  *
OUT P UT  E X P E C T E D  : o u t p u t  i m a g e  t h a t  h a s  t h e  c e n t e r  r e g i o n  c h e c k e d  f o r  * 
d e f e c t s  *
AL GORI THM : U s i n g  a  f o r  l o o p ,  t h e  c e n t r o i d  o f  t h e  f o r e g r o u n d  i s  c a l -  * 
l a t e d .  T h e  o u t p u t  i m a g e  i s  c h e c k e d  t o  d e t e r m i n e  w h e t h e r  a n y  * 
d e f e c t  l a b e l l e d  p i x e l s  a r e  i n  a  w i n d o w  t h a t  i s  c e n t e r e d  o n  * 
t h e  c e n t r o i d .  I f  t h e r e  a r e  a l r e a d y  d f e c t  p i x e l s  n e a r  t h e  * 
f o r e g r o u n d  c e n t e r ,  t h e n  t h e  p r o g r a m  a s s u m e s  t h a t  t h e  p i t h  * 
d e f e c t  h a s  a l r e a d y  b e e n  f o u n d  a n d  p r o g r a m  e n d s .  I f  n o  *
d e f e c t s  a r e  f o u n d  i n i t i a l l y ,  t h e  p r o g r a m  l o o k s  f o r  p i x e l  * 
g r a y  l e v e l s  i n  t h e  c e n t e r  w i n d o w  t h a t  a r e  g r e a t e r  t h a n  t h e  * 
u p p e r  t h r e s h o l d  o r  l o w e r  t h a n  t h e  l o w e r  t h r e s h o l d .  T h e n  t h e  * 
s a m e  r e g i o n s  g r o w i n g  r o u t i n e  e m p l o y e d  e a r l i e r  i s  u s e d  t o  * 
g r o w  t h e  n e w l y  d i s c o v e r e d  d e f e c t  r e g i o n s .  *
REMARKS :
^ i n c l u d e  < s t d i o . h >  
^ i n c l u d e  " s t r u c t u r e . h "  
^ i n c l u d e  " c o n s t a n t s . h "
# d e f i n e  NULL 0  
# d e f i n e  PAREA 1 0
s t r u c t  l i n k e d _ l i s t  {
i n t  d l ;
i n t  d 2 ;
s t r u c t  l i n k e d _ l i s t
);
* n e x t ;
t y p e d e f
t y p e d e f
s t r u c t  l i n k e d _ l i s t  
ELEMENT
E L E ME N T ;
* L I N K ;
s t r u c t  q u e u e  {
L I N K  f r o n t ,  r e a r ;
);
t y p e d e f s t r u c t  q u e u e QUEUE;
v o i d  f i n d _ p i t h  ( s t r u c t  i n t _ i m a g e  * d i f f _ i m g ,  s t r u c t  i n t _ _ i m a g e  * o u t _ i m g ,  
s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  i n t  * u c l i p ,  i n t  * l c l i p ,  
i n t  * c o n n e c t e d ,  i n t  * u s t o p ,  i n t  * l s t o p )
{
i n t  i ,  N x ,  N y ,  t o t a l _ p i x e l s ,  * d i f f _ o f f s e t ,  * o u t _ o f f s e t ,  * m s k _ o f f s e t ,  
a p p r o a c h ,  x ,  y ,  f o r e g r o u n d _ p i x e l s ,  P r e v i o u s ,  F o u n d ;  
f l o a t  x C o o r d ,  y C o o r d ;
QUEUE e d g i e s { NULL,  N U L L } ;
d i f f _ o f f s e t  =  d i f f _ i m g - > a r r a y ;  
o u t _ o f f s e t  =  o u t _ i m g - > a r r a y ;  
m s k  o f f s e t  =  m s k _ i m g - > a r r a y ;
/ *  F i n d  p o i n t e r s  t o  i m a g e s
N x  =  o u t _ i m g - > N x  = d i f f _ i m g - > N x ;  
N y  =  o u t _ i m g - > N y  = d i f f _ i m g - > N y ;
t o t a l _ p i x e l s  =  N x * N y ;
S e t  o u t p u t  i m a g e  d i m e n s i o n s  t o  
m a t c h  t h e  i n p u t  i m a g e .
* /
* /
/ *  C o m p u t e  t o t a l  p i x e l s  i n  i m a g e .
p r i n t f  ( " \ n  L o c a t i n g  c e n t e r  o f  f o r e g r o u n d N n " ) ;
i = 0 ;
x C o o r d  =  0 ;  
y C o o r d  =  0 ;
f o r e g r o u n d _ p i x e l s  =  0 ;  
f o r ( y = 0 ;  y < N y ;  + + y )  
f o r t x ^ O ;  x < N x ;  + + x )  {
i f ( * ( m s k _ o f f s e t  +  i ) )  {
x C o o r d  + =  x ;
y C o o r d  + =  y ;
+ + f o r e g r o u n d _ p i x e l s ;
)
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+ + i ;
)
x C o o r d  / =  f o r e g r o u n d _ p i x e l s ;  
y C o o r d  / -  f o r e g r o u n d _ p i x e l s ;
p r i n t f  ( " \ n  T h e  c e n t r o i d  c o o r d i n a t e s  a r e  % f ,  %f  \ n " ,  x C o o r d ,  y C o o r d ) ;  
p r i n t f  ( " \ n  L o o k i n g  f o r  p r e v i o u s  d e f e c t s  i n  c e n t r o i d  a r e a  . . . \ n ” ) ;  
P r e v i o u s  =  0 ;
f o r  ( x = ( i n t ) x C o o r d - P A R E A ;  x < ( i n t ) x C o o r d + P A R E A ;  + + x )  ( 
f o r ( y = { i n t ) y C o o r d - P A R E A ;  y < ( i n t ) y C o o r d + P A R E A ;  + + y )  (
i  ® N x * y  + x ;
i f  ( ( * ( o u t _ o f f s e t  +  i )  = =  L I G H T ) I  I ( * ( o u t _ o f f s e t  + i )  = =  D A R K ) )  { 
P r e v i o u s  = 1 ;  
b r e a k ;
}
)
i f  ( P r e v i o u s )  b r e a k ;
/ *  R e t u r n  i f  d e f e c t s  a r e  a l r e a d y  p r e s e n t  * /  
/ *  i n  t h e  c e n t e r  w i n d o w  * /
i f  ( P r e v i o u s )  r e t u r n ;
p r i n t f  ( ” \ n  No  p r e v i o u s  d e f e c t s  w e r e  f o u n d  n e a r  t h e  c e n t r o i d . ” ) ;
p r i n t f  ( " \ n  L o o k i n g  f o r  s e e d s  w i t h  l e s s  s e v e r e  r e s t r i c t i o n s ' ^ " ) ;
F o u n d  =  0 ;
f o r  ( x « ( i n t ) x C o o r d - P A R E A ;  x < {i n t ) x C o o r d + P A R E A ;  + + x )
f o r ( y = ( i n t ) y C o o r d - P A R E A ;  y < ( i n t ) y C o o r d + P A R E A ;  + + y )  {
i  =  N x * y  +  x ;
i f  ( * ( d i f f _ o f f s e t  +  i )  > * u c l i p )  {
* ( o u t _ o f f s e t  +  i )  =  L I G H T ;
F o u n d  =  1 ;
)
i f  ( * ( d i f f _ o f f s e t  + i )  < - ( * l c l i p ) )  {
* ( o u t _ o f f s e t  +  i )  =  DARK;
F o u n d  =  1 ;
}
}
i f  ( F o u n d )  (
p r i n t f ( " \ n  D e f e c t  r e g i o n ( s )  f o u n d  n e a r  c e n t r o i d . \ n " ) ;
)
p r i n t f < " \ n  I n i t i a l i z i n g  q u e u e  o f  p i t h  d e f e c t  p i x e l s  o n  e d g e  o f  s e e d s . \ n ” ) ;
f o r  ( x = ( i n t ) x C o o r d - P A R E A ;  x < ( i n t ) x C o o r d + P A R E A ;  + + x )
f o r ( y = ( i n t ) y C o o r d - P A R E A ;  y < ( i n t ) y C o o r d + P A R E A ;  + + y )  { 
i  =  N x * y  + x ;
i f  ( * ( o u t _ o f f s e t  + i )  = =  L I G H T )  {
i f  ( * ( o u t _ o f f s e t  +  i  — 1)  = =  W H I T E  && * ( d i f f _ o f f s e t  + i - 1 )  > * u s t o p )  { 
e n q u e u e  ( s e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + 1 ) = =  W H I T E  && * ( d i f f _ o f f s e t  + i  +  1 )  > * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
}
i f  ( *  ( o u t _ o f f s e t  + i - N x )  «  WHI T E  && * ( d i f f _ _ o f f s e t  + i - N x )  > * u s t o p )  { 
e n q u e u e  ( s e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x )  = =  WHI T E && * ( d i f f _ o f f s e t  + i + N x )  >  * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * c o n n e c t e d  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  +  i - N x - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i - N x - 1 )  > * u s t o p )  ( 
e n q u e u e  ( & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
}
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i - N x + 1 )  > * u s t o p )  { 
e n q u e u e  ( s e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
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)
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  *■» WHI TE && * ( d i f f ^ o f f s e t  + i + N x - 1 )  > * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  { * ( o u t _ o f f s e t  + i + N x + 1 )  *»■ WHI TE && * ( d i f f _ _ o f f s e t  + i + N x + 1 )  > * u s t o p )  ( 
e n q u e u e  ( s e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
}
)
i f  ( * ( o u t _ o f f s e t  +  i )  = =  DARK)  {
i f  ( * ( o u t _ o f f s e t  +  i - 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i - 1 )  <  - ( * l s t o p ) )  { 
e n q u e u e  ( s e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  +  i + 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i + 1 )  <  - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
i f  ( *  ( o u t _ _ o f f s e t  +  i - N x )  = =  WHI TE && * ( d i f f _ o f f s e t  + i - N x )  < - ( * l s t o p ) )  { 
e n q u e u e  ( S e d g i e s ,  i r D A R K ) ;  
c o n t i n u e ;
}
i f  { * ( o u t _ o f f s e t  +  i + N x )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i + N x )  < - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
i f  ( * c o n n e c t e d  ( =  8 )  
c o n t i n u e ;
i f  ( *  ( o u t _ o f  f s e t  + i - N x - 1 )  = =  WHI TE && * ( d i f  f _ _ o f  f s e t  + i - N x - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  WHI TE && * ( d i f f _ o f f s e t  + i - N x + 1 )  < - ( * l s t o p ) )  ( 
e n q u e u e  ( & e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
i f  ( *  ( o u t _ o f f s e t  + i + N x - 1 )  = =  WHI TE && * ( d i f f _ _ o f f s e t  + i + N x - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( S e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
)
i f  ( *  ( o u t _ o f  f s e t  +  i + N x + 1 )  = =  WHI TE && * ( d i f  f _ ^ o f  f s e t  + i + N x + 1 )  < - ( * l s t o p ) )  ( 
e n q u e u e  ( s e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
}
p r i n t f  ( " \ n  G r o w i n g  d e f e c t  r e g i o n s  f r o m  p i t h  d e f e c t  s e e d s . \ n " ) ;
w h i l e ( ! ( i s e m p t y ( e d g i e s ) ) )  {
p r i n t f { ” . " ) ;
f f l u s h ( s t d o u t ) ;
d e q u e u e  ( S e d g i e s ,  & i ,  & a p p r o a c h ) ;
i f  ( a p p r o a c h  = =  L I G H T )  {
i f  ( * ( o u t _ o f f s e t  +  i - 1 )  = =  WHI TE && * ( d i f f _ o f f s e t  + i - 1 )  >  * u s t o p )  { 
* ( o u t _ o f f s e t  +  i - 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - 1 ,  L I G H T ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i + 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i + 1 )  >  * u s t o p )  ( 
* ( o u t _ o f f s e t  +  i + 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i + 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  + i - N x )  = =  WHI TE  && * ( d i f f _ o f f s e t  +  i - N x )  > * u s t o p )  ( 
* ( o u t _ o f f s e t  + i - N x )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - N x ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x )  = =  WHI T E && * ( d i f f _ o f f s e t  + i + N x )  > * u s t o p )  { 
* ( o u t _ o f f s e t  +  i + N x )  =  L I G H T ;  
e n q u e u e  ( s e d g i e s ,  i + N x ,  L I G H T ) ;
}
i f  ( * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
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i f  ( * ( o u t _ o f f s e t  + i - N x - 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i - N x - 1 )  
* ( o u t _ o f f s e t  + i - N x - 1 )  «  L I G H T ;  
e n q u e u e  ( & e d g i e s ,  i - N x - 1 ,  L I G H T ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i - N x + 1 )  ”  WHI TE  && * ( d i f f _ o f f s e t  + i - N x + 1 )  
* < o u t _ o f f s e t  + i - N x + 1 )  =  L I G H T ;  
e n q u e u e  ( & e d g i e s ,  i - N x + 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  = =  WHI T E  66  * ( d i f f _ o f f s e t  + i + N x - 1 )  
* ( o u t _ o f f s e t  + i + N x - 1 )  =  L I G H T ;  
e n q u e u e  ( & e d g i e s ,  i + N x - 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + N x + 1 )  
* ( o u t _ o f f s e t  + i + N x + 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i + N x + 1 ,  L I G H T ) ;
}
i f  ( a p p r o a c h  = =  DARK) {
i f  ( * ( o u t _ o f f s e t  + i - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - 1 )  < - ( *  
* ( o u t _ o f f s e t  + i - 1 )  =  DARK;  
e n q u e u e  ( s e d g i e s ,  i - 1 ,  D A R K ) ;
)
i f  < * ( o u t _ o f f s e t  +  i + 1 )  = =  WHI T E && * ( d i f f _ o f f s e t  + i + 1 )  < - ( *  
* ( o u t _ o f f s e t  + i + 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + 1 ,  D A R K ) ;
)
i f  ( * ( o u t _ o f f s e t  + i - N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - N x )  < -  
* ( o u t _ o f f s e t  + i - N x )  -  DARK;  
e n q u e u e  ( & e d g i e s ,  i - N x ,  DA RK ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i + N x )  < -  
* ( ° u t _ ° f f s e t  + i + N x )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + N x ,  D A R K ) ;
)
i f  ( * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  +  i - N x - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - N x - 1 )  
* ( o u t _ o f f s e t  + i - N x - 1 )  =  DARK;  
e n q u e u e  ( & e d g i e s ,  i - N x - 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  WHI T E && * ( d i f f _ o f f s e t  +  i - N x + 1 )  
* ( o u t _ o f f s e t  + i - N x + 1 )  =  DARK;  
e n q u e u e  ( s e d g i e s ,  i - N x + 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  = =  WHI T E && * ( d i f f _ o f f s e t  +  i + N x - 1 )  
* ( o u t _ o f f s e t  + i + N x - 1 )  =  DARK;  
e n q u e u e  ( & e d g i e s ,  i + N x - 1 ,  D A R K ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x + 1 )  = =  WHI T E && * ( d i f f _ o f f s e t  +  i + N x + 1 )  
* ( o u t _ o f f s e t  + i + N x + 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + N x + 1 ,  DA RK ) ;
}
)
p r i n t f ( " \ n " ) ;
> * u s t o p )  (
>  * u s t o p )  {
>  * u s t o p )  {
> * u s t o p )  (
I s  t o p ) ) { 
l s t o p ) ) {
( * I s  t o p ) ) {
( * l s  t o p ) ) {
< - ( * l s t o p ) ) (
< - ( * l s t o p ) ) {
< - ( * l s t o p ) ) {
< - ( * l s t o p ) ) {
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/*•***★★****
* F U NC T I O N NAME : f i n d _ t h r e s h  *
* P U R P O S E  : c a l c u l a t e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  *
* F U N C T I O N S  CALL ED : s q r t  *
* I N P U T  E X P E C T E D  : p o i n t e r  t o  t h e  h i s t o g r a m  a r r a y ,  t h e  f i r s t  3  m o m e n t s  o f *
* a n  i m a g e  *
* OUTP UT E X P E CT E D : m o m e n t - p r e s e r v i n g  t h r e s h o l d  v a l u e  *
* AL GORI THM : T h e  p a r a m e t e r s  a r e  c a l c u l a t e d  a c c o r d i n g  t o  t h e  p a p e r  b y  *
* T s a i .  T h e  r e c o m m e n d e d  p i x e l  p e r c e n t i l e ,  p O ,  f r o m  t h e  *
* c a l u l a t i o n s  i s  u s e d  a l o n g  w i t h  t h e  h i s t o g r a m  t o  d e t e r m i n e  *
* t h e  t h r e s h o l d  t h a t  s e p a r a t e s  t h e  i m a g e  i n t o  t w o  p a r t s  *
* REMARKS: *
*  *
# i n c l u d e  < s t d i o . h >  
# i n c l u d e  < m a t h . h >
# d e f i n e 2 5 6 / *  L  i s  t h e  p o s s i b l e  n u m b e r  o f  g r a y  l e v e l s .
v o i d  f i n d _ t h r e s h (  f l o a t  * m l ,  f l o a t  * m 2 ,  f l o a t  * m 3 ,  f l o a t  * t h r e s h o l d ,  
f l o a t  * h i s t  )
{
i n t  i ;
f l o a t  c O ,  c l ,  s q u a r e _ r o o t ,  p O ,  s u m ;
/ *  C o m p u t e  p a r a m e t e r s  f o r  t h r e s h o l d . * /  
c O  =  ( ( * m l ) * ( * m 3 ) - ( * m 2 ) * ( * m 2 ) ) / ( ( * m 2 ) - ( * m l ) * ( * m l )  ) ; 
c l  =  ( ( * m l ) * ( * m 2 ) - ( * m 3 ) ) / ( ( * m 2 ) - ( * m l ) * ( * m l ) ) ;  
s q u a r e _ _ r o o t  =  ( f l o a t )  s q r t  ( c l * c l ~ 4 * c 0 )  ; 
p O  =  ( 0 . 5  * ( s q u a r e _ r o o t  -  c l )  -  ( * m l )  ) / s q u a r e _ r o o t ;
s u m  =  0 ;
f o r ( i = 0 ;  i < L ;  + + i ) {  
s u m  + =  * ( h i s t  + i ) ;  
i f  ( s u m  > p O )  b r e a k ;
}
♦ t h r e s h o l d  =  ( f l o a t )
/ *  I n i t i a l i z e  a c c u m u l a t o r .  * /
/ *  A c c u m u l a t e  h i s t o g r a m  p r o b a b i l i t y  * /  
/ *  t o  f i n d  t h r e s h o l d  t h a t  m a t c h e s  * /  
/ *  t h e  c a l c u l a t e d  p e r c e n t i l e ,  p O .  * /
i  -  0 . 5 ;
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/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* F U N C T I O N  NAME : f o r e _ h i s t _ e q  *
* P U R P O S E  : e q u a l i z e  f o r e g r o u n d  o f  a n  i n p u t  i m a g e  & p u t  t h e  r e s u l t a n t  g r a y *
* l e v e l  v a l u e s  i n  a n  o u t p u t  i m a g e  *
* F U N C T I O N S  C A L L E D  : n o n e  *
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  t h e  i n p u t ,  m a s k  a n d  o u t p u t  i m a g e s  *
* OUT P UT E X P E C T E D  : o u t p u t  i m a g e  t h a t  h a s  a n  e q u a l i z e d  h i s t o g r a m  i n  *
* f o r e g r o u n d  *
* AL GO RI T HM : U s i n g  a  f o r  l o o p ,  f o r  e a c h  p o s s i b l e  g r a y  l e v e l ,  t h e  e n t i r e  *
* i n p u t  i m a g e  i s  s c a n n e d .  D u r i n g  e a c h  o f  t h e s e  s c a n s ,  t h e  *
* i n p u t  p i x e l s  i n  t h e  f o r e g r o u n d  t h a t  m a t c h  t h e  g r a y  l e v e l  a t  *
* h a n d  i n  t h e  l o o p  a r e  s e n t  t o  t h e  o u t p u t  i m a g e .  E a c h  o u t p u t  *
* g r a y  l e v e l  i s  u s e d  a s  t h e  l e v e l  f o r  t h e  o u t p u t  i m a g e  u n t i l  *
* t h e  " q u o t a "  f o r  t h a t  g r a y  l e v e l  i s  f i l l e d ,  t h e n  t h e  n e x t  *
* o u t p u t  g r a y  l e v e l  i s  u s e d  f o r  o u t p u t .  T h e  c h a n g e  i n  o u t p u t  *
* g r a y  l e v e l s  o c c u r s  i n d e p e n d e n t l y  o f  t h e  i n p u t  g r a y  l e v e l  *
* s t a t u s .  S i n c e  t h e  p r o c e s s  i s  c o n t i n u e d  f o r  e a c h  i n p u t  i m a g e  *
* g r a y  l e v e l ,  a l l  i n p u t  p i x e l s  a r e  a s s i g n e d  t o  t h e  o u t p u t .  *
* REMARKS : *
* * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " c o n s t a n t s . h "
v o i d  f o r e _ h i s t _ e q  ( s t r u c t  i n t _ i m a g e  * i n p _ i m g ,  s t r u c t  i n t _ i m a g e  * o u t _ i m g ,  
s t r u c t  i n t _ i m a g e  * m s k _ i m g  )
{
i n t  i ,  o u t _ g r a y ,  i n _ g r a y ,  b i n _ _ c o u n t ,  N x ,  N y ,  t o t a l _ p i x e l s ,  f o r e g r d _ p i x e l s ,  
* i n p _ o f f s e t ,  * o u t _ o f f s e t ,  * m s k _ o f f s e t ,  p i x e l s _ _ p e r _ g r a y _ l e v e l ,  
m e t e r  c o u n t ,  d i v i s o r ;
i n p _ o f f s e t  «  i n p _ i m g - > a r r a y ;  
o u t _ o f f s e t  =  o u t _ i m g - > a r r a y ;  
m s k  o f f s e t  =  m s k _ i m g - > a r r a y ;
F i n d  p o i n t e r s  t o  i m a g e s
N x  =  o u t _ i m g - > N x  = i n p _ i m g - > N x ;  
N y  =  o u t _ i m g - > N y  =  i n p _ i m g - > N y ;
/ *  S e t  o u t p u t  i m a g e  d i m e n s i o n s  t o  
/ *  m a t c h  t h e  i n p u t  i m a g e .
t o t a l _ p i x e l s  =  N x * N y ; / *  C o m p u t e  t o t a l  p i x e l s  i n  i m a g e .
p r i n t f < " \ n  T o t a l  p i x e l s  i n  i m a g e  =  % d \ n " ,  t o t a l _ p i x e l s ) ;
f o r e g r d _ p i x e l s  =  0 ;  
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  
i f { * ( m s k _ o f f s e t  + i ) )  
+ + f o r e g r d _ p i x e l s ;
/ *  C o m p u t e  t o t a l  f o r e g r o u n d  p i x e l s .
p r i n t f ( ” \ n  T o t a l  p i x e l s  i n  f o r e g r o u n d  =  % d \ n " ,  f o r e g r d _ p i x e l s ) ; 
f f l u s h ( s t d o u t ) ;
/ *  C o m p u t e  p i x e l s  f o r  e a c h  g r a y  l e v e l * /  
/ *  o n  t h e  o u t p u t  i m a g e .  * /
p i x e l s _ p e r _ g r a y _ _ l e v e l  =  ( f o r e g r d _ p i x e l s / L E V E L S )  +  1 ;
/ *  S e t  u p  a  c o m p l e t i o n  m e t e r .
p r i n t f { " \ n  
p r i n t f ( " \ n  1
p r i n t f ( " \ n 0 . . . .  0 .  
p r i n t f ( ” \ n " ) ;
P e r c e n t  C o m p l e t i o n  1 " )
2 3 4 5 6 7 0 9  0 " )
. 0 . . . . 0  0  0 . . . . 0 . . . . 0 . . . . 0 . . . . 0 . . . . 0 ")
m e t e r _ c o u n t  =  0 ;  
d i v i s o r  =  L E V E L S / 5 0 ;
o u t _ g r a y  =  0 ;  
b i n  c o u n t  =  0 ;
/ *  I n i t i a l i z e  o u t p u t  g r a y  l e v e l  t o  0 * /  
/ *  I n i t i a l i z e  t h e  c o u n t  o f  t h e  p i x e l s * /  
/ *  a t  t h e  o u t p u t  g r a y  l e v e l  t o  0 .
f o r  ( i n _ g r a y  =  0 ;  i n _ g r a y  < L E V E L S ;  + + i n _ g r a y )  { / *  F o r  e a c h  g r a y  l e v e l  * /
+ + m e t e r _ c o u n t ;
i f ( m e t e r _ c o u n t % d i v i s o r  - -  0 )  { 
p r i n t f ( " * " ) ;  
f f l u s h ( s t d o u t ) ;
}
i  -  0 ;
w h i l e  ( i  <  t o t a l _ _ p i x e l s ) {
/ *  o f  t h e  i n p u t  i m a g e ,  . . .  * /
/ *  I n c r e m e n t  c o m p l e t i o n  c o u n t e r  * /
/ *  C h e c k  i f  c o m p l e t i o n  s c a l e  * /
/ *  n e e d s  i n c r e m e n t i n g .  * /
/ *  S t a r t  s c a n  a t  b e g i n n i n g  o f  t h e  * /  
/ *  i n p u t  i m a g e .  * /
/ *  U n t i l  a l l  p i x e l s  i n  i n p u t  a r e  * /
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/ *  s c a n n e d ,  . . .  * /
/ *  I f  t h e  i n p u t  p i x e l  i s  i n  t h e  * /
/ *  f o r e g r o u n d  a n d  m a t c h e s  t h e  c u r r e n t * /  
/ *  g r a y  l e v e l  o f  c o n c e r n ,  . . .  * /
i f ( * ( m s k _ o f f s e t  + i )  s s  ( * ( i n p _ o f f s e t  + i )  = =  i n _ g r a y ) ) (
/ *  I f  t h e  o u t p u t  g r a y  l e v e l  q u o t a  h a s * /  
/ *  b e e n  f i l l e d ,  . . .  * /
i f ( b i n _ c o u n t  = =  p i x e l s _ p e r _ g r a y _ l e v e l ) {
b i n _ c o u n t  =  0 ;  / *  R e s e t  t h e  c o u n t  o f  t h e  p i x e l s  i n * /
/ *  t h e  o u t p u t  g r a y  l e v e l  t o  0 .  * /
+ + o u t _ g r a y ;  / *  Go  t o  a  n e w  o u t p u t  g r a y  l e v e l .  * /
)
+ + b i n _ c o u n t ;  / *  I n c r e m e n t  c o u n t  o f  t h e  p i x e l s  i n  * /
/ *  t h e  o u t p u t  g r a y  l e v e l .  * /
* ( o u t _ o f f s e t  + i )  =  o u t _ g r a y ;  / *  S e t  t h e  o u t p u t  p i x e l  t o  * /
/ ♦  c u r r e n t  u n f i l l e d  g r a y  l e v e l .  * /
+ + i ;  / *  L o o k  a t  t h e  n e x t  i n p u t  p i x e l .  * /
)
)
p r i n t f ( ” \ n " ) ;
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n
* NAME : E y l e r  C o a t e s  *
n
* PROGRAM NAME : l o s s _ s e e d s . c  *
* P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a  l o s s  f u n c t i o n  p r o f i l e  f o r  t h e  s e e d  *
* g e n e r a t i o n  s t a g e  *
* F U N C T I O N S  US E D : v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c ,  *
* a p p l y _ t h r e s h . c ,  s m o o t h ^ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,  s e e d s . c  *
* c a l c _ l o s s . c  *
* I N C L U D E  F I L E S  : s t d i o . h ,  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  *
* I N P U T  E X P E CT E D : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a n  *
* o u t p u t  t e x t  f i l e ,  w e i g h t  f a c t o r ,  a v g  f i l t e r  w i n d o w  s i z e  *
* OUTP UT EXP ECT E D : An  a r r a y  o f  u p p e r  l i m i t s  v e r s u s  l o s s  f u n c t i o n  a n d  a n  *
* a r r a y  o f  l o w e r  l i m i t s  v e r s u s  a  l o s s  f u n c t i o n  *
* REMARKS:  *
* + * ★ * * * * * * * *  + * * * * * *  + * *  + * ★ ★ * • * * * * * * * * ★ *  + ■» + * *  + * * * * * * * • * * * * * * * * * *  + * *  + *****•*•  + * * * * * * *  + f
^ i n c l u d e  < s t d i o . h >
^ i n c l u d e  " s t r u c t u r e . h ” 
i i n c l u d e  < t i m e . h >
# i n c l u d e  " c o n s t a n t s . h "
/*******************************************************************************
* PROGRAM NAME : m a i n ( )  *
* P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a  l o s s  f u n c t i o n  p r o f i l e  f o r  t h e  s e e d  *
* g e n e r a t i o n  s t a g e  *
* F U N C T I O N S  US ED : v i f f w r i t e . c ,  f i n d _ _ h i s t . c ,  f i n d _ _ t h r e s h . c ,  *
* a p p l y _ t h r e s h . c ,  s m o o t h _ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,  s e e d s . c  *
* c a l c —l o s s . c  *
* I N C L U D E  F I L E S  : s t d i o . h ,  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  *
* I N P U T  E XP E CT E D : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a n  *
* o u t p u t  t e x t  f i l e ,  w e i g h t  f a c t o r ,  a v g  f i l t e r  w i n d o w  s i z e  *
* OUTP UT  EXP ECT ED : A n  a r r a y  o f  u p p e r  l i m i t s  v e r s u s  l o s s  f u n c t i o n  a n d  a n  *
* a r r a y  o f  l o w e r  l i m i t s  v e r s u s  a  l o s s  f u n c t i o n  *
* REMARKS:  *
m a i n (  )
{
c h a r  i n f i l e [ 4 0 ] ,  s m t h f i l e [ 4 0 ] , o u t f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ;
f l o a t  h i s t [ L E V E L S ] , m l ,  m 2 ,  m 3 ,  t h r e s h o l d ,  v a r i a n c e ;
i n t  u c l i p ,  l e l i p ,  w i n d o w ,  u p r a n g e ,  l o w r a n g e ;
f l o a t  w e i g h t ,  u p p e r l o s s ,  l o w e r l o s s ;
d o u b l e  u s e r _ t i m e ,  r e a l _ t i m e ;
c l o c k _ t  b e g i n _ _ c l o c k ;
t i m e _ t  b e g i n _ t i m e ;
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  s m t h _ i m g ,  d i f f _ i m g ,  o u t _ i m g ,  m s k _ _ i m g ,  g o o d _ i m g ;  
F I L E  * o p t ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  g o o d  d e f e c t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  g o o d f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  t e x t  f i l e  : " ) ;  
s c a n f ( " % s " ,  o u t f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  a v e r a g i n g  w i n d o w  s i z e  ( o d d  i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  f i w i n d o w  ) ;
p r i n t f ( " N n E n t e r  t h e  u p p e r  r a n g e  o f  t h e  s e e d  l i m i t s  : " ) ;  
s c a n f ( " % d " ,  & u p r a n g e  ) ;
p r i n t f  ( " N n E n t e r  t h e  l o w e r  r a n g e  o f  t h e  s e e d  l i m i t s  : " ) ;  
s c a n f ( " % d " ,  & l o w r a n g e  ) ;
p r i n t f ( " N n E n t e r  t h e  l o s s  f u n c t i o n  w e i g h t  f a c t o r  ( 0  < w < 1 )  : " ) ;  
s c a n f ( " % f " , f i w e i g h t  ) ;
p r i n t f ( " N n R e a d i n g  i n  t h e  i n p u t  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & i n p _ i m g ,  i n f i l e  ) ;
p r i n t f ( " N n R e a d i n g  i n  t h e  g o o d  d e f e c t  i m a g e  f i l e . N n " ) ;
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v i f f r e a d (  & g o o d _ i m g ,  g o o d f i l e  ) ;
/ *  O p e n  i m a g e  f i l e  f o r  w r i t i n g  * /  
o p t  =  f o p e n (  o u t f i l e , " w " ) ;  
i f ( o p t  = =  NU L L )
{
p r i n t f ( " \ n U n a b l e  t o  o p e n  t h e  o u t p u t  f i l e  f o r  w r i t i n g . \ n " ) ; 
p r i n t f ( " \ n B a d  P a t h . \ n " ) ;  
e x i t  ( 1 ) ;
}
b e g i n —c l o c k  *  c l o c k O ;  
b e g i n _ t i m e  =  t i m e ( N U L L ) ;
p r i n t f ( " \ n F i n d i n g  t h e  h i s t o g r a m  a n d  f i r s t  3  m o m e n t s  o f  i n p u t  i m a g e . \ n " ) ;  
f i n d _ h i s t (  & i n p _ i m g ,  h i s t ,  6 m l ,  &m2,  &m3 ) ;
p r i n t f ( " \ n F i n d i n g  t h e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  o f  t h e  i n p u t  i m a g e . \ n " ) ;  
f i n d _ t h r e s h (  6 m l ,  &m2,  &m3,  & t h r e s h o l d ,  h i s t  ) ;
p r i n t f ( " \ n  T h e  t h r e s h o l d  f o r  t h e  i m a g e  i s  % f \ n " ,  t h r e s h o l d ) ;
p r i n t f ( " N n A p p l y i n g  t h r e s h o l d  t o  t h e  i n p u t  i m a g e  t o  p r o d u c e  o u t p u t . \ n " ) ;  
a p p l y _ t h r e s h  ( f i t h r e s h o l d ,  6 i n p _ i m g ,  & m s k _ i m g  ) ;
p r i n t f ( " \ n C r e a t i n g  a  s m o o t h e d  i m a g e . \ n " )  ; 
s m o o t h _ _ i m a g e  ( & i n p _ i m g ,  & m s k _ i m g ,  & s m t h _ i m g ,  s w i n d o w  ) ;
p r i n t f ( " \ n C r e a t i n g  d i f f e r e n c e  i m a g e \ n " ) ;
s u b t r a c t _ _ i m a g e  ( & i n p _ i m g ,  & s m t h _ _ i m g  , 6 d i f f _ i m g ,  & m s k _ i m g ,  & v a r i a n c e ) ;
p r i n t f ( " \ n T h e  v a r i a n c e  o f  t h e  f o r e g r o u n d  f r o m  t h e  s m o o t h e d  s u r f a c e  i s  % f \ n " ,  
v a r i a n c e ) ;
p r i n t f  ( " \ n U p p e r / L o w e r  C l i p  U p p e r  L o s s  L o w e r  L o s s \ n " ) ;
f o r  ( u c l i p = u p r a n g e ;  u c l i p  > =  l o w r a n g e ;  — u c l i p )  { 
l c l i p  =  u c l i p ;
s e e d s ( 6 d i f f _ i m g ,  & o u t _ i m g ,  6 m s k _ i m g ,  s u c l i p ,  s l c l i p ) ;  
c a l c _ l o s s  { & o u t _ i m g ,  & g o o d _ i m g ,  f i u p p e r l o s s ,  s l o w e r l o s s ,  f i w e i g h t ) ; 
p r i n t f < " % 8 d  %f  % f \ n " ,  u c l i p ,  u p p e r l o s s ,  l o w e r l o s s ) ;
f p r i n t f ( M% 8 d  %f  % f \ n " ,  u c l i p ,  u p p e r l o s s ,  l o w e r l o s s ) ;
)
f c l o s e ( o p t ) ;
u s e r _ t i m e  =  ( d o u b l e )  ( c l o c k O  -  b e g i n _ c l o c k ) / 1 0 0 0 0 0 0 . 0 ;  
r e a l _ t i m e  =  d i f f t i m e ( t i m e ( N U L L ) , b e g i n _ t i m e ) ;  
p r i n t f ( " \ n % s % 7 . 3 f % s \ n % s % 7 . 3 f % s \ n " ,
" C P U  t i m e :  " ,  u s e r _ t i m e ,  "  s e c o n d s " ,
" R e a l  t i m e :  " ,  r e a l _ t i m e ,  "  s e c o n d s " ) ;
p r i n t f ( " \ n D o n e . \ n \ n " ) ;
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NAME : E y l e r  C o a t e s  
PROGRAM NAME : l o s s _ _ s t o p s  . c
P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a  l o s s  f u n c t i o n  p r o f i l e  f o r  t h e  p i x e l  
a g g r e g a t i o n  s t a g e  
F U N C T I O N S  US ED : v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c ,
a p p l y _ t h r e s h . c ,  s m o o t h ~ i m a g e . c ,  s u b t r a c t _ _ i m a g e . c ,  s t o p s . c  
c a l c _ l o s s . c
I NCL UD E  F I L E S  : s t d i o . h #  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  
I N P U T  E X P E C T E D : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a n  
o u t p u t  t e x t  f i l e ,  w e i g h t  f a c t o r ,  a v g  f i l t e r  w i n d o w  s i z e  
OUT P UT  E X P E C T E D  : A n  a r r a y  o f  u p p e r  s t o p s  v e r s u s  l o s s  f u n c t i o n  a n d  a n  
a r r a y  o f  l o w e r  s t o p s  v e r s u s  a  l o s s  f u n c t i o n
RE MARKS :
^ i n c l u d e  < s t d i o . h >  
^ i n c l u d e  " s t r u c t u r e . h "  
# i n c l u d e  < t i m e . h >  
^ i n c l u d e  " c o n s t a n t s . h "
PROGRAM NAME : l o s s _ s t o p s . c
P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a  l o s s  f u n c t i o n  p r o f i l e  f o r  t h e  p i x e l  
a g g r e g a t i o n  s t a g e  
F U N C T I O N S  US ED : v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c ,
a p p l y _ t h r e s h . c ,  s m o o t h _ _ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,  s t o p s . c  
c a l c _ l o s s . c
I N C L U D E  F I L E S  : s t d i o . h ,  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  
I N P U T  E XP E CT E D : Na m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a n  
o u t p u t  t e x t  f i l e ,  w e i g h t  f a c t o r ,  a v g  f i l t e r  w i n d o w  s i z e  
OUT P U T  E X P E C T E D  : A n  a r r a y  o f  u p p e r  s t o p s  v e r s u s  l o s s  f u n c t i o n  a n d  a n  
a r r a y  o f  l o w e r  s t o p s  v e r s u s  a  l o s s  f u n c t i o n
RE MARKS :
m a i n (  ) 
{
c h a r  i n f i l e [ 4 Q ] ,  s m t h f i l e [ 4 0 ] ,  o u t f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ;
f l o a t  h i s t f L E V E L S J ,  m l ,  m 2 ,  m 3 ,  t h r e s h o l d ,  v a r i a n c e ;
i n t  u c l i p ,  l c l i p ,  w i n d o w ,  c o n n e c t e d n e s s ,  u p r a n g e ,  l o w r a n g e ;
f l o a t  w e i g h t ,  u p p e r l o s s ,  l o w e r l o s s ;
d o u b l e  u s e r _ t i m e ,  r e a l _ t i m e ;
c l o c k _ _ t  b e g i n _ _ c l o c k ;
t i m e _ t  b e g i n _ t i m e ;
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  s m t h _ i m g ,  d i f f _ i m g ,  o u t _ i m g ,  m s k _ i m g ,  g o o d _ _ i m g ;  
F I L E  * o p t ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " i s " ,  i n f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  g o o d  d e f e c t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  g o o d f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  t e x t  f i l e  : " ) ;  
s c a n f ( " I s " ,  o u t f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  a v e r a g i n g  w i n d o w  s i z e  ( o d d  i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  & w i n d o w  ) ;
p r i n t f ( " N n E n t e r  t h e  c o n n e c t i v i t y  ( 4  o r  8 )  : " ) ;
s c a n f ( " % d " ,  s c o n n e c t e d n e s s  ) ;
p r i n t f ( " N n E n t e r  t h e  u p p e r  s e e d  l i m i t  : " ) ;  
s c a n f ( " % d " ,  s u c l i p  ) ;
p r i n t f ( " N n E n t e r  t h e  l o w e r  s e e d  l i m i t  : " ) ;  
s c a n f ( " % d " ,  f i l c l i p  ) ;
p r i n t f ( " N n E n t e r  t h e  u p p e r  r a n g e  o f  t h e  s t o p  l i m i t s  : " ) ;  
s c a n f ( " % d " ,  s u p r a n g e  ) ;
p r i n t f ( " N n E n t e r  t h e  l o w e r  r a n g e  o f  t h e  s t o p  l i m i t s  : " ) ;  
s c a n f ( " % d " ,  S l o w r a n g e  ) ;
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p r i n t f ( " \ n E n t e r  t h e  l o s s  f u n c t i o n  w e i g h t  f a c t o r  ( 0  < w <  1)  : " ) ;  
s c a n f < " % f " ,  f i w e i g h t  ) ;
p r i n t f ( " \ n R e a d i n g  i n  t h e  i n p u t  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & i n p _ i m g ,  i n f i l e  ) ;
p r i n t f { " N n R e a d i n g  i n  t h e  g o o d  d e f e c t  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & g o o d _ i m g ,  g o o d f i l e  ) ;
/ *  O p e n  i m a g e  f i l e  f o r  w r i t i n g  * /  
o p t  =  f o p e n (  o u t f i l e , " w " ) ;  
i f ( o p t  = =  NU L L )
(
p r i n t f ( " N n U n a b l e  t o  o p e n  t h e  o u t p u t  f i l e  f o r  w r i t i n g . N n " ) ;  
p r i n t f ( " N n B a d  P a t h . N n " ) ;  
e x i t  ( 1 ) ;
)
b e g i n _ c l o c k  =  c l o c k O ;  
b e g i n _ t i m e  =  t i m e ( N U L L ) ;
p r i n t f ( " N n F i n d i n g  t h e  h i s t o g r a m  a n d  f i r s t  3 m o m e n t s  o f  i n p u t  i m a g e . N n " ) ;  
f i n d _ h i s t (  £ i n p _ i m g ,  h i s t ,  <sml ,  &m2,  &m3 ) ;
p r i n t f ( " N n F i n d i n g  t h e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  o f  t h e  i n p u t  i m a g e . N n " ) ;  
f i n d _ t h r e s h (  & m l ,  S m 2 ,  &m3,  s t h r e s h o l d ,  h i s t  ) ;
p r i n t f ( " N n  T h e  t h r e s h o l d  f o r  t h e  i m a g e  i s  % f N n " ,  t h r e s h o l d ) ;
p r i n t f ( " N n A p p l y i n g  t h r e s h o l d  t o  t h e  i n p u t  i m a g e  t o  p r o d u c e  o u t p u t . N n " ) ;  
a p p l y _ t h r e s h ( s t h r e s h o l d ,  & i n p _ i m g ,  & m s k _ i m g  ) ;
p r i n t f ( " N n C r e a t i n g  a  s m o o t h e d  i m a g e . N n " ) ;  
s m o o t h _ i m a g e ( & i n p _ i m g ,  & m s k _ i m g ,  & s m t h _ i m g ,  f i w i n d o w  ) ;
p r i n t f ( " N n C r e a t i n g  d i f f e r e n c e  i m a g e N n " ) ;
s u b t r a c t _ _ i m a g e  ( f i i n p _ i m g ,  & s m t h _ i m g  , & d i f f _ i m g ,  « m s k _ i m g ,  & v a r i a n c e ) ;
p r i n t f ( " N n T h e  v a r i a n c e  o f  t h e  f o r e g r o u n d  f r o m  t h e  s m o o t h e d  s u r f a c e  i s  % f N n " ,  
v a r i a n c e ) ;
p r i n t f ( " N n U p p e r / L o w e r  S t o p  U p p e r  L o s s  L o w e r  L o s s N n " ) ;
f o r  ( u s t o p = u p r a n g e ;  u s t o p  > =  l o w r a n g e ;  — u s t o p )  (
I s t o p  =  u s t o p ;
s t o p s ( & d i f f _ i m g ,  & o u t _ i m g ,  & m s k _ i m g ,  f i u c l i p ,  s l c l i p ,  s c o n n e c t e d n e s s , & u s t o p ,
f i l s t o p ) ;
c a l c _ l o s s  ( & o u t _ i m g ,  & g o o d _ i m g ,  & u p p e r l o s s ,  s l o w e r l o s s ,  & w e i g h t ) ;  
p r i n t f ( " % 8 d  % f  % f N n " ,  u s t o p ,  u p p e r l o s s ,  l o w e r l o s s ) ;
f p r i n t f ( " % 8 d  %f  % f N n " ,  u s t o p ,  u p p e r l o s s ,  l o w e r l o s s ) ;
}
f c l o s e ( o p t ) ;
u s e r _ t i m e  -  ( d o u b l e )  ( c l o c k ( )  -  b e g i n _ c l o c k ) / 1 0 0 0 0 0 0 . 0 ;  
r e a l _ t i m e  =  d i f f t i m e ( t i m e ( N U L L ) , b e g i n _ t i m e ) ; 
p r i n t f ( " N n % s % 7 . 3 f % s N n % s % 7 . 3 f % s N n " ,
" C P U  t i m e :  " ,  u s e r _ t i m e ,  "  s e c o n d s " ,
" R e a l  t i m e :  " ,  r e a l _ t i m e ,  "  s e c o n d s " ) ;
p r i n t f ( " N n D o n e . N n N n " ) ;
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# T h i s  i s  t h e  m a k e f i l e  f o r  a l l  t h e  p r o g r a m s  u s e d  i n  t h e  d i s s e r t a t i o n
#
MODULES =  t h r e s h o l d  d e f e c t s  s p i n _ d e f e c t s  e q u a l i z e  e c h o _ d e f e c t s  z m e d 3
a l l :  $ { M O D U L E S }
c l e a n :
r m  - f  * . o  $ { MODUL E S }
c o :
r m  - f  * . o
v i f f r e a d . o :  v i f f r e a d . c
a c c  - c  v i f f r e a d . o  v i f f r e a d . c
v i f f w r i t e . o :  v i f f w r i t e . c
a c c  - c  v i f f w r i t e . o  v i f f w r i t e . c
t h r e s h o l d :  t h r e s h o l d . o  v i f f r e a d . o  f i n d _ h i s t . o  f i n d _ t h r e s h . o  a p p l y _ t h r e s h . o  v i f f w r i t e . o
a c c  - o  t h r e s h o l d  t h r e s h o l d . o  v i f f r e a d . o  f i n d _ h i s t . o  f i n d _ _ t h r e s h . o  a p p l y _ t h r e s h . o  
v i f f w r i t e . o
t h r e s h o l d . o :  t h r e s h o l d . c
a c c  - c  t h r e s h o l d . o  t h r e s h o l d . c
f i n d _ h i s t . o :  f i n d _ h i s t . c
a c c  - c  f i n d _ h i s t . o  f i n d _ J i i s t . c
f i n d _ t h r e s h . o :  f i n d _ t h r e s h . c
a c c  - c  f i n d _ t h r e s h . o  f i n d _ t h r e s h . c
a p p l y _ t h r e s h . o : a p p l y _ t h r e s h . c
a c c  - c  a p p l y _ _ t h r e s h . o  a p p l y _ t h r e s h . c
f o r e _ h i s t _ e q . o :  f o r e _ h i s t _ e q . c
a c c  - c  f o r e _ h i s t _ e q . o  f o r e _ h i s t _ e q . c
r e g i o n _ g r o w . o : r e g i o n _ g r o w . c
a c c  - c  r e g i o n _ g r o w . o  r e g i o n _ g r o w . c
s u b t r a c t _ i m a g e . o :  s u b t r a c t _ i m a g e . c
a c c  - c  s u b t r a c t _ i m a g e . o  s u b t r a c t _ i m a g e . c
s p i n _ d e f e c t s : s p i n _ d e f e c t s . o  v i f f r e a d . o  f i n d _ h i s t . o  f i n d _ _ t h r e s h . o  a p p l y _ t h r e s h . o
s m o o t h _ i m a g e . o  s u b t r a c t _ i m a g e . o  r e g i o n _ g r o w . o  v i f f w r i t e . o
a c c  - o  s p i n _ d e f e c t s  s p i n _ d e f e c t s . o  v i f f r e a d . o  f i n d _ _ h i s t . o  f i n d _ t h r e s h . o  
a p p l y _ t h r e s h . o  s m o o t h _ i m a g e . o  s u b t r a c t _ i m a g e . o  r e g i o n _ g r o w . o  v i f f w r i t e . o
s m o o t h ^ i m a g e . o :  s m o o t h ^ i m a g e . c
a c c  - c  s m o o t h _ i m a g e . o  s m o o t h _ i m a g e . c
e q u a l i z e :  e q u a l i z e . o  v i f f r e a d . o  f o r e _ h i s t _ _ e q . o  v i f f w r i t e . o
a c c  - o  e q u a l i z e  e q u a l i z e . o  v i f f r e a d . o  f o r e _ h i s t _ e q . o  v i f f w r i t e . o
e c h o _ t h r e s h . o :  e c h o _ t h r e s h . c
a c c  - c  e c h o _ t h r e s h . o  e c h o _ t h r e s h . c
f i n d _ p i t h . o :  f i n d _ p i t h . c
a c c  - c  f i n d _ p i t h . o  f i n d _ _ p i t h . c
e c h o _ d e f e c t s : e c h o _ d e f e c t s . o  v i f f r e a d . o  f i n d _ h i s t . o  e c h o _ _ t h r e s h . o  s m o o t h _ i m a g e . o
s u b t r a c t _ i m a g e . o  r e g i o n _ g r o w . o  f i n d ^ p i t h . o  v i f f w r i t e . o
a c c  - o  e c h o _ d e f e c t s  e c h o _ _ d e f  e c t s . o  v i f f r e a d . o  f i n d _ h i s t . o  e c h o _ t h r e s h . o  
s m o o t h _ _ i m a g e . o  s u b t r a c t _ i m a g e . o  r e g i o n _ g r o w . o  f i n d _ _ p i t h . o  v i f f w r i t e . o
z m e d 3 :  z m e d 3 . o  v i f f r e a d . o  v i f f w r i t e . o
a c c  - o  z m e d 3  z m e d 3 . o  v i f f r e a d . o  v i f f w r i t e . o
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NAME : E y l e r  C o a t e s
PROGRAM NAME : p e a k _ s k e w . c  *
P U RP O S E  : T h i s  p r o g r a m  a p p l i e s  a n  a v e r a g i n g  f i l t e r  o v e r  a  r a n g e  o f  w i n d o w *  
s i z e s  a n d  c a l c u l a t e s  t h e  s k e w n e s s  o f  t h e  r e s i d u a l s  f o r  e a c h .  *
F U NC T I O NS  US ED : v i f f r e a d . c ,  s k e w _ s m o o t h _ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,  *
c a l c _ s k e w . c  *
I NCL UD E  F I L E S  : s t d i o . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h ,  t i m e . h  *
I N P U T  E XP E CT ED : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a  *
m a s k  i m a g e  f i l e  i n  V I F F  f o r m a t  *
OUTP UT E XP ECT E D : A n  a r r a y  o f  n u m b e r s  w i t h  t h e  f i r s t  c o l u m n  f o r  t h e  *
w i n d o w  s i z e  a n d  t h e  s e c o n d  c o l u m n  f o r  t h e  s k e w n e s s  *
RE MARKS :
*/
^ i n c l u d e  < s t d i o . h >  
# i n c l u d e  '’s t r u c t u r e . h "  
^ i n c l u d e  < t i m e . h >  
^ i n c l u d e  " c o n s t a n t s . h "
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* PROGRAM NAME : m a i n O  *
* P U R P O S E  : T h i s  p r o g r a m  a p p l i e s  a n  a v e r a g i n g  f i l t e r  o v e r  a  r a n g e  o f  w i n d o w *
* s i z e s  a n d  c a l c u l a t e s  t h e  s k e w n e s s  o f  t h e  r e s i d u a l s  f o r  e a c h .  *
* F U NC T I O NS  C AL L ED : v i f f r e a d . c ,  s k e w _ s m o o t h _ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,  *
* c a l c _ s k e w . c  *
* I N P U T  E XP E CT ED : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  o f  a  *
* m a s k  i m a g e  f i l e  i n  V I F F  f o r m a t  *
* OUTP UT E X P E CT E D : A n  a r r a y  o f  n u m b e r s  w i t h  t h e  f i r s t  c o l u m n  f o r  t h e  *
* w i n d o w  s i z e  a n d  t h e  s e c o n d  c o l u m n  f o r  t h e  s k e w n e s s  *
* REMARKS:  *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
m a i n { )
{
c h a r  i n f i l e ( 4 0 ] ,  o u t f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ;  
f l o a t  s k e w n e s s ,  v a r i a n c e ;  
i n t  w i n d o w ;
d o u b l e  u s e r _ t i m e ,  r e a l - t i m e ;  
c l o c k _ t  b e g i n _ c l o c k ;  
t i m e _ t  b e g i n _ t i m e ;
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  s m t h _ i m g ,  d i f f _ i m g ,  o u t _ _ i m g ,  m s k _ i m g ;
F I L E  * o p t ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  m a s k  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  m s k f i l e  ) ;
p r i n t f ( " N n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  t e x t  f i l e  : " ) ;  
s c a n f ( " % s " ,  o u t f i l e  ) ;
p r i n t f ( " N n R e a d i n g  i n  i n p u t  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & i n p _ i m g ,  i n f i l e  ) ;
p r i n t f ( " N n R e a d i n g  i n  m s k  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & m s k _ i m g ,  m s k f i l e  ) ;
/ *  O p e n  i m a g e  f i l e  f o r  w r i t i n g  * /  
o p t  =  f o p e n ( o u t f i l e , " w " ) ; 
i f ( o p t  = =  NULL )
{
p r i n t f ( " N n U n a b l e  t o  o p e n  t h e  o u t p u t  f i l e  f o r  w r i t i n g . N n " ) ;  
p r i n t f ( " N n B a d  P a t h . N n " ) ;  
e x i t ( l ) ;
}
b e g i n _ c l o c k  =  c l o c k O ;  
b e g i n _ t i m e  =  t i m e ( N U L L ) ;
p r i n t f ( " N n W i n d o w  S i z e  S k e w n e s s  N n " ) ;
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f o r ( w i n d o w = 5 ;  w i n d o w < = 4 1 ;  w i n d o w  =  w i n d o w  + 2 )  {
s k e w _ s m o o t h _ i m a g e ( & i n p _ i m g #  & m s k _ i m g ,  & s m t h _ i m g ,  s w i n d o w  ) ;  
s u b t r a c t _ i m a g e ( & i n p _ i m g ,  & s m t h _ i m g  ,  & d i f f _ i m g #  & m s k _ i m g ,  S v a r i a n c e ) ; 
c a l c _ s k e w (  & d i f f _ i m g ,  & m s k _ i m g ,  S s k e w n e s s ) ;  
p r i n t f ( " % 6 d  % f \ n " ,  w i n d o w #  s k e w n e s s ) ;
f p r i n t f (  o p t #  M% 6 d  % f \ n " ,  w i n d o w ,  s k e w n e s s ) ;
}
f c l o s e ( o p t ) ;
u s e r _ t i m e  =  ( d o u b l e )  ( c l o c k O  -  b e g i n _ c l o c k ) / 1 0 0 0 0 0 0 . 0 ;
r e a l _ t i m e  =  d i f f t i m e ( t i m e ( N U L L ) , b e g i n _ t i m e ) ;
p r i n t f ( " \ n % s % 7 . 3 f % s \ n % s % 7 . 3 f % s \ n " ,
" C P U  t i m e :  "#  u s e r _ t i m e #  "  s e c o n d s " #
" R e a l  t i m e :  " ,  r e a l _ t i m e ,  "  s e c o n d s " ) ;
p r i n t f ( " \ n D o n e . \ n \ n " ) ;
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/ • A - * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
T h i s  i s  a  h e a d e r  f i l e  q u e u e . h  c o n t a i n i n g  d e c l a r a t i o n s  a n d
c o d e  f o r  q u e u e  f u n c t i o n s
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
f f d e f i n e  NU LL  0
s t r u c t  l i n k e d _ l i s t  {
i n t  d l ;
i n t  6 2 ;
s t r u c t  l i n k e d _ l i s t  * n e x t ;
};
t y p e d e f  s t r u c t  l i n k e d _ l i s t  E LE ME NT ;
t y p e d e f  E LE MENT * L I N K ;
s t r u c t  q u e u e  {
L I N K  f r o n t ,  r e a r ;
};
t y p e d e f  s t r u c t  q u e u e  QUEUE;
i n t  i s e m p t y ( Q U E U E  q )
r e t u r n  ( q . f r o n t  = =  N U L L ) ;
n t  v f r o n t ( Q U E U E  q )
r e t u r n  ( q . f r o n t  - >  d l ) ;
v o i d  d e q u e u e  ( QUEUE * q ,  i n t  * x ,  i n t  * y )
{
L I N K  t e m p  =  q - > f r o n t ;
i f  ( ! i s e m p t y ( * q ) ) (
* x  =  t e m p  - >  d l ;
* y  -  t e m p  - >  d 2 ;  
q  - >  f r o n t  = t e m p  - >  n e x t ;  
f r e e ( t e m p ) ;
)
e l s e
p r i n t f  { ’’E m p t y  q u e u e . \ n " ) ;
I
v o i d  e n q u e u e ( Q U E U E  * q ,  i n t  x ,  i n t  y )
(
L I N K  t e m p ;
t e m p  =  ( L I N K )  m a l l o c ( s i z e o f ( E L E M E N T ) ) ;
t e m p  - >  d l  -  x ;
t e m p  - >  d 2  «  y ;
t e m p  - >  n e x t  «  NULL;
i f ( i s e m p t y ( * q ) )
q  - >  f r o n t  = q  - >  r e a r  =  t e m p ;  
e l s e  {
q  - >  r e a r  - >  n e x t  =  t e m p ;  
q  - >  r e a r  =  t e m p ;
)
}
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F U NC T I O N NAME : r e g i o n _ g r o w  *
P U RP O S E  : l o c a t e  d e f e c t  s e e d s  o n  d i f f e r e n c e  i m a g e  f o r e g r o u n d  a n d  g r o w  *
d e f e c t  r e g i o n s .  L a b e l  d e f e c t  p i x e l s  i n  o u t p u t  i m a g e  *
F U N C T I O N S  C ALL ED : n o n e  *
I N P U T  E X P E C T E D  : p o i n t e r s  t o  t h e  d i f f e r e n c e ,  m a s k  a n d  o u t p u t  i m a g e s  *
u p p e r  a n d  l o w e r  t h r e s h o l d s ,  u p p e r  a n d  l o w e r  r e g i o n  s t o p *
OUTPUT E X P E C T E D  : o u t p u t  i m a g e  w i t h  d e f e c t  r e g i o n  p i x e l s  l a b e l l e d  *
AL GORI THM : U s i n g  a  f o r  l o o p ,  f o r e g r o u n d  a r e a  o f  t h e  d i f f e r e n c e  i m a g e  *
i s  c h e c k e d  f o r  p i x e l  g r a y  l e v e l s  t h a t  a r e  g r e a t e r  t h a n  t h e  *
* u p p e r  t h r e s h o l d  o r  l o w e r  t h a n  t h e  l o w e r  t h r e s h o l d .  T h e n  *
* u s i n g  a  q u e u e  s t r u c t u r e ,  a d j a c e n t  p i x e l s  t o  t h e  d e f e c t  s e e d s *
* a r e  a d d e d  t o  t h e  r e g i o n  i f  t h e  g r a y  l e v e l  d o e s  n o t  v i o l a t e  *
* t h e  r e g i o n  s t o p  l i m i t s .  W h e n  t h e  q u e u e  i s  e x h a u s t e d ,  t h e r e  *
* a r e  n o  m o r e  p i x e l s  t o  b e  a d d e d  t o  t h e  d e f e c t  r e g i o n s .  *
* REMARKS : *
* * * * ★ * * *  + * + + *+  * + ★ * * ★ * * * * * * * * * * * * * * * * * * *  + ★* * ■* * * * * * * ■* ★* * *  + * * * * ★ *  + * ★ * ★ * * * * * * * * * * ★ /  
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " q u e u e . h "
^ i n c l u d e  " c o n s t a n t s . h "
v o i d  r e g i o n _ g r o w  ( s t r u c t  i n t _ _ i m a g e  * d i f f _ _ i m g ,  s t r u c t  i n t _ i m a g e  * o u t _ i m g ,  
s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  i n t  * u c l i p ,  i n t  * l c l i p ,  
i n t  * c o n n e c t e d ,  i n t  * u s t o p ,  i n t  * l s t o p )
(
i n t  i ,  N x ,  N y ,  t o t a l _ p i x e l s ,  * d i f f _ o f f s e t ,  * o u t _ o f f s e t ,  * m s k _ o f f s e t ,
a p p r o a c h ;
QUEUE e d g i e s  =  { NULL,  N U L L ) ;
d i f f _ o f f s e t  a  d i f f _ i m g - > a r r a y ;  / *  F i n d  p o i n t e r s  t o  i m a g e s  * /
o u t _ o f f s e t  =  o u t _ i m g - > a r r a y ;  
m s k _ o f f s e t  =  m s k _ i m g - > a r r a y ;
Nx  =  o u t _ i m g - > N x  =  d i f f _ i m g - > N x ;  / *  S e t  o u t p u t  i m a g e  d i m e n s i o n s  t o  * /
N y  =  o u t _ i m g - > N y  =  d i f f _ i m g - > N y ; / *  m a t c h  t h e  i n p u t  i m a g e .  * /
t o t a l _ p i x e l s  =  N x * N y ;  / *  C o m p u t e  t o t a l  p i x e l s  i n  i m a g e .  * /
p r i n t f  ( " \ n  M a r k i n g  o u t p u t  i m a g e  w i t h  d e f e c t  s e e d s \ n " ) ;
f o r f i ^ O ;  i < t o t a l _ p i x e l s ; + + i )  {
* ( o u t _ _ o f  f s e t  + i )  = * { m s k _ o f f s e t  + i ) ;  
i f  ( *  ( d i f f _ o f f s e t  + i )  > * u c l i p )
* ( o u t _ _ o f f s e t  + i )  =  L I G H T ;
i f  ( * ( d i f f _ o f f s e t  + i )  < - ( * l c l i p ) )
* ( o u t _ _ o f f s e t  + i )  =  DARK;
)
p r i n t f ( " \ n  I n i t i a l i z i n g  q u e u e  o f  d e f e c t  p i x e l s  o n  e d g e  o f  s e e d s . \ n " ) ;
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  {
i f  ( * ( o u t _ o f f s e t  + i )  = =  L I G H T )  {
i f  ( * ( o u t _ o f f s e t  +  i - 1 )  = =  WHI T E && * { d i f f _ o f f s e t  + i - 1 )  > * u s t o p )  {
e n q u e u e  U e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  { * ( o u t _ o f f s e t  +  i + 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i + 1 )  > * u s t o p )  { 
e n q u e u e  ( & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
1
i f  ( * ( o u t _ o f f s e t  +  i - N x )  = =  WHI T E && * ( d i f f _ o f f s e t  + i - N x )  > * u s t o p )  ( 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x )  = =  WHI TE  && * ( d i f f _ o f f s e t  +  i + N x )  > * u s t o p )  { 
e n q u e u e  ( & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  +  i - N x - 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i - N x - 1 )  > * u s t o p )  { 
e n q u e u e  ( & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
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)
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  WHI T E && * ( d i f f _ o f f s e t  + i - N x + 1 )  > * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
}
i f  ( * ( o u t _ o f f s e t  + i + N x - 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i + N x - 1 )  > * u s t o p )  { 
e n q u e u e  ( S e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( *  ( o u t _ _ o f f s e t  + i + N x + 1 )  »  WHI T E  && * ( d i f f _ o f f s e t  +  i + N x + 1 )  > * u s t o p )  { 
e n q u e u e  < & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
}
)
i f  ( M o u t _ o f f s e t  + i )  = =  DARK) {
i f  ( * { o u t ^ o f f s e t  + i - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( s e d g i e s ,  i f D A R K ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( & e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
i f  { * ( o u t _ o f f s e t  + i - N x )  = =  WHI T E && * ( d i f f _ o f f s e t  + i - N x )  < - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x )  = =  WHI T E && * ( d i f f _ o f f s e t  + i + N x )  < - ( * l s t o p ) )  { 
e n q u e u e  ( s e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
i f  ( * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( * { o u t _ o f f s e t  + i - N x - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i - N x - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( & e d g i e s ,  i ,  D A R K ) ; 
c o n t i n u e ;
}
i f  ( * { o u t _ o f f s e t  + i - N x + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - N x + 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( & e d g i e s # i , D A R K ) ;  
c o n t i n u e ;
}
i f  ( *  { o u t _ _ o f f s e t  + i + N x - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i + N x - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( s e d g i e s ,  i ,  D A R K ) ; 
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x + 1 )  = =  WHI T E  && * < d i f f _ o f f s e t  + i + N x + 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( & e d g i e s ,  i ,  D A R K ) ;  
c o n t i n u e ;
}
)
p r i n t f  ( " \ n  G r o w i n g  d e f e c t  r e g i o n s  f r o m  d e f e c t  s e e d s . \ n " ) ;
w h i l e ( ! ( i s e m p t y ( e d g i e s ) ) )  {
p r i n t f  ( " . ’' )  ;
f f l u s h ( s t d o u t ) ;
d e q u e u e  ( & e d g i e s ,  & i ,  & a p p r o a c h ) ;
i f  ( a p p r o a c h  = =  L I G H T )  (
i f  ( * ( o u t _ o f f s e t  + i - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - 1 )  > * u s t o p )  (
* ( o u t _ o f f s e t  + i - 1 )  =  L I G H T ;  
e n q u e u e  ( & e d g i e s ,  i - 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  + i + 1 )  = =  WH I T E  && * ( d i f f _ o f f s e t  +  i + 1 )  > * u s t o p )  ( 
* ( o u t _ o f f s e t  + i + 1 )  =  L I G H T ;  
e n q u e u e  ( & e d g i e s ,  i + 1 ,  L I G H T ) ;
}
i f  ( * ( o u t _ o f f s e t  + i - N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - N x )  > * u s t o p )  { 
* { o u t _ o f f s e t  + i - N x )  =  L I G H T ;  
e n q u e u e  ( s e d g i e s ,  i - N x ,  L I G H T ) ;
)
i f  {* ( o u t _ _ o f f s e t  + i + N x )  = =  WHI T E  && * ( d i f  f _ o f  f s e t  + i + N x )  > * u s t o p )  {
* ( o u t  o f f s e t  + i + N x )  =  L I G H T ;
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e n q u e u e  ( f i e d g i e s ,  i + N x ,  L I G H T ) ;
)
i f  ( * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  + i - N x - 1 )  = =  WH I T E  && * ( d i f f _ o f f s e t  + i - N x - 1 )  
* ( o u t _ o f f s e t  + i - N x - 1 )  =  L I G H T ;  
e n q u e u e  ( & e d g i e s ,  i - N x - 1 ,  L I G H T ) ;
}
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  WH I T E  && * ( d i f f _ o f f s e t  + i - N x + 1 )  
* ( o u t _ o f f s e t  +  i - N x + 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - N x + 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i + N x - 1 )  
* ( o u t _ o f f s e t  +  i + N x - 1 )  =  L I G H T ;  
e n q u e u e  ( S e d g i e s ,  i + N x - 1 ,  L I G H T ) ;
)
i f  ( *  ( o u t _ o f f s e t  + i + N x + 1 )  = =  W H I T E  && * ( d i f f _ _ o f f s e t  + i + N x + 1 )  
* ( o u t _ o f f s e t  + i + N x + 1 )  =  L I G H T ;  
e n q u e u e  ( S e d g i e s ,  i + N x + 1 ,  L I G H T ) ;
)
}
i f  ( a p p r o a c h  = =  DARK) {
i f  ( * ( o u t _ o f f s e t  + i - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i - 1 )  < - ( *  
* ( o u t _ o f f s e t  +  i - 1 )  *  DARK;  
e n q u e u e  ( & e d g i e s ,  i - 1 ,  DA RK ) ;
}
i f  ( *  ( o u t _ o f f s e t  +  i + 1 )  —  WHI T E && * ( d i f f _ _ o f f s e t  +  i + 1 )  < - ( *  
* ( o u t _ o f f s e t  +  i + 1 )  “  DARK;  
e n q u e u e  ( S e d g i e s ,  i + 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  + i - N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i - N x )  < -  
* ( o u t _ o f f s e t  +  i - N x )  *  DARK;  
e n q u e u e  ( f i e d g i e s ,  i - N x ,  D A R K ) ;
1
i f  ( * ( o u t _ o f f s e t  + i + N x )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i + N x )  < -  
* ( o u t _ _ o f f s e t  +  i + N x )  =  DARK;  
e n q u e u e  ( s e d g i e s ,  i + N x ,  D A R K ) ;
)
i f  ( * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  +  i - N x - 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i - N x - 1 )  
* ( o u t _ o f f s e t  +  i - N x - 1 )  =  DARK;  
e n q u e u e  ( & e d g i e s ,  i - N x - 1 ,  D A R K ) ;
)
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  WHI TE  && * ( d i f f _ o f f s e t  + i - N x + 1 )  
* ( o u t _ o f f s e t  +  i - N x + 1 )  =  DARK;  
e n q u e u e  ( s e d g i e s ,  i - N x + 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  + i + N x - 1 )  = =  WHI TE  SS  * ( d i f f _ o f f s e t  + i + N x - 1 )  
* ( o u t _ o f f s e t  +  i + N x - 1 )  =  DARK;  
e n q u e u e  ( S e d g i e s ,  i + N x - 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  + i + N x + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + N x + 1 )  
* ( o u t _ o f f s e t  +  i + N x + 1 )  =  DARK;  
e n q u e u e  ( & e d g i e s ,  i + N x + 1 ,  D A R K ) ;
}
)
p r i n t f ( " \ n M) ;
>  * u s t o p )  {
>  * u s t o p )  (
> * u s t o p )  (
> * u s t o p )  (
I s t o p ) )  {
l s t o p ) ) {
( * I s t o p ) )  {
( * I s t o p ) )  (
<  - ( * l s t o p ) ) {
< - ( * l s t o p ) ) {
< - ( * l s t o p ) ) (
< - ( * l s t o p ) ) {
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/***************************** 
F U NC T I O N NAME : s e e d s
* * * * * * * * * * * * * * * * * * * * *
* * * * * * * * *
P U R P O S E  : g e n e r a t e  o n l y  s e e d s  i n  o u t p u t  i m a g e
F U N C T I O N S  C A L L E D  : n o n e
I N P U T  E XP ECT E D : p o i n t e r s  t o  t h e  i n p u t ,  m a s k  a n d  o u t p u t  i m a g e s ,  u p p e r  
a n d  l o w e r  c l i p  l i m i t s
OUT P UT  E X P E C T E D  : o u t p u t  i m a g e  t h a t  h a s  s e e d s  o n l y
AL GORI T HM : U s i n g  a  s i n g l e  p a s s  t h e  e n t i r e  o u t p u t  i s  m a d e  i d e n t i c a l  t o  
t h e  m a s k  i m a g e  s o  t h a t  t h e  b a c k g r o u n d  a r e a  i s  a l l  s e t  t o  0 .  
A t  e a c h  p i x e l ,  t h e  d i f f e r e n c e  i m a g e  i s  c h e c k e d  a t  t h e  s a m e  
l o c a t i o n .  I f  t h e  d i f f e r e n c e  e x c e e d s  t h e  u p p e r  c l i p  o r  t h e  
l o w e r  c l i p ,  t h e  c o l o r  o f  t h e  o u t p u t  i m a g e  i s  s e t  a c c o r d i n g  
t o  w h i c h  l i m i t  i s  e x c e e d e d .
REMARKS :
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
^ i n c l u d e  < s t d i o . h >  
# i n c l u d e  " s t r u c t u r e . h "  
# i n c l u d e  " c o n s t a n t s . h "
v o i d  s e e d s  ( s t r u c t  i n t _ i m a g e  * d i f f _ i m g ,  s t r u c t  i n t _ i m a g e  * o u t _ i m g ,  
s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  i n t  * u c l i p ,  i n t  * l c l i p )
{
i n t  i ,  N x ,  N y ,  t o t a l _ p i x e l s ,  * d i f f _ o f f s e t ,  * o u t _ _ o f f s e t ,  * m s k _ o f f s e t ;
d i f f _ o f f s e t  =  d i f f _ i m g - > a r r a y ;  
o u t _ o f f s e t  *  o u t _ i m g - > a r r a y ;  
m s k _ o f f s e t  =  m s k _ i m g - > a r r a y ;
N x  =  o u t _ i m g - > N x  =  d i f  f _ _ i m g - > N x ;  
N y  =  o u t _ i m g - > N y  =  d i f f _ i m g - > N y ;
t o t a l _ p i x e l s  = N x * N y ;
/ *  F i n d  p o i n t e r s  t o  i m a g e s
/ *  S e t  o u t p u t  i m a g e  d i m e n s i o n s  t o  
/ *  m a t c h  t h e  i n p u t  i m a g e .
/ *  C o m p u t e  t o t a l  p i x e l s  i n  i m a g e .  * /
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  {
* ( o u t _ o f f s e t  + i )  =  M m s k _ o f f s e t  +  i ) ;  
i f  { * ( d i f f _ o f f s e t  + i )  > * u c l i p )
* ( o u t _ o f f s e t  + i )  =  L I G H T ;
i f  ( M d i f f  o f f s e t  + i )  < - ( * l c l i p ) )
* ( o u t  o f f s e t  + i )  =  DARK;
)
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F U N C T I O N  NAME : s k e w _ s m o o t h _ i m a g e . c
* P U R P O S E  : a p p l y  a v e r a g i n g  f i l t e r  t o  i m a g e  t o  g e n e r a t e  a  n e w  i m a g e  *
* F U N C T I O N S  CALL ED : n o n e  *
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  i n p u t  i m a g e  s t r u c t u r e ,  m a s k  i m a g e  s t r u c t u r e *
* a n d  o u t p u t  i m a g e  s t r u c t u r e  *
* OUTP UT E X P E CT E D : a v e r a g e  f i l t e r e d  i m a g e  o v e r  r e g i o n  d e f i n e d  b y  m a s k  *
* i m a g e  *
* AL GORI THM : o n e  f o r w a r d  s c a n  i s  u s e d  t o  a v e r a g e  f i l t e r  t h e  r e g i o n  *
* d e f i n e d  b y  t h e  m a s k  i m a g e ,  a  s q u a r e  w i n d o w  i s  u s e d  e x c e p t  a t *
* t h e  e d g e s  o f  t h e  r e g i o n  w h e r e  o n l y  p i x e l s  t h a t  a r e  i n  b o t h  *
* t h e  w i n d o w  a n d  t h e  m a s k  r e g i o n  a r e  u s e d  t o  g e n e r a t e  t h e  a v g . *
* REMARKS:  *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * /  
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " c o n s t a n t s . h "
v o i d  s k e w _ s m o o t h _ i m a g e ( s t r u c t  i n t _ i m a g e  * i n p _ _ i m g ,  s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  
s t r u c t  i n t _ i m a g e  * s m t h _ i m g ,  i n t  * w i n d o w  )
{
i n t  N x ,  N y ,  i ,  j ,  k ,  t o t a l _ p i x e l s , * i n p _ o f f s e t ,  * m s k _ o f f s e t ,  * s m t h _ o f f s e t ,  
s t a r t  o v e r ,  p i x e l _ c o u n t ,  s u m ,  j l ,  j 2 ,  d i v i s o r ;
i n p _ o f f s e t  =  i n p _ i m g - > a r r a y ;  
s m t h _ o f f s e t  = s m t h _ J . m g - > a r r a y ;  
m s k _ o f f s e t  =  m s k _ i m g - > a r r a y ;
N x  =  s m t h _ i m g - > N x  =  i n p _ _ i m g - > N x ;
N y  =  s m t h _ i m g - > N y  =  i n p _ i m g - > N y ;  
t o t a l _ p i x e l s  =  N x * N y ;
/ *  F o r w a r d  s w e e p  * /
s t a r t _ o v e r  =  Y E S ;  
p i x e l _ c o u n t  =  0 ;  
s u m  =  0 ;
f o r { i = 0 ;  i < { N x  * ( * w i n d o w / 2 ) ) ;  + + i )  {
i f  { * ( m s k _ o f f s e t  + i )  = =  BLACK)  { 
s t a r t _ o v e r  = Y E S ;
* ( s m t h _ o f f s e t  + i )  -  BLACK;  
c o n t i n u e ;
)
i f  { s t a r t _ o v e r  === NO)  { 
j l  =  - ( * w i n d o w / 2 ) ; 
j 2  =» ( * w i n d o w / 2 ) ;
f o r  ( k = - ( i / N x ) ;  k < = ( * w i n d o w / 2 ) ;  + + k )  {
i f  ( * ( m s k _ o f f s e t  + i  + j l  + k * N x )  = =  WH I T E )  {
— p i x e l _ c o u n t ;
s u m  - =  * { i n p _ o f f s e t  + i  + j l  +  k * N x ) ;
)
i f  ( * ( m s k _ o f f s e t  + i  + j 2  + k * N x )  = =  W H I T E )  { 
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  + i  + j 2  +  k * N x ) ;
}
}
* ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;  
c o n t i n u e ;
}
e l s e  {
s t a r t _ o v e r  = NO;  
p i x e l _ c o u n t  =  0 ;  
s u m  =  0 ;
f o r  ( k = » - ( i / N x )  ; k < =  ( * w i n d o w / 2 )  ; + + k )
f o r  ( j » - ( * w i n d o w / 2 ) ;  j < = ( * w i n d o w / 2 ) ;  + + j )
i f  ( * ( m s k _ o f f s e t  + i  +  j  +  k * N x )  = =  WHI TE)  { 
+ + p i x e l _ c o u n t ;
s u m  + =  * { i n p _ o f f s e t  + i  + j  + k * N x ) ;
}
* < s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;
}
}
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f o r ( i “ ( Nx  * <* w i n d o w / 2 ) ) ;  i < t o t a l _ p i x e l s  -  ( Nx  * ( * w i n d o w / 2 ) ) ;  + + i )  {
i f  ( * ( m s k _ o f f s e t  + i )  = =  BLACK)  ( 
s t a r t _ o v e r  =  Y E S ;
* ( s m t h _ o f f s e t  + i )  «  B L ACK ;  
c o n t i n u e ;
)
i f  ( s t a r t _ o v e r  = =  NO)  { 
j l  =  - ( * w i n d o w / 2 ) ; 
j 2  =  ( * w i n d o w / 2 ) ;
f o r  ( k = - ( * w i n d o w / 2 ) ;  k < - ( * w i n d o w / 2 ) ; + + k )  {
i f  ( * ( m s k _ o f f s e t  + i  + j l  + k * N x )  = =  WHI T E )  (
— p i x e l _ c o u n t ;
s u m  - =  * ( i n p _ o f f s e t  + i  + j l  + k * N x ) ;
)
i f  ( * ( m s k _ o f f s e t  + i  + j 2  + k * N x )  = =  WHI T E )  {
+ + p i x e l _ c o u n t ;
s u m  + «  * ( i n p _ o f f s e t  + i  + j 2  + k * N x ) ;
)
)
* ( s m t h _ o f f s e t  + i )  *  s u m / p i x e l _ c o u n t ;  
c o n t i n u e ;
}
e l s e  {
s t a r t _ o v e r  =  NO;  
p i x e l _ c o u n t  =  0 ;  
s u m  =  0 ;
f o r  ( k = - ( * w i n d o w / 2 ) ;  k < = ( * w i n d o w / 2 ) ; + + k )  
f o r  ( j = - ( * w i n d o w / 2 ) ;  j < = ( * w i n d o w / 2 ) ;  + + j )
i f  ( * ( m s k _ o f f s e t  + i  + j  + k * N x )  = =  W H I T E )  {
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  +  i  + j  + k * N x ) ;
}
* ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;
)
I
f o r ( i = t o t a l _ p i x e l s  -  ( Nx  * ( * w i n d o w / 2 ) ) ;  i < t o t a l _ p i x e l s ;  + + i )  {
i f  ( * ( m s k _ o f f s e t  +  i )  = =  BLACK)  { 
s t a r t _ o v e r  =  Y E S ;
* ( s m t h _ o f f s e t  + i )  -  BL ACK ;  
c o n t i n u e ;
)
i f  ( s t a r t _ o v e r  = =  NO) ( 
j l  =  - ( * w i n d o w / 2 ) ; 
j 2  ® ( * w i n d o w / 2 ) ;
f o r  ( k = - ( * w i n d o w / 2 ) ;  k < = ( t o t a l _ p i x e l s - i ) / N x ;  + + k )  {
i f  ( * ( m s k _ o f f s e t  + i  +  j l  +  k * N x )  = =  WHI TE )  {
— p i x e l _ c o u n t ;
s u m  - =  * ( i n p _ o f f s e t  + i  + j l  + k * N x ) ;
)
i f  ( * ( m s k _ o f f s e t  + i  +  j 2  + k * N x )  = =  WHI T E)  {
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  + i  + j 2  + k * N x ) ;
)
)
* ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ _ c o u n t ;  
c o n t i n u e ;
>
e l s e  {
s t a r t _ o v e r  =  NO;  
p i x e l _ c o u n t  =  0 ;  
s u m  =  0 ;
f o r  ( k = - ( * w i n d o w / 2 ) ;  k < = ( t o t a l _ p i x e l s - i ) / N x ;  + + k )  
f o r  ( j = - ( * w i n d o w / 2 ) ;  j < = ( * w i n d o w / 2 ) ;  + + j )
i f  ( * ( m s k _ o f f s e t  + i  + j  +  k * N x )  = =  W H I T E )  {
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  +  i  + j  + k * N x ) ;
I
* ( s m t h _ o f f s e t  +  i )  =  s u m / p i x e l _ c o u n t ;
)
)
p r i n t f ( M\ n " ) ;
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* * * * * * * + * * *  + * + * * * * *  + * * * * * * * *  + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * • * * * * * * * * * • * • *  + * * * * *  
NAME : E y l e r  C o a t e s  *
PROGRAM NAME : s p i n ^ d e f e c t s . c  *
P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a n  i m a g e  t h a t  i d e n t i f i e s  t h e  d e f e c t  *
r e g i o n s  f r o m  a  s p i n - e c h o  MRI  i m a g e  o f  a  h a r d w o o d  l o g  *
F U N C T I O N S  U S E D  : v i f f r e a d . c ,  v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c ,  *
a p p l y _ t h r e s h . c ,  s m o o t h _ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,  *
r e g i o n _ g r o w . c  *
I N C L U D E  F I L E S  : s t d i o . h ,  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  *
I N P U T  E X P E C T E D  : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t  a n d  4 *
p a r a m e t e r s  *
OU T P U T  E X P E C T E D  : A V i f f  f o r m a t  i m a g e  *
RE MARKS :  *
# i n c l u d e  < s t d i o . h >
^ i n c l u d e  " s t r u c t u r e . h "
^ i n c l u d e  < t i m e . h >
# i n c l u d e  " c o n s t a n t s . h "
* PROGRAM NAME : m a i n ( )
* P U R P O S E  : I n p u t  f i l e  n a m e s ,  c a l l  o t h e r  f u n c t i o n s ,  a n d  r e p o r t  p r o g r e s s
* F U N C T I O N S  C A L L E D : v i f f r e a d . c ,  v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c ,
* a p p l y _ t h r e s h . c ,  s m o o t h _ i m a g e . c ,  s u b t r a c t _ i m a g e . c ,
* r e g i o n _ g r o w . c
* I N P U T  E X P E C T E D  : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t  a n d  4
* p a r a m e t e r s
* O U T P U T  E X P E C T E D  : A V i f f  f o r m a t  i m a g e
* R E M A R K S :
*
+ * * * * * * ★  + * * * * * * * *  + * + * + * * * * * * * • * * * * * * * * * * ' *  + * * * * * * * * * * * * * * * * * * *  + * * * * * * * * * * *  + **■***■*_ 
m a i n (  )
1
c h a r  i n f i l e ( 4 0 ] ,  s m t h f i l e [ 4 0 ] ,  o u t f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ,  c o m m a n d [ 8 0 ]  , 
a n s w e r [ 2 ] ;
f l o a t  h i s t [ L E V E L S ] , m l ,  m 2 ,  m 3 ,  t h r e s h o l d ;  
i n t  c l i p ,  w i n d o w ,  c o n n e c t e d ,  s t o p ;  
d o u b l e  u s e r _ t i m e ,  r e a l _ t i m e ;  
c l o c k _ t  b e g i n _ c l o c k ;  
t i m e _ t  b e g i n _ _ t i m e ;
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  s m t h _ i m g ,  d i f f _ i m g ,  o u t _ i m g ,  m s k _ i m g ;
p r i n t f ( " \ n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e  ) ;
p r i n t f ( " \ n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  o u t f i l e  ) ;
p r i n t f { " \ n E n t e r  t h e  o u t l i e r  c l i p p i n g  l i m i t  ( i n t e g e r )  : " ) ;  
s c a n f ( " % d " ,  S c l i p  ) ;
p r i n t f ( " \ n E n t e r  t h e  a v e r a g i n g  w i n d o w  s i z e  ( o d d  i n t e g e r )  : " ) ;  
s c a n f ( M% d " ,  f i w i n d o w  ) ;
p r i n t f { " \ n E n t e r  t h e  t y p e  o f  c o n n e c t e d n e s s  ( 4 / 8 )  : " ) ;  
s c a n f ( M% d " ,  S c o n n e c t e d  ) ;
p r i n t f ( " N n E n t e r  t h e  r e g i o n  g r o w i n g  s t o p  l i m i t  ( i n t e g e r )  : " ) ?  
s c a n f ( " % d " ,  & s t o p  ) ;
p r i n t f ( " \ n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . \ n ” ) ;  
v i f f r e a d t  & i n p _ i m g ,  i n f i l e  ) ;
b e g i n _ c l o c k  *  c l o c k O ;  
b e g i n _ t i m e  = t i m e ( N U L L ) ;
p r i n t f ( " \ n F i n d i n g  t h e  h i s t o g r a m  a n d  f i r s t  3  m o m e n t s  o f  i n p u t  i m a g e . \ n M) ;  
f i n d _ h i s t  ( & i n p _ i m g ,  h i s t ,  & m l ,  &m2,  &m3 ) ;
p r i n t f ( " \ n F i n d i n g  t h e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  o f  t h e  i n p u t  i m a g e . \ n " ) ;  
f i n d _ t h r e s h (  & m l ,  &m2,  &m3,  S t h r e s h o l d ,  h i s t  ) ;
p r i n t f ( " \ n  T h e  t h r e s h o l d  f o r  t h e  i m a g e  i s  % f \ n " ,  t h r e s h o l d ) ;
p r i n t f ( " \ n A p p l y i n g  t h r e s h o l d  t o  t h e  i n p u t  i m a g e  t o  p r o d u c e  o u t p u t . \ n " ) ;
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a p p l y _ t h r e s h ( ^ t h r e s h o l d ,  & i n p _ i m g ,  & m s k _ i m g  ) ;
p r i n t f ( " \ n C r e a t i n g  a  s m o o t h e d  i m a g e . \ n M) ;  
s m o o t h _ i m a g e ( & i n p _ i m g ,  & m s k _ i m g ,  & s m t h _ i m g ,  & w i n d o w  ) ;
p r i n t f { " \ n C r e a t i n g  d i f f e r e n c e  i m a g e \ n " ) ;  
s u b t r a c t _ i m a g e ( & i n p _ i m g ,  & s m t h _ i m g  ,  & d i f f _ i m g ) ;
p r i n t f ( H\ n G r o w i n g  d e f e c t  r e g i o n s \ n " ) ;
r e g i o n _ g r o w (  & d i f f _ i m g ,  & o u t _ i m g ,  & m s k _ i m g ,  & c l i p ,  s c o n n e c t e d ,  & s t o p ) ;
u s e r _ t i m e  =  ( d o u b l e )  ( c l o c k {)  -  b e g i n _ c l o c k ) / 1 0 0 0 0 0 0 . 0 ;  
r e a l _ t i m e  = d i f f t i m e ( t i m e ( N U L L ) ,  b e g i n _ t i m e ) ; 
p r i n t f ( " \ n % s % 7 . 3 f % s \ n % s % 7 . 3 f % s \ n " ,
" CP U  t i m e :  " ,  u s e r _ _ t i m e ,  "  s e c o n d s " ,
" R e a l  t i m e :  " ,  r e a l _ t i m e ,  " s e c o n d s " ) ;
p r i n t f ( " N n W r i t i n g  a  d e f e c t  i m a g e  i n  V I F F  b y t e  f o r m a t . \ n " ) ;  
v i f f w r i t e (  4 o u t _ i m g ,  o u t f i l e  ) ;
p r i n t f ( " \ n D i s p l a y  i m a g e s ?  ( y / n )  : " ) ;  
s c a n f ( " % s " ,  a n s w e r ) ;
i f  ( a n s w e r ( 0 )  ! =  ' n ' ) {
p r i n t f ( " \ n A b o u t  t o  d i s p a y  i n p u t  a n d  o u t p u t  i m a g e s  . . . \ n " ) ;  
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s  i n f i l e ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s o u t f i l e ) ;
s y s t e m ( c o m m a n d ) ;
)
p r i n t f ( " \ n D o n e . \ n \ n " ) ;
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
255
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  + * * * ■ * * * * * * * * ★ * * * * * * * *  + + ***• *•********■*■*★* + * *
* F U NC T I O N NAME : s m o o t h _ i m a g e . c  *
* P U R P O S E  : a p p l y  a v e r a g i n g  f i l t e r  t o  i m a g e  t o  g e n e r a t e  a  n e w  i m a g e  *
* F U NC T I O NS  C AL LE D : n o n e  *
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  i n p u t  i m a g e  s t r u c t u r e ,  m a s k  i m a g e  s t r u c t u r e *
* a n d  o u t p u t  i m a g e  s t r u c t u r e  *
* OUTPUT E X P E C T E D : a v e r a g e  f i l t e r e d  i m a g e  o v e r  r e g i o n  d e f i n e d  b y  t h e  m a s k *
* i m a g e  *
* AL GORI THM : o n e  f o r w a r d  s c a n  i s  u s e d  t o  a v e r a g e  f i l t e r  t h e  r e g i o n  *
* d e f i n e d  b y  t h e  m a s k  i m a g e ,  a  s q u a r e  w i n d o w  i s  u s e d  e x c e p t  a t *
* t h e  e d g e s  o f  t h e  r e g i o n  w h e r e  o n l y  p i x e l s  t h a t  a r e  i n  b o t h  *
* t h e  w i n d o w  a n d  t h e  m a s k  r e g i o n  a r e  u s e d  t o  g e n e r a t e  t h e  a v g . *
* RE MARKS : *
* * 
* * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * * . * * * * * * * /  
^ i n c l u d e  < s t d i o . h >
^ i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " c o n s t a n t s . h M
v o i d  s m o o t h _ i m a g e ( s t r u c t  i n t _ i m a g e  * i n p _ _ i m g ,  s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  
s t r u c t  i n t _ i m a g e  * s m t h _ i m g ,  i n t  * w i n d o w )
{
i n t  N x ,  N y ,  i ,  j ,  k ,  t o t a l _ p i x e l s ,  * i n p _ o f f s e t ,  * m s k _ o f f s e t ,  * s m t h _ o f f s e t ,  
s t a r t _ o v e r ,  p i x e l _ c o u n t ,  s u m ,  j l ,  j 2 ,  d i v i s o r ;
i n p _ o f f s e t  ** i n p _ i m g - > a r r a y ;  
s m t h _ o f f s e t  =  s m t h _ i m g - > a r r a y ;  
m s k _ o f f s e t  =  m s k _ i m g - > a r r a y ;
Nx  »  s m t h _ i m g - > N x  =  i n p _ i m g - > N x ;
N y  =  s m t h _ _ i m g - > N y  =  i n p _ i m g - > N y ;  
t o t a l _ p i x e l s  =  N x * N y ;
s t a r t _ o v e r  =  Y E S ;  
p i x e l _ c o u n t  =  0 ;  
s u m  =  0 ;
p r i n t f ( " \ n  
p r i n t f ( " \ n  
p r i n t f ( " \ n 0 . . ,  
p r i n t f ( " \ n " ) ;
/ *  S e t  u p  c o m p l e t i o n  m e t e r
P e r c e n t  C o m p l e t i o n  1 " )
3  4 5 6  7  8 9  0 " )
. 0 ____ 0 _____0 ____ 0 ____ 0 . . . . 0 ____ 0 _____ 0 ")
d i v i s o r  =  t o t a l _ p i x e l s / 5 0 ;
f o r ( i = 0 ;  i < ( N x  * ( * w i n d o w / 2 ) ) ;  + + i )  {
/ *  F o r w a r d  s w e e p  
/ *  F o r  f i r s t  f e w  r o w s .
i f ( i % d i v i s o r  = =  0 )  { 
p r i n t f ( " * " ) ;  
f f l u s h ( s t d o u t ) ;
i f  ( * ( m s k _ o f f s e t  + i )  
s t a r t _ o v e r  =  Y E S ;
* < s m t h _ o f f s e t  + i )  
c o n t i n u e ;
= =  BLACK)  {
BLACK;
/ *  I f  w i n d o w  c e n t e r  p i x e l  i s  n o t  i n  * /  
/ *  f o r e g r o u n d ,  s e t  o u t p u t  p i x e l  t o * /
/ *  b l a c k .  I n d i c a t e  t h a t  t h e  n e x t  * /
/ *  a v e r a g e  i s  t o  b e  c a l c u l a t e d  * /
/ *  f r o m  s c r a t c h  a n d  m o v e  o n  t o  t h e * /
/ *  n e x t  p i x e l .  * /
/ *  C h e c k  i f  w i n d o w  a v e r a g e  n e e d s  t o  
/ *  c a l c u l a t e d  f r o m  s c r a t c h .
i f  { s t a r t _ o v e r  = =  Y E S )  ( 
s t a r t _ o v e r  =  NO;  
p i x e l _ c o u n t  = ^ 0 ;  
s u m  =  0 ;
f o r  ( k = - ( i / N x ) ;  k < = ( * w i n d o w / 2 ) ;  + + k )
f o r  ( j - - ( * w i n d o w / 2 ) ;  j < = ( * w i n d o w / 2 ) ;  + + j )
i f  ( * ( m s k _ o f f s e t  + i  + j  +  k * N x )  = =  W H I T E )  {
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  + i  + j  +  k * N x ) ;
I
* ( s m t h  o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;
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c o n t i n u e ;
)
/ *  I f  w i n d o w  d o e s  n o t  n e e d  t o  b e  * /
/ *  c a l c u l a t e d  f r o m  s c r a t c h .  T h e n  * /
/ *  r e m o v e  t h e  f i r s t  w i n d o w  r o w  a n d  * /
/ *  a d d  a  n e w  r o w .  R e c a l c u l a t e  a v e r a g e * /
i f  ( s t a r t _ o v e r  NO)  ( 
j l  *= -  ( * w i n d o w / 2 ) ; 
j 2  =  ( * w i n d o w / 2 ) ;
f o r  ( k = - ( i / N x ) ;  k < = ( * w i n d o w / 2 ) ; + + k )  {
i f  ( * ( m s k _ o f f s e t  + i  + j l  + k * N x )  = =  W H I T E )  {
— p i x e l _ c o u n t ;
s u m  - =  * ( i n p _ o f f s e t  f  i  + j l  + k * N x ) ;
)
i f  ( * ( m s k _ o f f s e t  + i  + j 2  + k * N x )  = =  WH I T E )  {
+ + p i x e l _ c o u n t ;
s u m  + =  M i n p _ o f f s e t  +  i  + j 2  + k * N x ) ;
)
)
* ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;
)
)
/ *  C o n t i n u e  f o r w a r d  s w e e p .  * /
/ *  T h e s e  p i x e l s  a r e  i n  t h e  c e n t e r  o f * /  
/ *  o f  t h e  i m a g e .  * /
f o r ( i = ( N x  * ( * w i n d o w / 2 ) ) ;  i < t o t a l _ p i x e l s  -  ( Nx  * ( * w i n d o w / 2 ) ) ;  + + i )  {
i f ( i % d i v i s o r  = =  0 )  ( 
p r i n t f  ( " * " ) ;  








i f  ( * ( m s k _ o f f s e t  + i )  = =  BLACK)  { 
s t a r t _ o v e r  =  Y E S ;
* ( s m t h _ o f f s e t  + i )  =  BLACK;  
c o n t i n u e ;
)
/ *  C h e c k  i f  w i n d o w  a v e r a g e  n e e d s  t o  * /  
/ *  c a l c u l a t e d  f r o m  s c r a t c h .  * /
i f  ( s t a r t _ o v e r  = =  YE S )  ( 
s t a r t _ o v e r  =  NO;  
p i x e l _ c o u n t  =  0 ;  
s u m  = 0 ;
f o r  ( k = - ( * w i n d o w / 2 ) ; k < = ( * w i n d o w / 2 ) ;  + + k )  
f o r  ( j = - ( * w i n d o w / 2 ) ; j < = ( * w i n d o w / 2 ) ;  + + j )
i f  ( * ( m s k ^ o f f s e t  + i  + j  + k * N x )  = =  W H I T E )  {
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  + i  + j  + k * N x ) ;
i
* ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;  
c o n t i n u e ;
/ *  I f  w i n d o w  d o e s  n o t  n e e d  t o  b e  * /  
/ *  c a l c u l a t e d  f r o m  s c r a t c h .  T h e n  * /  
/ *  r e m o v e  t h e  f i r s t  w i n d o w  r o w  a n d  * /  
/ *  a d d  a  n e w  r o w .  R e c a l c u l a t e  a v e r a g e * /
i f  ( s t a r t _ o v e r  = =  NO)  { 
j l  =  - ( * w i n d o w / 2 ) ; 
j 2  =  ( * w i n d o w / 2 ) ;
f o r  ( k = - ( * w i n d o w / 2 ) ; k < = ( * w i n d o w / 2 ) ; + + k )  {
i f  ( * ( m s k _ o f f s e t  + i  +  j l  + k * N x )  = =  WH I T E )  {
— p i x e l _ c o u n t ;
s u m  - =  * ( i n p _ _ o f f s e t  +  i  + j l  + k * N x ) ;
)
i f  ( * ( m s k _ o f f s e t  + i  +  j 2  + k * N x )  = =  W H I T E )  (
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  +  i  + j 2  +  k * N x ) ;
}
)
* < s m t h _ o f f s e t  + i )  «  s u m / p i x e l _ c o u n t ;
I f  w i n d o w  c e n t e r  p i x e l  i s  n o t  i n  * /  
f o r e g r o u n d ,  s e t  o u t p u t  p i x e l  t o * /  
b l a c k .  I n d i c a t e  t h a t  t h e  n e x t  * /  
a v e r a g e  i s  t o  b e  c a l c u l a t e d  * /  
f r o m  s c r a t c h  a n d  m o v e  o n  t o  t h e * /  
n e x t  p i x e l .  * /
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f o r ( i = t o t a l _ p i x e l s ( Nx
/ *  C o n t i n u e  f o r w a r d  s w e e p .  * /
/ *  T h e s e  p i x e l s  a r e  i n  t h e  l a s t  f e w  * /  
/ *  r o w s  o f  t h e  i m a g e .  * /
( * w i n d o w / 2 ) ) ;  i < t o t a l _ p i x e l s ;  + + i )  {
i f ( i % d i v i s o r  = =  0 )  (
p r i n t f { " * " ) ;  
f f l u s h ( s t d o u t ) ;
}
/ *  I f  w i n d o w  c e n t e r  p i x e l  i s  n o t  i n  * 
/ *  f o r e g r o u n d ,  s e t  o u t p u t  p i x e l  t o *
/ *  b l a c k .  I n d i c a t e  t h a t  t h e  n e x t  *
/ *  a v e r a g e  i s  t o  b e  c a l c u l a t e d  *
/ *  f r o m  s c r a t c h  a n d  m o v e  o n  t o  t h e *
/ *  n e x t  p i x e l .  *
i f  ( * ( m s k _ o f f s e t  + i )  = =  BLACK)  ( 
s t a r t _ o v e r  =  Y E S ;
* ( s m t h _ o f f s e t  + i )  =  BLACK;  
c o n t i n u e ;
)
/ *  C h e c k  i f  w i n d o w  a v e r a g e  n e e d s  t o  * /  
/ *  c a l c u l a t e d  f r o m  s c r a t c h .  * /
i f  ( s t a r t _ o v e r  = =  YE S )  { 
s t a r t _ o v e r  =  NO;  
p i x e l _ c o u n t  =  0 ;  
s u m  =  0 ;
f o r  ( k = - ( * w i n d o w / 2 ) ;  k < = ( t o t a l _ p i x e l s - i ) / N x ;  + + k )  
f o r  ( j = - ( * w i n d o w / 2 ) ;  j < = ( * w i n d o w / 2 ) ;  + + j )
i f  ( * ( m s k _ o f f s e t  + i  +  j  + k * N x )  = =  W H I T E )  (
+ + p i x e l _ _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  + i  + j  + k * N x ) ;
J
* ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;  
c o n t i n u e ;
)
/ *  I f  w i n d o w  d o e s  n o t  n e e d  t o  b e  * /  
f *  c a l c u l a t e d  f r o m  s c r a t c h .  T h e n  * /  
/ *  r e m o v e  t h e  f i r s t  w i n d o w  r o w  a n d  * /  
/ *  a d d  a  n e w  r o w .  R e c a l c u l a t e  a v e r a g e * /
i f  ( s t a r t _ o v e r  = =  NO)  { 
j l  = - ( * w i n d o w / 2 ) ;  
j 2  = ( * w i n d o w / 2 ) ;
f o r  ( k = - ( * w i n d o w / 2 ) ;  k < = ( t o t a l _ p i x e l s - i ) / N x ;  + + k )  { 
i f  ( * ( m s k _ o f f s e t  + i  + j l  + k * N x )  = =  W H I T E )  {
- - p i x e l _ c o u n t ;
s u m  - =  * ( i n p _ o f f s e t  + i  + j l  + k * N x ) ;
}
i f  ( * ( m s k _ o f f s e t  + i  + j 2  + k * N x )  
+ + p i x e l _ c o u n t ;
s u m  + =  * ( i n p _ o f f s e t  + i  + j 2  + k * N x ) ;
}
' ( s m t h _ o f f s e t  + i )  =  s u m / p i x e l _ c o u n t ;
W H I T E )  {
)
)
p r i n t f  ( " \ n " ) ;
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/ * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
F U N C T I O N  NAME : s t o p s  *
□
* P U RP O S E  : g e n e r a t e  d e f e c t  a r e a s  i n  o u t p u t  i m a g e  *
*  F U N C T I O N S  C A L L E D  : n o n e  *
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  t h e  i n p u t ,  m a s k  a n d  o u t p u t  i m a g e s ,  u p p e r  *
* a n d  l o w e r  c l i p  l i m i t s ,  a n d  u p p e r  a n d  l o w e r  s t o p s  *
* OUTPUT E X P E C T E D  : o u t p u t  i m a g e  t h a t  h a s  d e f e c t  a r e a s  *
* AL GORI THM : U s i n g  a  s i n g l e  p a s s  t h e  e n t i r e  o u t p u t  i s  m a d e  i d e n t i c a l  t o  *
* t h e  m a s k  i m a g e  s o  t h a t  t h e  b a c k g r o u n d  a r e a  i s  a l l  s e t  t o  0 .  *
* A t  e a c h  p i x e l ,  t h e  d i f f e r e n c e  i m a g e  i s  c h e c k e d  a t  t h e  s a m e  *
* l o c a t i o n .  I f  t h e  d i f f e r e n c e  e x c e e d s  t h e  u p p e r  c l i p  o r  t h e  *
* l o w e r  c l i p ,  t h e  c o l o r  o f  t h e  o u t p u t  i m a g e  i s  s e t  a c c o r d i n g  *
* t o  w h i c h  l i m i t  i s  e x c e e d e d .  A f t e r  t h i s  s e e d  g e n e r a t i o n  s t a g e *
* t h e  n e i g h b o r i n g  p i x e l s  a r e  a g g r e g a t e d  v i a  q u e u e s  u n t i l  t h e  *
* p i x e l  v a l u e s  f a l l  b e l o w  t h e  u p p e r  a n d  l o w e r  s t o p s .  *
* REMARKS : *
* ★ * ★ * * * * * * * * * * *  + * + * *  + + ♦ + * * * *  + * * * * * * * *  + + + + * * * * * ■ * * * * *  + * * * * * ■* *  + ★ ★ * * * * * * * * * * * * * * * * /  
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  " q u e u e . h "
# i n c l u d e  " c o n s t a n t s . h "
v o i d  s t o p s  ( s t r u c t  i n t _ i m a g e  * d i f f _ i m g ,  s t r u c t  i n t _ i m a g e  * o u t _ i m g ,  
s t r u c t  i n t _ i m a g e  * m s k _ i m g ,  i n t  * u c l i p ,  i n t  * l c l i p ,  
i n t  * c o n n e c t e d ,  i n t  * u s t o p ,  i n t  * l s t o p )
{
i n t  i ,  N x ,  N y ,  t o t a l _ p i x e l s ,  * d i f f _ o f f s e t ,  * o u t _ _ o f f s e t ,  * m s k _ o f f s e t ,  
a p p r o a c h ;
QUEUE e d g i e s  =  { NULL,  N U L L ) ;
d i f f _ o f f s e t  =  d i f  f _ _ i m g - > a r r a y ;  / *  F i n d  p o i n t e r s  t o  i m a g e s  * /
o u t _ o f f s e t  =  o u t _ i m g - > a r r a y ;
m s k _ o f f s e t  =* m s  k _ i m g - > a r r a y ;
N x  =  o u t _ i m g - > N x  =  d i f f _ i m g - > N x ;  / *  S e t  o u t p u t  i m a g e  d i m e n s i o n s  t o  * /
N y  =  o u t _ i m g - > N y  =* d i f f _ i m g - > N y ;  / *  m a t c h  t h e  i n p u t  i m a g e .  * /
t o t a l _ p i x e l s  =* N x * N y ;  / *  C o m p u t e  t o t a l  p i x e l s  i n  i m a g e .  * /
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  {
* ( o u t _ o f f s e t  + i )  =  * ( m s k _ o f f s e t  + i ) ;  
i f  ( *  { d i f f _ _ o f f s e t  + i )  > * u c l i p )
* ( o u t _ o f f s e t  + i )  =  L I G H T ;
i f  ( * ( d i f f _ o f f s e t  + i )  < ~ { * l c l i p ) )
* ( o u t _ o f f s e t  +  i )  = DARK;
)
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  {
i f  ( * ( o u t _ o f f s e t  + i )  L I G H T )  {
i f  { * ( o u t _ o f f s e t  + i - 1 ) = =  WHI TE  && * { d i f f _ o f f s e t  + i - 1 )  > * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  { * ( o u t _ o f f s e t  + i + 1 ) = =  WHI TE  && * { d i f f _ o f f s e t  + i + 1 )  > * u s t o p )  { 
e n q u e u e  ( & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i - N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  +  i - N x )  > * u s t o p )  { 
e n q u e u e  ( S e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x )  = =  WHI TE  &6 * ( d i f f _ o f f s e t  +  i + N x )  > * u s t o p )  { 
e n q u e u e  { & e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
i
i f  { * c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  { * ( o u t _ o f f s e t  + i - N x - 1 ) = =  WHI TE && * ( d i f f _ o f f s e t  +  i - N x - l )  > * u s t o p )  { 
e n q u e u e  ( s e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * { o u t _ o f f s e t  + i - N x + 1 )  = =  WHI TE && * ( d i f f _ o f f s e t  + i - N x + 1 )  > * u s t o p )  { 
e n q u e u e  ( & e d g i e s ,  i ,  L I G H T ) ;
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c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i + N x - 1 )  > * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x + 1 )  - -  WHI T E  && * ( d i f f _ o f f s e t  + i + N x + 1 )  > * u s t o p )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  L I G H T ) ; 
c o n t i n u e ;
)
)
i f  ( * ( o u t _ o f f s e t  +  i )  = =  DARK) (
i f  { * ( o u t _ o f f s e t  + i - 1 )  = =  WHI T E  &fi * ( d i f f _ o f f s e t  + i - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  DA R K ) ;  
c o n t i n u e ;
>
i f  ( * ( o u t _ o f f s e t  +  i + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + 1 )  < - ( ‘ l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  DA R K ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  +  i - N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - N x )  <  - ( ‘ l s t o p ) )  { 
e n q u e u e  ( & e d g i e s ,  i ,  DARK) ; 
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x )  ~  WHI T E  && * ( d i f f _ o f f s e t  + i + N x )  <  - ( ‘ l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  D A R K ) ; 
c o n t i n u e ;
)
i f  ( ‘ c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  + i - N x - 1 ) «  W H I T E  && * ( d i f f _ o f f s e t  + i - N x - 1 )  <  - ( * l s t o p ) )  ( 
e n q u e u e  ( f i e d g i e s ,  i ,  DA R K ) ;  
c o n t i n u e ;
}
i f  ( * ( o u t _ o f f s e t  + i - N x + 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i - N x + 1 )  < - ( ‘ l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  DA R K ) ;  
c o n t i n u e ;
}
i f  ( * ( o u t _ o f f s e t  + i + N x - 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + N x - 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  DA R K ) ;  
c o n t i n u e ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + N x + 1 )  < - ( * l s t o p ) )  { 
e n q u e u e  ( f i e d g i e s ,  i ,  DA R K ) ;  
c o n t i n u e ;
}
w h i l e ( ! ( i s e m p t y ( e d g i e s ) ) )  {
d e q u e u e  ( f i e d g i e s ,  & i ,  f i a p p r o a c h ) ; 
i f  ( a p p r o a c h  = =  L I G H T )  {
i f  ( * ( o u t _ o f f s e t  +  i - 1 )  = =  WHI T E fifi * ( d i f f _ o f f s e t  + i - 1 )  > * u s t o p )  {
* ( o u t _ o f f s e t  + i - 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - 1 ,  L I G H T ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i + 1 )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + 1 )  > * u s t o p )  {
* ( o u t _ o f f s e t  + i + 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i + 1 ,  L I G H T ) ;
}
i f  < * ( o u t _ o f f s e t  +  i - N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i - N x )  > ‘ u s t o p )  (
*  ( o u t _ _ o f  f s e t  + i - N x )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - N x ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x )  = =  WHI T E  && * ( d i f f _ o f f s e t  + i + N x )  > * u s t o p )  { 
* ( o u t _ o f f s e t  + i + N x )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i + N x ,  L I G H T ) ;
}
i f  ( ‘ c o n n e c t e d  ! =  8 )  
c o n t i n u e ;
i f  ( ‘ ( o u t  o f f s e t  +  i - N x - 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  +  i - N x - 1 )  > * u s t o p )  {
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* { o u t _ o f f s e t  + i - N x - 1 )  *  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - N x - 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i - N x + 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i - N x + 1 )  
* ( o u t _ o f f s e t  + i - N x + 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i - N x + 1 ,  L I G H T ) ;
)
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  +  i + N x - 1 )  
* ( o u t _ o f f s e t  + i + N x - 1 )  *  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i + N x - 1 ,  L I G H T ) ;
}
i f  ( * ( o u t _ o f f s e t  + i + N x + 1 )  = “  W H I T E  && * ( d i f f _ o f f s e t  +  i + N x + 1 )  
* ( o u t _ _ o f f s e t  + i + N x + 1 )  =  L I G H T ;  
e n q u e u e  ( f i e d g i e s ,  i + N x + 1 ,  L I G H T ) ;
)
i f  ( a p p r o a c h  DARK) {
i f  ( * ( o u t _ o f f s e t  + i - 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i - 1 )  < - ( *  
* ( o u t _ o f f s e t  + i - 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i - 1 ,  D A R K ) ;
)
i f  ( * ( o u t _ o f f s e t  + i + 1 )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i + 1 )  < - ( *  
* ( o u t _ o f f s e t  + i + 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i - N x )  = =  W H I T E  && * ( d i f f _ o f f s e t  + i - N x )  < -  
* ( o u t _ o f f s e t  + i - N x )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i - N x ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i + N x )  ”  W H I T E  && * ( d i f f _ o f f s e t  + i + N x )  <  -  
* ( o u t _ o f f s e t  + i + N x )  -  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + N x ,  D A R K ) ;
)
i f  ( * c o n n e c t e d  8 )  
c o n t i n u e ;
i f  ( * ( o u t _ o f f s e t  + i - N x - 1 )  = =  WH I T E  fifi * ( d i f f _ o f f s e t  + i - N x - 1 )  
* ( o u t _ o f f s e t  + i - N x - 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i - N x - 1 ,  D A R K ) ;
}
i f  ( *  ( o u t _ o f f s e t  +  i - N x + 1 )  = =  WH I T E  fifi * ( d i f f _ _ o f f s e t  + i - N x + 1 )  
* ( o u t _ o f f s e t  + i - N x + 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i - N x + 1 ,  D A R K ) ;
}
i f  ( * ( o u t _ o f f s e t  +  i + N x - 1 )  = =  WH I T E  fifi * ( d i f f _ o f f s e t  +  i + N x - 1 )  
* ( o u t _ o f f s e t  + i + N x - 1 )  =  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + N x - 1 ,  D A R K ) ;
)
i f  ( * ( o u t _ o f f s e t  + i + N x + 1 )  = =  WH I T E  fifi * ( d i f f _ o f f s e t  + i + N x + 1 )  
* ( o u t _ o f f s e t  + i + N x + 1 )  -  DARK;  
e n q u e u e  ( f i e d g i e s ,  i + N x + 1 ,  D A R K ) ;
)
> * u s t o p )  {
> * u s t o p )  {
> * u s t o p )  (
l s t o p ) ) ( 
l s t o p ) ) {
( * I s t o p ) )  (
( * I s t o p ) )  {
< - ( * l s t o p ) ) (
<  - ( * l s t o p ) ) 1
<  - ( * l s t o p ) )  (
<  - ( * l s t o p ) ) {
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/ a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* F U N C T I O N  NAME : s u b t r a c t _ i m a g e
* P U R P O S E  : t o  g e n e r a t e  n e w  i m a g e  w h i c h  i s  t h e  d i f f e r e n c e  b e t w e e n  t h e
* o r i g i n a l  i m a g e  a n d  t h e  s m o o t h e d  i m a g e
* F U N C T I O N S  C A L L E D  : n o n e
* I N P U T  E X P E C T E D  : p o i n t e r s  t o  o r i g i n a l  i m a g e  s t r u c t u r e ,  s m o o t h e d  i m a g e
* s t r u c t u r e  a n d  o u t p u t  i m a g e  s t r u c t u r e
* OUTP UT E X P E C T E D  : i m a g e  s t r u c t u r e  c o n t a i n i n g  p i x e l  b y  p i x e l  d i f f e r e n c e
* AL GORI THM : o n e  f o r w a r d  s c a n  i s  u s e d  a n d  s u b t r a c t i o n  t a k e s  p l a c e  p i x e l
* b y  p i x e l
* REMARKS:  n o  n e s t e d  l o o p s  a r e  u s e d  t o  i m p r o v e  p r o g r a m  e f f i c i e n c y
* * ★ * * * * *  + * * * * * * * ★ * ★ * * ★ * * * * * * ■ * * * * * * * * *  + * + * * *  + * ' * * * * * * * * * * *  + * + + * • * * * *  + ★ * * * • * * * * * * *  
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
v o i d  s u b t r a c t _ i m a g e ( s t r u c t  i n t _ _ i m a g e  * i n p _ i m g ,  s t r u c t  i n t _ i m a g e  * s m t h _ i m g ,  
s t r u c t  i n t _ i m a g e  * d i f f _ _ i m g  )
i
i n t  N x ,  N y ,  i ,  t o t a l _ p i x e l s , * i n p _ o f f s e t ,  * s m t h _ o f f s e t ,  * d i f f _ o f f s e t ;
i n p _ o f f s e t  =  i n p _ i m g - > a r r a y ;  
s m t h _ o f f s e t  =  s m t h _ i m g - > a r r a y ;  
d i f f  o f f s e t  =  d i f f _ i m g - > a r r a y ;
N x  =  d i f f _ i m g - > N x  =  i n p _ i m g - > N x ;
N y  =  d i f f _ i m g - > N y  =  i n p _ i m g - > N y ;  
t o t a l _ p i x e l s  =  N x * N y ;
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  
* ( d i f f  o f f s e t  + i )  =  * { i n p _ o f f s e t
/ *  F o r w a r d  s w e e p
i )  -  * ( s m t h  o f f s e t  +  i ) ;
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* NAME : E y l e r  C o a t e s  *
* PROGRAM NAME : t h r e s h o l d . c  *
* P U R P O S E  : T h i s  p r o g r a m  g e n e r a t e s  a  m o m e n t - p r e s e r v i n g  t h r e s h o l d .  *
* T h e  d e t a i l s  o f  t h e  m e t h o d  a r e  f o u n d  i n  a  p a p e r :  *
* T s a i ,  W . ,  1 9 8 5 ,  M o m e n t - P r e s e r v i n g  T h r e s h o l d :  A n e w  A p p r o a c h ,  *
* C o m p u t e r  V i s i o n ,  G r a p h i c s ,  a n d  I m a g e  P r o c e s s i n g ,  2 9 ,  p p 3 7 7 - 3 9 3 *
* F U N C T I O N S  US ED : i n p u t . c ,  v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c ,  *
* a p p l y _ _ t h r e s h . c  *
* I N C L U D E  F I L E S  : s t d i o . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  *
* I N P U T  E X P E C T E D  : i n p u t  i m a g e  f i l e  i n  V I F F  f o r m a t ,  n a m e  *
* o f  a n  o u t p u t  { m a s k )  i m a g e  f i l e  i n  V I F F  f o r m a t  *
* OUTP UT E XP E CT E D : A V i f f  f o r m a t  i m a g e  t h r e s h o l d e d  b y  a  m o m e n t - p r e s e r v i n g *
* t h r e s h o l d .  *
* REMARKS :  *
+  *
+ ★ * * * + + * ★ * * * + + + + + ★ * + * + + + + + + * * + + * * * + * * + * * + * * * + * * * * * * * * * * * * * * * * ★ * * ★ * * * * * * * * * * * * * /
{ [ i n c l u d e  < s t d i o . h >
^ i n c l u d e  " s t r u c t u r e . h M 
# i n c l u d e  " c o n s t a n t s . h "  
/ * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * *
* PROGRAM NAME : m a i n O  *
* P U R P O S E  ; I n p u t  f i l e  n a m e s ,  c a l l  o t h e r  f u n c t i o n s ,  a n d  r e p o r t  p r o g r e s s  *
* F U N C T I O N S  CALLED : i n p u t . c ,  v i f f w r i t e . c ,  f i n d _ h i s t . c ,  f i n d _ t h r e s h . c  *
* a p p l y _ t h r e s h . c  *
* I N P U T  E X P E C T E D  : N a m e  o f  a n  i n p u t  i m a g e  f i l e  i n  r a w  m a t r i x  f o r m a t ,  n a m e  *
* o f  a n  o u t p u t  i m a g e  f i l e  i n  V I F F  f o r m a t  *
* OUTP UT E XP E CT ED : A V i f f  f o r m a t  i m a g e  t h r e s h o l d e d  b y  a  m o m e n t - p r e s e r v i n g *
* t h r e s h o l d .  *
* R E MA RK S : *
*  *
* * * * * * * „ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
m a i n (  )
{
c h a r  i n f i l e [ 4 0 ] ,  m s k f i l e [ 4 0 ] ,  c o m m a n d [ 8 0 ] ,  a n s w e r [ 2 ) ;  
f l o a t  h i s t [ L E V E L S ] , m l ,  m 2 ,  m 3 ,  t h r e s h o l d ;  
s t r u c t  i n t _ i m a g e  i n p _ i m g ,  o u t _ i m g ,  m s k _ i m g ;
p r i n t f ( " \ n E n t e r  t h e  n a m e  o f  t h e  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e  ) ;
p r i n t f ( " \ n E n t e r  t h e  n a m e  o f  t h e  o u t p u t  t h r e s h o l d e d  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  m s k f i l e  ) ;
p r i n t f ( " \ n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . \ n ” ) ;  
v i f f r e a d (  & i n p _ i m g ,  i n f i l e  ) ;
p r i n t f { " \ n F i n d i n g  t h e  h i s t o g r a m  a n d  f i r s t  3  m o m e n t s  o f  i n p u t  i m a g e . \ n " ) ;  
f i n d _ h i s t {  & i n p _ i m g ,  h i s t ,  & ml ,  &m2 ,  &m3 ) ;
p r i n t f ( " \ n F i n d i n g  t h e  m o m e n t - p r e s e r v i n g  t h r e s h o l d  o f  t h e  i n p u t  i m a g e . \ n " ) ;  
f i n d _ _ t h r e s h  ( & ml ,  &m2,  &m3,  & t h r e s h o l d ,  h i s t  ) ;
p r i n t f ( " \ n  T h e  t h r e s h o l d  f o r  t h e  i m a g e  i s  % f \ n " ,  t h r e s h o l d ) ;
p r i n t f ( " N n A p p l y i n g  t h r e s h o l d  t o  t h e  i n p u t  i m a g e  t o  p r o d u c e  o u t p u t . \ n " ) ;  
a p p l y _ t h r e s h ( s t h r e s h o l d ,  & i n p _ i m g ,  & m s k _ i m g  ) ;
p r i n t f ( " \ n W r i t i n g  a  t h r e s h o l d e d  i m a g e  i n  V I F F  b y t e  f o r m a t . \ n " ) ;  
v i f f w r i t e {  & m s k _ i m g ,  m s k f i l e  ) ;
p r i n t f ( " \ n D i s p l a y  i m a g e s ?  ( y / n )  : ” ) ;
s c a n f ( " % s " ,  a n s w e r ) ;
i f  ( a n s w e r [ 0 ]  ! =  ' n ' )  {
p r i n t f ( " \ n A b o u t  t o  d i s p a y  i n p u t  a n d  t h r e s h o l d e d  i m a g e s  . . . \ n " ) ;  
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s  i n f i l e ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " e d i t i m a g e  - i  %s  m s k f i l e ) ;
s y s t e m ( c o m m a n d ) ;
}
p r i n t f ( " \ n D o n e . \ n \ n " ) ;
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T h i s  i s  a  h e a d e r  f i l e  t i m e r . h  c o n t a i n i n g  d e c l a r a t i o n s  a n d  
c o d e  f o r  t i m i m g  C - c o d e
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i n c l u d e  < t i m e . h >
t t d e f i n e  M AX S T R I NG 1 0 0
s t r u c t  t i m e k e e p e r  {
c l o c k _ t  b e g i n _ c l o c k ,  s a v e _ c l o c k ;  
t i m e _ _ t  b e g i n _ t i m e ,  s a v e _ t i m e ;
};
t y p e d e f  s t r u c t  t i m e k e e p e r  T I M E K E E P E R ;
s t a t i c  T I M E K E E P E R  t k ;
v o i d  s t a r t _ t i m e ( v o i d )
[
t k . b e g i n _ c l o c k  = t k . s a v e _ c l o c k  =  c l o c k ( ) ;  
t k . b e g i n _ t i m e  =  t k . s a v e _ t i m e  =  t i m e ( N U L L ) ;
i
d o u b l e  p r n _ t i m e ( v o i d )
{
c h a r  s i [ M A X S T R I N G ]  ,  s 2 ( M A X S T R I N G ] ;
i n t  f i e l d _ w i d t h ,  n l ,  n 2 ;
d o u b l e  u s e r _ t i m e ,  r e a l _ t i m e ;
u s e r _ t i m e  =  ( c l o c k O  -  t k . s a v e _ c l o c k ) ; 
r e a l _ t i m e  =  d i f f t i m e ( t i m e ( N U L L ) , t k . s a v e _ t i m e ) ; 
t k . s a v e _ c l o c k  =  c l o c k O ;  
t k . s a v e _ t i m e  =  t i m e ( N U L L ) ;
n l  =  s p r i n t f ( s l ,  " % . l f " ,  u s e r _ t i m e ) ;  
n 2  =  s p r i n t f ( s 2 ,  " % . l f " ,  r e a l _ t i m e ) ; 
f i e l d _ w i d t h  = ( n l  > n 2 )  ? n l  : n 2 ;  
p r i n t f ( ” % s % * . I f % s \ n % s % * . I f % s \ n \ n " ,
" U s e r  t i m e :  " ,  f i e l d _ w i d t h ,  u s e r _ t i m e ,  " s e c o n d s " ,  
" R e a l  t i m e :  " ,  f i e l d _ w i d t h ,  r e a l _ t i m e ,  " s e c o n d s " ) ;  
r e t u r n  u s e r _ t i m e ;
}
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* NAME : E y l e r  C o a t e s  *
* PROGRAM NAME : z m e d 3 . c  *
* P U R P O S E  : T h i s  p r o g r a m  c o m p a r e s  t h e  g r a y  l e v e l s  o f  t h e  s a m e  p i x e l  f r o m  *
* t h r e e  i m a g e s  a n d  c o m p u t e s  t h e  m e d i a n  o f  t h e  t h r e e .  T h e  p r o c e s s *
* i s  r e p e a t e d  f o r  e v e r y  p i x e l  l o c a t i o n .  S o  t h e  p r o g r a m  c a n  b e  *
* u s e d  t o  c o m p u t e  t h e  m e d i a n  i m a g e  b e t w e e n  3  o t h e r  i m a g e s .  *
* F U N C T I O N S  US E D : v i f f r e a d . c ,  v i f f w r i t e . c  *
* I N C L U D E  F I L E S  : s t d i o . h ,  t i m e . h ,  c o n s t a n t s . h ,  s t r u c t u r e . h  *
* I N P U T  E X P E C T E D  : N a m e s  o f  3  i n p u t  i m a g e  f i l e s  i n  V I F F  f o r m a t ,  n a m e  o f  a n *
* o u t p u t  i m a g e  f i l e  i n  V I F F  f o r m a t  *
* OUTP UT E X P E C T E D  : A V i f f  f o r m a t  i m a g e  t h a t  i s  t h e  m e d i a n  o f  t h r e e  o t h e r  *
* i m a g e s .  *
* REMARKS:  *
*  *  
* * * * * * * * * * * *
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " s t r u c t u r e . h "
# i n c l u d e  < t i m e . h >
# i n c l u d e  " c o n s t a n t s . h "
PROGRAM NAME : m a i n O
P U R P O S E  : I n p u t  f i l e  n a m e s ,  c a l l  o t h e r  f u n c t i o n s ,  a n d  r e p o r t  p r o g r e s s  
F U N C T I O N S  C ALL E D : v i f f r e a d . c ,  v i f f w r i t e . c
I N P U T  E X P E C T E D  : N a m e s  o f  3  i n p u t  i m a g e  f i l e s  i n  V I F F  f o r m a t ,  n a m e  o f  a n  
o u t p u t  i m a g e  f i l e  i n  V I F F  f o r m a t  
OUTP UT E X P E C T E D  : A V i f f  f o r m a t  i m a g e  t h a t  i s  t h e  m e d i a n  o f  t h r e e  o t h e r  
i m a g e s .
RE MARKS :
m a i n (  ) 
<
c h a r  i n f i l e l [ 4 0 ] ,  i n f i l e 2 [ 4 0 ] ,  i n f i l e 3 [ 4 0 ] ,  
o u t f i l e [ 4 0 ] ,  c o m m a n d [ 8 0 ] ,  a n s w e r [ 2 ] ;  
i n t  N x ,  N y ,  i ,  j ,  k ,  t e m p ,  g r e y ( 4 ] ,  t o t a l _ p i x e l s ,  * i n p l _ o f f s e t ,
* i n p 2 _ o f f s e t ,  * i n p 3 _ o f f s e t ,  * o u t _ o f f s e t ,  p i x e l _ c o u n t ,  d i v i s o r ;  
d o u b l e  u s e r _ t i m e ,  r e a l _ _ t i m e ;  
c l o c k _ t  b e g i n _ c l o c k ;  
t i m e _ t  b e g i n _ t i m e ;
s t r u c t  i n t _ i m a g e  i n p l _ i m g ,  i n p 2 _ i m g ,  i n p 3 _ i m g ,  o u t _ _ i m g ;
p r i n t f ( " \ n E n t e r  t h e  n a m e  o f  t h e  f i r s t  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e l  ) ;
p r i n t f ( " \ n E n t e r  t h e  n a m e  o f  t h e  s e c o n d  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e 2  ) ;
p r i n t f { " N n E n t e r  t h e  n a m e  o f  t h e  t h i r d  i n p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  i n f i l e 3  ) ;
p r i n t f ( " N n E n t e r  t h e  p a t h  a n d  n a m e  o f  t h e  o u t p u t  i m a g e  f i l e  : " ) ;  
s c a n f ( " % s " ,  o u t f i l e  ) ;
p r i n t f ( " N n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & i n p l _ i m g ,  i n f i l e l  ) ;
p r i n t f ( " N n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . N n " ) ;  
v i f f r e a d (  & i n p 2 _ i m g ,  i n f i l e 2  ) ;
p r i n t f ( " N n R e a d i n g  i n  a  V I F F  b y t e  i m a g e  f i l e . N n " ) ;  
v i f f r e a d {  & i n p 3 _ i m g ,  i n f i l e 3  ) ;
b e g i n _ c l o c k  =  c l o c k O ;  
b e g i n _ t i m e  =  t i m e ( N U L L ) ;
p r i n t f ( " N n F i n d i n g  t h e  m e d i a n  o f  t h e  t h r e e  i m a g e s . N n " ) ;
i n p l _ o f f s e t  =  i n p l _ i m g . a r r a y ;  
i n p 2 _ o f f s e t  »  i n p 2 _ i m g . a r r a y ;  
i n p 3 _ o f f s e t  =  i n p 3 _ i m g . a r r a y ;  
o u t _ o f f s e t  «  o u t _ i m g . a r r a y ;
N x  =  o u t _ i m g . N x  =  i n p l _ i m g . N x ;  
N y  ® o u t _ i m g . N y  =  i n p l _ i m g . N y ;
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t o t a l _ p i x e l s  *  N x * N y ;  
p i x e l _ c o u n t  = 0 ?
p r i n t f ( " \ n  P e r c e n t  C o m p l e t i o n  1 ” ) ;
p r i n t f  ( M\ n  1 2 3 4 5 6 7 8 9  0 ” ) ;
p r i n t f  C ' \ n O _____ 0 _____ 0 _____ 0 _____ 0 ______ 0 _____ 0 ______0 . . . . 0 ______0 ______ 0 " ) ;
p r i n t f  ( " \ n " ) ;
d i v i s o r  =  t o t a l _ p i x e l s / 5 0 ;
/ *  F o r w a r d  s w e e p  * /
f o r ( i = 0 ;  i < t o t a l _ p i x e l s ;  + + i )  { 
i f ( i % d i v i s o r  **« 0 )  { 
p r i n t f ( " * " ) ;  
f f l u s h ( s t d o u t ) ;
)
g r e y [ 0 1  ** * ( i n p l _ o f f s e t  + i ) ;
g r e y [ l j  =  * ( i n p 2 _ o f f s e t  + i ) ;
g r e y [ 2 ]  *  * ( i n p 3 _ o f f s e t  + i ) ;
f o r ( j = 0 ;  j < 2 ;  + + j ) / *  B u b b l e  s o r t  * /
f o r ( k = 2 ;  k > j ;  — k)
i f ( g r e y { k - l ]  < g r e y [ k ] )  { 
t e m p = g r e y [ k - l ] ; 
g r e y  I k - 1 ] = g r e y [ k ] ; 
g r e y ( k ] = t e m p ;
}
* { o u t _ o f f s e t  + i )  •• g r e y d ) ;
}
u s e r _ t i m e  =  ( d o u b l e )  ( c l o c k O  -  b e g i n _ c l o c k ) / 1 0 0 0 0 0 0 . 0 ;  
r e a l _ t i m e  =  d i f f t i m e ( t i m e ( N U L L ) , b e g i n _ t i m e ) ; 
p r i n t f ( " \ n % s % 7 . 3 f % s \ n % s % 7 . 3 f % s \ n " ,
" C P U  t i m e :  ” , u s e r _ t i m e ,  "  s e c o n d s " ,
"Real time: ", real_time, " seconds”);
p r i n t f ( " \ n W r i t i n g  a  d e f e c t  i m a g e  i n  V I F F  b y t e  f o r m a t . \ n " ) ; 
v i f f w r i t e (  & o u t _ i m g ,  o u t f i l e  ) ;
p r i n t f ( ” \ n D i s p l a y  i m a g e s ?  ( y / n )  : ” ) ;  
s c a n f ( " % s " ,  a n s w e r ) ;
i f  ( a n s w e r [ 0 ]  ! =  ’ n ’ ) { 
p r i n t f ( " \ n A b o u t  t o  d i s p l a y  i n p u t  a n d  o u t p u t  i m a g e s
s p r i n t f ( c o m m a n d ,  " p u t i m a g e  - i  %s i n f i l e l ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " p u t i m a g e  - i  %s i n f i l e 2 ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " p u t i m a g e  - i  %s i n f i l e 3 ) ;
s y s t e m ( c o m m a n d ) ;
s p r i n t f ( c o m m a n d ,  " p u t i m a g e  - i  %s o u t f i l e ) ;
s y s t e m ( c o m m a n d ) ;
}
. \ n ” ) ;
p r i n t f ( " \ n D o n e . \ n \ n " ) ;
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APPENDIX B - IMAGE STATISTICS 
Table B. 1 Parameters for Defect Detection Algorithm for Spin-Echo Images
Upper Region Lower Region
Upper Normal Lower Normal Growing Growing
Frame Limit o f  Variation Limit o f  Variation Stopping Limit Stopping Limit
5 38 39 11 7
6 41 39 1 2 6
7 51 39 11 6
8 43 36 11 5
9 42 36 1 2 7
1 0 43 35 9 5
11 46 37 11 6
1 2 44 43 11 6
13 53 46 9 8
14 47 39 8 8
15 41 35 1 0 5
16 45 34 7 6
17 46 34 7 5
18 53 34 1 0 8
19 46 34 2 0 7
2 0 47 34 21 7
2 1 51 35 26 1 0
2 2 58 48 32 11
23 60 43 27 8
24 41 36 2 2 7
25 41 38 18 5
26 42 39 19 7
27 45 42 27 8
28 48 45 28 8
29 45 40 24 7
30 42 41 25 5
31 49 42 27 8
32 46 44 24 9
33 43 47 28 9
34 49 43 23 16
35 45 42 24 5
36 54 41 24 8
37 50 38 26 8
38 46 38 2 0 11
39 50 42 25 1 0
table continued on next page
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Upper Region Lower Region
Upper Normal Lower Normal Growing Growing
Frame Limit o f  Variation Limit o f  Variation Stopping Limit Stopping Limit
40 50 40 24 1
41 50 45 23 10
42 49 43 22 12
43 51 40 24 11
44 52 46 17 12
45 48 39 18 6
46 51 43 21 11
47 53 47 22 11
48 50 50 22 14
49 52 49 25 12
50 54 54 30 9
51 51 41 28 13
52 54 55 38 9
53 61 44 42 9
54 55 45 41 9
55 56 52 34 11
56 61 48 38 9
57 56 49 39 6
58 45 40 27 7
59 49 36 20 7
The connectivity for region growing for all frames was 4-connectivity
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Table B. 2 Image Statistics of Spin-Echo Images
?rame
Thres­
hold Variance Mean Sid. Dev. RMS Skewness Kurlosis Entropy Contrast
5 64.5 142.4706 85.7573 15.7888 87.1986 .316029 -.495353 5.96664 7603.59
6 67.5 151.3524 89.4193 15.8085 90.8059 .265269 -.388572 5.98661 8245.71
7 70.5 161.289 92.7555 15.8945 94.1074 .25573 -.191533 6.00746 8856.2
8 70.5 169.3017 93.1378 16.0177 94.505 .251054 -.092177 6.02435 8931.2
9 71.5 178.181 94.9599 16.1595 96.325 .213531 -.0397235 6.03877 9278.5
10 72.5 188.8125 96.2415 16.5051 97.6464 .229599 .154903 6.06838 9534.83
11 74.5 190.5412 97.9643 16.5706 99.3558 .265941 .168392 6.07597 9871.58
12 75.5 203.8824 99.0131 16.9718 100.457 .319127 .270493 6.10765 10091.6
13 76.5 204.7678 99.9419 17.0513 101.386 .356854 .535063 6.11096 10279.1
14 76.5 203.9415 100.361 17.0207 101.794 .363587 .56797 6.10897 10361.9
15 75.5 200.589 99.007 16.9214 100.443 .334519 .465787 6.10091 10088.7
16 75.5 199.4306 99.508 16.9359 100.939 .357529 .51353 6.1008 10188.7
17 76.5 207.3448 100.805 17.221 102.265 .385814 .611043 6.12302 10458.1
18 77.5 214.5742 101.448 17.561 102.957 .378658 .623298 6.14942 10600.1
19 75.5 219.5715 99.6579 18.0685 101.283 .31353 .638016 6.18877 10258.2
20 74.5 233.9009 98.2818 20.4685 100.39 -.322002 2.00024 6.32457 10078.1
21 74.5 240.2256 98.5148 21.7514 100.887 -.772768 3.47842 6.347 10178.3
22 75.5 239.2168 99.7965 21.0742 101.997 -.721083 3.64347 6.30886 10403.4
23 75.5 239.2078 99.4704 20.4154 101.544 -.486099 2.64294 6.31077 10311.1
24 75.5 236.3634 99.7865 19.6067 101.694 -.129671 1.03884 6.29823 10341.7
25 75.5 229.6513 99.9992 18.9452 101.778 .013676 .978451 6.25841 10358.7
26 75.5 231.9225 99.6793 18.706 101.419 -.173348 1.82636 6.22132 10285.9
27 74.5 238.3953 98.0598 18.8193 99.8493 -.402404 2.52705 6.20984 9969.88
28 73.5 243.5051 97.6213 19.0568 99.4638 -.541005 2.99429 6.20864 9893.06
29 74.5 230.2408 97.843 18.4986 99.5763 -.391355 2.5217 6.18653 9915.44
30 72.5 215.1833 96.5822 18.6802 98.372 -.507031 2.36609 6.19051 9677.05
31 70.5 204.7784 93.6953 18.3931 95.4835 -.576139 2.27528 6.17114 9117.09
32 85.5 289.9327 115.054 21.5802 117.06 -.493847 2.11527 6.41207 13703.1
33 86.5 289.5156 116.227 20.8502 118.082 -.26536 1.69856 6.38038 13943.3
34 85.5 288.0488 115.602 20.4139 117.391 -.092612 1.26411 6.36244 13780.6
35 88.5 289.155 117.395 20.0797 119.1 -.00386417 1.07246 6.34421 14184.9
36 89.5 293.2635 118.216 20.277 119.943 .0766541 .860019 6.36399 14386.2
37 90.5 289.4144 119.299 20.0847 120.977 .0970716 86.124 6.35033 14635.5
38 89.5 276.504 118.532 19.6074 120.143 .0760638 .859137 6.31551 14434.2
39 89.5 284.4292 118.47 19.6727 120.093 .0552137 1.10994 6.31692 14422.2
40 89.5 285.5954 118.157 19.78 119.801 .125901 1.24164 6.32297 14352.3
41 89.5 289.2903 118.338 19.7185 119.97 .0747469 1.30283 6.31888 14392.8
42 88.5 300.7373 117.719 19.9728 119.401 .00627552 1.5964 6.33007 14256.6
43 89.5 295.7591 118.046 19.7767 119.691 .107947 1.76987 6.3125 14325.8
44 89.5 293.1606 118.175 19.8413 119.829 .120655 1.68879 6.319 14359.1
45 88.5 292.2869 117.546 19.7846 119.199 .0636504 1.70644 6.31516 14208.4
46 88.5 291.5114 116.606 19.72 118.262 .0236869 1.79074 6.30538 13985.9
47 88.5 295.6955 116.802 19.8385 118.474 .0494781 2.1173 6.30745 14036.2
48 88.5 302.4521 117.567 19.9367 119.245 .0147954 1.98954 6.31836 14219.5
49 87.5 309.4559 116.862 19.8898 118.542 -.0808089 2.14339 6.30961 14052.2
50 86.5 327.9633 114.675 20.7021 116.529 -.398934 2.99426 6.33709 13579
51 84.5 328.3883 113.531 20.2093 115.315 -.294133 2.59663 6.31661 13297.6
52 84.5 336.9727 112.992 21.412 115.003 -.594428 2.89081 6.3733 13225.6
53 83.5 337.9923 111.835 22.3666 114.049 -.940822 3.98967 6.38815 13007.3
54 81.5 320.5953 109.983 21.619 112.088 -.833995 3.7109 6.35526 12563.7
55 81.5 306.5762 108.086 21.1371 110.133 -.888689 4.53283 6.30158 12129.3
56 80.5 303.1737 106.938 21.2348 109.026 -.946559 4.78129 6.29689 11886.6
57 79.5 289.1402 104.457 21.0313 106.553 -.840395 4.13935 6.30658 11353.6 
table continued on next page




hold Variance Mean Std.Dev. RMS Skewness Kurtosis Entropy Contrast
58 76.5 257.1385 100.774 20.0748 102.754 -.483841 3.0065 6.28288 10558.4
59 70.5 213.7431 94.2466 19.0755 96.1575 -.134199 1.99781 6.23913 9246.27
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Table B. 3 Prediction of Parameters for Spin-Echo Images
Frame
Upper Normal 
Limit o f  
Variation
Lower Normal 








Est’t. Error Est’t. Error Est’t. Error Est’t. Error
5 59 21 38 -1 14 3 3 -4
6 52 11 37 - 2 13 1 3 -3
7 48 -3 36 -3 1 2 1 3 -3
8 47 4 36 0 13 2 3 - 2
9 45 3 35 -1 1 2 0 5 - 2
1 0 45 2 35 0 13 4 5 0
11 47 1 36 -1 16 5 6 0
1 2 45 1 38 -5 16 5 7 1
13 45 - 8 40 - 6 12 3 9 1
14 47 0 38 -1 1 0 2 8 0
15 47 6 38 3 10 0 7 2
16 46 1 37 3 9 2 8 2
17 47 1 38 4 9 2 9 4
18 47 - 6 38 4 1 0 0 7 -1
19 43 -3 37 3 11 -9 7 0
2 0 48 1 34 0 2 1 0 3 -4
2 1 57 6 34 -1 24 - 2 7 -3
2 2 61 3 44 -4 32 0 9 - 2
23 52 - 8 41 - 2 28 1 5 -3
24 43 2 34 - 2 19 -3 3 -4
25 42 1 35 -3 16 - 2 4 -1
26 42 0 37 - 2 21 2 5 - 2
27 46 1 42 0 25 - 2 5 -3
28 48 0 43 - 2 27 -1 7 -1
29 47 2 44 4 24 0 6 -1
30 43 1 37 -4 2 2 -3 7 2
31 45 -4 43 1 26 -1 7 -1
32 44 - 2 40 -4 31 7 1 0 1
33 46 3 42 -5 29 1 1 0 1
34 46 -3 39 -4 25 2 11 -5
35 48 3 44 2 23 -1 1 0 5
36 50 -4 46 5 23 -1 1 0 2
37 49 -1 47 9 2 0 - 6 10 2
38 49 3 44 6 19 -1 1 0 -1
39 51 1 47 5 2 0 -5 11 1
40 50 0 49 9 19 -5 10 3 
table continued on next page



















41 50 0 50 5 19 -4 10 -1
42 47 - 2 46 3 21 -1 10 - 2
43 53 2 45 5 2 0 -4 11 -1
44 52 0 42 -4 21 4 11 -1
45 52 4 43 4 2 2 4 11 5
46 49 - 2 41 - 2 2 2 1 11 -1
47 50 -3 41 - 6 2 2 0 12 0
48 52 2 44 - 6 24 2 11 -4
49 51 -1 45 -4 23 - 2 11 -1
50 52 - 2 49 -5 32 2 11 3
51 50 -1 48 7 25 -3 1 0 - 2
52 54 0 51 -4 31 -7 10 0
53 59 - 2 54 1 0 32 - 1 0 11 2
54 54 -1 51 6 29 - 1 2 10 0
55 57 1 53 1 30 -4 10 0
56 57 -4 53 5 30 - 8 11 0
57 58 2 51 2 32 -7 9 -1
58 52 7 44 4 27 0 8 0
59 45 -4 38 2 2 1 1 7 -1
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Table B. 4 Comparison of Defects Results of Spin-Echo Defect Detection Algorithm 
Versus O rdinary  Thresholding
Undetected False
High Low Defect Alarm
Frame Light Pixels Dark Pixels Threshold Threshold Pixels__ Pixels
5 2 2 0 1233 1 2 0 65 1006 1037
6 172 1177 124 6 8 892 968
7 75 1253 135 71 873 812
8 217 1376 130 72 1 0 2 1 1019
9 190 1351 132 73 942 898
10 347 1430 131 75 1 1 2 0 1184
11 216 1333 137 76 974 1 0 1 1
1 2 305 1393 138 77 1030 1 1 2 0
13 260 1275 141 77 947 915
14 241 1328 142 78 985 1025
15 398 1595 135 78 1263 1306
16 376 1590 137 78 1277 1223
17 385 1623 139 79 1283 1241
18 321 1460 142 79 1085 1092
19 269 1645 142 78 1092 1175
2 0 313 1907 141 76 1126 1087
2 1 181 1636 148 75 869 930
2 2 249 1548 145 76 877 885
23 205 1675 146 77 918 1096
24 337 1738 142 77 1 0 2 1 1064
25 434 1949 139 78 1224 1143
26 366 1727 139 78 1080 1138
27 342 1967 137 78 1167 1261
28 419 1847 135 77 1106 1141
29 397 1979 135 78 1 1 2 1 1188
30 310 2 1 2 0 136 78 1151 1154
31 192 2225 135 75 1083 1036
32 438 1996 156 92 1066 986
33 367 2026 158 93 1043 1032
34 326 1482 159 89 759 713
35 318 1879 161 94 1096 1077
36 187 1696 168 93 970 958
37 253 1501 165 93 877 811
38 272 1414 163 92 811 741
39 2 0 0 1470 166 93 804 819
40 327 1707 162 94 1089 1069
41 303 1423 162 92 880 804
42 292 1484 162 92 799 785
table continued on next page
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43 246 1392 164 92 764 753
44 268 1415 162 92 786 784
45 299 1761 160 94 994 1039
46 252 1441 161 91 763 790
47 233 1469 162 91 796 755
48 271 1225 162 90 663 649
49 183 1438 166 91 729 745
50 203 1878 162 91 943 905
51 239 1649 159 89 725 791
52 185 1806 162 8 8 781 762
53 151 1938 164 8 8 857 835
54 214 1805 157 8 6 821 861
55 2 1 1 1816 153 85 834 822
56 142 1616 157 83 705 711
57 311 1652 145 81 896 910
58 339 1766 141 78 1141 1075
59 163 1950 140 73 1179 1084
Averages 269 1623 148 82 966 968
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Limit o f  
Variation






5 95 55 15 15 49 15
6 90 61 15 14 49 17
7 84 63 15 14 63 14
8 85 69 15 1 0 64 13
9 92 65 16 15 55 15
1 0 95 59 15 15 59 15
11 85 60 16 15 60 15
12 90 65 15 13 45 16
13 8 6 6 6 15 15 51 15
14 87 72 1 2 13 57 16
15 95 74 15 1 2 58 1 2
16 8 6 83 15 12 49 16
17 92 70 13 13 61 17
18 93 71 14 13 63 16
19 91 62 15 13 62 13
2 0 85 56 16 14 56 14
2 1 82 64 17 11 64 11
2 2 89 71 17 13 71 13
23 89 63 15 13 63 13
24 8 6 62 14 14 54 16
25 8 8 64 6 15 64 15
26 85 65 1 2 14 65 14
27 82 79 1 2 12 6 6 15
28 85 73 15 7 61 15
29 80 67 11 13 67 13
30 84 67 1 2 15 67 15
31 82 73 13 14 73 14
32 8 6 65 17 17 65 17
33 90 61 2 1 21 61 2 1
34 93 63 14 1 2 46 18
35 97 6 8 1 2 8 48 14
36 89 62 13 12 54 15
37 8 8 6 6 13 11 55 17
38 94 63 1 2 9 51 18
39 93 57 1 2 1 0 47 2 1
table continued on next page
































40 91 59 1 2 1 0 59 1 0
41 87 61 13 11 43 18
42 91 61 16 1 2 41 2 1
43 8 6 65 1 2 1 0 41 14
44 8 6 58 1 2 1 0 36 18
45 91 54 1 2 1 2 48 18
46 90 62 11 1 2 48 2 1
47 94 58 11 15 40 2 0
48 8 8 58 1 2 2 0 51 14
49 92 64 24 15 50 18
50 95 56 16 16 56 16
51 92 63 25 15 40 2 0
52 92 56 1 2 14 48 18
53 90 55 1 2 13 41 15
54 94 51 15 18 51 18
55 85 56 6 8 56 8
56 84 56 15 15 56 15
57 83 58 18 18 58 18
58 80 54 15 15 54 15
59 70 51 1 2 13 51 13
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Table B. 6  Image Statistics for Echo-Planar Images
Frame
Thres­
hold Variance Mean Sid. Dev. RMS Skewness Kurtosis Entropy Contrast
5 75.5 451.5141 130.433 30.7281 134.004 0.458649 0.134059 6.94566 17957
6 79.5 476.3557 135.523 31.5395 139.144 0.469723 0.108775 6.98478 19361.2
7 74.5 463.6523 128.505 29.8395 131.924 0.45701 0.279061 6.90657 17403.9
8 75.5 487.4789 128.752 30.1959 132.245 0.447075 0.215212 6.92377 17488.7
9 78.5 511.0821 136.582 31.9809 140.276 0.465672 0.09175 7.0006 19677.4
10 77.5 527.3595 136.877 31.9764 140.562 0.543717 0.173787 7.00064 19757.7
I! 75.5 496.508 129.44 30.1182 132.897 0.512133 0.410539 6.90668 17661.7
12 68.5 490.4464 130.147 30.0157 133.563 0.388557 0.573868 6.91009 17839.2
13 65.5 524.5284 136.379 31.4965 139.969 0.404103 0.334403 6.98839 19591.2
14 69.5 516.6325 135.125 31.4544 138.737 0.49539 0.445125 6.98652 19248
15 67.5 485.5269 128.161 29.5486 131.523 0.488281 0.698699 6.89141 17298.3
16 65.5 496.8986 128.874 29.6017 132.23 0.488281 0.749502 6.89138 17484.8
17 65.5 519.0647 134.066 30.9221 137.586 0.434474 0.657291 6.9572 18929.8
18 64.5 517.7714 136.209 30.8535 139.659 0.41814 0.796906 6.94967 19504.7
19 66.5 489.1444 131.457 29.853 134.804 0.509176 0.939877 6.89687 18172
20 65.5 497.8709 128.851 32.9493 132.997 -0.06349 1.51314 7.02124 17688.1
21 67.5 524.6932 130.816 35.3059 135.496 -0.27993 1.71958 7.09084 18359.1
22 67.5 520.7023 131.752 34.2732 136.137 -0.12244 1.40624 7.07747 18533.2
23 67.5 203.1809 131.937 33.4626 136.114 -0.11315 1.28367 7.05415 18527.1
24 64.5 530.4955 135.38 33.9425 139.57 -0.0669 0.804162 7.09487 19479.8
25 68.5 529.5161 141.461 34.1656 145.528 -0.01459 0.402537 7.11842 21178.4
26 71.5 523.2209 144.121 33.6428 147.995 0.020161 0.278771 7.10023 21902.6
27 66.5 533.726 142.75 32.8318 146.475 0.012892 0.241889 7.06585 21454.9
28 66.5 522.2352 144.209 32.9876 147.933 0.008666 0.105132 7.07483 21884.3
29 72.5 568.5515 148.112 34.7142 152.126 0.033988 -0.01948 7.14684 23142.2
30 74.5 589.1495 149.369 36.4592 153.754 -0.07856 -0.03892 7.21864 23640.2
31 73.5 610.4246 149.668 38.627 154.572 -0.31396 0.305274 7.29021 23892.4
32 74.5 565.7193 142.802 40.5888 148.458 -0.29396 0.069463 7.35881 22039.9
33 75.5 572.4235 144.037 39.9161 149.465 -0.21718 -0.12626 7.34126 22339.8
34 70.5 475.793 135.104 33.2916 139.145 -0.03331 0.068956 7.08225 19361.2
35 68.5 480.7831 137.336 32.599 141.152 0.032741 -0.0392 7.05695 19923.9
36 68.5 468.5071 134.377 32.1967 138.18 0.051895 -0.10916 7.03987 19093.8
37 70.5 464.8221 136.534 32.4607 140.34 0.071944 -0.08414 7.05259 19695.2
38 59.5 412.3227 123.882 28.3804 127.091 0.180301 0.053077 6.85692 16152.1
39 61.5 416.2172 124.862 28.7686 128.133 0.171134 0.154594 6.87579 16418
40 65.5 411.2655 129.231 29.9051 132.646 0.177126 0.118328 6.9284 17594.9
41 64.5 423.6854 129.381 30.5145 132.931 0.142539 -0.01265 6.96013 17670.6
42 58.5 386.8726 117.287 27.8176 120.54 0.178904 0.303476 6.82829 14530
43 57.5 381.6148 117.034 27.4481 120.21 0.256427 0.244937 6.80486 14450.4
44 63.5 391.354 123.798 28.8938 127.125 0.216832 0.115351 6.88127 16160.8
45 59.5 398.9648 123.759 29.011 127.114 0.157424 0.094222 6.88837 16157.9
46 56.5 372.9756 114.494 26.9856 117.631 0.233775 0.289985 6.78509 13837.1
47 59.5 387.2335 114.566 27.2476 117.761 0.259077 0.221192 6.79725 13867.8
48 61.5 394.6928 119.513 28.7329 122.919 0.191681 0.108737 6.87311 15109








hold Variance Mean Std. Dev. RMS Skewness Kurtosis Entropy Contrast
50 58.5 394.1252 115.181 28.6786 118.697 0.0263 0.320764 6.87383 14089
51 58.5 385.5923 114.74 28.6878 118.272 0.070426 0.158654 6.87479 13988.3
52 60.5 404.6361 113.791 30.6857 117.855 -0.05603 0.396514 6.96479 13889.9
53 59.5 395.0419 112.724 31.4307 117.023 -0.19681 0.612152 6.98721 13694.4
54 55.5 390.313 111.245 30.2544 115.286 -0.21279 0.581166 6.93761 13290.8
55 55.5 377.8 110.294 29.5757 114.19 -0.23864 0.582343 6.90597 13039.4
56 59.5 369.7896 115.547 30.4381 119.489 -0.22709 0.495934 6.94855 14277.5
57 57.5 360.5996 112.941 30.134 116.892 -0.22628 0.52281 6.93386 13663.7
58 57.5 317.7261 111.299 29.2127 115.069 -0.1812 0.390016 6.8922 13240.8
59 56.5 301.7111 104.064 30.8816 108.55 0.062564 -0.04717 6.98053 11783
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Est. Err. Est. Err. Est. Err. Est. Err. Est. Err. Est. Err.
5 92 -3 65 1 0 16 1 14 -1 49 0 14 -1
6 89 -1 64 3 15 0 14 0 51 2 13 -4
7 96 1 2 59 -4 15 0 13 -1 50 -13 13 -1
8 101 16 59 - 1 0 15 0 13 3 49 -15 14 1
9 96 4 61 -4 15 -1 15 0 53 - 2 15 0
1 0 96 1 63 4 15 0 15 0 47 - 1 2 16 1
11 98 13 63 3 15 -1 13 - 2 47 -13 14 -1
1 2 95 5 65 0 14 -1 1 2 -1 52 7 15 -1
13 94 8 6 8 2 13 - 2 13 - 2 48 -3 18 3
14 95 8 65 -7 1 2 0 15 2 40 -17 18 2
15 1 0 0 5 62 - 1 2 11 -4 14 2 46 - 1 2 17 5
16 1 0 0 14 65 -18 1 2 -3 14 2 41 - 8 2 1 5
17 94 2 69 -1 1 2 -1 15 2 47 -14 2 1 4
18 90 -3 69 - 2 11 -3 11 - 2 50 -13 19 3
19 89 - 2 6 6 4 11 -4 1 2 -1 50 - 1 2 17 4
2 0 93 8 63 7 11 -5 17 3 60 4 15 1
2 1 8 8 6 63 -1 15 - 2 16 5 69 5 15 4
2 2 93 4 63 - 8 13 -4 19 6 54 -17 17 4
23 89 0 62 -1 13 - 2 16 3 58 -5 13 0
24 93 7 6 6 4 1 2 - 2 15 1 53 -1 15 -1
25 91 3 6 6 2 1 0 4 11 -4 58 - 6 13 - 2
26 83 - 2 6 6 1 9 -3 7 -7 6 6 1 1 2 - 2
27 87 5 70 -9 1 0 - 2 6 - 6 63 -3 14 -1
28 89 4 6 6 -7 11 -4 8 1 6 6 5 13 - 2
29 90 1 0 67 0 1 0 -1 1 2 -1 71 4 13 0
30 94 1 0 63 -4 9 -3 16 1 74 7 14 -1
31 94 1 2 63 - 1 0 1 0 -3 17 3 75 2 14 0
32 83 -3 57 - 8 16 -1 13 -4 62 -3 1 2 -5
33 89 -1 59 - 2 16 -5 15 - 6 61 0 15 - 6
34 8 8 -5 59 -4 16 2 14 2 51 5 16 - 2
35 89 - 8 61 -7 13 1 14 6 57 9 16 2
36 89 0 62 0 16 3 15 3 52 - 2 16 1
37 8 6 - 2 62 -4 15 2 16 5 56 1 16 -1 
table continued on next page
































Est. Err. Est. Err. Est. Err. Est. Err. Est. Err. Est. Err.
38 89 -5 6 6 3 17 5 13 4 50 -1 17 -1
39 91 - 2 6 6 9 17 5 1 2 2 49 2 18 -3
40 8 8 -3 62 3 15 3 13 3 50 -9 17 7
41 89 2 62 1 15 2 15 4 46 3 19 1
42 89 - 2 61 0 14 - 2 13 1 50 9 16 -5
43 8 8 2 62 -3 14 2 13 3 49 8 16 2
44 90 4 60 2 14 2 13 3 49 13 17 -1
45 92 1 63 9 14 2 1 2 0 45 -3 17 -1
46 81 -9 63 1 15 4 13 1 51 3 16 -5
47 82 - 1 2 63 5 15 4 13 - 2 50 1 0 16 -4
48 87 -1 61 3 14 2 1 2 - 8 46 -5 17 3
49 87 -5 60 -4 13 -1 1 1 0 -5 44 - 6 17 -1
50 87 - 8 59 3 1 0 - 6 1 2 -4 54 - 2 19 3
51 8 6 - 6 58 -5 1 0 -15 1 2 -3 51 11 2 0 0
52 8 8 -4 57 1 14 2 14 0 46 - 2 23 5
53 8 6 -4 56 I 13 1 13 0 50 9 2 0 5
54 84 - 1 0 59 8 1 2 -3 1 2 - 6 44 -7 2 0 2
55 83 - 2 57 1 11 5 11 3 45 - 1 1 2 0 1 2
56 8 8 4 54 - 2 11 -4 11 -4 47 -9 2 0 5
57 8 8 5 54 -4 11 -7 13 -5 46 - 1 2 2 1 3
58 87 7 50 -4 1 0 -5 14 -1 46 - 8 2 0 5
59 87 17 46 -5 1 2 0 2 1 8 50 -1 28 15
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
280
Table B. 8  SN R  of Echo-Planar Images (Unprocessed and General Processing 
Methods)
7rame Unprocessed Despeckled XYMedian Average Count y>
3 0.320478 0.30637 0.308494 0.281859 4 1.217201
4 0.448294 0.432052 0.436056 0.438421 4 1.754823
5 0.419348 0.405332 0.409026 0.385605 4 1.619312
6 0.455324 0.437327 0.440917 0.429574 4 1.763142
7 0.504522 0.498313 0.50216 0.46803 4 1.973025
8 0.476294 0.470071 0.472836 0.439318 4 1.85852
9 0.490019 0.477493 0.482503 0.437812 4 1.887826
1 0 0.482039 0.474805 0.480002 0.495104 4 1.93195
11 0.549042 0.544453 0.477846 0.52064 4 2.091983
1 2 0.55452 0.550438 0.551528 0.531673 4 2.188159
13 0.501126 0.494297 0.500221 0.451005 4 1.946649
14 0.565233 0.556519 0.558617 0.527527 4 2.207897
15 0.529422 0.523398 0.529779 0.539356 4 2.121955
16 0.575581 0.568488 0.574037 0.531647 4 2.249753
17 0.56394 0.554527 0.556191 0.482423 4 2.157081
18 0.575207 0.563433 0.56646 0.537034 4 2.242134
19 0.582443 0.573383 0.578363 0.557187 4 2.291376
2 0 0.563076 0.560734 0.572499 0.599703 4 2.296012
2 1 0.586283 0.576111 0.581956 0.577159 4 2.321508
2 2 0.580029 0.565842 0.570916 0.541548 4 2.258335
23 0.594632 0.583063 0.590347 0.552717 4 2.32076
24 0.453717 0.455918 0.461684 0.443816 4 1.815135
25 0.447262 0.446512 0.449162 0.490201 4 1.833138
26 0.466796 0.458453 0.466544 0.486703 4 1.878496
27 0.42608 0.420479 0.425316 0.423191 4 1.695067
28 0.422272 0.414915 0.416725 0.421592 4 1.675504
29 0.400538 0.395409 0.399344 0.410873 4 1.606165
30 0.463104 0.449974 0.454069 0.442708 4 1.809855
31 0.475536 0.460198 0.463457 0.465103 4 1.864294
32 0.447608 0.436089 0.438473 0.464884 4 1.787055
33 0.468819 0.453113 0.457818 0.472723 4 1.852473
34 0.475338 0.470187 0.474694 0.459694 4 1.879913
35 0.445165 0.435151 0.438806 0.442516 4 1.761639
36 0.456837 0.455164 0.457739 0.462567 4 1.832307
37 0.518897 0.507625 0.511265 0.476921 4 2.014707
38 0.453544 0.458413 0.463257 0.481529 4 1.856742
39 0.44377 0.454482 0.461021 0.472599 4 1.831872
40 0.552102 0.536913 0.538784 0.499682 4 2.12748
table continued on next page
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Frame Unprocessed Despeckled XYMedian Average Count Y.i
41 0.4735 0.466324 0.470392 0.464743 4 1.874959
42 0.587616 0.577521 0.582693 0.542529 4 2.29036
43 0.438782 0.445775 0.451029 0.4311 4 1.766687
44 0.479089 0.478464 0.483219 0.487009 4 1.927781
45 0.437582 0.435595 0.440397 0.450907 4 1.764481
46 0.558469 0.553332 0.557263 0.524056 4 2.19312
47 0.499244 0.495734 0.497785 0.475228 4 1.967992
48 0.558068 0.544198 0.545738 0.514284 4 2.162288
49 0.543405 0.530739 0.531227 0.472366 4 2.077737
50 0.507807 0.503173 0.507921 0.493816 4 2.012717
51 0.482995 0.48336 0.486268 0.43618 4 1.888803
52 0.572389 0.562514 0.564339 0.486906 4 2.186147
53 0.532379 0.526015 0.526157 0.473567 4 2.058117
54 0.47007 0.470325 0.474057 0.452498 4 1.86695
55 0.473866 0.468733 0.470974 0.417544 4 1.831117
56 0.491667 0.472282 0.475101 0.429525 4 1.868575
57 0.451266 0.441189 0.443393 0.392756 4 1.728605
58 0.416594 0.400507 0.40365 0.371672 4 1.592423
59 0.504661 0.490209 0.493794 0.498062 4 1.986726
60
Average 0.494977 0.487218 0.4899 0.472937
Count 57 57 57 57
Yi. 28.21369 27.77144 27.92431 26.95739 K. 1 1 0 . 8 6 6 8
X n 2 54.65999
Z n 2 3073.733
X ^ 2 218.4314
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Table B. 9 SNR  of Echo-Planar Images (Unprocessed and Proposed Processing 
M ethods)
7rame Unprocessed cr= 5mm cr= 10mm II 3 3 ZMedian Count YJ
3 0.320478 0.349964 0.307513 0.303278 0.358027 5 1.63926
4 0.448294 0.444498 0.447677 0.444291 0.454240 5 2.239001
5 0.419348 0.419123 0.422376 0.420761 0.427596 5 2.109205
6 0.455324 0.45136 0.453012 0.446011 0.457289 5 2.262996
7 0.504522 0.503613 0.484402 0.473826 0.497305 5 2.463668
8 0.476294 0.484326 0.493621 0.491826 0.503465 5 2.449532
9 0.490019 0.496803 0.506885 0.509 0.504033 5 2.506741
1 0 0.482039 0.499794 0.520472 0.514144 0.525711 5 2.54216
11 0.549042 0.540112 0.504022 0.483859 0.538060 5 2.615095
1 2 0.55452 0.558927 0.54618 0.53988 0.555572 5 2.755078
13 0.501126 0.521847 0.56461 0.57189 0.569906 5 2.729378
14 0.565233 0.5685 0.560263 0.56172 0.559135 5 2.814851
15 0.529422 0.537967 0.547016 0.543176 0.552051 5 2.709631
16 0.575581 0.58331 0.585966 0.585885 0.583915 5 2.914656
17 0.56394 0.580713 0.600328 0.599099 0.594378 5 2.938459
18 0.575207 0.585114 0.597963 0.59089 0.593355 5 2.94253
19 0.582443 0.583382 0.582541 0.578672 0.573978 5 2.901017
2 0 0.563076 0.573728 0.599826 0.601705 0.597498 5 2.935833
2 1 0.586283 0.588613 0.592784 0.59143 0.588726 5 2.947836
2 2 0.580029 0.587362 0.597574 0.587487 0.602507 5 2.954958
23 0.594632 0.583683 0.563716 0.597902 0.568989 5 2.908923
24 0.453717 0.470031 0.489074 0.490152 0.513654 5 2.416628
25 0.447262 0.450487 0.4645 0.468459 0.460896 5 2.291604
26 0.466796 0.46154 0.457505 0.453357 0.447826 5 2.287024
27 0.42608 0.423204 0.423051 0.418955 0.429027 5 2.120317
28 0.422272 0.416765 0.415226 0.416864 0.411199 5 2.082326
29 0.400538 0.405779 0.41869 0.417209 0.420699 5 2.062916
30 0.463104 0.457256 0.444381 0.431231 0.456357 5 2.252329
31 0.475536 0.459942 0.437052 0.422425 0.447707 5 2.242662
32 0.447608 0.444469 0.456462 0.455846 0.458615 5 2.263
33 0.468819 0.458926 0.460647 0.456098 0.458559 5 2.303048
34 0.475338 0.467938 0.450558 0.444316 0.453617 5 2.291768
35 0.445165 0.44646 0.46064 0.457313 0.460476 5 2.270054
36 0.456837 0.460365 0.465215 0.459152 0.472483 5 2.314051
37 0.518897 0.508321 0.49407 0.487077 0.494926 5 2.503292
38 0.453544 0.465818 0.484231 0.48605 0.467284 5 2.356926
39 0.44377 0.455247 0.465031 0.466112 0.462286 5 2.292446
40 0.552102 0.534945 0.509842 0.504208 0.496898 5 2.597995 
table continued on next page
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7rame Unprocessed a  = 5mm a  = 10mm a  = 15mm ZMedian Count YJ
41 0.4735 0.488131 0.513911 0.510739 0.533674 5 2.519956
42 0.587616 0.57345 0.540499 0.525373 0.522533 5 2.749471
43 0.438782 0.453387 0.467532 0.466234 0.496345 5 2.32228
44 0.479089 0.473273 0.481008 0.49608 0.465583 5 2.395033
45 0.437582 0.451074 0.489966 0.5009 0.484559 5 2.36408
46 0.558469 0.54275 0.503479 0.498791 0.493740 5 2.597229
47 0.499244 0.515573 0.537497 0.525117 0.548915 5 2.626346
48 0.558068 0.550117 0.528423 0.511823 0.529824 5 2.678254
49 0.543405 0.544192 0.536339 0.529253 0.551676 5 2.704865
50 0.507807 0.513182 0.527656 0.52686 0.534253 5 2.609757
51 0.482995 0.491375 0.491649 0.486183 0.506670 5 2.458872
52 0.572389 0.570397 0.548035 0.532023 0.550571 5 2.773414
53 0.532379 0.537634 0.533513 0.523836 0.538913 5 2.666274
54 0.47007 0.478896 0.484446 0.481379 0.493057 5 2.407847
55 0.473866 0.477732 0.47567 0.472758 0.483636 5 2.383662
56 0.491667 0.486133 0.479444 0.469852 0.479545 5 2.406641
57 0.451266 0.454305 0.449188 0.440044 0.456387 5 2.251189
58 0.416594 0.399152 0.3864 0.386585 0.396308 5 1.985039
59
60
0.504661 0.518911 0.494412 0.531185 0.512587 5 2.561755
Average 0.494977 0.497367 0.497263 0.494501 0.501702
Count 57 57 57 57 57
Yi- 28.21369 28.34989 28.34399 28.18657 28.59702 Y. 141.6912
71.39355 
4015.383 
^ Y ]  356.7215
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Table B. 10 SNR of Defect Images from Unprocessed and Processed Echo-Planar
Images
7rame Unprocessed cr= 5mm ZMedian XYMedian Count YJ
5 1.597537 1.467438 1.572687 1.610128 4 6.24779
6 1.545978 1.510713 1.783584 1.756776 4 6.597051
7 1.629551 1.655056 1.617876 1.712049 4 6.614532
8 1.537931 1.681798 1.680509 1.301559 4 6.201796
9 1.684173 1.68319 1.64652 1.705329 4 6.719212
1 0 1.62379 1.692639 1.614829 1.565652 4 6.496909
11 1.635993 1.670854 1.324132 1.651075 4 6.282055
1 2 1.64618 1.646503 1.665279 1.727039 4 6.685
13 1.694771 1.457858 1.460224 1.733064 4 6.345918
14 1.637231 1.632839 1.574223 1.777036 4 6.62133
15 1.58292 1.516732 1.477765 1.519136 4 6.096552
16 1.670746 1.596973 1.597264 1.63008 4 6.495062
17 1.713284 1.64722 1.455192 1.636423 4 6.452119
18 1.591326 1.643767 1.700839 1.355653 4 6.291585
19 1.693987 1.581159 1.558589 1.2135 4 6.047235
2 0 1.632218 1.57219 1.531743 0.887735 4 5.623885
21 1.623736 1.47679 1.584214 0.799313 4 5.484053
2 2 1.628507 1.462649 1.571167 0.997762 4 5.660084
23 1.637666 1.632393 1.5843 1.067982 4 5.922342
24 1.556731 1.544024 1.540035 1.376533 4 6.017323
25 1.56829 1.486012 1.454588 1.321145 4 5.830035
26 1.326485 1.623391 1.467405 1.585236 4 6.002518
27 1.480546 1.491798 1.378633 1.512504 4 5.863481
28 1.397678 1.468319 1.390663 1.484867 4 5.741526
29 1.546086 1.475725 1.314745 1.517889 4 5.854446
30 1.529354 1.484033 1.36877 1.495777 4 5.877934
31 1.545403 1.314561 1.431231 1.589199 4 5.880393
32 1.365325 1.306444 1.46698 1.507757 4 5.646506
33 1.360081 1.288262 1.275584 1.485909 4 5.409837
34 1.605542 1.571156 1.491912 1.537175 4 6.205786
35 1.540627 1.505974 1.57136 1.545564 4 6.163524
36 1.635369 1.626113 1.627297 1.648544 4 6.537323
37 1.601539 1.590038 1.596025 1.641629 4 6.429231
38 1.684587 1.697176 1.659151 1.665372 4 6.706285
39 1.66211 1.59834 1.449803 1.681139 4 6.391393
40 1.66397 1.628725 1.561865 1.623871 4 6.478431
41 1.692259 1.698698 1.627396 1.612072 4 6.630426
42 1.721621 1.684652 1.579893 1.632036 4 6.618201
table continued on next page
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Frame Unprocessed cr= 5mm ZMedian XYMedian Count YJ
43 1.711275 1.631721 1.522265 1.677063 4 6.542323
44 1.658368 1.634557 1.614367 1.509462 4 6.416754
45 1.603529 1.586091 1.646947 1.427036 4 6.263602
46 1.72227 1.699994 1.504094 1.643407 4 6.569765
47 1.612905 1.63375 1.692506 1.60844 4 6.547601
48 1.592909 1.689073 1.654631 1.729527 4 6.66614
49 1.523063 1.580031 1.565798 1.761755 4 6.430646
50 1.536246 1.588004 1.359394 1.585719 4 6.069363
51 1.496268 1.565695 1.387556 1.606982 4 6.056501
52 1.708768 1.606553 1.497343 1.709508 4 6.522171
53 1.607513 1.580342 1.612011 1.598948 4 6.398814
54 1.594618 1.609695 1.621052 1.622267 4 6.447632
55 1.637081 1.646495 1.560182 1.615285 4 6.459044
56 1.524087 1.585672 1.601476 1.67083 4 6.382065
57 1.573422 1.607394 1.585175 1.653975 4 6.419965
58 1.520061 1.510316 1.515728 1.547006 4 6.093112
59 1.596217 1.613342 1.613933 1.638634 4 6.462126
Average 1.594722 1.576017 1.541977 1.540315
Count 55 55 55 55
Yi. 87.70973 86.68092 84.80873 84.71735 Y.. 343.9167
541.6681
29576.13 
J ^ y j  2156.758
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Table B. 11 Count of Undetected Defect Pixels of Defect Images from Unprocessed
and Processed Echo-Planar Images
7rame Unprocessed a =  5mm ZMedian XYMedian Count 17
5 1087 1174 964 773 4 3998
6 836 809 594 712 4 2951
7 584 899 665 591 4 2739
8 846 977 791 723 4 3337
9 747 978 851 529 4 3105
1 0 967 967 703 1225 4 3862
11 798 728 673 908 4 3107
1 2 676 598 528 641 4 2443
13 543 510 427 568 4 2048
14 626 566 535 518 4 2245
15 790 685 660 697 4 2832
16 724 646 574 583 4 2527
17 784 693 646 606 4 2729
18 464 405 349 461 4 1679
19 716 587 663 388 4 2354
2 0 993 907 882 418 4 3200
2 1 794 6 6 8 511 294 4 2267
2 2 711 744 539 485 4 2479
23 691 898 823 402 4 2814
24 1031 1149 717 623 4 3520
25 1242 1431 893 1150 4 4716
26 647 945 789 929 4 3310
27 901 858 1154 996 4 3909
28 874 805 854 934 4 3467
29 1027 875 790 1046 4 3738
30 1246 975 921 966 4 4108
31 1074 932 1246 1089 4 4341
32 1167 1028 1470 1225 4 4890
33 1215 1 0 0 2 1144 1398 4 4759
34 879 858 849 1047 4 3633
35 1135 996 1164 1058 4 4353
36 919 843 856 850 4 3468
37 795 821 788 8 6 6 4 3270
38 833 816 778 727 4 3154
39 1006 945 773 902 4 3626
40 988 1052 1024 1042 4 4106
41 • 873 876 862 867 4 3478
42 739 693 889 675 4 2996
table continued on next page
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Frame Unprocessed cr = 5/w/m ZMedian XYMedian Count YJ
43 764 722 710 795 4 2991
44 770 762 784 774 4 3090
45 974 967 1071 1053 4 4065
46 853 885 732 655 4 3125
47 701 710 600 642 4 2653
48 566 530 480 601 4 2177
49 570 569 532 684 4 2355
50 685 710 771 856 4 3022
51 793 801 626 810 4 3030
52 788 829 783 853 4 3253
53 833 1013 932 1188 4 3966
54 977 971 748 1085 4 3781
55 843 963 1004 1065 4 3875
56 732 760 876 826 4 3194
57 810 873 914 982 4 3579
58 1316 1306 1268 1323 4 5213
59 1144 1358 1284 1223 4 5009
Average 856.127273 855.7818 808.2545 824.1273
Count 55 55 55 55
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Table B. 12 Count of Undetected Defect Regions of Defect Images from 
Unprocessed and Processed Echo-Planar Images
vrame Unprocessed C7 = 5 mm ZMedian XYMedian Count YJ
5 0 2 1 0 4 3
6 1 0 1 0 4 2
7 1 1 1 0 4 3
8 0 0 1 0 4 1
9 2 1 2 1 4 6
1 0 2 1 1 1 4 5
11 1 1 1 1 4 4
1 2 2 1 1 1 4 5
13 0 0 0 0 4 0
14 1 1 1 0 4 3
15 2 1 0 1 4 4
16 1 0 1 2 4 4
17 1 1 1 1 4 4
18 1 1 0 0 4 2
19 2 1 2 0 4 5
2 0 3 1 1 0 4 5
2 1 2 1 0 0 4 3
2 2 1 1 0 0 4 2
23 1 3 1 0 4 5
24 2 3 0 0 4 5
25 2 2 1 2 4 7
26 1 1 1 1 4 4
27 2 1 3 1 4 7
28 2 1 0 1 4 4
29 2 1 0 1 4 4
30 2 1 2 1 4 6
31 0 1 3 2 4 6
32 1 0 2 1 4 4
33 1 0 2 2 4 5
34 1 1 2 4 4 8
35 2 2 2 2 4 8
36 1 2 2 2 4 7
37 1 2 1 2 4 6
38 1 2 1 1 4 5
39 2 3 3 2 4 1 0
40 1 1 2 1 4 5
41 3 4 I 4 4 1 2
42 2 2 2 2 4 8
table continued on next page
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Frame Unprocessed a  = 5mm ZMedian XYMedian Count YJ
43 2 2 1 1 4 6
44 2 2 2 2 4 8
45 1 2 2 1 4 6
46 3 4 2 2 4 11
47 2 2 0 1 4 5
48 2 2 1 1 4 6
49 2 1 1 1 4 5
50 1 1 2 2 4 6
51 1 0 1 2 4 4
52 1 1 0 1 4 3
53 1 1 2 3 4 7
54 2 2 0 3 4 7
55 1 2 2 2 4 7
56 2 2 1 2 4 7
57 0 0 1 0 4 1
58 1 1 1 1 4 4
59 1 3 3 3 4 1 0
Average 1.418182 1.381818 1.236364 1.236364
Count 55 55 55 55
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Table B. 13 Count of False Alarm Defect Pixels of Defect Images from Unprocessed
and Processed Echo-Planar Images
7rame Unprocessed cr= 5mm ZMedian XYMedian Count 17
5 628 1140 872 893 4 3533
6 1091 1281 521 474 4 3367
7 994 589 956 714 4 3253
8 1030 370 560 2510 4 4470
9 578 350 594 733 4 2255
1 0 520 302 815 475 4 2 1 1 2
11 667 624 2331 507 4 4129
1 2 672 749 762 478 4 2661
13 630 1514 1586 506 4 4236
14 751 825 1057 480 4 3113
15 756 1126 1321 1104 4 4307
16 529 839 910 793 4 3071
17 342 618 1394 738 4 3092
18 1057 943 833 2156 4 4989
19 484 969 976 3240 4 5669
2 0 390 681 861 7261 4 9193
2 1 644 1349 1064 9304 4 12361
2 2 706 1332 1078 5570 4 8 6 8 6
23 701 511 751 4766 4 6729
24 653 585 1033 1927 4 4198
25 412 568 1256 1772 4 4008
26 2287 536 1332 6 8 8 4 4843
27 1171 1161 1466 929 4 4727
28 1644 1335 1705 1126 4 5810
29 747 1 2 1 1 2232 847 4 5037
30 645 1124 1816 1077 4 4662
31 753 2186 1037 566 4 4542
32 1490 2037 496 681 4 4704
33 1556 2272 2223 675 4 6726
34 683 834 1145 780 4 3442
35 599 885 473 656 4 2613
36 520 627 610 546 4 2303
37 770 786 797 561 4 2914
38 427 408 558 590 4 1983
39 347 622 1433 393 4 2795
40 325 372 637 398 4 1732
41 350 329 558 604 4 1841
42 409 557 702 736 4 2404
table continued on next page
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Frame Unprocessed cr = 5mm ZMedian XYMedian Count YJ
43 395 670 1081 459 4 2605
44 543 625 669 1076 4 2913
45 466 532 232 1109 4 2339
46 287 345 1152 712 4 2496
47 750 673 608 824 4 2855
48 797 718 871 536 4 2922
49 1244 1 0 2 2 1 1 1 2 363 4 3741
50 1024 807 1797 669 4 4297
51 1109 820 1817 664 4 4410
52 384 654 1124 317 4 2479
53 623 537 509 297 4 1966
54 547 501 6 8 6 345 4 2079
55 556 406 6 6 6 406 4 2034
56 1106 835 662 485 4 3088
57 838 651 690 387 4 2566
58 579 632 646 458 4 2315
59 382 109 181 161 4 833
Average 737.96364 819.7091 1004.618 1227.673
Count 55 55 55 55
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Table B. 14 Count of False Alarm Defect Regions of Defect Images from 
Unprocessed and Processed Echo-Planar Images
7rame Unprocessed a  = 5mm ZMedian XYMedian Count 17
5 3 2 0 1 4 6
6 2 3 0 1 4 6
7 5 1 2 1 4 9
8 6 0 2 4 4 12
9 4 0 0 0 4 4
10 3 1 1 0 4 5
11 3 4 2 0 4 9
12 1 4 0 0 4 5
13 0 5 2 0 4 7
14 3 3 3 0 4 9
15 4 5 2 4 4 15
16 3 2 1 3 4 9
17 1 2 2 1 4 6
18 2 2 0 5 4 9
19 1 2 1 6 4 10
20 0 2 0 8 4 10
21 5 8 0 8 4 21
22 3 6 2 8 4 19
23 3 1 0 7 4 11
24 3 1 1 2 4 7
25 0 2 1 4 4 7
26 4 2 2 2 4 10
27 1 2 3 0 4 6
28 10 8 4 1 4 23
29 0 8 5 0 4 13
30 1 6 6 2 4 15
31 9 11 0 0 4 20
32 10 10 0 0 4 20
33 10 10 6 2 4 28
34 2 3 3 1 4 9
35 4 4 2 1 4 11
36 0 1 1 0 4 2
37 6 4 1 0 4 11
38 1 0 0 0 4 1
39 0 0 2 0 4 2
40 0 0 1 0 4 1
41 1 0 1 1 4 3
42 0 0 3 4 4 7
table continued on next page
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Frame Unprocessed cr = 5mm ZMedian XYMedian Count YJ
43 1 2 3 2 4 8
44 1 1 2 3 4 7
45 0 1 2 2 4 5
46 1 1 2 1 4 5
47 1 1 0 1 4 3
48 1 2 2 0 4 5
49 3 4 1 1 4 9
50 3 1 2 1 4 7
51 8 2 2 2 4 14
52 0 1 2 0 4 3
53 1 1 0 0 4 2
54 1 0 0 0 4 1
55 0 0 0 0 4 0
56 4 5 2 0 4 11
57 4 1 0 2 4 7
58 4 0 0 0 4 4
59 5 0 1 0 4 6
Average 2.745455 2.690909 1.545455 1.672727
Count 55 55 55 55
Yi. 151 148 85 92 K. 476
i n ? 2324
60394
I X 2 6042
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