The k-power graph of a graph G is a graph with the same vertex set as G, in that two vertices are adjacent if and only if, there is a path between them in G of length at most k. A k-treepower graph is the k-power graph of a tree, a k-leaf-power graph is the subgraph of some k-tree-power graph induced by the leaves of the tree.
most k. Determining whether a given graph is a k-power graph is NP-complete for every fixed integer k ≥ 2 [12] . A treepower graph is the power graph of a tree, a leaf-power graph is the subgraph of a tree-power graph induced by the leaves of the tree.
In this paper, we determine the clique-width and NLC-width of power graphs of graphs of bounded tree-width and leafpower graphs [1] . The clique-width of k-power graphs of graphs of bounded clique-width was analyzed the first time by Suchan and Todinca in [13, 14] . In [13] , it is stated that the k-power graph of a graph of clique-width l has clique-width at most 2 · l · k l . Since trees have NLC-width and clique-width 3, its follows that a k-tree-power graph has NLC-width and clique-width at most 6 ·k 3 . We prove in this paper that k-tree-power graphs have NLC-width at most k +2, and clique-width at most k + 2 + max{ k 2 − 1, 0}. We also show that k-leaf-power graphs have NLC-width at most k and clique-width at most k + max{ k 2 − 2, 0}. Corneil and Rotics have shown in [15] , that every graph G of tree-width l has clique-width at most 3 · 2 l−1 . This result implies that G k has NLC-width and clique-width at most 3 · 2 l · k 3·2 l−1 . We improve this bound, and show that the k-power graph of a graph of tree-width l has NLC-width at most (k + 1) l+1 − 1 and clique-width at most 2 · (k + 1) l+1 − 2. We also show that the k-power graph of a graph of path-width l has linear NLC-width at most (k + 1) l+1 − 1, and linear clique-width at most (k + 1) l+1 .
Preliminaries
Let [k] := {1, . . . , k} be the set of all integers between 1 and k. We work with finite undirected vertex labeled graphs G = (V G , E G , lab G ), where V G is a finite set of vertices labeled by some mapping lab G : V G → [k] and E G ⊆ {{u, v} | u, v ∈ V G , u = v}, is a finite set of edges. The labeled graph consisting of a single vertex labeled by a ∈ [k] is denoted by • a .
The notion of clique-width 1 is defined by Courcelle and Olariu in [2] .
Definition 1 (Clique-Width, [2] ). Let k be some positive integer. The class CW k of labeled graphs is recursively defined as follows.
(1) The single vertex graph • a for some a ∈ [k] is in CW k .
(2) Let G = (V G , E G , lab G ) ∈ CW k and J = (V J , E J , lab J ) ∈ CW k be two vertex disjoint labeled graphs, then
defined by V := V G ∪ V J , E := E G ∪ E J , and
is in CW k .
(3) Let a, b ∈ [k] be two distinct integers and G = (V G , E G , lab G ) ∈ CW k be a labeled graph, then (a) ρ a→b (G) := (V G , E G , lab ) defined by
The notion of NLC-width 2 is defined by Wanke in [3] .
Definition 2 (NLC-Width, [3] ). Let k be some positive integer. The class NLC k of labeled graphs is recursively defined as follows.
(1) The single vertex graph • a for some a ∈ [k] is in NLC k .
(2) Let G = (V G , E G , lab G ) ∈ NLC k and R : [k] → [k] be a function, then
• R (G) := (V G , E G , lab ) defined by lab (u) := R(lab G (u)) is in NLC k . (3) Let G = (V G , E G , lab G ) ∈ NLC k and J = (V J , E J , lab J ) ∈ NLC k be two vertex disjoint labeled graphs, and S ⊆ [k]
2 be a set of label pairs, then
The clique-width (NLC-width) of a labeled graph G is the least integer k, such that G ∈ CW k (G ∈ NLC k , respectively). An expression built with the operations
2 is called an NLC-width k-expression.
The graph defined by an expression X is denoted by val(X ). A vertex labeled graph G has linear clique-width (linear NLC-width)
at most k, if it can be defined by a clique-width k-expression (an NLC-width k-expression, respectively) where at least one argument of every operation ⊕ (of every operation × S , respectively) is a single vertex graph • a for some label a ∈ [k], see also [5] .
The following example shows that every clique K n , n ≥ 1, has linear clique-width 2 and linear NLC-width 1, and that every path P n has linear clique-width at most 3 and linear NLC-width at most 3.
Example 3. (1) Every clique
, n ≥ 2, has linear clique-width 2, by the following recursively defined expressions X K n .
(2) Every path P n = ({v 1 , . . . , v n }, {{v 1 , v 2 }, . . . , {v n−1 , v n }}) has linear clique-width at most 3, by the following recursively defined expressions X P n .
(3) Every clique K n , n ≥ 1, has linear NLC-width 1, by the following recursively defined expressions X K n .
(4) Every path P n has linear NLC-width at most 3, by the following recursively defined expressions X P n .
Clique-width and NLC-width of tree-power graphs
Any k-power graph of a tree is a chordal graph, see [17] . Determining whether a given graph G is the k-power graph of a tree can be done in linear time for every fixed integer k [18] . Fig. 1 shows an example of a 2-tree-power graph.
We next give a bound on the NLC-width and clique-width of k-tree-power graphs for fixed k. Proof. Let T be a tree with root u. Then, for every vertex v of T we define an NLC-width (k+2)-expression X v for the k-power graph of the subtree of T with root v. The set of labels is the set of integers 3 between 0 and k + 1. In val(X v ) a vertex has label r ≤ k if its distance to v is r. That is, the label of v is 0, the labels of the children of v are 1, and so on. All vertices with a distance to v greater than k get label k + 1.
Let v 1 , . . . , v m be the children of vertex v in T . Then
Then X u defines the k-power graph of tree T , using at most k + 2 labels.
To define a clique-width expression X v , the edges between the vertices of two subtrees defined by expression Y m can be inserted with additional auxiliary labels. These labels are necessary, because we cannot insert edges between equal labeled vertices. We only need to relabel the labels 1, . . . , . Since label 0 can be used as an auxiliary label, we only need k 2 − 1 auxiliary labels at all. The expressions X v can be defined similarly to those given above, using NLC-width operations as follows.
where ρ + (X) denotes the sequence of all operations ρ a→a+1 applied on expression X for a = k, . . . , 0, i.e.
ρ 1 applied on some expression X changes labels l ∈ {1, . . . ,
After the edge insertions in expression Y m , defined below, every auxiliary label f k (l) is labeled back to its original label l, by ρ 2 defined as follows
The edge insertions used in expressions X v and Y m are done by three meta operations η 0 , η 1 , and η 2 defined as follows. η 0 (X) defines the sequence of all operations η a,0 , a ∈ [k], applied on expression X .
It is important to notice that, in contrast to the union operation of NLC-width, all clique-width edge insertion operations applied on the disjoint union of two defined subtrees, also insert edges into both involved subtrees. By the definition of relabeling operation ρ + it is easy to observe that between two vertices of one subtree, no new edge will be defined by η 0 , η 1 , or η 2 . By the results of [18] and Theorem 4, it follows that for every k-tree power graph G, an NLC-width (k + 2)-expression and a clique-width (k + 2 + max{ k 2 − 1, 0})-expression can be found in linear time for every fixed integer k.
Clique-width and NLC-width of leaf-power graphs
The notion of a leaf-power graph was introduced in [19] motivated by the reconstruction of phylogenetic trees as a certain case of tree-power graphs. The k-leaf-power graph T k of a tree T is a graph whose vertices are the leaves of T . Two vertices in T k are adjacent if and only if, there is a path between them in T of length at most k. Fig. 2 shows an example of a 3-leaf-power graph.
Every k-leaf-power graph is strongly chordal, see [20] . A graph is a 2-leaf-power graph if and only if, it is the disjoint union of cliques, thus they have NLC-width 1 and clique-width at most 2. A graph is a 3-leaf-power graph if and only if, it is obtained from a tree T by substituting the vertices of T by cliques, see [20] . That is, the NLC-width and clique-width of 3-leaf-power graphs is at most 3. 3-leaf-power and 4-leaf-power graphs can be recognized in linear time, see [20, 21] . For the recognition of k-leaf-power graphs with k ≥ 5 no polynomial time algorithms are known.
In [22, 23] a forbidden subgraph characterization of prime 4-leaf-power graphs is given. All strictly chordal graphs, i.e. chordal graphs whose clique hypergraph is a strict hypertree, are k-leaf-power graphs for every k ≥ 4. The corresponding trees can be found in linear time, see [24] .
In [25] it is shown that the set of all leaf power graphs (i.e. the class of graphs which are k-leaf power graphs for some k), has unbounded clique-width.
We next give a bound on the NLC-width and clique-width of k-leaf-power graphs for fixed k ≥ 2.
Theorem 5. The k-leaf-power graph of a tree has NLC-width at most k and clique-width at most k
Proof. Let T be a tree with root u. Then for every inner vertex v of T , we define an NLC-width k-expression X v . This expression will define the k-leaf-power graph of the subtree of T with root v. The set of labels is the set of integers between 1 and k. In val(X v ) a vertex u has label r < k, if its distance to v is r. All vertices with a distance to v greater than or equal to k have label k.
Let v 1 , . . . , v m be the non-leaf children of inner vertex v in T and let l be the number of children of v that are leaves. A basic observation for leaf-power graphs is that the leaves of v induce a complete graph of T k , for k ≥ 2. Let C l be an NLC-width 1-expression for a complete graph on l vertices. Then
Then X u defines the k-leaf-power graph of T using at most k labels.
To define a clique-width expression X v , C l is a clique-width 2-expression that defines a clique with l vertices, all labeled by label 1. The edges between the leaves of two subtrees can be inserted similarly as in the proof of Theorem 4 with additional auxiliary labels. Now we only need to relabel the labels 2, . . . , k 2 in one of the two combined graphs. Since label 1 can be used as auxiliary label, we only need k 2 − 2 auxiliary labels at all. The expressions X v can be defined similarly to those given above, using NLC-width operations as follows.
where ρ + (X) denotes the sequence of all operations ρ a→a+1 , applied on expression X for a = k, . . . , 0, i.e.
by some bijection f k defined as follows
After the edge insertions in expression Y m , defined below, every auxiliary label f k (l) is labeled back to its original label l by ρ 2 , defined as follows
The edge insertions used in expressions X v and Y m are done by three meta operations η 1 , η 2 , and η 3 defined as follows.
Again, it is important to notice that, all clique-width edge insertion operations applied on the disjoint union of two defined subtrees, also insert edges into both involved subtrees. By the definition of relabeling operation ρ + it is easy to observe that between two vertices of one subtree no new edge will be defined by η 1 , η 2 , or η 3 .
In [13] the set of clique-width operations was extended by operations of the form η a,a , in order to define cliquewidth expressions that allow to insert edges between equal labeled vertices. The set of k-labeled graphs which can be defined by these extended clique-width operations using k labels, is denoted by CW k . A simple observation shows that
Even CW 1 , which consists of the disjoint union of cliques, is less powerful than NLC 1 , which is equal to the set of all co-graphs [3] . It is easy to see that every k-tree-power graph is in CW k+2 , and every k-leaf-power graph is in CW k . In [24] strictly chordal graphs are defined as chordal graphs whose clique hypergraph is a strict hypertree. Further in [24] it has been shown that strictly chordal graphs are 4-leaf-power graphs, which immediately implies the following NLC-width and clique-width bound.
Corollary 6. Every strictly chordal graph has NLC-width at most 4 and clique-width at most 4 and a corresponding 4 -expression can be found in linear time.
Since strictly chordal graphs are exactly (dart,gem)-free chordal graphs [26] , they are distance-hereditary. As shown by Golumbic and Rotics in [27] , the clique-width of distance-hereditary graphs is at most 3, which even improves the bound of Corollary 6.
Clique-width and NLC-width for k-power graphs of graphs of bounded tree-width
Now we consider the NLC-width and clique-width of power graphs of graphs of bounded tree-width.
Theorem 7. The k-power graph of a graph of tree-width l has NLC-width at most
To prove Theorem 7, we need the following notations. The tree-width of a graph is defined by Robertson and Seymour in [6] . A graph of tree-width l is also known as partial l-tree, see Rose [28] . A partial l-tree is a subgraph of an l-tree, which is defined as follows:
(1) A complete graph with l vertices is an l-tree.
(2) If G is an l-tree, then the result obtained by adding a new vertex with edges to l vertices of a complete subgraph of G is an l-tree.
Let G be a graph with n vertices. Let o = (v 1 , . . . , v n ) be an order of the n vertices of G, i.e. every vertex of G appears in
. . , n be the set of neighbors v j , of vertex v i with i < j and j < i, respectively. That is,
The main idea of the following proof is as follows. Given some graph G of bounded tree-width, we use a PEO of G and recursively define for i = 1, . . . , n an NLC-width expression X i for the k-power graph of the subgraph of G induced by the vertices v j , 1 ≤ j ≤ i. The main part of the proof shows that the resulting expression X n defines the k-power graph of G.
Proof of Theorem 7. Let G be a partial l-tree that is a subgraph of an l-treeĜ, such that G has the same vertex set asĜ. By the recursive definition of l-trees, we know that each l-treeĜ has a PEO. Let o := (v 1 , . . . , v n ) be a PEO ofĜ. Then, the vertices of the sets N
Each l-treeĜ is (l + 1)-colorable, because we can assign to v i any color not used by the (at most l) vertices of
The mapping col is also an (l + 1)-coloring of partial l-tree G.
We define C v i , 1 ≤ i ≤ n, to be the set of all colors of the vertices from N + (G, o, i). The tree structure of l-treeĜ with respect to PEO o can be characterized by the following tree T := (V T , E T ) defined by
Graph T is a tree, because for every vertex v i , i < n, there is exactly one edge {v i , v j } ∈ EĜ with i < j, such that
Let v n be the root of T . We recursively define for i = 1, . . . , n an NLC-width expression X i for the k-power graph of the subgraph of G induced by the vertices v j , 1 ≤ j ≤ i. The vertices will be labeled by sets 4 . This implies that we have at most (l + 1) k+1 different vertex labels. A color c is either not used, or used together with one of k distances. Since c is a vertex color, we will see later that there is one label which is not used at all, this is the label { (1, 1) , . . . , (l + 1, 1)}.
For a label C ⊆ [l + 1] × [k] and a positive integer r let
We first define an NLC-width expression X n for a subgraph of G k with vertex set V G k . After that, we will show how the missing edges are added by inserting additional pairs in the relations S used by the edge insertion operations × S of X n . Expression X i for i = 1, . . . , n is defined as follows.
if vertex v i is a leaf in tree T , then we define
. . , v j m are the children of vertex v i in tree T , then we define where all S 1 , . . . , S m−1 are (so far) empty and
Thus by relation S m vertex v i will be connected with all vertices from val(X i,m ) whose label set contains a pair (col(v i ), 1). The label D i is defined as follows. Consider all vertices of val(X i,m ) whose labels have a pair with color col(v i ). Every one of these labels has exactly one pair with color col(v i ). Let C 1 , . . . , C r be the labels of these vertices and let (col (v i ), d 1 ) , . . . , (col(v i ), d r ) be the corresponding pairs with color col(v i ). Then D i is the set
Vertex v i is labeled by all pairs (c, 1) for all c which are a color of a neighbor of vertex v i . Further vertex v i has to be connected with all vertices, to which there is a path of length at most k. For k > 1 this can be done via vertices from val(X i,m ). Therefore we insert the label pairs of the neighbors of v i in val(X i,m ) with an increased distance value d j into set D i .
Finally, operation • R relabels every label C s , 1 ≤ s ≤ r, as defined above into
The relabeling operation R consists of three parts, which work as follows. A graph defined by expression X n defines the partial l-tree G, and thus defines a subgraph of G k . The missing edges will be inserted by a modification of S 1 , . . . , S m shown below.
By the definition of our tree-structure T the following remark is easy to prove. Induction: We assume that for all expressions X j , j < i the lemma is shown and show it for expression 
Remark 8. Let
, and col(w) = c.
We next show that the latter property holds for the label set of every u ∈ V val(
In order to show our assumption for the label set D i of the new inserted vertex v i , we consider the following two possible types of shortest paths (v i , . . . , v, w), v 
( 
Next, we want to show our assumption for the label sets of vertices of V val(X i,m ) . Therefore we consider the following three possible types of shortest paths (u, .
(1) For paths (u, . . . , w) that do not use vertex v i our assumption holds true by our induction hypothesis. 
, that also uses at least one vertex v i from some val(X j i ), i = i .
By our induction hypothesis, we know the following results. The label set of v i contains a pair (col(w), d i ), if and only if, there exists a shortest path (v i , . . . , v, w) of length 
. By the third part of the relabeling operation R, we know that for every u ∈ V val(X j i ) whose label set contains a pair with col
) , which contains a pair with col(v i ), all label pairs of v i , except the pair which contains col(v i ), are also inserted into the label set of u with a distance value increased by
By our induction hypothesis, the label set of every vertex u ∈ V val(X i,m ) contains for every shortest path
, and no longer to set V G − V val(X i ,m) these label pairs have to be removed from the label sets of the corresponding vertices u, which is done by the first part of our relabeling operation, simultaneously with the above two mentioned modifications.
By the minimum operation within the definition of R, and since a shortest path (u, . . . , v, w), u, . . . , v ∈ V val(X i ) , w ∈ V G − V val(X i ) , cannot use vertices from more than two subgraphs val(X j i ) by Remark 8, our assumption holds for the label set of every vertex u ∈ V val(X i,m ) .
In order to complete the proof of Theorem 7, we next show the following two claims. Proof of Claim 10. Since for every expression X i which defines a leaf of tree structure T Claim 10 holds true, we just consider subexpressions of the form
Let u and u be two equal labeled vertices in graph val(X i ), 1 ≤ i ≤ n. Assume that there is a shortest high-end-path of length k for k ≤ k in G from u to vertex v j , the parent node of v i in T , then by Lemma 9 the label set of u contains a pair (col(v j ), k ) and by our assumption, the label set of u contains a pair (col(v j ), k ) which implies by Lemma 9 that there also is a shortest high-end-path of length k in G from u to vertex v j .
Next we generalize Claim 10 as follows. It is obvious that there cannot be a high-end-path of length greater than 0 to a vertex of G, which corresponds to a leaf in tree structure T . That is, for every high-end-
Claim 11. If u and u are two equal labeled vertices of val(X
That is, for every vertex v j , j > i, we can find some expression X i , i ≥ i, such that v j is the parent node in tree T of v i which is the new inserted vertex in expression We consider the following two cases for operation × S .
(1) Operation × S combines two defined subexpressions X j i 1 and X j i 2 , such that u is of graph val(X j i 1
) and w is of graph
). By the definition of our tree structure T vertex v j is neither of val(X j i 1 ) nor of val(X j i 2 ) and k ≥ 2. Then, the first part of p from u to v j is a shortest high-end-path of length k 1 ≤ k , and the last part of p from w back to v j is a shortest high-end-path of length k 2 ≤ k , such that k 1 + k 2 = k . By Claim 11, every vertex of val(Y ) labeled by lab val(Y ) (u) has a shortest high-end-path to v j of length k 1 in G, and every vertex of val(Z ) labeled by lab val(Z ) (w) has a shortest high-end-path to v j of length k 2 in G. Thus, all vertices of val(Y ) labeled by lab val(Y ) (u) can be connected with all vertices of val(Z ) labeled by lab val(Z ) (w), because there are paths between them of length k ≤ k in G. 5 . A 2-treeĜ, the tree T , a partial 2-tree G, and its 2-power graph G 2 . The numbering 1, . . . , 9 of the vertices represents the perfect elimination order o, the letters a, b, c represent a 3-coloring. The graphs below are the graphs defined by the NLC-width 8-expressions X 1 to X 9 . The sets of pairs at the vertices of val(X 1 ) to val(X 9 ) are their labels. The NLC-width expressions X 1 to X 9 are shown in Table 1. (2) Operation × S combines one defined subexpressions X j i and a new inserted vertex • D i . Then, v j is either the new inserted vertex which implies by Claim 11 the correctness of our edge insertion.
Or v j is neither the new inserted nor of graph val(X j i ) and thus not of graph val(Y × S Z ). In this case, the correctness of our edge insertion follows by case (1). Fig. 5 shows an example of the construction of an NLC-width expression for a partial 2-tree G. Table 1 shows the NLCwidth expressions X 1 to X 9 defined by the proof of Theorem 7 for the graph G. Since every graph of NLC-width k has cliquewidth at most 2k, see [4] , we get the following corollary. Table 1 The NLC-width expressions X 1 to X 9 defined by the proof of Theorem 7 for the graph G shown in Fig. 5 i col(v i ) , 1), (c, 1)}, {(b, 1)}), ({(a, 1), (c, 1)}, {(b, 1), (c, 1) , 1) }, {(a, 2)})}, ({(a, 2), (c, 2)}, {(a, 2)})} {v 8 , v 7 } To prove Theorem 13, we need the following notations. The path-width of a graph is defined by Robertson and Seymour in [29] . A graph of path-width l is also known as partial l-path, see [30] . A partial l-path is a subgraph of an l-path which is defined as follows:
For the definition of an l-path G, we denote some vertices of G by link vertices.
(1) The complete graph with l vertices that are all link vertices, is an l-path. Proof of Theorem 13. Let G be a partial l-path that is a subgraph of an l-pathĜ. As mentioned in the proof of Theorem 7
we know thatĜ, and thus G has a (l + 1)-coloring and a PEO o. In the case of a partial l-path G, tree structure T used in the proof of Theorem 7 is now a caterpillar with hairlength at most 1. Since every set N − (T , o, i) contains at most one non-leaf vertex, the expressions X i , 1 ≤ i ≤ n, defined in the proof of Theorem 7 are linear NLC-width expressions.
Since every graph of linear NLC-width k has clique-width at most k + 1, see [5] , we get the following corollary. 
Conclusions
The proof of Theorem 7 also re-proves the well known fact from [3, 15] that the NLC-width of a graph always can be bounded in its tree-width. More precisely, in Theorem 7 for k = 1 we show that a graph of tree-width l has NLC-width at most 2 l+1 − 1.
The notation of Steiner-power graphs was researched in [31, 23, 24] as a more general concept than tree-powers and leafpowers graphs with applications in computational biology. The k-Steiner-power graph G of a tree T is a graph whose vertices are a subset of V T . The vertices of T that are not vertices of G are also denoted as Steiner points [31, 24] . Two vertices in G are adjacent if and only if, there is a path between them in T of length at most k. Tree T is called the k-Steiner-root graph of G.
Let G be the k-Steiner-power graph of k-Steiner-root graph T . If V G is equal to the set of leaves of T , then G also is the k-leaf power graph of T . Further, if V G is equal to V T , then G also is the k-tree power graph of T . Thus, it is easy to see that the k-Steiner-power graph G is always an induced subgraph of the k-tree power graph of T . This observation implies by Theorem 4 the following NLC-width and clique-width bounds for k-Steiner power graphs. 
