This paper revisits the asymptotic theory of GMM when the moment conditions identify a unique parameter true value 0 but the rank condition of the Jacobian matrix at 0 fails. The possibility in case of nonlinear moment restrictions of such simultaneous global identification but first order under-identification has already been pointed out by Sargan (1983) . The contribution of this paper is to provide a general asymptotic theory when one can maintain an assumption of second order identification. While this issue has been addressed in a maximum likelihood context by Lee and Chesher (1986) and Rotnitzky, Cox, Bottai and Robbins (2000), we set the focus on the asymptotic behaviour of the GMM overidentification test statistic . We show that with moment conditions, when the Jacobian matrix of the moment conditions evaluated at 0 is of rank − 1, where is the number of parameters, the asymptotic distribution of is a half-half mixture of . In other words, the distribution of for large sample sizes has fatter tails, leading to over-rejection of the null of valid moments when using standard critical values. The practical significance of this oversize problem is illustrated by Monte Carlo experiments in the context of a test for common GARCH features proposed by Engle and Kozicki (1993) .
Introduction
Generalized Method of Moments (GMM) provides a computationally convenient method for inference on the structural parameters of economic models. The method has been applied in many areas of economics but it was in empirical finance that the power of the method was first illustrated. Hansen (1982) introduced GMM and presented its fundamental statistical theory, Hansen and Hodrick (1980) and Hansen and Singleton (1982) showed the potential of the GMM approach to testing economic theories through their empirical analyzes of, respectively, foreign exchange markets and asset pricing.
In such contexts, the cornerstone of the GMM inference is a set of conditional moment restrictions.
More generally, GMM is well suited for the test of an economic theory every time the theory can be encapsulated in the postulated unpredictability of some error term ( , ) given as a known function of unknown parameters ∈ Θ ⊂ ℝ and a vector of observed random variables . Then, the testability of the theory of interest is akin to the testability of a set of conditional moment restrictions that takes the form
where the operator (.) stands for the conditional expectation given the available information at time . Moreover, under the null hypothesis that the theory summarized by the restrictions (1) is true, these restrictions are supposed to uniquely identify the true unknown value 0 of the parameters. The GMM way to proceed is to consider a set of instruments assumed to belong to the available information at time and to summarize the testable implications of (1) by the implied unconditional moment restrictions
The recent weak-instruments literature (see e.g. Stock and Wright (2000) ) has stressed that the standard asymptotic theory of GMM inference may be misleading due to the insufficient correlation between the instruments and the local explanatory variables ∂ ( +1 , 0 )/∂ ′ . Many asset pricing applications of GMM are focused on the study of a pricing kernel as provided by some financial theory.
This pricing kernel will be typically either a linear function of the parameters of interest, as in linearbeta pricing models, or a log-linear one as in most of the equilibrium based pricing models where parameters of interest are preference parameters. In all these examples, the weak instrument problem simply relates to some lack of predictability of pricing factors from some lagged variables.
We rather focus in this paper on the predictability of some polynomial functions like conditional variance, skewness, kurtosis or any conditional higher order moments. The resulting non-linearity with respect to the parameters of interest is then likely to cause a different kind of weak identification issue. To see this, let us informally assume that, for some given exponent > 1, the error term in (1) is
While the vector of unknown parameters is = ( ′ , ′ ), the main focus of our interest is the existence of some true unknown value 0 making ( +1 , 0 ) unpredictable. This predictability issue is at stake to understand the time variability of risk premiums ( = 2), of skewnesss compensation ( = 3), etc.
When addressing the issue of multivariate dynamic modeling of higher order moments, the researcher will typically try to capture the commonality of these conditional moment dynamics through some common factors. The validity of the conditional moment restrictions (1) in the context (3) is precisely tantamount to the possibility of reduced rank dynamic modeling through some common factors (see e.g. Doz and Renault (2006) and references therein). The problem with the standard GMM inference in this context is that the focus on the correlation between the instruments and the variables
is indeed misleading. In particular, the genuine local explanatory variables are now
The difference is important because intuitively (see Section 5 for a formal proof), in the context of a data generating process with common factors, the unpredictability of ( +1 , 0 ) is likely to cause a lack of predictability of −1 ( +1 , 0 ) and in turn a weak correlation between the instruments and
. In other words, we face a kind of weak identification problem not because the phenomenon of interest is weakly identified (the instruments and some polynomial function of the genuine local explanatory variables
are strongly correlated) but because the standard GMM asymptotic theory does not set the focus on the right object.
The main contribution of this paper is to derive the asymptotic distribution of the Hansen's (1982) test statistic for overidentification in Equation (2) while the standard theory does not apply due to a rank deficiency in the covariance matrix between instruments and
. Following the intuition above, the correct derivation of the asymptotic distribution of the test statistic under the null (2) rests upon a non-singularity assumption about a polynomial function of parameters built from the covariance matrix between the instruments and some polynomial functions of the genuine local explanatory variables. This polynomial function is the relevant local approximation of the moment conditions as produced by their higher order Taylor expansions. In this paper, we put a special emphasis on predictability of conditional variances ( = 2) and then, the asymptotic theory rests upon a second order identification condition (identification through the second derivative of moment conditions) when first order identification fails. The generalization of this approach to higher orders ( = 3, 4, . . .) would be conceptually straightforward, possibly at the price of tedious matricial derivation formulas. The key conclusion is that the common use as a critical value of a quantile of chi-square with a number of degrees of freedom equal to the dimension of ⊗ ( +1 , ), say (assuming to simplify a real valued error term ( +1 , ),) minus the dimension of the vector of unknown parameters may lead to severe over-rejection. The intuition is the following. Since the full informational content of the moment restrictions (2) is displayed only when considering higher order derivatives (order 2 or more), higher order Taylor expansions may give a negligible weight to parameter uncertainty by considering higher order powers of (ˆ − 0 ) (whereˆ is a GMM estimator). Therefore, we must see the asymptotic distribution of the statistic under the null as a mixture of chi-square distributions with degrees of freedom ( − ), = 1, 2, ..., with
Hence the over-rejection implied by the use of chi-square ( − ) to compute critical values.
The valid asymptotic theory is actually more involved since the lack of first order identification has also an impact on the rate of convergence of GMM estimators. In this respect, our asymptotic theory generalizes the work of Sargan (1983) who had been the first, in the context of instrumental variables regression, to note that in case of non-linearity with respect to the parameters, global identification might come with first order lack of identification. Like Sargan (1983), we derive our asymptotic results by assuming that there is a set of parameters with respect to which the first derivative of the moment conditions is always of full rank and a set of remaining parameters with respect to which the first derivative is null at the true value of the parameters. We refer to the first set of parameters as those identified at first order while the other ones will only be second order identified. Our framework generalizes Sargan (1983) in particular because we allow for any number of first order non-identified parameters. We find that not all the components of the GMM estimator have the same rate of convergence. The components that are only second order identified may converge only at rate 1/4 while the square-root convergence is warranted for first order identified parameters, although the limit distribution is not normal. Our main contribution is to show that the asymptotic distribution of the statistic is still based on chi-square distributions but through mixtures of them, with possibly different number of degrees of freedom larger than the standard ( − ). The reason is that, even parameters which are only second order identified may be consistently estimated at rate 1/2 in some parts of the sample space. In this case, parameter uncertainty becomes negligible when squared in second order
Taylor expansions and the corresponding dimensions should no longer be subtracted from in the computation of degrees of freedom.
A similar partition of the sample space according to different rates of convergence has been put forward by Rotnitzky, Cox, Bottai and Robins (2000) in the context of likelihood-based inference with singular information matrix. In this latter context too, Lee and Chesher (1986) The paper is organized as follows. In Section 2, we introduce the first order and the second order identification concepts and show how they have already been at stake in the selectivity bias literature.
In Section 3, we discuss the impact of lack of first order identification on rates of convergence of extremum estimators by generalizing the approach of Sargan (1983) and Rotnitzky, Cox, Bottai and
Robins (2000) as well. The implied non-standard asymptotic behaviour under the null of the test statistic for overidentification is studied in Section 4. In Section 5, we apply this theory to the device of a test for common GARCH features. A Monte Carlo study in Section 6 compares the properties of our new testing approach with the test proposed by Engle and Kozicki (1993) . The main proofs are gathered in an Appendix.
Throughout the paper ∥.∥ denotes not only the usual Euclidean norm but also a matrix norm
. By the Cauchy-Schwarz inequality, it has the useful property that, for any vector and any conformable matrix , ∥ ∥ ≤ ∥ ∥∥ ∥.
2 First order underidentification and second order identification
General framework
We consider a general minimum distance estimation problem of an unknown vector of parameters given as solution of estimating equations
These estimating equations are assumed to identify the true unknown value 0 of by to the following assumptions
Assumption 1 is maintained for the sake of expositional simplicity even though it could be easily relaxed by only assuming that 0 is a well-separated minimum of norm of ( ) (see Van der Vaart (1998, p. 46) ).
For the purpose of minimum distance estimation, a data set of size will give us some sample counterparts of the estimating equations. More precisely, with time series notations, we consider that with a sample size , corresponding to observations at dates = 1, 2, . . . , and for any possible value of the parameters, we have at our disposal a -dimensional sample-based vector ( ) = { ℎ, ( )} 1≤ℎ≤ . In most cases, minimum distance estimation is akin to GMM estimation because ( ) is obtained as a sample mean
In any case, we define a minimum distance estimator for a given sequence of weighting matrices. 
where Ω is a sequence of symmetric positive definite matrices which converges when goes to infinity to Ω, a positive definite matrix.
The asymptotic properties of a minimum distance estimator are classically deduced from the asymptotic behaviour of the sample counterpart ( ) of the estimating equations.
Assumption 2 (Well-behaved moments). (a) ( ) converges in probability to ( ), uniformly in It is well-known (see e.g. Amemiya (1989)) that Assumption 2.a implies that any minimum distance estimatorˆ is weakly consistent for 0 . The asymptotic distribution ofˆ is then usually deduced from a Taylor expansion of the first order conditions
Of course, this kind of approach is based on the maintained assumption below. 
Local identification
The classical local condition for identification is that the matrix
is of rank . This allows to interpret the first order condition (6) as asymptotically picking independent linear combinations of the overidentifying estimating equations. This plays a crucial role in the standard asymptotic distribution theory of GMM because it allows to see √ (ˆ − 0 ) as asymptotically equivalent to a linear function of the Gaussian vector √ ¯ ( 0 ).
The purpose of this paper is to relax the standard first order condition for local identification. For that purpose, we need to ensure the validity of second order Taylor expansions by maintaining the following assumption. 
Like Kleibergen (2005) we need in particular to complete the central limit theorem for the moment conditions by a similar assumption about the limit behaviour of the Jacobian matrix of these moment conditions.
Our new local identification assumption is then 
The standard first order identification condition amounts to assume that the null space of ∂ ∂ ′ ( 0 ) is reduced to the null vector. In this case, the range of
In other words, our local identification Assumption 5 contains the standard assumption as a particular case.
The following toy example gives the intuition of the relevance of this more general local identification assumption.
Example 2.1. (A toy example)
Assume we observe two stationary and ergodic time series, and , = 1, 2, . . . , of real random variables with well-defined moments ( ) , = 1, . . . , 6, = 1, 2. We want to characterize two parameters 1 and 2 solution of the three following overidentified moment conditions
These conditions have been discussed by several authors within the framework of the market model for asset pricing (Sharpe and Lintner's CAPM). In this context, and stand for net asset returns, in excess of the risk free rate: is the net market return while is a net return on another risky asset whose market beta coincides, under the maintained assumption of the validity of CAPM, with the parameter 1 defined by (7) . Then, the overidentifying moment restriction (8) will be fulfilled in particular if the affine regression of the individual asset return on the market return coincides with the conditional expectation (linear market model). Mackinlay and Richardson (1991) have stressed the importance of the validity of the joint system of three conditions (7), (8) , and (9) with 1 = 2 for the validity of the common test of CAPM (or equivalently mean-variance efficiency of the market return) based on normality of returns. Otherwise, the contemporaneous cross sectional conditional heteroskedasticity of idiosyncratic risk implied by the violation of (9) given risky asset besides the market return. A generalization to a multivariate would be easy.
The key remark is actually that, for some plausible data generating processes (DGPs), the joint overidentified system of equations (7), (8), and (9) will identify a unique true unknown value 0 =
To see this, let us rewrite (9) as:
By (8),
and then 2 is not properly defined by (10)) or equivalently (9).
We must then maintain the assumption ( 3 ) ∕ = 0 and consider (9) as a second degree equation to define the parameter 2 . Note that in case of a nonnegative variable , the Cauchy-Schwarz inequality would imply that equation (10) has either no solution or only one solution when this inequality is an equality, that is
Of course, we do not want to maintain an assumption of nonnegativity for a net return like but, in the spirit of the aforementioned financial literature, it makes sense to assume that the true unknown values of the two parameters coincide and then, from (8),
In other words, the aforementioned literature implicitly focuses on DGPs conformable to (11) . Then:
with, by (12) ,
Thus the standard first order condition for identification is violated and the null space of
) .
In other words, the second order identification assumption states that for all = ( 1 , 0) ′ , and =
In other words, Assumption 5 is fulfilled if and only if ( 3 ) ∕ = 0.
Note that, since in this example the estimating equations are quadratic with respect to the unknown parameters, second order identification is tantamount to global identification.
The key feature of the local identification Assumption 5 is, by contrast with the standard first order identification, to introduce quadratic equations. Lemma 2.1 below sets the focus on this quadratic identification condition. This lemma will be crucial in the next section to see why only a rate of convergence 1/4 may be warranted instead of 1/2 as it is in the case of first order identification.
Note that the focus of interest of this paper is only the impact of these non-standard rates of convergence on the GMM overidentification test. We do not address the likely lack of power issue resulting from the above singularity for an econometrician who would like to test the moment condition (9) for the purpose of a skewness decomposition a la Bakshi, Kapadia and Madan (2003). Of course, as it is often the case, the singularity problem in the toy example above could also be fixed by an alternative parameterization which would recognize that, when condition (11) is fulfilled, 1 = 2 is the only parameter of interest. However, for the purpose of financial interpretation, it may be convenient to disentangle the possible violation of conditions (8) and (9) . Moreover, in many circumstances, the well-suited reparameterization is not as obvious as in this toy example.
Lemma 2.1. Let denote the orthogonal projection matrix on the range of
be the orthogonal projection matrix on the null space of
is equivalent to each of the following conditions. (a) For all in the null space of
∂ ∂ ′ ( 0 ), ( ′ ∂ 2 ℎ ∂ ∂ ′ ( 0 ) ) 1≤ℎ≤ = 0 ⇒ = 0.
(b) There exists a positive number such that, for any in the null space of
∂ ∂ ′ ( 0 ), ( ′ ∂ 2 ℎ ∂ ∂ ′ ( 0 ) ) 1≤ℎ≤ ≥ ∥ ∥ 2 .
Example 2.2. (Testing for selectivity bias)
Consider the two-equation selectivity bias model examined by Lee and Chesher (1986) 
in which ( 1 ×1) and ( and it is globally identified by the estimating equations of maximum likelihood
,
where Φ is the standard normal distribution function and is the standard normal density function.
The lack of first order identification then corresponds to the singularity of the Fisher information
) . Lee and Chesher (1986) show that it is the case under the null 0 when ( ′ 0 )/Φ( ′ 0 ) is a linear function of . This may occur not only if is a constant while contains the constant variable but more generally when contains only dummy variables and includes the same set of dummy variables and their interaction terms. The intuition of this lack of first order identification is related to the failure of the Heckman two-stage estimation of Equation (13) as noted by Melino (1982) . Since, for two-stage estimation, this equation is re-written, when = 1,
it does not allow to identify in the aforementioned case. However Melino (1982) shows that the score test for = 0 is asymptotically equivalent to the -statistic associated with the coefficient in (15) . The score test is then invalid, as expected in case of lack of first order identification. In such a case, Lee and Chesher (1986) show that a properly devised likelihood ratio test of 0 amounts to test for skewness of the disturbance . If ∕ = 0, the disturbance is not symmetric. Lee and Chesher (1986) note that ( 3 ) is actually proportional to the third order directional derivative of the log-likelihood computed in the direction of the null space of the Fisher information matrix. When
we must have with the Lee and Chesher (1986) notations (see p. 136)
if denotes the coefficient of in the directional derivative.
This condition, which is key for the validity of their likelihood ratio test, is exactly our second order identification condition in a case where there is only one dimension of lack of first order identification.
Rates of convergence
Following Stock and Wright (2000) , it is convenient to derive rates of convergence of minimum distance estimators in presence of weak identification from a functional central limit theorem about the empirical process of moment conditions. More precisely, we reinforce Assumption 2 by the following. The crucial role of Assumption 6 is to provide a simple and general characterization of the rate of convergence of (ˆ ). 
The proof of Proposition 3.1 is given in Antoine and Renault (2009) as an extension of the Stock and Wright (2000) result. As announced, the second order identification assumption will allow to deduce from Proposition 3.1 the minimum rate of convergence ofˆ .
Proposition 3.2. Under Assumptions 1 to 6
and for any given in the range of
) . Let ∈ ℝ be the parameter of interest. The first order lack of identification means
The GMM objective function is ( ) = ¯ ′ ( )Ω ¯ ( ). Similarly to the expansion of the loglikelihood considered by Rotnitzky et al (2000), let us consider the following Taylor expansion of
Since by Assumptions 2 and 4, √ ¯ ( 0 ) and √ ∂¯ ∂ ( 0 ) are (1), the fact that ∥ˆ − 0 ∥ = ( −1/4 ) implies that the only possibly non-negligible terms in the above expansion computed at
In other words,ˆ is asymptotically equivalent to 0 + / 1/4 where minimizes
By the second order identification assumption, is positive for large . Following Rotnitzky et al (2000, p. 250), the intuition is then the following.
If < 0, the minimum is reached at = ± √ − . Thus, we need that in the above expansion, the two terms are of the same order of magnitude. Hence 1/4 (ˆ − 0 ) should be asymptotically non-degenerate.
By contrast, when > 0, the minimum is reached at = 0 and this allows a faster rate of convergence making the second term negligible. In this part of the sample space, (ˆ − 0 ) will be ( −1/2 ).
A precise statement would require a partition of the sample space which does not depend on the sample size (as the condition > 0) but goes through weak convergence. Moreover, in order to extend this inequality condition to a multiple parameter setting, we will simplify the notation by assuming that the limit weighting matrix Ω = plim Ω is the identity matrix. Note that we can maintain this assumption without loss of generality since it is always possible to rescale the moments ( ) as Ω 1/2 ¯ ( ). This rescaling is immaterial for the validity of Assumptions 1 to 6. 
Then, corresponds to the (non degenerate) zero-mean univariate normal asymptotic distribution of in the example. 
Overidentification test
In this section, we study the asymptotic behaviour of the GMM overidentification test statistic
when the Jacobian matrix of the moment function at the true parameter value is rank deficient.
We will however maintain, as in the previous sections, the second order identification condition in Assumption 5. is the minimum value of the GMM objective function expressed by the optimal weighting matrix defined as a consistent estimate of the inverse of the moment conditions' long run
. This specific choice of weighting matrix ensures the required normalization of the moment functions that makes behave in large samples as a chisquare random variable with − degrees of freedom (Hansen (1982) ) when the moment conditions are true and the null space of the Jacobian matrix of the moment conditions is reduced to the null vector (standard first order identification condition).
More generally, Assumption 5 covers also situations where the null space is not of null dimension.
The main result of this section is a characterization of the asymptotic distribution of when the null space of the Jacobian has a dimension larger than or equal to one. While the characterization is only partial when the dimension is larger than one, we give a full characterization when the dimension is exactly one. Similarly to the previous section, we assume without loss of generality that Σ( 0 ) = .
This condition is immaterial regarding the conclusion of the result below. In particular, upon a renormalization of the moment conditions, it is always satisfied. On the other hand, it considerably simplifies the presentation as we can set Ω to in the definition of . 
In particular, if = − 1, = 1/2 and is asymptotically distributed as the mixture
Theorem 4.1 states a rather non-standard behaviour for . If the moment functions do not have a Jacobian matrix of full rank, there is a probability > 0 that behaves asymptotically as a chisquare with a tail thicker than in the usual case. By contrast, when the Jacobian is of full rank, = 0 almost surely and therefore, has a probability one to behave as a chi-square of − degrees of freedom. This is the result in the standard case.
The The bottom line is the occurrence of some mixture components with asymptotic chi-square distributions with more degrees of freedom than the standard ( − ). The key consequence is that by using the standard critical value, one would be led to over-rejection in large sample.
Application to the test for common GARCH features
The conditionally heteroskedastic factor model introduced by Diebold and Nerlove (1989) (see also 2, +1 of two assets at time + 1, a conditionally heteroskedastic factor representation of +1 is given by
where +1 is the latent common conditionally heteroskedastic factor. is a bivariate non-random vector of factor loadings and +1 is the bivariate random vector of idiosyncratic shocks. The decom-position in (16) is completed by the following restrictions with denoting the increasing filtration containing the information available at the date :
In addition, one may restrict Ω to be positive definite and ( 2 ) > 0. These further restrictions imply that any other single heteroskedastic factor decomposition of +1 has factor loadings proportional to . (See Doz and Renault (2006) .) It is worth noting that the representation (16) and (17) considers for simplicity that ( +1 | ) = 0.
Assuming that both 1, +1 and 2, +1 display an evidence of conditional heteroskedasticity 1 , it is reasonable to wonder if these two return processes share a common pattern of conditional heteroskedasticity. In other words, if they have a common GARCH feature. The factor representation in (16) and (17) is a valid set up to answer such a question as it offers some testable implications for common GARCH features.
In particular, any portfolio of 1, +1 and 2, +1 with weights orthogonal to , the so-called zero-beta portfolio with respect to the risk factor +1 has a constant conditional variance. Since both return processes have evidence of conditional heteroskedasticity, 1 ∕ = 0 and 2 ∕ = 0 such that, up to a certain normalization, any zero-beta portfolio return can be written
If 1, +1 and 2, +1 share their GARCH features, the representation in (16) and (17) holds and there exists a real valued parameter such that
where is a constant. The uniqueness of is guaranteed by the positive definiteness of Ω and the variability of 2 . In consequence, (18) represents a conditional moment restriction which can be tested using a set of suitable instruments, extracted from the increasing filtration . The resulting unconditional moment condition is given by
Our goal is to test the commonality in the GARCH features by applying the GMM overidentification test to the moment condition model in (19) .
Since two free parameters are involved in this moment condition model, we need to contain more than two instruments to be able to test for overidentification. One may choose as instrument besides the constant 1 the lagged square returns and their product which all happen to belong to .
Considering again the moment condition model (19) , it appears that one can reduce the parameter dimension by eliminating the parameter . Thanks to the constant instrument, = ( 2 , +1 ). The moment condition for a given instrument can then be written
In the moment condition model (20), we center the instruments on purpose since the GMM overidentification test statistic deduced from (20) is similar if not identical to the test statistic of common ARCH features proposed by Engle and Kozicki (1993) .
In the sample version, as to compute the GMM objective function, ( ) and ( 2 , +1 ) are to be replaced by the usual uniform sample averages. Note that since the constant instrument is already exploited (in the aim of getting rid of the conditional variance ), it becomes redundant to use it again to fit (20) and one is better off using the other relevant instruments.
As suggested by our results from the previous section, the identification properties of the overidentifying moment conditions are fundamental in determining the asymptotic behaviour of the GMM overidentification test. The next result studies the global identification, the first and second order identification properties of the model in (20) . (16) and (17) . Let ( ) be a -dimensional process adapted to the filtration and ( ) = ( − ( ))
) . (ii) (First order underidentification)
If the vector ( , 2 ) ′ is a stationary process such that
The main message of Theorem 5.1 is from its point (ii). Even though the moment condition model in (20) globally identifies the parameter of interest, it suffers of lack of first order identification. The direct consequence of this is the non-applicability of the asymptotic distribution derived by Hansen (1982) for both the GMM estimator and the GMM overidentification test statistic, . On the other hand, (iii) shows that the second order identification condition is satisfied. From our previous results, we can deduce that the GMM estimator of 0 has an unconditional rate of convergence of 1/4 while is asymptotically distributed as a half-half mixture of chi-squares of and − 1 degrees of freedom, respectively.
As we already mentioned, because the actual asymptotic distribution of has a thicker tail than the one expected in the standard conditions (chi-square of − 1 degrees of freedom), ignoring the first order lack of identification may lead to possibly severe over-rejections. We evaluate next the extent of this over-rejection.
Let be the nominal level of the GMM overidentification test of the moment condition model (20) performed through the standard conditions and , −1 the standard critical value of the test based on the hypothetical 2 −1 as asymptotic distribution under the null. Let 0 be the actual asymptotic size of the test. , −1 and 0 are defined by
The asymptotic relative rate of over-rejection is given by These asymptotic over-rejection rates are confirmed even in finite samples as we can see through the Monte Carlo experiments in the next section.
Monte Carlo evidence
The Monte Carlo experiments in this section aim to support the theoretical results that have been presented in the previous sections. We mainly give an illustration of the non-standard asymptotic behaviour of the test for common GARCH features as proposed in Section 5 and also confirm the slower rate of convergence of the GMM estimator, resulting from the mixture of rates 1/2 and 1/4 .
We simulate the bivariate return process
+1 ∼ (0, 1) and is independent of the vector of idiosyncratic shocks +1 ∼ (0, 0.5 2 ) ( 2 is the identity matrix of size 2).
We consider two designs. The set of parameters values for Design D1 is In these two designs, the GARCH effect in the factor's dynamics has the same persistence. They differ only by their GARCH (and ARCH) persistences, respectively (and ). The parameters values that we consider match those found in empirical applications for monthly returns and are also used by The sample sizes that we consider are 1,000, 2,000, 5,000, 10,000, 15,000, 20,000, 30,000, and 40,000.
We include such large sample sizes in our experiments because of the slower rate of convergence of the GMM estimator. Since the unconditional rate of convergence of this estimator is 1/4 and not √ as usual, we expect that the asymptotic behaviours of interest become perceptible for larger samples than those commonly used for such studies.
On each simulated sample, we evaluate the GMM estimator of the moment condition model in (20) . To stay as close as possible to the similar testing procedure described by Engle and Kozicki (1993), we compute the efficient GMM estimator in one step by making the optimal weighting matrix parameter-dependent. This estimation procedure is known as the continuously updated GMM (see Hansen, Heaton and Yaron (1996) ). We use a set of two instruments = ( 2 1, , 2 2, ). This is the minimum number of instruments allowing to overidentify the parameter to be estimated. We expect the test statistic to behave, as the sample size grows, as a half-half mixture of 2 (1) and a 2 (2). We also expect the simulated variance of the estimator to blow to infinity as the sample size grows when scaled by the sample size, , but stays reasonably stable when scaled by √ . The results for the asymptotic order of magnitude of the GMM estimator are displayed by Table   III . We can see that the GMM estimator, at a sample size of 1,000, still has a wild behaviour in terms of variance, particularly for Design D2. This can only be related to the lack of identification since one
would not expect such a large gap between the simulated variance for = 1, 000 and = 2, 000 in a standard condition. This table also shows that when the simulated variance ofˆ is scaled by √ ,
for large values of , it stays quite stable in both designs while it skyrockets when scaled by the usual rate . This is an evidence supporting the fact thatˆ behaves asymptotically rather as an
random sequence than an ( −1/2 ) sequence as predicted by our theory. . These results generalize for the minimum distance estimators (in particular for the GMM estimator) the findings by Sargan (1983) for the instrumental variables estimator. A further investigation also reveals that these latter linear combinations can actually go faster in some regions of the sample space. This non-standard behaviour affects the asymptotic distribution of . Instead of a chi-square distribution, it is asymptotically distributed as a half-half mixture of two chi-squares distributions when the rank deficiency is equal to 1.
In the context of the conditionally heteroskedastic factor models, we propose an overidentification test for common GARCH features which has this mixture of chi-squares as asymptotic distribution.
Our test statistic is identical to the one proposed by Engle and Kozicki (1993) for (G)ARCH features but both tests differ since the latter, by predicting the standard chi-square asymptotic distribution, is obviously oversized in our framework.
Appendix: Proofs
Proof of Lemma 2.1. Let us introduce
Let us assume that for all in the range of 
∥ ∥
.
By considering = inf
we just have to show that > 0. By the compactness of the set We denoteˆ = −1ˆ and * ( ) = ( ).
With obvious notations, we decompose
Let us consider the second-order Taylor expansion
for some˜ betweenˆ and 0 . Note that, by a common abuse of notation, we omit to stress that˜ actually depends on the component *
Thus, we can rewrite the above expansion as
for some > 0. Therefore, any term of the quadratic form in the RHS of (A.1) which involves (
). In other words, we can deduce from ∥ (ˆ )∥ = (
Moreover, we can decompose = * + * *
Note that with being the projection matrix introduced in Lemma 2.1, * = 1 2
Hence, by applying Lemma 2.1,
Therefore, from = * + * * , we can deduce
is the sum of two terms of order ( −1/2 ). Thus
and since ∥ ∥ ≥ ∥ˆ 1 − 0 1 ∥, we have
Then, for any in the range of
, by definition, = 1 for some in ℝ , and then
is also of order 
Proof of Lemma A.1. We only show that ( 0 −) ≤ lim inf →∞ ( 0 ). The last inequality can be established along similar lines while the second one is obvious. Let us assume that ( 0 −) > ≡ lim inf →∞ ( 0 ). Since the sequence { ( 0 ) : ∈ ℕ} lies between 0 and 1, 0 ≤ ≤ 1. Let =
. By definition of ( 0 −), there exists 0 < 0 such that
Since the set of discontinuity points of is countable, we can consider that is continuous at 0 . Therefore, ( 0 ) → ( 0 ) as → ∞. This implies that there exists 0 such that, for all > 0 ,
Thus, for all > 0 , (
Besides, by definition of , there exists 1 such that, for all ≥ 1 ,
As a consequence, there exists > max( 0 , 1 ) such that
Since + = −2 + ( 0 −), we deduce that
The contradiction is set up by the fact that is non-decreasing and 0 < 0 □ Lemma A.2. Let { : ∈ ℕ} and { : ∈ ℕ} be two sequences of real valued random variables such that converges in probability towards 0 and for all , ≤ , . . Then, 
With Ω = Ω = , we can write the first order condition as
Plugging (A.4) into (A.5) and since
1 , the projection matrix on the range of
From (A.6), we have
Plugging (A.7) into (A.4), we get
It is worth comparing the minimum distance estimatorˆ with the one we would have computed if we knew 0 2 . This estimator would be˜
Therefore,
where Δ( ) is the -dimensional vector
Thus from (A.10),
It is worth noting that
where is a symmetric matrix defined in the statement of Proposition 3.3. Moreover we know that
. Thus, at least, for a subsequence, we can write
For the sake of simplicity, we do not make explicit the notation for a subsequence. Thus
From (A.11) and by Lemma A.2, we deduce that
for all > 0. Thus, by Lemma A.1, we have
Thus, by right continuity of cumulative distribution functions,
We deduce in particular that if is positive semi-definite
= 0.
In other words, we have shown that Prob ( = 0| ≥ 0) = 1.
Conversely, let us assume that is not positive semi-definite. Then, we can find a vector in the unit sphere of ℝ − such that Prob (
Besides, the necessary second order condition for an interior solution for a minimization problem implies that
This can be written
By a mean value expansion, we have
with¯ ∈ ( 0 ,ˆ ) and = 1, . . . , − . On the other hand, thanks to Equation (A.8), we have
with * ( ) = ( ). Noting that ) . This means that, conditional on ( < 0), does not have an atom of probability at 0. As a consequence, √ (ˆ 2 − 0 2 ) 2 does not converge to a random variable with an atom of probability at 0 along any subsequence. Therefore, (A.19) implies that Note that ( This establishes (iii)□
We deduce that Prob

