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Zusammenfassung
InclusionsisotoneErweiterte Intervallarithmetik: In diesem Bericht behandeln wir die korrekte
Formulierung einer speziellen erweiterten Intervallarithmetik fur die Anwednung in Intervall-Newton-
ahnlichen Verfahren. Wir demonstrieren zunachst einige Probleme mit ausgewahlten alteren Deni-
tionen. Danach beschreiben wir Ziel, Konzept und Eigenschften, die fur die Denition einer korrekten
erweiterten Intervalldivision wichtig sind. Schlielich, zeigen wir einen geeigneten Weg auf, die in un-
serem speziellen Kontext benotigten erweiterten Intervalloperationen zu realisieren, und wir beweisen
deren Inklusionsisotonie. Weiterhin geben wir einige Bespielanwendungen an. Den Abschlu bilden
Implementierungs-Updates unserer erweiterten Intervalloperationen in den Toolbox-Umgebungen [2]
und [3].
Abstract
Inclusion Isotone Extended Interval Arithmetic: In this report we deal with the correct
formulation of a special extended interval arithmetic in the context of interval Newton like methods.
We rst demonstrate some of the problems arising from selected older denitions. Then we investigate
the basic aim, concept, and properties important for dening a correct extended interval division.
Finally, we give a proper way for dening the extended interval operations needed in our special
context, and we prove their inclusion isotonicity. Additionally, we give some sample applications.
We conclude with two updated implementations of our extended interval operations in the toolbox
environments [2] and [3].
1 Introduction
In the usual rules for interval division (see [1] for example), the case of division by an
interval containing zero is excluded. Nevertheless, this case can be very useful in the
context of interval Newton (Gauss-Seidel) methods applied in the eld of global meth-
ods, which aim at nding all roots of a nonlinear system of equations or all solutions of
a global optimization problem within a specied region. Here, this so-called extended
interval division helps to eliminate parts of the search region which are guaranteed not
to contain a solution (see the sample applications below). For this purpose, we must
be able to compute the result of the expression




where r 2 IR and [x]; [y] 2 IIR independently of [y] containing zero or not. The result
W is used as an intermediate value only, because the set W is intersected with an
interval before it is used for further computation.
The origin of this expression is the problem of nding the set W of all solutions w
with
y  (r   w) = x; for any x 2 [x] and y 2 [y]: (2)
Since 1968, many dierent authors have dealt with dierent kinds of denitions of
extended interval arithmetic ([2], [4], [5], [6], [7], [8], [12], [13], [15], [16], and many
others). Some of these denitions are very general, others very special for the case
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described above. Taking a closer look on some of the special denitions of extended
interval division, we will see that they do not treat all important cases correctly or that
they even violate the rules of inclusion isotonicity.
In this paper, we rst demonstrate the diculties arising from some of the old
denitions. Then we formulate the basic aim, concept, and properties important for
dening the extended interval division. Finally, we give a proper way for dening
the extended interval operations needed in our special case of interval Newton like
methods. In addition, we present sample applications and implementations of our
extended interval arithmetic.
2 Notation and Basic Properties
Throughout the present paper, we denote real numbers by x; y, etc. and real bounded
and closed intervals by [x] = [x; x]; [y] = [y; y], etc., where inf[x] = min[x] = x,
sup[x] = max[x] = x, inf[y] = min[y] = y, sup[y] = max[y] = y, etc. The set of
compact real intervals is denoted by IIR := f[a; a] j a  a; a; a 2 IRg. The midpoint
of the interval [x] 2 IIR is dened by m([x]) = (x+ x)=2.
The elementary real operations  2 f+; ; ; =g are extended to interval arguments
[x]; [y] by dening the result of an elementary interval operation to be the set of real
numbers which results from combining any two numbers contained in [x] and in [y].
That is,
[x]  [y] := fx  y j x 2 [x]; y 2 [y]g: (3)
Of course, the denition of [x]=[y] is restricted to intervals [y] with 0 62 [y].
The elementary operations are inclusion isotonic. That means:
[x]  [x0]; [y]  [y0] =) [x]  [y]  [x0]  [y0];  2 f+; ; ; =g:
We call a function F : IIR! IIR an inclusion function of f : IR! IR in [x] 2 IIR,
if x 2 [x] implies f(x) 2 F ([x]). In other words, frg([x])  F ([x]), where frg([x]) is the
range of the function f on [x]. The inclusion function of the derivative of f is denoted
by F 0. It is assumed in the following that the inclusion functions have the isotonicity
property, i.e. [x]  [y] implies F ([x])  F ([y]).
Moreover, we use the following notation for [x]; [y] 2 IIR
[x]

 [y] :() y < x ^ x < y;
which we call the inner inclusion relation.
We extend the space of real intervals by permitting the bounds of intervals to be
one of the ideal points  1 and +1. Thus, the set of extended real intervals is
IIR? := IIR [ f[ 1; r] j r 2 IRg [ f[r;+1] j r 2 IRg [ f[ 1;+1]g: (4)
That is, IIR? is the set of real intervals completed by those unbounded intervals whose
lower and upper bounds may be innity. For instance, [ 1; r] is another notation for
the set fx 2 IR j x  rg, and [ 1;+1] denotes the entire real axis.
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3 Problems with Some of the \Older" Denitions
of \/"
Ratschek, Rokne (1988)
In [15], Ratschek and Rokne slightly modify a denition of Hansen [4]. For nite




[ 1;+1] if x < 0 < x or [y] = 0;
[x=y;+1] if x  0 and y < y = 0;
[ 1; x=y] [ [x=y;+1] if x  0 and y < 0 < y;
[ 1; x=y] if x  0 and 0 = y < y;
[ 1; x=y] if 0  x and y < y = 0;
[ 1; x=y] [ [x=y;+1] if 0  x and y < 0 < y;
[x=y;+1] if 0  x and 0 = y < y:
(5)
First of all, the dierent cases of Denition (5) are overlapping, and therefore it is
possible to produce two dierent results for [x] = [0; 0].
Second, the case 0 2 [x] ^ 0 2 [y] is not treated correctly. For example, we want to
apply one interval Newton step to the perturbed problem f(x) = 0 for f(x) = [0; 4] x3
in [x] = [1; 2]. It is easy to see, that all points in [x] must be in the solution set of that
problem. Now, if we compute
N([x]) = (m([x])  f(m([x]))=f 0([x]))\ [x];
we get (applying the last case in (5))
N([1; 2]) = (1:5   [0; 13:5]=[0; 48]) \ [1; 2]
= (1:5   [0;+1]) \ [1; 2]
= [ 1; 1:5] \ [1; 2]
= [1; 1:5];
and half of the solution set is lost!
Moreover, Denition (5) is not inclusion isotonic in all cases. With a; b 2 IR and
a; b > 0, we have [0]  [0; b], but (5) delivers
[0; a]=[0] = [ 1;+1] 6 [0;+1] = [0; a]=[0; b]:
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Hansen (1992)
For nite intervals [x]; [y] 2 IIR with y < y, Hansen denes the extended interval




[x=y;+1] if x  0 and y < y = 0;
[ 1; x=y] [ [x=y;+1] if x  0 and y < 0 < y;
[ 1; x=y] if x  0 and 0 = y < y;
[ 1;+1] if x < 0 < x;
[ 1; x=y] if 0  x and y < y = 0;
[ 1; x=y] [ [x=y;+1] if 0  x and y < 0 < y;
[x=y;+1] if 0  x and 0 = y < y:
(6)
As with the Ratschek/Rokne denition, the dierent cases of Denition (6) are
overlapping, and we can obtain two dierent results for [x] = [0; 0]. Therefore, the
denition can also not be inclusion isotonic. For example, with a; b 2 IR and a; b > 0,
we have that [0]  [0; a] but cases 3 and 7 of Denition (6) deliver
[0]=[0; b] = [ 1; 0] 6 [0;+1] = [0; a]=[0; b]:
Second, it is assumed that y < y. So, the case [x]=[0; 0] is not treated at all (but it
is a possible case, see the sample application).
Moreover, as for Denition (5), the case 0 2 [x] ^ 0 2 [y] is not treated correctly.
These rules produce the same results for our example from above.
Hammer, Hocks, Kulisch, Ratz (1993)
In the toolbox book [2], the authors dene the extended interval division for nite




[ 1;+1] if x < 0 < x or [x] = 0 or [y] = 0;
[x=y;+1] if x  0 and y < y = 0;
[ 1; x=y] [ [x=y;+1] if x  0 and y < 0 < y;
[ 1; x=y] if x  0 and 0 = y < y;
[ 1; x=y] if 0  x and y < y = 0;
[ 1; x=y] [ [x=y;+1] if 0  x and y < 0 < y;
[x=y;+1] if 0  x and 0 = y < y:
(7)
Here, the dierent cases of Denition (7) are non-overlapping if we assume 0 6= [x]
in cases 2 to 7 (as it is assumed by the authors in their implementation of (7), see
[2, page 95]). Therefore the results are unique. Moreover, the case [y] = 0 is at least
incorporated.
As for Hansen's denition, the case 0 2 [x] ^ 0 2 [y] is not treated correctly. These
rules produce the same results for our example from above.
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Similar to Denition (5), Denition (7) is is not inclusion isotonic in all cases. With
a; b 2 IR and a; b > 0, we have that [0]  [0; a] and [0]  [0; b] but (7) delivers
[0]=[0; b] = [ 1;+1] 6 [0;+1] = [0; a]=[0; b]
and
[0; a]=[0] = [ 1;+1] 6 [0;+1] = [0; a]=[0; b]:
These three examples demonstrate the need of a properly dened extended interval
division.
4 A New Approach
From the denition of the standard interval division (3) with 0 62 [y], we have that the
quotient [x]=[y] = [x]  [1=y; 1=y] is the set
S([x]; [y]) := fz 2 IR j z = x=y; x 2 [x]; y 2 [y]g: (8)
But if we allow [y] to contain the point zero, we cannot use this denition because x=0
is not dened.
Therefore, we go back to the original problem (2). So, dividing [x] by [y] can be
interpreted as the aim of nding all points z for which y  z = x for any x 2 [x] and
y 2 [y]. Thus we x
Denition 4.1 Let [x]; [y] 2 IIR. Then we call the set
S
?([x]; [y]) := fz 2 IR j y  z = x; x 2 [x]; y 2 [y]g: (9)
the extended solution set for [x]=[y].
Lemma 4.2 For [x]; [y] 2 IIR with 0 62 [y], the result of the standard interval division
satises [x]=[y] = S([x]; [y]) = S?([x]; [y]).
Proof: From [1] we know that [x]=[y] = S([x]; [y]). Since y 6= 0 for all y 2 [y], we have
S([x]; [y]) = fz j z = x=y; x 2 [x]; y 2 [y]g
= fz j y  z = x; x 2 [x]; y 2 [y]g
= S?([x]; [y]):
2
To see how we can provide the extended rules for division, we rst look at
Example 4.3 Let [x], [y] 2 IIR with [x] = [4; 5] and [y] = [ 1; 2]. Since 0 62 [4; 5],
there is no x 2 [4; 5] for which a z 2 IR exists with 0  z = 0 = x. Therefore we can
exclude 0 from [y], and we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [4; 5]; y 2 [ 1; 0)g
[ fz 2 IR j y  z = x; x 2 [4; 5]; y 2 (0; 2]g:
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Let " > 0, then set
S
?
" ([x]; [y]) := fz 2 IR j y  z = x; x 2 [4; 5]; y 2 [ 1; "]g
[ fz 2 IR j y  z = x; x 2 [4; 5]; y 2 ["; 2]g;
and we have S?" ([x]; [y]) ! S
?([x]; [y]) for "  ! 0. Thus,
S
?
" ([x]; [y]) = [ 5="; 4] [ [2; 5="]  ! [ 1; 4] [ [2;+1] = S
?([x]; [y]);
and the result is given as the union of two extended real intervals, S?([4; 5]; [ 1; 2]) =
[ 1; 4] [ [2;+1].
Example 4.3 is typical for the common case of an extended interval division, which
may be illustrated by punching out a little gap around the origin of the real axis.
In general, the result may be represented by zero (empty set), one, or two extended
intervals.
5 A Proper Extended Denition of \/" and \ "




]  [x] for all [x] 2 IIR? [ f[
.
]g the empty interval.





[x]  [1=y; 1=y] if 0 62 [y];
[ 1;+1] if 0 2 [x] ^ 0 2 [y];
[x=y;+1] if x < 0 ^ y < y = 0;
[ 1; x=y] [ [x=y;+1] if x < 0 ^ y < 0 < y;
[ 1; x=y] if x < 0 ^ 0 = y < y;
[ 1; x=y] if 0 < x ^ y < y = 0;
[ 1; x=y] [ [x=y;+1] if 0 < x ^ y < 0 < y;
[x=y;+1] if 0 < x ^ 0 = y < y;
[
.
] if 0 62 [x] ^ 0 = [y]:
(10)
This denition coresponds to a denition used by Kearfott and Novoa in [14] (im-
plemented in [9]), which, in contrast to our denition, makes use of the ideal points  1
and +1. In their denition, the empty interval corresponds to the set f 1g[f+1g
and all cases contain those two ideal points in the result set to preserve inclusion
isotonicity.
A denition of extended interval division in the spirit of the present paper will also
appear in the forthcoming book of Kearfott [10].
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Theorem 5.3 For [x]; [y] 2 IIR, the result of the extended interval division according
to Denition 5.2 satises [x]=[y] = S?([x]; [y]).
Proof: Let " > 0, then treat the dierent cases of Denition 5.2 in the following
manner:
a) 0 62 [y]: According to Lemma 4.2, we have
[x]=[y] = S([x]; [y]) = S?([x]; [y]):
b) 0 2 [x] ^ 0 2 [y]: For x = 0 ^ y = 0, all z 2 IR fulll y  z = x. Therefore
S
?([x]; [y]) = IR = [ 1;+1] = [x]=[y]:
c) x < 0 ^ y < y = 0: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; 0]g
= fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; 0)g
= lim
"!+0












d) x < 0 ^ y < 0 < y: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; y]g
= fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; 0)g [




fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; "]g [















[x=y; x="] [ [x="; x=y]

= [x=y;+1] [ [ 1; x=y]
= [x]=[y]:
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e) x < 0 ^ 0 = y < y: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [x; x]; y 2 [0; y]g
= fz 2 IR j y  z = x; x 2 [x; x]; y 2 (0; y]g
= lim
"!+0
fz 2 IR j y  z = x; x 2 [x; x]; y 2 ["; y]g
= lim
"!+0









f) 0 < x ^ y < y = 0: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; 0]g
= fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; 0)g
= lim
"!+0












g) 0 < x ^ y < 0 < y: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; y]g
= fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; 0)g [




fz 2 IR j y  z = x; x 2 [x; x]; y 2 [y; "]g [















[ x="; x=y] [ [x=y; x="]

= [ 1; x=y] [ [x=y;+1]
= [x]=[y]:
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h) 0 < x ^ 0 = y < y: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore we have
S
?([x]; [y]) = fz 2 IR j y  z = x; x 2 [x; x]; y 2 [0; y]g
= fz 2 IR j y  z = x; x 2 [x; x]; y 2 (0; y]g
= lim
"!+0
fz 2 IR j y  z = x; x 2 [x; x]; y 2 ["; y]g
= lim
"!+0









i) 0 62 [x] ^ 0 = [y]: Since 0 62 [x], there is no x 2 [x], for which a z 2 IR exists
with 0  z = x. Therefore, since 0 is the only element of [y] we have
S






Theorem 5.4 The extended interval division according to Denition 5.2 is inclusion
isotonic.
Proof: From Theorem 5.3 we know that [x]=[y] = S?([x]; [y]) for all [x]; [y] 2 I IR.
Now, let [x]; [x0]; [y]; [y0] 2 IIR, [x]  [x0], and [y]  [y0]. Then
[x]=[y] = S?([x]; [y])
= fz 2 IR j y  z = x; x 2 [x]; y 2 [y]g




In most algorithms where extended interval arithmetic is applied, it is followed by
an intersection with some nite interval. The result after intersection is an empty set
(interval) or one or two nite intervals. In this sense, our extended interval arithmetic
is a tool to generate and deal temporarily with innite intervals.
Example 5.5 Consider Example 4.3. We look for ([x]=[y])\[ 5; 4]. The division yields
[ 1; 4][ [2;+1]. Intersection with [ 5; 4] yields two nite intervals [ 5; 4][ [2; 4].
Similarly, ([x]=[y])\ [ 2; 4] = [2; 4], and ([x]=[y])\ [ 3; 1] = [
.
].
In addition to the operation of an extended division, we only need one more ex-
tended operation, an extended subtraction.
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Denition 5.6 Let r 2 IR and [z] 2 IIR? [ f[
.
]g. Then we call the set
W
?(r; [z]) := fw 2 IR j w = r   z; z 2 [z]g: (11)
the extended solution set for r   [z].
Denition 5.7 For r 2 IR and [z] 2 IIR? [ f[
.
]g, we dene the extended interval
subtraction by
r   [z] :=
8>>>>>><
>>>>>>:
[r   z; r   z] if [z] 2 IIR
[ 1;+1] if [z] = [ 1;+1]
[ 1; r   z] if [z] = [z;+1]
[r   z;+1] if [z] = [ 1; z]
[
.




Theorem 5.8 For r 2 IR and [z] 2 IIR? [ f[
.
]g, the result of the extended interval
subtraction according to Denition 5.7 satises r   [z] =W?(r; [z]).
Proof: Let " > 0, then we treat the dierent cases of Denition 5.7 in the following
manner:
a) [z] 2 IIR: This case corresponds to the standard denition of interval subtrac-
tion, since [z] is nite.
b) [z] = [ 1;+1]:
W
?(r; [z]) = fw 2 IR j w = r   z; z 2 [ 1;1]g
= lim
"!+0
fw 2 IR j w = r   z; z 2 [ 1="; 1="]g
= lim
"!+0
[r   1="; r + 1="]
= [ 1;+1]
= r   [z]:
c) [z] = [z;+1]:
W
?(r; [z]) = fw 2 IR j w = r   z; z 2 [z;1]g
= lim
"!+0
fw 2 IR j w = r   z; z 2 [z; 1="]g
= lim
"!+0
[r   1="; r   z]
= [ 1; r  z]
= r   [z]:
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d) [z] = [ 1; z]:
W
?(r; [z]) = fw 2 IR j w = r   z; z 2 [ 1; z]g
= lim
"!+0
fw 2 IR j w = r   z; z 2 [ 1="; z]g
= lim
"!+0
[r   z; r + 1="]
= [r   z;+1]
= r   [z]:










= r   [z]:
2
Theorem 5.9 The extended interval subtraction according to Denition 5.7 is inclu-
sion isotonic.
Proof: From Theorem 5.8 we know that r   [z] = W?(r; [z]) for all r 2 IR and all
[z] 2 IIR?. Now, let [z]; [z0] 2 IIR? [ f[
.
]g and [z]  [z0]. Then
r   [z] = W?(r; [z])
= fw 2 IR j w = r   z; z 2 [z]g
 fw 2 IR j w = r   z; z 2 [z0]g
= W?(r; [z0])
= r   [z0]:
2
6 Sample Applications
Example 6.1 We compare extended interval Newton iteration
[x](k+1) = N?([x](k)) = N([x](k)) \ [x](k); k = 0; 1; 2; : : : ;
where
N([x]) = m([x])  f(m([x]))=F 0([x])
with standard interval Newton bisection iteration, i.e.
[x](k+1) = B([x](k)); k = 0; 1; 2; : : : ;




N([x]) \ [x] if 0 62 F 0([x]);
[x;m([x])][ [m([x]); x] otherwise:























If we apply the extended interval Newton iteration to the function
f(x) = x2   4x+ 3
and starting interval [x](0) = [0; 4:25], we obtain
[x](1) = [0:0000; 1:814] [ [2:296; 4:125];
[x](2) = [0:9555; 1:431] [ [2:425; 3:102];
...
[x](5) = [0:9999; 1:001] [ [2:999; 3:001]:
We need only 9 applications of the extended interval Newton operator N? to guarantee
a relative diameter of 10 4 for the nal intervals. After two iterations, we are already

















2 . All printed results are rounded outwards to four






If we use the standard interval Newton bisection iteration, we obtain
[x](1) = [0:000; 2:063] [ [2:062; 4:125];
[x](2) = [0:000; 1:032] [ [1:031; 2:063] [ [2:062; 3:048];
...
[x](6) = [0:9999; 1:001] [ [2:999; 3:001]:
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We need a total number of 5 bisections and 14 applications of the standard inter-
val Newton operator to guarantee a relative diameter of 10 4 for the nal intervals.








Example 6.2 Let f : IR2 ! IR2 with f1(x) = x
2
1(1 x2) and f2(x) = x1+x
2
2 1. Then
the points (0; 1)T and (0; 1)T are the two zeros of f within in the box ([x1]; [x2])
T =
([ 1; 1]; [ 1; 1])T.
Now we want to perform special componentwise one-dimensional interval Newton

























We now compare the result using denitions (5), (6), or (7) with the result using
Denition 5.2 when applying Ng, then Nh, and then again Ng, to narrow the enclosure
([x1]; [x2]) of the zeros of f .
Using (5), (6), or (7), we get
[x2] := [x2] \Ng([x2])




= [ 1; 1] \
[0; 1]
[0; 1]
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= [ 1; 1] \ [0;+1]
= [0; 1];
[x1] := [x1] \Nh([x1])
= [ 1; 1] \ (0  
[0; 1]2   1
1
)
= [ 1; 1] \  
[0; 1]  1
1
= [ 1; 1] \ [0; 1]
= [0; 1];
[x2] := [x2] \Ng([x2])
= [0; 1] \ (0:5 +
[0; 1]2  0:5
[0; 1]2
)
= [0; 1] \ (0:5 + [0;+1])
= [0; 1] \ [0:5;+1]
= [0:5; 1]:
Therefore, (0; 1)T 62 ([x1]; [x2])
T = ([0; 1]; [0:5; 1])T, so one zero is lost!
Using Denition 5.2, this error is corrected, and we get
[x2] := [x2] \ Ng([x2])




= [ 1; 1] \
[0; 1]
[0; 1]
= [ 1; 1] \ [ 1;+1]
= [ 1; 1]
[x1] := [x1] \ Nh([x1])
= [ 1; 1] \ (0  
[ 1; 1]2   1
1
)
= [ 1; 1] \  
[0; 1]  1
1
= [ 1; 1] \ [0; 1]
= [0; 1]
[x2] := [x2] \ Ng([x2])




= [ 1; 1] \ [ 1;+1])
= [ 1; 1];
which indicates that a bisection is necessary to achieve further progress in narrowing
[x2].
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Example 6.3 If we apply the routine AllZeros from the toolbox book [2] to the (con-
stant) function f(x) = x  x+ 5 for the starting search region [ 1000; 1000], we get
Computing all zeros of the function f(x) = x - x + 5
Search interval : [-1000,1000]
Tolerance (relative) : 1e-10
1023 calls of XINewton needed!
0 interval enclosure(s)
There is no zero within the search interval.
The nal result is correct. However, since automatic dierentiation delivers f 0([x]) =
[0; 0] for all [x] 2 IIR, we have a denominator [0; 0], and the extended interval division
according to (7) results in [ 1;+1]. Therefore, many bisections and 1023 recursive
calls of XINewton are necessary.
Now, we equip the toolbox modules with the extended interval division according
to Denition 5.2. If we then apply the routine AllZeros to the (constant) function
f(x) = x  x+ 5 and the starting search region [ 1000; 1000] we get
Computing all zeros of the function f(x) = x - x + 5
Search interval : [-1000,1000]
Tolerance (relative) : 1e-10
1 call of XINewton needed!
0 interval enclosure(s)
There is no zero within the search interval.
This improved behaviour is due to the fact, that for the denominator [0; 0] the extended
interval division now results in [
.
]. Therefore, only one call of XINewton is necessary
to verify that there is no zero in the search region.
7 Two Implementations
In the following, we list two implementations of (10) and (12) in PASCAL{XSC [11] and
in C++. These modules are updated versions of the public domain toolbox modules
described in [2] and in [3].
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7.1 PASCAL{XSC Implementation
{------------------------------------------------------------------------}
{ Purpose: Definition of an extended interval arithmetic which allows }
{ the division by an interval containing zero. }
{ Method: Overloading of operators for arithmetic and lattice operations }
{ of data type 'xinterval'. }
{ Global types, operators, and functions: }
{ types KindType : component type of extended intervals }
{ xinterval : data type for extended intervals }
{ operators div, -, ** : operators of extended interval arithmetic}
{ function EmptyIntval : delivers empty set as irregular interval }
{------------------------------------------------------------------------}
module xi_ari;
use i_ari; { Standard interval arithmetic }
{------------------------------------------------------------------------}
{ Global type definitions }
{------------------------------------------------------------------------}
{ An extended interval 'x', represented by the type 'xinterval', is }
{ defined according to the following rules (a <= b): }
{ }
{ x = [a, b] : x.kind = Finite, x.inf = a, x.sup = b }
{ x = [a, +oo] : x.kind = PlusInfty, x.inf = a, x.sup undef. }
{ x = [-oo, a] : x.kind = MinusInfty, x.sup = a, x.inf undef. }
{ x = [-oo, a] v [b, +oo] : x.kind = Double, x.inf = b, x.sup = a }
{ x = [-oo, +oo] : x.kind = Double, x.inf = a, x.sup = a }
{ x = [/] : x.kind = Empty, x.inf and x.sup undef. }
{ }
{ In this definition, 'v' stands for the set union and 'oo' for infinity.}
{------------------------------------------------------------------------}
global type
KindType = (Finite, PlusInfty, MinusInfty, Double, Empty);
xinterval = global record { Extended intervals }
kind : KindType; { according to the }
inf, sup : real; { definition above }
end; {---------------------}
{------------------------------------------------------------------------}
{ Function 'EmptyIntval' delivers an empty interval (empty set) }
{------------------------------------------------------------------------}
global function EmptyIntval : interval;
begin
EmptyIntval.inf := 999999999; { Definition of an irregular interval }
EmptyIntval.sup := -999999999; { EmptyIntval = [999999999,-999999999] }
end; {--------------------------------------}
{----------------------------------------------------------------}
{ Extended interval division 'A / B', where 0 in 'B' is allowed. }
{----------------------------------------------------------------}





if (0 in B) then { extended interval division }
begin
if (0 in A) then






else if (0 = B) then
begin { Q = [/] }
Q.kind := Empty; {---------}
end
else if ((sup(A) < 0) and (sup(B) = 0)) then
begin { Q = [Q.inf, +oo] }
Q.kind:= PlusInfty; {------------------}
Q.inf := sup(A) /< inf(B);
end
else if ((sup(A) < 0) and (inf(B) < 0) and (sup(B) > 0)) then
begin { Q = [-oo, Q.sup] v [Q.inf, +oo] }
Q.kind:= Double; {---------------------------------}
Q.sup := sup(A) /> sup(B);
Q.inf := sup(A) /< inf(B);
end
else if ((sup(A) < 0) and (inf(B) = 0)) then
begin { Q = [-oo, Q.sup] }
Q.kind:= MinusInfty; {------------------}
Q.sup := sup(a) /> sup(b);
end
else if ((inf(A) > 0) and (sup(B) = 0)) then
begin { Q = [-oo, Q.sup] }
Q.kind:= MinusInfty; {------------------}
Q.sup := inf(A) /> inf(B);
end
else if ((inf(A) > 0) and (inf(B) < 0) and (sup(B) > 0)) then
begin { Q = [-oo, Q.sup] v [Q.inf, +oo] }
Q.kind:= Double; {---------------------------------}
Q.sup := inf(A) /> inf(B);
Q.inf := inf(A) /< sup(B);
end
else if ((inf(A) > 0) and (inf(B) = 0)) then
begin { Q = [Q.inf, +oo] }
Q.kind:= PlusInfty; {------------------}
Q.inf := inf(A) /< sup(B);
end
end { 0 in B }
else { not (0 in B) ==> standard interval division }
begin { Q = [C.inf, C.sup] }








{ Subtraction of an extended interval 'B' from a real value 'a'. }
{----------------------------------------------------------------}





Finite : begin { D = [D.inf, D.sup] }
D.kind:= Finite; {--------------------}
D.inf := a -< B.sup;
D.sup := a -> B.inf;
end;
PlusInfty : begin { D = [inf, +oo] }
D.kind:= MinusInfty; {----------------}
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D.sup := a -> B.inf;
end;
MinusInfty : begin { D = [-oo, sup] }
D.kind:= PlusInfty; {----------------}
D.inf := a -< B.sup;
end;
Double : begin { D = [-oo, D.sup] v [D.inf, +oo] }
D.kind:= Double; {---------------------------------}
D.inf := a -< B.sup;
D.sup := a -> B.inf;
if (D.inf < D.sup) then
D.inf := D.sup;
end;







{ Intersection of interval 'X' and extended interval 'Y'. The result }
{ is given as a pair (vector) of intervals, where one or both of them }
{ can be empty intervals ('EmptyIntval'). }
{------------------------------------------------------------------------}







Finite : begin { X ** [Y.inf,Y.sup] }
H := intval(Y.inf,Y.sup); {--------------------}
if not (X >< H) then
Intersect[1]:= X ** H;
end;
PlusInfty : if (X.sup >= Y.inf) then { X ** [Y.inf,+oo] }
begin {------------------}





MinusInfty: if (Y.sup >= X.inf) then { X ** [-oo,Y.sup] }
begin {------------------}










else if (Y.inf <= X.sup) then
begin { X ** [Y.inf,+oo] }






else if (X.inf <= Y.sup) then
begin { X ** [-oo,Y.sup] }





Empty : ; { X ** [/] }
end; { CASE kind OF ... } {----------}
end; { OPERATOR ** ... }
{------------------------------------------------------------------------}
{ Module initialization part }
{------------------------------------------------------------------------}
begin




// File: xi_ari (header)
// Purpose: Definition of an extended interval arithmetic which allows
// the division by an interval containing zero.
// Global type:
// KindType : component type of extended intervals
// Global function:
// EmptyIntval() : empty set as irregular interval
// Class xinterval:
// operators %, -, &: operators of extended interval arithmetic




#include <interval.hpp> // Interval arithmetic
#include <ivector.hpp> // Interval vector arithmetic
typedef enum { Finite, PlusInfty, MinusInfty, Double, Empty } KindType;
extern interval EmptyIntval ( ); // Irregular (empty) interval
class xinterval { // Extended intervals according





xinterval ( const KindType&, const real&, const real& );
xinterval ( const xinterval& );
xinterval& operator= ( xinterval& );
friend xinterval operator- ( const real&, const xinterval& );
friend xinterval operator% ( interval&, interval& );
friend ivector operator& ( interval&, const xinterval& );
};
#endif
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//------------------------------------------------------------------------
// File: xi_ari (implementation)
// Purpose: Definition of an extended interval arithmetic which allows the
// division by an interval containing zero.
// Method: Overloading of operators for arithmetic and lattice operations
// of data type 'xinterval'.
// Global type:
// KindType : component type of extended intervals
// Global function:
// EmptyIntval() : empty set as irregular interval
// Class xinterval:
// operators %, -, &: operators of extended interval arithmetic
// operator = : assignment operator
//------------------------------------------------------------------------
#include <i_util.hpp> // Interval utility functions
#include <xi_ari.hpp>
//------------------------------------------------------------------------
// An extended interval 'x', represented by the type 'xinterval', is
// defined according to the following rules (a <= b):
//
// x = [a, b] : x.kind = Finite, x.inf = a, x.sup = b
// x = [a, +oo] : x.kind = PlusInfty, x.inf = a, x.sup undef.
// x = [-oo, a] : x.kind = MinusInfty, x.sup = a, x.inf undef.
// x = [-oo, a] v [b, +oo] : x.kind = Double, x.inf = b, x.sup = a
// x = [-oo, +oo] : x.kind = Double, x.inf = a, x.sup = a
// x = [/] : x.kind = Empty, x.inf and x.sup undef.
//
// In this definition, 'v' stands for the set union and 'oo' for infinity.
//------------------------------------------------------------------------




































// Extended interval division 'A / B' where 0 in 'B' is allowed.
//------------------------------------------------------------------------




if ( in(0.0, B) ) {
if ( in(0.0, A) ) {
Q.kind = Double; // Q = [-oo,+oo] = [-oo,0] v [0,+oo]
Q.sup = 0.0; //----------------------------------
Q.inf = 0.0;
}
else if ( B == 0.0 ) { // Q = [/]
Q.kind = PlusInfty; //--------
Q.inf = divd(Sup(A),Inf(B));
}
else if ( (Sup(A) < 0.0) && (Sup(B) == 0.0) ) { // Q = [Q.inf,+oo]
Q.kind = PlusInfty; //----------------
Q.inf = divd(Sup(A),Inf(B));
}
else if ( (Sup(A) < 0.0) && (Inf(B) < 0.0) && (Sup(B) > 0.0) ) {
Q.kind = Double; // Q = [-oo,Q.sup] v [Q.inf,+oo]
Q.sup = divu(Sup(A),Sup(B)); //------------------------------
Q.inf = divd(Sup(A),Inf(B));
}
else if ( (Sup(A) < 0.0) && (Inf(B) == 0.0) ) { // Q = [-oo,Q.sup]
Q.kind = MinusInfty; //----------------
Q.sup = divu(Sup(A),Sup(B));
}
else if ( (Inf(A) > 0.0) && (Sup(B) == 0.0) ) { // Q = [-oo,Q.sup]
Q.kind = MinusInfty; //----------------
Q.sup = divu(Inf(A),Inf(B));
}
else if ( (Inf(A) > 0.0) && (Inf(B) < 0.0) && (Sup(B) > 0.0) ) {
Q.kind = Double; // Q = [-oo,Q.sup] v [Q.inf,+oo]
Q.sup = divu(Inf(A),Inf(B)); //------------------------------
Q.inf = divd(Inf(A),Sup(B));
}
else { // if ( (Inf(A) > 0.0) && (Inf(B) == 0.0) )
Q.kind = PlusInfty; // Q = [Q.inf,+oo]
Q.inf = divd(Inf(A),Sup(B)); //----------------
}
} // in(0.0,B)
else { // !in(0.0,B)
c = A / B; // Q = [C.inf,C.sup]
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// Subtraction of an extended interval 'B' from a real value 'a'.
//------------------------------------------------------------------------




case Finite : D.kind = Finite; // D = [D.inf,D.sup]
D.inf = subd(a,B.sup); //------------------
D.sup = subu(a,B.inf);
break;
case PlusInfty : D.kind = MinusInfty; // D = [inf,+oo]
D.sup = subu(a,B.inf); //--------------
break;
case MinusInfty : D.kind = PlusInfty; // D = [-oo,sup]
D.inf = subd(a,B.sup); //--------------
break;
case Double : D.kind = Double; // D = [-oo,D.sup] v [D.inf,+oo]
D.inf = subd(a,B.sup);//---------------------------
D.sup = subu(a,B.inf);
if (D.inf < D.sup) D.inf = D.sup;
break;
case Empty : D.kind = Empty; // D = [/]






// Intersection of an interval 'X' and an extended interval 'Y'.
// The result is given as a pair (vector) of intervals, where one or both
// of them can be empty intervals.
//------------------------------------------------------------------------







case Finite : // [X.inf,X.sup] & [Y.inf,Y.sup]
//------------------------------
H = _interval(Y.inf,Y.sup);
if ( !Disjoint(X,H) ) IS[1] = X & H;
break;
case PlusInfty : // [X.inf,X.sup] & [Y.inf,+oo]
//----------------------------
if (Sup(X) >= Y.inf)





case MinusInfty : // [X.inf,X.sup] & [-oo,Y.sup]
//----------------------------







case Double : if ( (Inf(X) <= Y.sup) && (Y.inf <= Sup(X)) ) {
IS[1] = _interval(Inf(X),Y.sup);// X & [-oo,Y.sup]
IS[2] = _interval(Y.inf,Sup(X));// X & [Y.inf,+oo]
}
else if (Y.inf <= Sup(X)) // X & [Y.inf,+oo]




else if (Inf(X) <= Y.sup) // X & [-oo,Y.sup]





case Empty : break; // X ** [/]
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