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Abstract
Outlier detection in data streams comes with many challenges. Among these
challenges is the variable arrival rate of streams. When data packets are sent across
an unreliable network, the data sending process is interrupted due to temporary loss
of signal and later all of the data is tried to send at once as signals resume, resulting
in data point drop, leading to faulty outlier detection. However, which algorithm
performs the best in such cases remained a question until now. This research studies
the impact of the arrival rate, varying queue capacity sizes, and slide sizes on the
performance of state-of-the-art outlier detection algorithms for data streams. Our
experiments show that using a bounded queue for incoming data points and allowing
data drop has an average detrimental impact on the F-1 score, which is 100% for
NETS, 99.78% for Thresh-Leap, 99.69% for Micro-Cluster, 67.5% for Exact Storm,
and 0.422% for DUE. The number of outliers lost is 0% for Thresh-Leap, -0.33% for
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1 Background
In this chapter, we cover the background concepts used in this thesis. In section
1.1, we talk about the motivation leading to this research. Section 1.3 talks about the
research questions tackled in this work and section 1.2 talks about basic definitions
necessary to understand the following discussions.
1.1 Motivation
An outlier is defined as “an observation which deviates so much from the other
observations as to arouse suspicions that it was generated by a different mechanism”.
[33]. This means that an outlier is a data point which behaves differently as compared
to other data points generated from the source. A data stream, however, is an infinite
collection of data points implicitly or explicitly ordered by timestamps [70]. So, the
detection of outliers in data streams [2] is the problem of discovering outliers in a
stream of data points. Among the issues of this problem are infiniteness, multi-
dimensionality [45, 65], transience [70], concept drift [3] and uncertainty [64, 49].
The problem of outlier detection in data streams is significant [81], even more than
that for the static data [42], because of its numerous applications [18, 69, 61, 73],
and because data in real life is continuous and infinite, as a data stream. It helps in
detecting network intrusions [26], anomalous weather patterns [59], anomalous health
conditions of patients under observation, which may vary with time [28], credit card
fraud detection in real-time [72], erroneous sensor readings [14, 13] and most recently
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in self-driving cars [54]. Data streams in real life are uncertain [24]; for example,
in contexts that require multiple sensors like distributed traffic sensor nodes talking
to each other or in case of a distributed sensor network [66, 71], it can be the case
that there might be a situation in which multiple sensors are connected through an
unreliable network, so it is likely that some of the data points from the sensors are
dropped, resulting in outliers being missed even in critical times [64]. This is critical
because wireless sensor networks have numerous applications, such as in different
domains for monitoring and tracking [68]. If we are unable to detect outliers in the
case of an unreliable network, we cannot trust our results because this issue may
occur anywhere where data is being shared through network, and then our result
may be of an unknown quality [77]. As the existing distance-based outlier detection
techniques [7, 60] that use distance parameters to find outliers in a system [6, 86, 43,
15, 89] have not been compared in this situation [75], therefore, our research presents
an experiment to compare them on variable parameters.
Outlier detection in data streams is challenging because data points are infinitely
many, so they cannot be stored [8], and also because of the uncertainty of data
streams. In the case where data is taken continuously and losing even a single data
point might be fatal, for example, numerous accidents in industries are caused due
to sensor failures in control systems [58] or if critical sensor linked to the 2 fatal
Boeing 737 Max crashes could have a way to detect anomalous behaviour or perhaps
detect outlier readings, accidents could have been prevented. If the outlier detection
algorithm is not efficient enough to process the data quickly, it might jeopardize
the actual target of detecting outliers in real-time, for example, while taking sensor
readings [79]. If the data points are lost or if the arrival rate of data points is so fast
that algorithms cannot afford to lose data points, [27]. Therefore, in this research,
we experimentally compare six state-of-the-art outlier detection algorithms: Exact
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Storm [6], Abstract-C [86], Direct-Update-Event and Micro-Cluster [43], Thresh-Leap
[15] and NETS [89] under the realistic and not uncommon assumption mentioned
previously to find which algorithm performs best in those circumstances.
1.2 Definitions
In this section, we present the definitions of the terms used later in the report.
Lambda is the average rate at which the data points arrive from a source, rep-
resented as number of arrivals per second. In our case, the data points arrive at a
shared queue between a data producer (from which data points arrive) and a data
consumer (outlier detection algorithm). Following the approach presented in [34], the
queue used here follows a Poison arrival process.
A Poisson process is a stochastic process which denote a series of discrete event,
in which the average time between events is known but their exact time is random.
This means that the arrival or occurrence of events are independent of each other, for
example, the arrival of customers in a hospital.
The following are the properties of a Poisson process:
• Events are independent of each other.
• The average events per time period (average rate) is a constant λ.
• Two events cannot be simultaneous.
The probability density distribution for a Poisson process describes the probability






where t is used to define the time interval between 0 and t, n is the total number of
arrivals in the interval 0 to t, lambda (λ) is the total average arrival rate in arrivals/sec.
The term slide refers to the area with new or expiring data points that have been or
will be a part of the sliding window, as explained in the following figure 1.1.
Figure 1.1: Example of Slides
The term Concentration Ratio originates from the field of Economics [53]. It is an
indicator that shows how concentrated the data points in a dataset are, partitioned
into same-sized hyper cubes, called cells. Table 1 in [89] presents the concentration
ratio of different real-time datasets, where the STOCK dataset has the concentration
ratio of 0.64, for TAO, it is 0.87 and for FC, it is 0.66. In order to better understand
the concept, consider the examples presented in figures 1.2 and 1.3. Here, the figure
1.2 shows the example of a dataset with low concentration ratio and the figure 1.3
shows the example of a dataset with slightly higher concentration ratio.
Figure 1.2: Example of dataset with Low Concentration Ratio
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Figure 1.3: Example of dataset with High Concentration Ratio
It can be calculated as shown in equation 1.2:
Concentration Ratio =
Total data points in the top quarter of most populated cells
Data points in the entire data space
(1.2)
In case of high concentration ratio, the data points in the same slide are close to
one another, which is referred to as Intra-Slide Proximity, as described in [89] and
used in several other fields [55]. In case of high concentration ratio, the data points
in the expired slide are close to data points in the new slide, which is referred to as
Inter-Slide Proximity, as described in [89].
In order to observe the effect of arrival rates on the performance of outlier detection
algorithms, the producer-consumer technique [36] is used, which enables the data
stream generation program and the detection algorithm to share a blocking queue, as
in [82]. The data points are continuously fed into the queue by the producer, while
the detection algorithm (consumer), takes them one-by-one as it processes previous
points. The queue has a fixed capacity set to the default value. If at any point the data
points from the producer find the queue to be full, they are dropped instantaneously
[4]. Therefore, the quicker the algorithm takes the points, the lesser it loses them and
thus detects the outliers more accurately. It is observed that by increasing the arrival
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rate (lambda), the inter-arrival rate between the data points decreases, resulting in
data points rushing quicker towards the queue, which in turn impacts on the total
number of outliers detected.
As these infinite, high-volume and continuous data streams cannot be stored, in
order to process the queries on them in real-time, the sliding window model [9, 63]
is used to restrict the range of continuous queries [31], which may be count-based or
time-based depending upon the choice of the type. If the restricted items are up to
N most recent items, it is called a Count-based sliding window model [90], while if
the timestamps of the items are as old as current timestamp minus T , it is called a
Time-based sliding window model [17, 50].
1.3 Research Questions
The research questions studied in this thesis are the following:
1. What is the overall impact of the arrival rate of data points on the performance
of the outlier detection techniques for data streams?
2. In the case of high arrival rates, the shared queue between data producer and
consumer gets full and cannot accept any more data points, for example, in
case of an unreliable network, the data points might be dropped or lost. What
percentage of outliers do the different outlier detection algorithms fail to detect?
1.4 Contributions
The contributions made by this research in the scientific community are as follows:
• We present the first experimental study comparing the existing outlier detection
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algorithms on the basis of arrival rate. We study the impact of arrival rate on
the total execution time, average waiting time, total number of outliers lost,
precision, recall and f-1 score.
• We perform an experimental comparison of outlier detection algorithms on the
impact of queue capacity and slide size. We found that when the queue capac-
ity is small, the average waiting and total execution time is small, while if it
increases, both remain constant.
• Our experiments show that the average waiting time for Exact Storm and DUE
algorithms decreases as they drop more data points with the increase in slide
size, while those who do not drop data points, observe an increase in the average
waiting time.
• We found that the performance of outlier detection algorithms for data streams
is dependent on the arrival rate (lambda) of the data points, for all algorithms.
We found that the average impact of arrival rate on the number of outliers
detected for each algorithm is: 39.2% for Exact Storm, 38.6% for DUE, 0% for
Thresh-Leap for NETS, 0% for Micro-Cluster and -0.33%.
• We found through our experiments that using a bounded queue for incoming
data points and allowing data drop, arrival rate has a significant detrimental
impact on the F-1 score for all algorithms, across all datasets. We found that
the average impact of arrival rate on F-1 score for each algorithm is: 99.78%
for Thresh-Leap, 100% for NETS, 99.69% for Micro-Cluster, 67.5% for Exact
Storm and 0.422% for DUE.
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2 Related Work
In this section, we explain the existing distance-based outlier detection algorithms
used in [76]: Exact-Storm, Abstract-C, Direct-Update-Event, Micro-Cluster, Thresh-
Leap algorithms and NETS.
2.1 Exact Storm
The Exact Storm algorithm [6] uses the index structure shown in figure 2.1 to
store data points for each window. For each data point o in the index structure, its
preceding neighbors, which are defined as the data points that are the neighbors of
the data point o and expire before o, are stored in the list o.pn, and its succeeding
neighbors, which are defined defined as the data points which are neighbors of the
data point o and expire in the same slide or after o, are stored in the list o.sn.
When the window slides and data points expire, they are removed from the index
structure but not from the o.pn list of the data points after that, as shown in case of
data point o3 in window W1, in figure 2.1. It can be seen that in window W1, although
data points o1 and o2 are removed from the index structure, they are written as the
preceding neighbor of data point o3. In case of a new slide, a range query returns
the neighbors in range R, which in this case results in finding o.pn and o.sn for data
points o7 and o8.
If a data point o has less than K preceding and succeeding neighbors, in case of
given example: 2 (assuming K = 2), then it is an outlier. In the given example, data
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point o6 could be an outlier since it has fewer than K neighbors.
Figure 2.1: Example of Exact Storm
For the Exact Storm algorithm, an outlier is a data point whose sum of preceding
and succeeding neighbors is less than K. In other words, when the following statement
holds (o.sn+ o.pn) < K.
The index list stores preceding neighbors for a data point but calculates both
preceding and succeeding neighbors, which makes it less optimal in terms of memory
usage. Moreover, since expired preceding neighbors are not removed from the list,
it takes extra time to retrieve preceding neighbors for active data points, it requires
extra CPU time to perform the operation.
2.2 Abstract-C
Abstract-C [86] stores the count of neighbors for every data point o in every
window it participates in, which is called ln cnt. It also uses the index structure, like
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Exact Storm as shown in figure 2.1. The intuition behind Abstract-C is that each
point participates in W/S windows, which is the maximum size that the sequence
o.ln cnt can go up to, for each data point o. For understanding, consider the example
presented in figure 2.2. Here, data point o3 is considered. As described earlier, the
size of o3.ln cnt can max be 3 as W/S, which in this case is 3. This means that it
can participate in 3 windows at max.
In case of window W1, it has o1 and o2 as neighbors, leading to o3.ln cnt for W1
be [1,1,0] . o1 is no more a neighbor in W2, in fact there is a new neighbor o4, leading
to o3.ln cnt to be [2,1]. In case of W3, o2 is no more a neighbor but there is a new
neighbor o5 and old neighbor o4, leading to o3.ln cnt be [2].
The outlier for Abstract-C is the data point o if o.ln cnt[0] is less than K, which
means o3 in the given example is not an outlier, as it has neighbors greater than K,
as shown in the figure 2.2.
For the Abstract-C algorithm, an outlier is a data point whose o.lncnt[0] has neigh-
bors less than K. In other words, when the following statement holds o.ln cnt[0] < K.
This setting makes it not at all suitable in terms of memory, as memory require-
ment depends upon the input data stream. This means that it is not suitable for
small slide size S, as the size of o.ln cnt is equal to W/S, resulting in W/S lists for
each data point.On the other hand, it does not spend time in finding active preceding
neighbors for each data point and therefore takes less time as compared to Exact
Storm.
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Figure 2.2: Example of Abstract-C
2.3 Direct-Update-Event (DUE)
Direct-Update-Event (DUE) [43] also uses an index structure, like Exact Storm
and Abstract-C, as shown in the figure 2.1, and it relies on the idea that as a result
of the sliding window, only those data points which are neighbors to the expired data
points, are updated in the structure. A priority queue-event queue stores all unsafe
inliers, which sorts them in the order of increasing expiration time of their preceding
neighbors while the outlier list stores all the outliers for each window.
Figure 2.3 shows an example of how DUE works. As the window slides from W0
to W1, the expired data points (o1 and o2) are removed from the index structure and
the event queue is checked for updating the neighbors list of those unsafe inliers who
were neighbors to these expired data points. If any of these unsafe inliers do not have
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the neighbors greater than or equal to K, it is moved to the Outlier list. On the
other hand, data points can be moved from Outlier list to the event queue if more
of its succeeding neighbors are discovered in the new window, summing up its total
neighbors to be greater than or equal to K, thus making it a safe inlier.
For Direct-Update-Event algorithm, at the end, the Data points in Outlier List
are reported to be outliers.
Figure 2.3: Example of DUE
This algorithm is efficient because whenever the window slides, it re-evaluates
only those data points which are closely affected by the expiring data points but it
requires extra time and memory to maintain and sort the priority queue.
2.4 Micro-Cluster-Based Algorithm
Micro-Cluster-based algorithm [43] introduced the idea of storing neighboring data
points in micro-clusters, eliminating the need of expensive range queries, which grew
12
more expensive with the size of the dataset.
Each micro-cluster centers around one data point, just like K-nearest neighbors
[44]. This is why the size of each micro-cluster is K + 1. Other data points within
the same cluster must be in the range of R/2 to be a part of the cluster, where R
represents the threshold distance, set manually by us, depending upon the dataset.
Each data point inside a cluster is therefore an inlier. However, as the window slides,
the expired data points are removed from micro-clusters. In such case, a micro-cluster
has less than K+ 1 data points, it is dispersed and the data points from these micro-
clusters are dealt as if they are new data points, only if they do not expire with the
window.
Those data points that do not have neighbors greater than or equal to K, are not
a part of any micro-cluster, unlike MC1, MC2 and MC3 in the figure 2.4. These may
be outliers or inliers as they can be neighbors with data points from different clusters
and are therefore stored in a separate list PD. Unsafe inliers are those data points
that are not a part of any cluster and are stored in a list, which uses an event queue,
like DUE. However, as the window slides, the expired data points are removed from
PD.
For Micro-Cluster algorithm, at the end, the Data points inPDList are reported
as outliers.
Since a micro-cluster represents the neighborhood information for each data point
in its cluster. Just as each leader of the group can represent the group, there is
no need store information of each member of the group, this algorithm takes less
memory. Moreover, it takes less time because it saves time for neighbor search, as
the micro-cluster data points are arranged on the basis of distance.
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Figure 2.4: Example of Micro-Cluster
2.5 Thresh-Leap
Thresh-Leap [15] eliminates the need of complete neighborhood search for range
query, by introducing the idea of minimal probing principle. The intuition behind this
principle is that detecting outliers is basically separating outliers from inliers. This
means that for a data point O, the distance is calculated between it and other data
points in the window, until the area around it (within set threshold R) is evaluated for
inliers. If it still does not have neighbors greater than or equal to K, it is considered
an outlier.
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Firstly, for a data point, the algorithm searches for the succeeding neighbors first
and then the preceding neighbors in the reverse chronological order, in order to look
for K nearest neighbors. For each data point O, the number of neighbors of O in
every slide are stored in a list - O.evil[] and a Trigger List stores the data points
whose outlier status is unknown and can be affected as the slide expires.
For Thresh-Leap algorithm, an outlier is a data point whose sum of preceding
neighbors in the o.evil[] list and succeeding neighbors is less than K.In other words,
when the following statement holds (o.pnino.evil[]) + (o.sn[]) < K.
As a result, there exists a small index structure per slide to carry out range
queries.As the slide expires, this index structure is discarded and the data points
in the Trigger list are re-evaluated. The corresponding data points in O.evil[] are
removed and if it has less than K neighbors, the succeeding slides never probed
before are probed. This re-probing for the expiring slides S1 and S2 can be seen in
the figure 2.5.
Figure 2.5: Example of Thresh-Leap
Thresh-Leap takes less time as compared to Exact Storm, Abstract-C and DUE
as it saves time in looking around the neighborhood of the data point only, rather
than all the slides. However, it is inefficient for memory at lower slide size because
the smaller the slide size, the more the slides and thus more probing.
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2.6 NETS
NETS [89] emphasizes on the concept of concentration ratio, which implies that
the data points in a data stream are actually concentrated in the form of sets in the
regions of the data space and therefore, introduces the idea of set-based update ap-
proach for distance-based outlier detection, utilizing not only the inter-slide proximity
but also proposing the idea of intra-slide proximity, which is discussed in section 1.2.
This means that other algorithms process the expiring and the new slides separately
one-by-one, while NETS processes them both together, in a concurrent manner.
The data points that are close to each other, are grouped together into a set, to
avoid repetitive updates for individual data points, occurring as a result of a sliding
window. This allows it to observe the net change between expired and new data
points in each set, eliminating repetition.
This set-based approach first compares the close data points in the expired and
new slide and manages them concurrently to calculate the net effect for each set,
which is ± 0 if there is no net change, +1 if there is a net change of new data point
and -1 if there is a net change of expired data point, as shown in the figure 2.6.
16
Figure 2.6: Example of NETS
This NETS based technique requires fewer updates and taking the net effect re-
duces the time and unnecessary labeling of a data point an outlier and then renaming
it an inlier after finding neighbors greater than or equal to K.
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3 Experiments
In this chapter, we discuss the experimental setup and the default parameters in
section 3.1, datasets used in section 3.2, hardware used in section 3.3, parameters
used to measure performance in section 3.4, experimental results in section 3.5 and
final results comparing the performance of algorithms using precision, recall and F-1
score in section 3.6.
3.1 Experimental setup
We model the data stream point arrival with a Poisson distribution [20, 40] with
parameter λ, the arrival rate of points, and following the Producer-Consumer logic
[39], in which the data producer continuously produces data and sends it to the
consumer through a shared queue. The consumer continues to take the data and
process it according to its speed to send and receive data. The queue has a fixed
capacity set to the default value of 500, except while observing the impact of queue
capacity on the performance of outlier detection in section 3.5.3. If at any moment,
the queue is full, it does not take any more data points and each of the data points
coming from the data stream producer is then dropped. This can be explained in
figure 3.1.
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Figure 3.1: Producer-Consumer Logic
As data points arrive, the sliding window technique [30] is used to observe the
active data points. Out of the two sliding window techniques: Time-based [29], in
which the number of windows are specified in terms of their time stamps and Count-
based [90], in which the number of windows are specified in terms of their count. These
algorithms use the count-based sliding window approach [21, 25] to detect outliers.
Default values for each parameter vary, depending upon the experiments and
dataset under observation. Here, Window Size W represents the number of data
points considered in a sliding window, Number of windows represents the number of
windows to consider for experiments, Slide Size S represents the number of new data
points being taken and expiring at the same time in a window, Lambda λ represents
the number of data points or stream of slides per second and is the mean value of
the exponential distribution for the stream generating process, Queue Capacity Q,
as used in [87], represents the capacity of the blocking queue receiving the data, K
represents the number of nearest neighbors to the data point and Distance Threshold
R represents the minimum distance required to be considered as a neighbor to a data
point.
Consider the figure 3.2 to understand the above mentioned parameters. In this
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figure, Lambda is set to 3, Q to 4, W to 4, S to 2, Number of Windows to 2 and the
outliers are represented in red if K is set to 2.
Figure 3.2: Example of Parameters
All the fixed parameters are set to the same values as were used in the previous
experiments [6], [86], [43], [15], [89]: For example, for the dataset Forest Cover, the
R is set to 525, 1.9 for TAO, 0.45 for STOCK, as were used in the referenced paper
[76]. Table 3.1 presents the default values used for experiments.
Parameter Range Default
Window Size 100 – 20K 5K
Number of Windows 100 – 20K 10K
Slide Size 1 – 20K 500
Arrival Rate (Lambda) 100 – 100K 10K
Queue Capacity 1 – 10K 500
Table 3.1: Default Parameters Used in Our Experiments
3.2 Datasets
The following datasets were used in the paper [76] and are used in our experiments:
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1. Forest Cover (FC) 1 contains 581,012 records with 55 attributes-available at
UCI KDD archive. The dataset is used for predicting forest cover type and
is a classification problem with various continuous and categorical geographic
measurements.
2. TAO 2 contains 575,648 records with 3 attributes-available at Tropical Atmo-
sphere Ocean project. This dataset displays moored ocean buoys. Information
collected includes subsurface, sea surface and air temperature, ocean salinity,
wind speed and direction, and short and long wavelength solar radiation data.
3. Stock 3 contains 1,048,575 records with 1 attribute-available at UPenn Wharton
Research Data Services. This data represents stock prices and was collected by
Wharton Research services from individual resources of various companies.
3.3 Hardware
The experiments were performed on the Janus machine at the University of Min-
nesota Duluth, with x86-64 architecture, 1200 MHz CPU, 2 threads per core with 8
cores per socket and a total of 2 sockets.
3.4 Performance Measures
The performance measures used in the experiments are Total Execution Time,
Average Waiting Time, Precision, Recall and F-1 Score, as were used in [32].
Total Execution time is the total time elapsed for all the data points to reach





time each data point has to wait in the queue before it is taken by the Consumer
for processing. Precision is used to measure the amount of the data points that are




True Positives + False Positives
(3.1)
Recall is used to measure the amount of data points that are outliers out of the
actual values. Recall can be calculated as shown in the Equation 3.2:
Recall =
True Positives
True Positives + False Negatives
(3.2)
F-1 score is used to validate the accuracy of the detection by algorithms. F-1
score can be calculated as shown in the Equation 3.3:




In this section, we evaluate the impact of arrival rate, queue capacity and slide
size on total execution time, wait time and the outliers detected vs actual outliers.
3.5.1 Impact of Arrival Rate (Lambda) on Total Time
As mentioned in section 1.2, Lambda is the average arrival rate of data points
measured in number of point arrivals per second [80]. As lambda increases, the inter-
arrival time between the data points decreases. This means that the data point, come
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quicker one after another. As a result, the total execution time decreases with the
increase in lambda. When Lambda = 1000, all the algorithms have similar execution
times, except NETS because the data points are arriving so slowly that most of the
execution time is spent waiting for the data points. This means that even if the
algorithms differ in performance, their difference in performance is negligible in the
case of the FC and TAO datasets in Figure 3.3, Figure 3.4. However, that difference
can be observed in the case of the STOCK dataset, in Figure 3.5, which is twice as
big as the others. For the FC and TAO datasets, NETS take a constant Execution
time while for STOCK, it takes almost 10 times less time as compared to the other
algorithms.
Figure 3.3: Impact of Lambda vs Total Execution Time for the FC dataset
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Figure 3.4: Impact of Lambda vs Total Execution Time for the TAO dataset
Figure 3.5: Impact of Lambda vs Total Execution Time for the STOCK dataset
The average time that the data points have to wait in the queue to be taken by the
Thresh-Leap and Micro-Cluster algorithms is less as compared to other algorithms,
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which can be observed in Figures 3.6, 3.7 and 3.8.
Figure 3.6: Impact of Lambda vs Average Waiting Time for the FC dataset
Figure 3.7: Impact of Lambda vs Average Waiting Time for the TAO dataset
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Figure 3.8: Impact of Lambda vs Average Waiting Time for the STOCK dataset
As the data points arrive to the queue, the latency with which they are taken by
each algorithm may vary depending upon how fast an algorithm works. As Lambda
increases, the data points rush even faster towards the queue, but when the queue
is full, they are dropped out. The sooner the algorithm takes them for processing,
the lesser the number of data points are dropped. As a result, if an algorithm loses
points, it detects fewer outliers as compared to the actual amount before when the
queue has infinitely large capacity. This can be observed in Figures 3.9, 3.10 and
3.11. Abstract-C, however, cannot be observed in this scope because it cannot afford
to lose data points, if it does lose data points, it cannot detect the subsequent data
points. The reason of this behavior is that Abstract-C relies on the rank of the data
points to update the neighbors of an object, so if some data points are lost in between,
the algorithm fails to perform the same way. Therefore, it is not possible to study
the effect of varying the arrival rate (lambda) on it. The novelty of each algorithm
can be found by comparing the total number of outliers detected by the algorithm
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at the end of the experiment. It can be observed that some algorithms lose data
points as lambda increases and thus, their results are not complete, while others do
not lose data points, no matter how much lambda increases. These experiments are
observed considering the results produced by actual algorithms, also referred in [76]
as the ground truth, which means that the total number of outliers detected by each
algorithm during this experiment are compared with the total number of outliers
detected by the actual algorithm in [76], observed without varying the arrival rate.
Figure 3.9: Lambda vs Total Number of Outliers Detected for the FC dataset
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Figure 3.10: Lambda vs Total Number of Outliers Detected for the TAO dataset
Figure 3.11: Lambda vs Total Number of Outliers Detected for the STOCK dataset
It can be observed in Figures 3.6, 3.7 and 3.8 that as lambda increases, the average
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waiting time for DUE and Exact Storm becomes constant. This is because these
algorithms fail to process the data points fast enough to not let the queue be full,
which results in them losing data points and detecting fewer outliers as compared
to actual values, as can be seen in Figure 3.9, Figure 3.10, Figure 3.11.Those data
points which were supposed to wait for their turn are now dropped when they find
the queue full. Whereas, for Thresh-Leap, Micro-Cluster and NETS, the waiting time
slightly increases or stays constant as both the algorithms continue to not miss any
data point for outlier detection, not letting the queue to be filled. It can be seen
in the experiments that NETS consumes less Total execution time as compared to
other algorithms but has greater average waiting time as compared to Thresh-Leap
and Micro-Cluster algorithms, which means most of its time is spent waiting for data
points in the queue.
3.5.2 Discussion
• As lambda increases, the inter-arrival time between data points decreases, re-
sulting in the data points rushing towards the queue and decreasing the total
execution time.
• Exact Storm and DUE algorithms lose data points and thus maintain the aver-
age waiting time.
• The impact of arrival rate on the number of outliers lost (at the default param-
eters) is 0% for Thresh-Leap, -0.33% for NETS, 0% for Micro-Cluster, 39.2%
for Exact Storm and 38.6% for DUE.
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3.5.3 Impact of Queue Capacity on Total Time
In this experiment, instead of assuming a queue of infinite capacity, we study the
impact of the size of the queue on the total execution time and average waiting time
of the algorithm, as the queue capacities have a direct impact on the latency of data
[47] and numerical examples in [22] indicate that there might be an impact of the
finite queue capacity on system performance.
If the data points are made to wait till the space is available in the queue or till
it is full, increasing the queue capacity decreases the average waiting time because
the chances of a data point to wait till the queue is full decreases, as the queue can
accommodate more data points in this case. On the other hand, if the data points are
dropped if the queue is full (the case we follow), if data points are made to wait till the
space is available in the queue or till it is full, when the queue capacity is increased,
more data points can be accommodated inside the queue at once, thus maintaining
the average waiting time of the data points. Therefore, the total execution time also
remains constant, as can be observed in Figure 3.12, 3.13 and 3.14.
It can be observed in the figures that for the Exact Storm and DUE algorithms,
when the queue capacity is small, the average waiting times for the algorithms are
low because the data points did not have to wait in the beginning, rather, seeing the
queue full were dropped.
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Figure 3.12: Impact of Queue Capacity vs Average Waiting Time for the FC dataset
Figure 3.13: Impact of Queue Capacity vs Average Waiting Time for the TAO dataset
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Figure 3.14: Impact of Queue Capacity vs Average Waiting Time for the Stock dataset
Due to a constant average waiting time, there is no significant impact on the total
execution time as the queue capacity increases, as can be seen in Figures 3.15, 3.16
and 3.17.
Figure 3.15: Impact of Queue Capacity vs Total Execution Time for the FC dataset
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Figure 3.16: Impact of Queue Capacity vs Total Execution Time for the TAO dataset
Figure 3.17: Impact of Queue Capacity vs Total Execution Time for the Stock dataset
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3.5.4 Impact of Slide Size on Total Time
Now we study the impact of varying slide size on the total execution time and
average waiting time.
As the slide size increases, more data points are taken in the window, up to a
point where S = W , which means that each point takes part in just one window.
This is because in this case when the window slides, all the data points in the window
are removed. This means that each data point has no preceding neighbor and thus
the time that was required to update them is saved [76]. This is contrary to the case
where the slide size is less than the window size. In those cases, the expired data
points are removed one-by-one.
Initially, when slide size is small, fewer data points are dropped, but as it is
increased, more data points are dropped in larger groups, resulting in a decrease in
total execution time, as can be observed in Figures 3.18, 3.19 and 3.20. The slide size
is increased in the pattern as in the referred paper [76] (in terms of S/W), i.e.: 10 %,
20 %, 50 %, 100 %.
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Figure 3.18: Impact of Slide Size vs Total Execution Time for the FC dataset
Figure 3.19: Impact of Slide Size vs Total Execution Time for the TAO dataset
35
Figure 3.20: Impact of Slide Size vs Total Execution Time for the STOCK dataset
As can be observed in figures 3.21, 3.22 and 3.23, the average waiting times for
Exact Storm and DUE decrease with the increase in the slide size, as they continue
to drop more data points.
Surprisingly, the performance of NETS gets worse as it starts to lose data points
as the slide size increases. This is because as the slide size increases, the algorithm
spends more time observing the inter-slide and intra-slide proximity and thus start
to lose points rapidly.
On the other hand, Thresh-Leap and Micro-Cluster have more data points in the
queue for them to be processed in bulk, thus resulting in an increase in the average
waiting time as slide size increases.
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Figure 3.21: Impact of Slide Size vs Average Waiting Time for the FC dataset
Figure 3.22: Impact of Slide Size vs Average Waiting Time for the TAO dataset
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Figure 3.23: Impact of Slide Size vs Average Waiting Time for the STOCK dataset
3.6 Performance Comparison
The performance of each algorithm is studied in terms of precision, recall and
F-1 score, obtained at values considered default throughout the experiments. All
these values are calculated considering the results produced by the actual algorithms
(without varying arrival rate and dropping data points) as ground truth. However,
these results do not take into account those data points that were dropped by the
algorithms. Table 3.2 represents the results of experiments considering a finite queue
capacity and Table 3.3 represents the results of experiments considering infinite queue
capacity.
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Dataset Algorithm Precision Recall F-1 Score
DUE 0.98 0.01 0.01
Exact-Storm 0.89 0.83 0.86
Forest Cover Micro-Cluster 1.00 1.00 1.00
NETS 1.00 1.00 1.00
Thresh-Leap 1.00 1.00 1.00
DUE 0.00 0.00 0.00
Exact-Storm 0.95 0.56 0.70
TAO Micro-Cluster 0.99 0.99 0.99
NETS 1.00 1.00 1.00
Thresh-Leap 1.00 1.00 1.00
DUE 0.15 0.01 0.00
Exact-Storm 0.96 0.31 0.50
STOCK Micro-Cluster 0.99 0.99 0.99
NETS 1.00 1.00 1.00
Thresh-Leap 0.99 0.99 0.99
Table 3.2: Performance Comparison of Algorithms Over Different Datasets on Default
values assuming Data point dropping over finite Queue capacity
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Dataset Algorithm Precision Recall F-1 Score
DUE 0.98 0.01 0.01
Exact-Storm 1.00 1.00 1.00
Forest Cover Micro-Cluster 1.00 1.00 1.00
NETS 0.98 1.00 0.99
Thresh-Leap 1.00 1.00 1.00
DUE 0.00 0.00 0.00
Exact-Storm 1.00 1.00 1.00
TAO Micro-Cluster 1.00 1.00 1.00
NETS 1.00 1.00 1.00
Thresh-Leap 1.00 1.00 1.00
DUE 0.15 0.00 0.00
Exact-Storm 1.00 1.00 1.00
STOCK Micro-Cluster 0.99 0.99 0.99
NETS 1.00 1.00 1.00
Thresh-Leap 0.99 0.99 0.99
Table 3.3: Performance Comparison of Algorithms Over Different Datasets on Default
values assuming Data point dropping over infinite Queue capacity
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4 Conclusions and Future Work
In this chapter, we discuss the conclusions in section 4.1 and future work in section
4.2.
4.1 Conclusions
After observing the impact of arrival rate, queue capacity and slide size on total
execution time, average waiting time and the total outliers detected out of the actual
outliers, we arrive at the following conclusions:
• For all algorithms and assuming that the queue is bounded, the performance of
outlier detection algorithms for data streams is dependent on the arrival rate
(lambda) of the data points. For example, for FC dataset, Micro-cluster shows
approximately 27.9%, Thresh-leap 22.9%, DUE 32.6%, Exact Storm 28.6% and
NETS 35.3% faster total execution time when λ=106 vs λ=103. For TAO
dataset, Micro-cluster shows approximately 10.4%, Thresh-leap 9.7%, DUE
15.7%, Exact Storm 15% and NETS 9.7% faster total execution time when
λ=106 vs λ=103. For STOCK dataset, Micro-cluster shows approximately
13.5%, Thresh-leap 9.4%, DUE 49.9%, Exact Storm 58.6% and NETS 8.9%
faster total execution time when λ=106 vs λ=103.
• Assuming that the queue is bounded, as the arrival rate increases, the average
waiting time remains constant. This happens for Exact Storm and DUE because
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they fail to process the data points fast enough to not let the queue be full.
As the data points arrive and find the queue to be full, they are dropped,
maintaining the average waiting time to a constant value. For other algorithms,
the average time may slightly increase as they struggle avoid losing data points
and detect almost all of them at the output.
• Our experiments show that when using a bounded queue for incoming data
points and allowing data drop, the arrival rate has a significant detrimental
impact on the F-1 score for all algorithms, across all datasets, especially for DUE
and Exact Storm. The average detrimental impact of arrival rate, considering a
bounded queue and data drop, over 3 datasets, on F-1 score for each algorithm
is: 99.78% for Thresh-Leap, 100% for NETS, 99.69% for Micro-Cluster, 67.5%
for Exact Storm and 0.422% for DUE.
• The average impact of arrival rate, over 3 datasets, on the number of outliers
detected for each algorithm is: 39.2% for Exact Storm, 38.6% for DUE, 0% for
Thresh-Leap for NETS, 0% for Micro-Cluster and -0.33%.
• For Exact Storm and DUE, when the queue capacity is small, the average
waiting and total execution time is small, because if the queue is full, the data
points do not have to wait and are rather dropped. On the other hand, if the
queue capacity increases for the two algorithms, the total execution time and
average waiting time increase slightly and then become constant because then
the queue has enough space to hold the data points and thus no data points
are dropped. For other algorithms, as almost data points are lost, their total
execution time and average waiting time remain constant with the increase in
queue capacity.
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• When the slide size is small, the total execution time is comparatively large
because fewer data points are taken at a time, increasing the total time to
execute them all. It decreases as the slide size increases.
• As the slide size increases, the average waiting time for Exact Storm and DUE
decreases as they drop more data points at a time. It remains constant for
other algorithms like Micro-cluster and Thresh-leap but the performance of
NETS gets worse as it starts to lose more data points as the slide size increases,
resulting decrease in the average waiting time, which can be clearly observed in
a bigger dataset-STOCK.
• The average waiting time for Exact Storm and DUE algorithms decreases as
they drop more data points with the increase in slide size, while those who do not
drop data points, observe an increase in the average waiting time. The reason
why Exact Storm and DUE perform poorly could be because when the window
slides, both algorithms have to go through the stored index structures and o.pn
lists for each data point and maintain event queues, resulting in requiring more
time to process queries, therefore, when the data arrives at a faster rate, those
updates consume the most time, resulting in dropping data points.
4.2 Future Work
In this section, we talk about the future work idea for this research.
• Observe the impact of window size on the performance of each algorithm and
choose the optimum window size, using the approach used in [12] or using an
adaptive window size for improved estimation [35] and [23].
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• Instead of using count-based and time-based sliding window models alone for
data streams, experiment implementing the ECM- Sketch technique [57], which
allows effective summarization of data streams over both types of sliding window
models with accuracy. This can help reduce the time for outlier detection.
• Run the same experiments on density-based [51] [74] [62] [10], angle-based [46]
[88] [67] [48] and statistical-approach [85] [16] based outlier detection algorithms
to observe their performance in terms of precision, recall and F-1 score.
• Implement similar experiments on clustering-based outlier detection techniques
[37, 56, 19, 83] to deal with unsupervised or semi-supervised data and observe
the performance in terms of precision, recall and F-1 score, as research in [52]
proves that based on their experiments, cluster-based outlier detection tech-
niques are more efficient than the distance and density-based approaches for
outlier detection.
• Reduce the dependency of NETS on the increase in slide size, to get a uniform
performance through variable parameters.
• Create redundancy at the side of consumer to divide load, resulting in letting
each system take data streams as input alternatively and then observe the total
number of outliers lost and performance of the system.
• Change the implementation of Producer-Consumer to ED-Tree [1], which is a
distributed pool structure combining elimination-tree and diffracting-tree paradigms,
which will allow high degree of parallelism or distributed queue [38], rather than
through a queue to observe any difference if any.
• Consider the impact of noise and concept drift in the experiments, as done for
data stream regression models in [78].
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• Run similar experiments for data mining techniques including control chart,
linear regression, and Manhattan distance techniques for outlier detection in
data mining [11].
• For Exact Storm, instead of storing all the data points in the o.pn list, check
if it is greater than or equal to K, if it is, do not store it. This can result in
reducing the time consumed to go through each data point when the window
slides.
• Instead of using the count-based sliding window model over data streams, con-
sider implementing the Selective Repeat ARQ sliding window protocol [84], as
used in the Transmission Control Protocol (TCP), where if any frame is cor-
rupted or lost, those selective frames have to be sent again. In this case, selective
data points if lost could be sent back again to avoid losing outliers for detection.
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Study of Anomaly Detection Techniques for Smart City Wireless Sensor Net-
works”. In: Sensors 16.6 (2016). issn: 1424-8220 (cit. on p. 2).
[28] Gebeyehu Belay Gebremeskel et al. “Combined data mining techniques based
patient data outlier detection for healthcare safety”. In: International Journal
of Intelligent Computing and Cybernetics (2016) (cit. on p. 1).
[29] Rainer Gemulla and Wolfgang Lehner. “Sampling time-based sliding windows
in bounded space”. In: Proceedings of the 2008 ACM SIGMOD international
conference on Management of data. 2008, pp. 379–392 (cit. on p. 19).
[30] Lukasz Golab. “Querying sliding windows over online data streams”. In: Inter-
national Conference on Extending Database Technology. Springer. 2004, pp. 1–
11 (cit. on p. 19).
[31] Lukasz Golab, Shaveen Garg, and M Tamer Özsu. “On indexing sliding windows
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