Introduction
A central problem in synthetic geometry is the characterisation of graphs and geometries. The local recognition of locally homogeneous graphs forms one category of such characterisations, which works as follows. Let Σ be a graph. A graph Γ is called locally Σ if for each vertex x of Γ the graph Γ x is isomorphic to Σ, where Γ x is the induced subgraph of Γ on the set of vertices adjacent to x. It is a natural question to ask for all isomorphism types of connected graphs which are locally some graph Σ. This classification question is called the local recognition problem for graphs that are locally Σ, which can be found in great quantities in the literature. One of the earliest and most influential is [3] .
In the present article we focus on the line graph of an n-dimensional vector space over some field F endowed with an anisotropic sesquilinear form. Let n ∈ N, let V = V n be an n-dimensional vector space over F and let (·, ·) be a scalar product on V × V . For a subspace U ⊆ V the polar of U is U π = {x ∈ V : (x, u) = 0 for all u ∈ U }. The line graph S(V n ) of the vector space V n is the graph on the two-dimensional subspaces of V n , the lines of V n , where two distinct lines l and k of V n are adjacent, in symbols k⊥l, if and only if l ⊆ k π or, equivalently, if k ⊆ l π . For a vertex x of S(V n ) the local graph S(V n ) x =: x ⊥ is the subgraph induced by S(V n ) on the set of vertices {y ∈ S(V n ) | x⊥y}, the neighbours of x in the graph S(V n ). For a set of vertices X of S(V n ) the graph X ⊥ is defined as x∈X x ⊥ .
The main result of this paper is the following local recognition theorem. Note that because of the size of the involved dimensions the field F is necessarily infinite.
Main Theorem Let n ≥ 7 and let Γ be a connected locally S(V n ) graph. Then Γ is isomorphic to S(V n+2 ).
For n = 6 there exist counterexamples to the statement of the Main Theorem arising from anisotropic twisted forms of the semisimple algebraic group E 6 (F). In the first author's PhD thesis [1] the situation n = 6 is dealt with for the field F = C. Theorem 4.1.2 of [1] is an analogue of our main theorem for that case under a mild extra assumption. We would like to stress that the case n = 6 is much more difficult than the case n ≥ 7 presented here. The proof given in [1] is based on a construction of a large automorphism group of the graph Γ, the existence of a subgraph of Γ isomorphic to the reflection graph of the Coxeter groups of type A 7 , resp. E 6 (this makes serious use of [3] ), and a recognition of the automorphism group via Lie theory and Phan theory (cf. [7] ).
In section 2 we discuss group-theoretic applications of our main result. Sections 3 and 4 provide some basic facts about the reconstruction of P(V n ) from S(V n ) and how the induced subgraphs x ⊥ , x ∈ S(V n ), relate to codimension two subspaces of P(V n ). Finally, in section 5 we prove the main result. The strategy used in that section is the same as in [4] , [6] .
Group-theoretic consequences
Assume the automorphism group of S(V n ) acts transitively on the set of ordered triangles of S(V n ), as is the case for F = C and the standard scalar product. (We refer the reader to [5] for a detailed investigation of fields admitting such a transitivity.) Then our main result implies the following group-theoretic recognition theorem.
Local recognition Theorem Let n ≥ 7, let F be a field admitting an anisotropic sesquilinear form such that the automorphism group of S(V n ) acts transitively on the set of ordered triangles of S(V n ), and let G be a group containing an involution x and a subgroup K ¢ C G (x) such that
3. there exists an involution g ∈ G such that Y := gXg is contained in K;
has F-dimension two;
5. G = K, gKg ; moreover, there exists z ∈ K ∩ gKg which is a gKg-conjugate of x and a K-conjugate of gxg.
Proof: Define y := gxg and J := gKg. By 4. the group X is a fundamental subgroup of J with centre x and Y is a fundamental subgroup of K with centre y. Since the group K is isomorphic to SU n (F) and since y and z are centres of fundamental subgroups of K with [y, z] = 1, we find the elements y and z to be conjugate in K by an involution. Similarly x and z are conjugate in J by an involution. Therefore the normaliser of {x, y, z} with respect to the conjugation action of the group G equals the group Sym 3 . Hence the normaliser of {x, y} is the group Sym 2 . Consider the graph Γ on all conjugates of x in G in which two vertices a, b are adjacent if there exists an element h ∈ G such that (hxh −1 , hyh −1 ) = (a, b). Since G induces the action of Sym 3 on {x, y, z}, this definition of adjacency is completely symmetric, and we have defined an undirected graph Γ in which the elements x, y, z form a triangle. The stabiliser of {x, y} permutes x and y and therefore interchanges C G (x) ¤ K and C G (y) ¤ J. Hence the stabiliser of x together with the stabiliser of {x, y} generates G, as G = J, K ≤ C G (x), C G (y) . Consequently, the graph Γ is connected.
Moreover, Γ is a locally isomorphic to a line graph by construction. To prove this, it is enough to show that any triangle in Γ is a conjugate of (x, y, z). Let (a, b, c) be a triangle and let h ∈ G with (hxh There is an analogue of the above theorem for finite fields. See [2] for the case n ≥ 7 and [8, Section 7.2.1] for the case n = 6.
Reconstruction of projective space
In this section we collect some basic properties of the line graphs of the unitary vector spaces V n for n ≥ 5, such as their diameters, cf. proposition 3.2 and proposition 3.3 . We will also construct from S(V n ) a point-line geometry G = (P, L, ⊃) which is isomorphic to the projective space given by the points and lines of V n .
Since the behaviours of V 5 and V n , n ≥ 6, are slightly different, we will consider these graphs separately where appropriate. • two if and only if l, m is a three-dimensional subspace of V 5 ;
• three if and only if l and m do not intersect, are not perpendicular and satisfy that the intersection l π ∩ m is one-dimensional;
• four if and only if l and m do not intersect and satisfy that the intersection l π ∩ m is trivial.
Proof: These claims are straightforward to prove. We leave this as an exercise to the reader.
Proof: This is immediate from lemma 3.1, because any pair of distinct lines l and m belongs to one of the four cases considered in 3.1.
Proposition 3.3 Let n ≥ 6. Any two elements of S(V n ) have a common neighbour. In particular, the graph S(V n ) is connected of diameter two.
Proof: Let l and m be two different two-dimensional subspaces of V n , n ≥ 6. The dimension formula implies dim(l
Proposition 3.4 For n ≥ 6, the graph S(V n ) is locally S(V n−2 ).
Proof: For each vertex l of S(V n ), the space l π ⊆ V n is an (n−2)-dimensional vector space endowed with an anisotropic sesquilinear form (·, ·) |l π ×l π . The claim follows. Definition 3.5 Let U be a subspace of the unitary vector space V n . The set of all lines in U is denoted by L(U ).
Lemma 3.6 Let l and m be vertices of S(V n ) with {l, m} ⊥ = ∅. Then the vertex set of the graph {l, m} ⊥⊥ equals the line set L( l, m ).
. Therefore the set L( l, m ) is a subset of the vertex set of {l, m} ⊥⊥ . Conversely, let p be a one-dimensional subspace not contained in l, m . This implies l, m π ⊆ p π and l, m ⊆ p π . Let t be a one-dimensional subspace of l, m π which is not contained in p π . By assumption 3 ≤ dim( l, m ) ≤ 4 if n ≥ 6 and dim( l, m ) = 3 if n = 5, thus we have
The claim follows because p is an arbitrary one-dimensional subspace not contained in l, m .
A similar statement can be proved about three different vertices under some additional assumptions.
Lemma 3.7 Let k, l and m be three distinct vertices of S(V n ). Suppose k ∩ l ∩ m contains a one-dimensional subspace of V n and suppose that {k, l, m}
Proof: Since the lines k, l and m intersect in a common point in V n , the dimension of k, l, m equals three or four. If k, l, m is a three-dimensional subspace, then m is contained in k, l and k, l, m = k, l .
⊥⊥ . Hence the claim follows by {k, l, m}
π is of dimension one. This implies that {k, l, m} ⊥ is the empty graph, so we are done.
Remark 3.8 Suppose l and m are distinct lines which intersect in a common point in V 5 . Then dim( l, m ) = 3, which implies that {l, m} ⊥ = ∅ using lemma 3.1. Moreover by lemma 3.6 the vertex set of the induced subgraph {l, m} ⊥⊥ in S(V 5 ) equals the line set L( l, m ) and therefore the double perp {l, m} ⊥⊥ is minimal with respect to inclusion (i.e. for any distinct vertices s 1 , s 2 in the double perp {l, m} ⊥⊥ we have the equality {s 1 , s 2 } ⊥⊥ = {l, m} ⊥⊥ ).
Lemma 3.9 Two different lines l and m of V n , for n ≥ 6, intersect in a common point if and only if the double perp {l, m} ⊥⊥ in S(V n ) is minimal with respect to inclusion (i.e. for any distinct vertices s 1 , s 2 ∈ {l, m} ⊥⊥ we have {s 1 , s 2 } ⊥⊥ = {l, m} ⊥⊥ ).
Proof: Certainly, if l and m are two different intersecting lines in V n , then dim( l, m ) = 3. For any two distinct elements s 1 , s 2 ∈ {l, m} ⊥⊥ = L( l, m ), the subspace s 1 , s 2 has dimension three implying that
such that dim(h∩l) = 1. Then the span of h and l is of dimension three and {h, l}
⊥⊥ by lemma 3.6, which shows that the double perp l, m ⊥⊥ is not minimal with respect to inclusion.
As mentioned in the beginning of this section, our strategy is to reconstruct the projective space on the one-dimensional and two-dimensional subspaces of V n from the graph S(V n ). The twodimensional subspaces are easily recovered; we can simply take the vertex set of S(V n ) as the line set of the geometry. In a projective space of sufficient dimension each point is uniquely determined by the set of lines incident with it. We call such a set a line pencil. A successful description of line pencils essentially depends on the understanding when three lines intersect in a common point. Again we have to distinguish the cases n = 5 and n ≥ 6.
Three different pairwise intersecting lines k 1 , k 2 , k 3 of the vector space V 5 intersect in one point if we can find a line s in V 5 such that
This observation motivates the following definition in terms of double perps. Definition 3.10 Let Γ be a graph isomorphic to S(V 5 ). Two different vertices k and l of Γ are defined to intersect if the induced subgraph {k, l} ⊥ is not empty. Three different pairwise intersecting vertices k 1 , k 2 and k 3 of Γ are defined to intersect in one point if the graph Γ contains a vertex s with the following properties:
• the graph {k 1 , k 2 , s} ⊥ is empty.
An interior point of the graph Γ is a maximal set S of different pairwise intersecting vertices of Γ such that any three elements of S intersect in one point. These maximal sets exist by Zorn's lemma. Moreover, it is easily seen that every point of V 5 can in fact be realized by three pairwise intersecting lines. We denote the set of all interior points of Γ by P. Moreover, an interior line of the graph Γ is a vertex of the graph Γ. The set of all interior lines of Γ is denoted by L.
For n ≥ 6 the geometric properties of three different pairwise intersecting lines have a slightly different meaning in terms of double perps.
Definition 3.11 Let n ≥ 6 and Γ be graph isomorphic to the line graph S(V n ). Two different vertices k and l of Γ are defined to intersect if the double perp {k, l} ⊥⊥ is minimal in Γ with respect to inclusion (among double perps of distinct vertices). Three distinct pairwise intersecting vertices k 1 , k 2 and k 3 of Γ are defined to intersect in one point if there is a vertex s in Γ satisfying the following conditions:
• the graph {k 1 , k 2 , s} ⊥ is non-empty and
An interior point of the graph Γ is a maximal set S of distinct pairwise intersecting vertices of Γ such that any three elements of S intersect in one point. We denote the set of all interior points of Γ by P. Moreover, an interior line of the graph Γ is a vertex of the graph Γ. The set of all interior lines of Γ is denoted by L.
By construction we obtain the following:
Proposition 3.12 Let n ≥ 5 and let Γ be a graph isomorphic to S(V n ). The geometry G = (P, L, ⊃) on the interior points and interior lines of Γ is isomorphic to the projective space of the vector space V n .
For a graph Γ ∼ = S(V n ) we call the space G = (P, L) the interior space on Γ. Note that this interior space carries a canonical polarity π given by l → l ⊥ . Hence we also obtain information about the automorphism group of S(V n ).
Corollary 3.13 Let n ≥ 5. The automorphism group of S(V n ) is isomorphic to the automorphism group of the projective space of (V n , (·, ·)).
Subspaces arising from local graphs
Let n ≥ 7 and let Γ ∼ = S(V n ). Proposition 3.12 allows us to reconstruct a projective space G = (P, L) isomorphic to P(V n ) from Γ. By proposition 3.4 the graph Γ is locally S(V n−2 ). Hence for a vertex x of Γ proposition 3.12 also allows us to reconstruct a projective space G x = (P x , L x ) isomorphic to P(V n−2 ) from the induced subgraph x ⊥ . The purpose of this section is to show that there is a canonical way to consider interior space G x as a subspace of G. We will spell out the details for the more complicated case n = 7 and leave the easier case n ≥ 8 as an exercise to the reader.
Notation: Every object of the interior space G x will be indexed by the vertex x. In particular, for vertices l, k, m of the subgraph x ⊥ we use the notation {k, l, m}
Obviously the line set L x is properly contained in the line set L. Therefore again we only have to understand the behaviour of the interior points.
Lemma 4.1 Let p be a point of G and let l, m ∈ p ∩ L x . Then the lines l and m intersect each other in G x .
Proof: The claim follows from the second item of lemma 3.1 once we have shown that {l, m} ⊥ x = ∅. Since l, m ∈ x ⊥ and {l, m} ⊥⊥ is minimal with respect to inclusion, the three-dimensional subspace l, m is contained in x π . Thus dim(x π ∩ l, m π ) = 2 implying that {l, m}
Lemma 4.2 Let p be a point in G and let k 1 , k 2 , k 3 ∈ p ∩ L x be pairwise distinct elements. Then the corresponding interior lines intersect in a common point of G x .
Proof: By definition 3.10 and lemma 4.1 it suffices to find a vertex s ∈ x ⊥ such that
• for each i ∈ {1, 2, 3}, the graph {s,
The vertices k 1 , k 2 and k 3 are adjacent to the vertex x, thus
π is a point z and any line l of k 1 , k 2 , s π intersects x π in the point z or not at all. Thus {k 1 , k 2 , s} ⊥ x = ∅. Hence suppose k 1 , k 2 , k 3 is three-dimensional. By assumption k 1 , k 2 and k 3 are elements of the point p ∈ P. Since each of the k i is a neighbour of x, the point k 1 ∩ k 2 ∩ k 3 = d in fact lies in x π . Fix a point y in k 1 , k 2 , k 3 π ∩ x π and consider the line s = d, y . The line s is contained in x π and intersects each line k i , i ∈ {1, 2, 3}, in the point d. By lemma 3.1, the graph {s,
is not empty. Since y ⊆ k 1 , k 2 , the subspace s, k 1 , k 2 has dimension four, and it follows, using the arguments from above, that {s,
Proof: By lemma 4.1 and lemma 4.2, the intersection p ∩ L x is a subset of some interior point
As dim(x π ) = 5 we can find a two-dimensional subspace n properly contained in x π such that l ∩ n = l ∩ m. Certainly n is an element of p implying that |p ∩ L x | ≥ 2.
To complete the proof of the statement, it remains to show that each k ∈ p x satisfies k ∈ p. The vertex k corresponds to a line in the subspace x π of G incident to the point d = l ∩ m for two different elements l, m ∈ p.
Furthermore, for each n ∈ p different from k, the space spanned by k and n is three-dimensional as n intersects k in the point d. Lemma 3.9 implies that {k, n} ⊥⊥ is minimal with respect to inclusion, which is the first condition of definition 3.11. To establish the second condition of this definition, let n, t ∈ p be distinct lines and different from k. The lines k, n, t mutually intersect, by the arguments from above, so the subspace k, n, t has dimension three or four. If dim( k, n, t ) = 4, then {k, n} ⊥⊥ = L( k, n ) L( k, n, t ) = {k, n, t} ⊥⊥ by lemma 3.6 and lemma 3.7. If k, n, t is three-dimensional, then k, n, t = k, n . Therefore there certainly exists a line s intersecting the lines k, n, t in the point d such that k, n, s is a four-dimensional space in G and {k, n} ⊥⊥ = L( k, n ) L( k, n, s ) = {k, n, s} ⊥⊥ by lemma 3.6 and lemma 3.7. Hence k ∈ p, which proves the claim.
Next we show that each point p x of the interior space G x on x ⊥ is contained in a unique point p of the interior space G of Γ.
Lemma 4.4
Let p x be a point in G x and let k, l be two distinct elements of p x . Then k and l intersect in G.
Proof: By definition 3.11 we have to check that {k, l} ⊥⊥ is minimal with respect to inclusion. By lemma 3.9 this is the case if and only if the span of k and l is three-dimensional subspace. By way of contradiction assume that k and l span a four-dimensional subspace. Since k, l ∈ p x , thus k, l ∩ x has dimension zero and therefore the subspace k, l, x is of dimension six. Hence dim( k, l, x π ) = 1, which means that {k, l, x} • for i ∈ {1, 2, 3}, if s = k i , the double perp {s, k i } ⊥⊥ is minimal with respect to inclusion,
, 2, 3} and {k 1 , k 2 , s} ⊥ x = ∅. By remark 3.8 and lemma 3.6 the double perp {s, k i } ⊥⊥ is minimal with respect to inclusion, if s = k i , for i ∈ {1, 2, 3}.
Furthermore
Proposition 4.6 Let Γ ∼ = S(V 7 ) and let x ∈ Γ. Any point p x of the interior space G x on x ⊥ is contained in a unique point p of the interior space G of Γ. The resulting embedding of G x into G turns G x into a codimension two subspace of G.
Proof: It remains to prove the claim about the codimension. This, however, follows from the fact that G x ∼ = P(V 5 ) and G ∼ = P(V 7 ).
The analogue holds for arbitrary n ≥ 8.
Proposition 4.7 Let n ≥ 8, let Γ ∼ = S(V n ), and let x ∈ Γ. Any point p x of the interior space G x on x ⊥ is contained in a unique point p of the interior space G of Γ. The resulting embedding of G x into G turns G x into a codimension two subspace of G.
Proof: Left to the reader as an exercise.
The global space
In this section we prove the main result, i.e., we prove that if Γ is a connected graph which is locally isomorphic to S(V n ) for n ≥ 7, then Γ is isomorphic to S(V n+2 ). For every vertex x of Γ proposition 3.12 allows us to construct the interior space G x on x ⊥ isomorphic to P(V n ). Our approach towards a proof of the main theorem is via a construction of a global geometry on Γ using the family (G x ) x∈Γ of local interior spaces. This global geometry will turn out to be a projective space. Observe that so far geometric objects (points, lines, planes, etc.) only exist in the local interior spaces G x for x ∈ Γ. For emphasis we call these objects local. Moreover, we index every local object by the vertex x whose interior space it belongs to. One task will be to show that there exists a well-defined notion of global objects in order to define our global geometry.
Notation: In this section we use the following convention for the fonts of variables. Each vertex x of a graph is denoted in boldface. If x and y are adjacent vertices in Γ, then the line of G x corresponding to the vertex y is denoted by y x . Moreover, we will use the notation y x , if we want to emphasise that we consider the vertex y as an element of the induced subgraph x ⊥ rather than Γ. So, for example, the symbol y 
Proposition 5.2 Let n ≥ 7 and let Γ be a connected graph which is locally isomorphic to S(V n ). Then Γ has diameter two. Moreover, if z⊥x⊥y⊥w is a chain of vertices in Γ, then there exists l ∈ {z, y, w} ⊥ .
Proof: Let z⊥x⊥y⊥w be a chain of vertices in Γ. We will distinguish between the cases that n ≥ 8 and n = 7.
• n ≥ 8: The dimension of the intersection of U • n = 7: In view of the preceding paragraph it remains to deal with the case where U y zx,yx ∩ U y xy,wy = p y is an interior point of G y , whence also of each of the interior spaces G z , G x , G w . Fix an interior line n x of the at least three-dimensional subspace U x zx,yx incident to the interior point p x . Hence n x corresponds to a vertex n ∈ Γ adjacent to x, y and z. Therefore we can consider the chain z⊥n⊥y⊥w instead of z⊥x⊥y⊥w. Again there is an interior point q n = U n zn,yn ∩ U n ny,wy in G n . The interior points q y and p y are different, because p y lies on the two-dimensional subspace n y and q y is orthogonal to n y . Hence the span l y = p y , q y is a line contained in w π y ⊆ G y . This line l y corresponds to a vertex l adjacent to y and w. We have constructed the chain z⊥n⊥y⊥l in Γ with the property that the span n y , l y has dimension three as the interior lines n y and l y intersect in the interior point p y in G y . Thus dim(U y ny,ly ) = n − 3 and therefore dim(U y zn,yn ∩ U y ny,ly ) ≥ n − 4 + n − 3 − n + 2 = n − 5 = 2. Hence there is a vertex t ∈ Γ adjacent to the vertices z, n, y, l. The vertices y and z correspond to interior lines y t and z t in G t and the intersection of y π t and z π t is of dimension three. Furthermore the subspace y π t ∩ z π t contains the interior points p t and q t induced by p y , resp. q y . Hence the interior line l t is incident to U t zt,yt . Therefore l and z are adjacent in Γ, so that z and w have distance at most two.
In both cases it follows by induction that the connected graph Γ has diameter 2.
Our next goal is to define a notion of global points for Γ. The following observation is the reason why such a definition is possible. Let x, y, z be three mutually adjacent vertices of the graph Γ and let p x be an interior point of G x contained in the subspace y π x ∩ z π x . Then p yx = p x ∩ L y is an interior point of G yx and p zx = p x ∩ L z is an interior point of G zx by section 4. Let p y resp. p z be the unique interior points of G y , resp. G z containing p yx , resp. p yx .
As the intersection y π x ∩z π x is at least three-dimensional in G x ∼ = P(V n ) and the point p x is contained in this intersection, the subspace U Lemma 5.3 Let x, y, z be mutually adjacent vertices of Γ and let p x be an interior point of G x perpendicular to y x and z x . Then the interior points p y and p z correspond to each other, i.e., p yz = p zy .
Definition 5.4 A global point p of Γ is a set of vertices of the graph Γ satisfying
for some vertex x of Γ and some interior point p x of the interior space G x . The set of all global points of Γ is denoted by P Γ .
A global point is stable under iteration of the above process. Indeed, let x ∈ Γ and p x ∈ P x and define
Certainly p 0 ⊆ p 1 . If p 1 = p 0 , then there exists a vertex w ∈ p 1 such that w ∈ p 0 . By construction there exist a chain of vertices x ⊥ l ⊥ k ⊥ w in Γ and interior points p l and p k with p x l ⊆ p l , p l k ⊆ p k and w ∈ p k . Due to the proof of proposition 5.2 there are a vertex z ∈ {x, l, w} ⊥ and a path k ⊥ c 1 ⊥ · · · ⊥ c n ⊥ z in {l, w} ⊥ . Since the interior line c 1 k is perpendicular to w k , there is a interior point p c 1 ⊇ p k c 1 incident to w c 1 . By lemma 5.3 we have p l c 1 ⊆ p c 1 . Arguing along the path k ⊥ c 1 ⊥ · · · ⊥ c n ⊥ z, we obtain p lz ⊆ p z , w z ∈ p z . Therefore p xz ⊆ p z , so w ∈ p 0 , a contradiction.
This consideration has two immediate consequences.
Proposition 5.5 Let p be a global point and x be vertex of Γ.
• The intersection L x ∩ p is either empty or an interior point of G x .
• The global point p does not depend on the starting interior point p x ⊆ p.
The triple G Γ = (P Γ , L Γ , ⊃) is a point-line geometry, called the global geometry on Γ.
Proposition 5.6 The point-line geometry G Γ = (P Γ , L Γ , ⊃) is a projective space.
Proof: The subspace x ⊥ has codimension at least two, because none of the global lines h ∈ L x intersects the global line x. It remains to show that an arbitrary plane E of G Γ intersects the subspace x ⊥ nontrivially. Let k and l be two distinct lines in E. Then E = k, l and the two global lines k and l intersect in a global point d, thus k, l ∈ d. By proposition 5.2 there exists a vertex z ∈ Γ adjacent to k and l. Moreover the intersection k Corollary 5.10 The projective space G Γ has vector space dimension n + 2.
Proof: Indeed, the codimension two subspace x ⊥ ∼ = G x has vector space dimension n.
Denote the set of all hyperplanes of the projective geometry G Γ with H Γ . Define
Let S(G Γ ) be the line graph of G Γ = (P Γ , L Γ ). This means the vertex set of S(G Γ ) is the set of global lines of G Γ in which two distinct global lines k and l are adjacent if and only if k ∈ l ⊥ = π Γ (l) or, equivalently, if and only if l ∈ k ⊥ = π Γ (k).
Proposition 5.15
The graph Γ is isomorphic to the line graph S(G Γ ) of G Γ .
Proof: The identity map Γ → S(G Γ ) is an isomorphism.
The Main Theorem is proved. 
