Introduction
ALGOL 60 [9] provides as part of tht language three so-called 'primitive types' for variables, namely integer, real, and boolean. In addition, the array concept is applicable to each of these types and is the only means of structuring groups of values. Also provided are a set of operations which can be used to manipulate primitive typed variables, among them ♦, div, and not. Looking back upon the design of ALGOL 60 there seems to be no reason to assume that these language-defined concepts form any sort of reasonable 'spanning set' for the space of desirable programs. In fact one finds that many ALGOL 60 implementations introduce further primitive types, the most common one being some sort of character valued type.
Several Implementations have seen fit to introduce further capabilities for structuring data, for example record classes [3] .
It is interesting to note that while ALGOL 60 provides only a very limited mechanism for constructing non-primitive (Jata structures, it provides a very powerful abstraction tool for the conilruction of complex operations, namely the procedure.
Much ot the effort which has been expended in the quest of a suitable successor for ALGOL 60 has been directed towards mechanisms for constructing complex data structures out nf more primitive ones in an effort to develop data definition facilities which are as powerful as those for operator definition.
The purpose of this survey is three-fold. We have attempted to define the concept of abstract data type and motivate its use in programming. We have alcn tried to collect in one place many of the important issues concerning programming language design and view them In relation to abstract data types. These issues include
The intent here is not to promote languages with sophisticated type definition and checking facilities since this may introduce run time slowdov n inappropriate to some applications. What is desirable is a programming design discipline which is used to write programs using concepts of type and then to successively refine the type definitions into efficient implementations on a given machine Refinement in this way will force a programmer to do type checking and lead to fewer bugs. We would, of course, like to have a high level language with some typing facilities as our base machine, so that we do not have to concern ourselves with irrelevant details and to provide a further check on the validity of the operations we wish to perform.
Type definitions
In this section we are concerned with facilities available for user definition of new types. There are, in general, two possible ways to define a new type -either from scratch or in terms of previously defined types.
By defining a new type from scratch we really mean adding a 'scalar' type to the language. A scalar type is essentially an unstructured type, i.e. its values are denoted by literals (e.g. identifiers or nume r als). Typical examples are boolean (whose values are true and false) and integer (whose values are 0, -1, +1, -2, +2, etc.). One particular subclass of scalar types is the class of 'enumeration' types. By enumeration type we mean a type whose values are characte-ized by listing a finite set of literals.
The capability for defining scalar types is an extremely powerful abstraction tool, for it allows us to represent, for example, colors, days, compass directions, etc., without forcini us to impose some arbitrary mapping between (in the case of colors) the notions 'red', 'yellow', 'blue' and some language-defined scalar type such as integer.
We are usually provided with several language-defined scalar types, the constants of those types being part of the syntax of the language. Primitive operations are also provided by the language for use with these types. Therefore to define a new scalar type consistent with the re;., of the language we must specify the set of constants of that type and the associated primitive operations. With the exception of boolean, most language-defined scalar types have an ordering associated with them, so we need to at least have this capability for new scalar types. The only language under discussion which provides any capability for scalar type definition is PASCAL The PASCAL statement type color -(red,yellow,biue); defines an enumeration type named 'color' as having the given ordered set of values.
The language primitives succ and pred are functions which will map any scalar type (including those which are user defined) onto itself using the implicit ordering (e.g. Defining a new type in terms of existing ones entails tasks similar to those discussed for enumeration types. The difference is that the range (set of possible values) is not specified explicitly, but rather a structure is described, the elements of which are values of Known types. The rules for specifying a structure (i.e. the set of different structuring mechanisms and the ease of combining them) play an important part in the ability of a programmer to easily translate his abstractions into a finished program.
succ(yellow) has the value blue
IteM p^ " mmmmvmnfß ' ■ ■ "' mi^^mf^mm^m^**^ ^«^IP««iP"««9*"?Pin"i^"VII«HIHnWa*PPHMWW^l<nP' A major disadvantage of ALGOL 68 arrays, however, is that unlike PASCAL the domain must be the integers. This is mostly a consequence of the inability to define new scalar types -all that is additionally ruled out is boo! and char. However unfortunate it is that all indexing nust be done with integers, it would take more than a trivial modif cation tc the language to allow anything else. Advantages of ALGOL 68 arrays are the flexibility of bounds and the fact that they can be dynamically allocated.
The SIMULA 67 array is closest le the ALGOL 60 array, the only difference being the addition of some new scmar types to the base language which can be formed into array types, so that one is subject to the same problems of limited abstraction found in ALGOL 60.
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Another commonly used data structure is the record, which is a means for The mechanism for type definition in SIMULA 67 is the class. A class is In the structure person, £ is a field which is either of mode male or mode female.
The field sex can change dynamically (which seems to be becoming more fashionable).
We have seen that in the PASCAL record, we can explicitly access the tag field As previously mentioned, subranges cf all scalar types excopt real are allowed. which is poorly structured since it hides the fact that an assignment is being made to A. . <other operations>
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With this use of classes, SIMULA 67 falls into catego y two, since all attributes of a claos are bound to a particular class instantiation, including procedures. The add procedure produces the sum of its parameter and the particular complex number it is bound to (a reference to which may be generated by the construct 'this complex'). If x and y are both reKcomplex), then x.add(y) and y.add(x) will both produce the desired esult. The syntax almost makes it clear that the operation is binary, but this is a coincidence and is destroyed when multilevel referencing is used. This way to construct the class complex in SIMULA 67 suffers from the loss of the abstraction that '+' is an operation which is binary and applies to all ccmplex numbers. What we have done is to define operations +a, +b, +c,... which are unary and of which ihere is one for each instantiation of the class. We have been forced to refine cur abstraction of complex numbers further than is intuitively necessary. Any notions associated with a particular type are wholly contained within a particular module, but namas declared within a module and prefixed with a '+' are also known (but not writable) in the scope of the block which declares the module. This is a more general mechanism for e.cportalion than Liskov's wherein only operation names may be exported.
In the ALPHARD language proposed by Wulf[14] , exportation is even more ^■^"■^PIPIWOÄPWWSillWIP^W^WliilPii'P 1111 ! " ' ' Ml "■ , " 1 " ll""-""" ""■■ ■'■
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Depending upon the types of p and q, there are several possible interpretations.
Let '@' be a dereferencing operator (i.e. if p points to j, then ©p is the same as j) and V be a referencing operation (i.e. if p points to j, then p is the same as «j). The following In addition, there is the possibility of a syntax error in each case. It has been assumed that an assignment requires both sides to be of the same type.
The table indicates the numerous possibilities that exist for carrying out the assignment. Most languages take the view that the left hand side of an assignment, as an entity, acquires a new value. This would eliminate all possibilities which require dereferencing p first. This again brings us back to the two views of »jointers, since if we regard a pointer as being the ohject it points to, we might well want to dereference it before assigning to it.
In PASCAL, there is no coercion of pointers at all. The only way io assign a
in ■■■■p imimrn^^m*™"»' •I""" <f-'< imß«mii^mmm'**^mmi'mimm***i^mmmmemi immvmp im 26 v'ue to a pointer is either by means of a generator (discussed a little further on) or by copying the value of another pointer of the same typt (p«-q in the above table, first two rows and columns only). Anything else is a syntax error.
In SIMULA 67, there is again no coercion of pointers, but there is the additional problem of assignment of pointers to different classes. This is legal only if either o's class includes q's class, or is a subclass of q's class and the value of q is a reference to a subclass of p's class.
In ALGOL 68, there is no implicit up-leve! referencing. The semantic rule used in an assignment is that q must be either one level dereferenced from p or must be dereferencable to that point (this is explained in the following paragraphs where random is a real-delivering function and > is real. This is, of course, an old ALGCl 60 concept which applies to parameterless procedures, but in ALGOL 60 there are no procedure variables. In ALGOL 68 it is possible to have variables of type proc, hence the explicit definition of this type of coercion.
Coercions are applied not only in expressions but also in mapping actual parameters onto the formals. Interestingly enough, ALGOL 68 provides call by value, reference, and name, all through one mechanism. If a procedure expecting a rea> is passed a real value (or something coercible int~ a real value), then the actual parameter is copied into the location generated by the formal parameter declaratior, so no assignment within the procedure body will affect the actual parameter (can by value). If a real variable is passed where a ref real is expected, then the oama Oi the actual parameter is passed, which provides call by reference. If call by name is dosired, a proc real routine text can be passed where a proc real is expected, and the actual parameter is deprocedured (in the context of the call site) when referenced, which is exactly the ALGOL 60 call by name mechanism.
The original ALGOL 68 report described a form of coercion called 'proceduring' mn-rnrn a »iiu'iiimmmmmmmmmmimmm' < n •**iw^mmii^mmmmmfmpamrm***^^mrm*mi.minmw describes t mechanism for improving the own variable concept, both with regard to scope and to initialization). Iniiialization means more than a version of the FORTRAN DATA statement when abstract data types are concerned, since the creation of a new structure may require many actions.
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PASCAL provides no initialization facilities at all which, in conjunction with its lack of capability for denoting literals, leads to programs whose structure is clouded by much too highly refined statements, as in the example on page 35. ALGOL 68, while providing good facilities for ^alua initialization, lacks features for more complex actions.
The SIMULA 67 class provides the best existing mechanism for initialization.
When a class is instantiated, it is executed. Recall that a class is similar to an ALGOL 60 block, and therefore contains not only declarations but also code. The code can initialize locals, build data structures, read and write information, and in fact do anything that one wishes to associate with initialization of that particular abstraction.
The Liskov proposal [7] for encapsulation provides, for each cluster definition, a section of code which is to be executed whenever an object of that cluster is created.
It is admittedly base J on the S.'MULA 67 idea, and, for the purpose of initialization, is a little neater in that the SIMULA 67 class is really a coroutine instead of just a data type, and the way in which the body of a class is executed can be quite complicated.
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The established makes us wary of introducing pointers when there seems no neater way, just as being forced into using a go to maKes us look for a better control construct.
Second, if we do use pointers we are then forced to a level of refinement of abstraction which seems irrelevant. The abstract operation of matrix multiplication delivers a matrix as result, and to have to write this any other way seems unfortunate.
Of course, we are not trying to make a case for assignment by sharing alone, since it too has many problems associated with it, most notably the fact that a selective update to a structure whose value is shared will be reflected in all references to that structure. Both forms of assignment have their uses and neither is sufficient, and therefore any language designed to facilitate structured programming should provide both forms to the programmer. For example. •^^-^t^rnm irminiMiniiiiiii iniiiiaiMim ■-"-^
