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ABSTRACT 
The additive commutator AS - SA is studied for rational matrices A, S where A 
has irreducible characteristic polynomial and S transforms A into its transpose by 
SidZUi~. 
1. INTRODUCTION 
Let A be an n X n matrix with elements in Q and irreducible characteris- 
tic polynomial f(x). It is known that any rational matrix S with S - ‘AS = A’ 
(the transpose) is symmetric (see e.g. [7]). In an earlier paper [4] the set of 
possible S was discussed for a given A. An explicit expression for the 
elements of S was given at the same time; in [3] det S is linked to norms. 
Together with S, AS is also symmetric. In a converse approach Givens [2] 
studied the set of general square matrices A for which the same symmetric S 
produces a symmetric AS. He points out that this set, denoted by J(S), is 
closed under Jordan multiplication. In an appendix to this paper J(S) is 
treated for the number theoretic case. 
Here the additive commutator AS - SA is studied. For n = 2, det(AB - 
BA) was studied for A as above and B arbitrary rational [5] and it was shown 
that it is equal to -normA, hi Q(a),f(a)=O. The expression for det(AS- 
*This note contains part of a lecture delivered in the Special Session on Quadratic Forms, 
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SA) for n = 2 is a special case of this. On the other hand the expression for 
det S in the case n = 2 is linked here to det(AS - SA). The case n = 3 is given 
special attention. 
2. RESULTS 
The basic theorem for this paper is the following: 
THEOREM 1 (Taussky [3], generalized to arbitrary polynomials by Bender 
[l]). Let A be an n X n matrix with elements in Q and irredtlcible poly- 
nomial f(x). Let S with elements in Q be such that 
S - ‘AS = A’ ( the transpose). (1) 
Then 
detS=(-1) “(“-‘)/2a2nOrm~, aEQ, AEQ(a), f(a)=O. 
A consequence of this is the next theorem. 
THEOREM 2. LetAandSbeasinTheoreml.l%enfmnoddwehave 
det(SA-AS)=O. For n even we have 
det(SA-AS)=(-1)“(“-‘)‘2c2norm~, ELEQ(~, cEQ. 
Proof. We have 
det(A-A’)=det(A-S-‘AS)=det(S-‘)det(SA-AS). 
Since A-A’ is a real skew symmetric matrix, tbe case of n odd follows 
immediately. The n even case follows from Theorem 1 and the fact that 
det(A - A’) is a rational square. n 
REMARK. For n = 2 a previous result [5] states that for A as in Theorem 
1 and any rational B we have 
det(AB-BA)= -normA, x~Q(cr), f(a)=O. 
Theorem 2 provides a link between this and Theorem 1 for the case B = S. 
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THEOREM 3. Let b,c be arbitrary but fixed rational numbers, and a 
arbitrary. Denote by C the companion matrix of the polynomial x3+ ax2 + bx 
+c. Then C-C/has as eigenvalues O,+r l+(l+b) +c *dV. 
The proof follows easily by direct computations. A simple example is the 
polynomial x3 - 2 with eigenvalues 0, k i a for A - A’. 
It is obvious that any sum 1 + r2 + s2, r, s E 2, can occur in the way it 
occurs in Theorem 3. 
THEOREM 4. Let A be as befme. For n = 3 any matrix S for which (1) 
ho& is similar to a matrix S @) = (S$)) for which S,(“) = S~~~S~~S.$~ = SF) = 
s#3$$@ E Q. 
Proof. In [6] it is shown that S is similar to an S@‘) with Sp),Sp’ in a 
quadratic extension of Q, namely the quadratic subfield of the normal 
closure of Q(a). The products Si(u) are then relative norms of elements in the 
normal closure and are conjugate elements in the quadratic field. The 
similarity mentioned transforms A into diagonal form Ata), the matrix S (a 
special case of B in the paper cited) into S @), and AS - SA into a matrix with 
zero diagonal and off diagonal elements S$)(o@) - ack)), where LX@), otk) are 
conjugates of cx Hence in det (S @A@) - A% @)) the contribution from solely 
off diagonal elements is II(&) - ock))( SF) - Sp)). Since this determinant is 0, 
it follows that Sy) = Sd*). n 
EXAMPLE. 
The eigenvalues of A are 2ii3, 521i3, 122’j3, where { is a primitive 3rd root 
of 1. The eigenvector CY~, a2,(r3 corresponding to 21i3 is 1,21/3,41’3. The dual 
vector &,/?2,/?3 is 2,4 1/3,2’/3. The transformation of A into diagonal form 
can be carried out by a matrix whose columns consist of or, CY~, o3 and their 
conjugates. The inverse is a matrix whose rows consist of &, /3,, p3 and their 
conjugates. The same transformation applied to S gives (in the notation of 
[6], but with B the matrix S of this note) 
& = l2’/3( 1+ 41’3 + 2 x 2’13) = 2 “L32, 
&l=~221’3(1+{241/3+2~2’/3)=[2&13. 
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Observe that each of the two norms considered is in Q, but does not turn up 
as the norm of an element in Q(o). 
APPENDIX 
This is concerned with the set of rational or integral n X n matrices A for 
which a given integral symmetric matrix S has the property that SA is again 
symmetric. S is frequently called a symmetrizer of A. Givens had pointed out 
that this set of A’s is closed under Jordan multiplication and hence denoted 
it as J(S). This appendix gives some observations. On the whole, sets of 
algebraic number fields, like the ones associated with this Jordan algebra are 
rarely studied-only subfields, extension fields, conjugate fields, etc. 
Givens observed that for n = 2 and S the diagonal (y 
( ) 
p one obtains 
where x0, x1,x, are parameters 
’ taken from a suitable domain 
EXAMPLE. Let 
A=(-; ;) 
with 
SA= 
i.e. 
TST’= 6 o 
( ) 0 21’ 
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This diagonal acts as symmetrizer to 
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y-l&Q’_ J 3 ( -5 -14 -49 1 5’ 
andindeedthismatrixisinJ((2i i)),foritcanbeexpressedas 
Further, the following theorem holds: 
THEOREM. Let S be equal to 
a 0 
( 1 0 P’ 
cr,p rational. Then a/3 is a 
negative nom from all the fields of degree 2 generated by the eigenvalues in 
Conversely, the eigenvalues of the elements in J 
+ d x;+c& ) where x1, x2 are ration& and x0 = 0. 
Proof, The first part of the theorem follows from Theorem 2 and its 
proof, observing the fact that LX/I differs from the determinant of a general 
symmetric rational S by a rational square factor which can be absorbed into 
the norm. The fact that A -A’ is nonsingular for A in the case considered is 
needed here. The second part of the theorem is obtained from the repre- 
sentation of J(S) mentioned. We may assume x0 = 0. The eigenvalues of 
x1(; _;)+4 “,f) 
are + d=, and hence square roots of norms from Q(L&$ ). xl+aj3x2 
Hence - Cup itself is a norm from any Q(a) where a is an eigenvalue in 
n 
A simple example is given from the diagonal . Here one of the 
matrices in J(S) is 
(2: -3 
with eigenvalues v/1-(-126)x1 =m. 
But -126-1-127x1. 
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