Abstract: Large-scale structural dynamic analyses generally produce massive amount of time-varying data. Inefficient rendering of these data seriously affects the quality of display of and user interaction with the analysis results. A high-speed visualization solution using a GPU (graphics processing unit) is thus developed in this study. Based on the clustering concept, a key frame extraction algorithm specific to the GPU-based rendering is proposed, which significantly reduces the data size to satisfy the GPU memory requirement. Using the key frames, a GPU-based parallel frame interpolation algorithm is also proposed to reconstruct the complete structural dynamic process. Particularly, a novel data access model considering the features of time-varying data and GPU memory is designed to improve the interpolation efficiency. Two case studies including an arch bridge and a high-rise building are presented, confirming the ability of the proposed solution to provide a high-speed and interactive visualization environment for large-scale structural dynamic analyses.
Introduction
An increasing number of large-scale structural dynamic analyses have been performed recently [1] [2] [3] [4] [5] . The resulting data of these analyses are time-varying in different time steps. In addition, these analyses often result in dozens of gigabytes (GB) of data, which are massive for 3D visualization [6] . In the post-processor of 2 general structural dynamic analysis software (e.g., MSC.Marc, ANSYS, ABAQUS) [7] [8] [9] , the rendering process for massive time-varying data is exceedingly slow, sometimes in excess of one hour for large-scale analyses. To smoothly display the structural dynamic process, most structural analysis software transforms the results to pre-computed animations [7] [8] [9] . However, such animations cannot solve the fundamental rendering problems. Most of them merely display the dynamic process at a fixed viewing angle and position, and lack the necessary interactive operations.
Consequently, high-speed rendering of such massive amount of time-varying data has become an important issue for large-scale structural dynamic analyses.
Although several methods for accelerating the rendering process of massive static data have been proposed [10] [11] , rendering time-varying data of large-scale structural dynamic analyses is a much more complicated task [12] [13] . In the process of rendering, static data needs to be visited once only, whereas time-varying data requires continuous visit in order to display a dynamic process. Thus, time-varying data must be stored in a GPU memory for quick visit in the process of rendering.
However, the GPU memory size is in general 1-2 GB, and at most 4 GB [14] , therefore the massive amount of time-varying data cannot be completely stored in a GPU memory. In this case, these data need to be continuously transmitted from the host memory to the GPU memory during the rendering process. Such a data transmission is relatively slow compared to the direct access in the GPU memory, and most rendering time elapses during this data transmission [15] . These problems are the primary cause for an inefficient rendering of massive time-varying data, which presents a big challenge for high-speed visualization of large-scale structural dynamic analyses.
To minimize the issue of slow data transmission and achieve high-speed rendering, solutions to two key technical problems are necessary to be obtained: Solution 1 -significantly reducing the size of time-varying data to satisfy the capacity limit of a GPU memory; and Solution 2 -efficiently reconstructing a complete structural dynamic process in the process of rendering.
To obtain Solution 1, the key frame extraction method is considered appropriate for reducing massive time-varying data in a structural dynamic analysis. The time steps in such an analysis are referred to as the frames in visualization. Several techniques in relation to key frame extractions are proven to be suitable for identifying the representative time steps in dynamic analyses [16] [17] [18] [19] [20] [21] [22] [23] . The extracted time steps are generally a small fraction of the total time steps, thereby significantly reducing the amount of massive time-varying data [20] [21] [22] [23] . During the dynamic process, a structure may develop large non-linear deformations, leading to complicated 3D movements. Note that some existing extraction methods developed for 3D data are mainly targeted for motions of a limited number of predefined objects (e.g., some rigid-body motions) or points (e.g., motion capture data at some predefined points) [18] [19] . As such they are unsuitable for simulating complicated 3D movements. On the other hand, the clustering method, as one of the widely used key frame extraction methods, has the advantage of handling complicated 3D movements [20] [21] [22] [23] , and is therefore well suited for structural dynamic analysis. In spite of this, the existing clustering method [20] [21] [22] [23] was not originally designed for the GPU-based rendering and cannot be adapted to different GPU platforms, because the size of the extracted key frames may exceed the memory limitation of a GPU. In view of the above, a key frame extraction method specific to the GPU-based rendering is thus necessary to be developed.
To obtain Solution 2, a GPU-based frame interpolation is considered in this study.
Note that 3D visualizations generated directly from the extracted key frames are not complete at all. Therefore, frame interpolation is necessary for reconstructing the entire dynamic process of the structures. Note also that due to the GPU hardware limitations in the past, early studies on GPU-based frame interpolations could not achieve satisfactory performance [24] . Since the 2006 release of GPUs with unified architecture, its computational performance and programming convenience have improved significantly [25] . Nevertheless, related studies [26] [27] [28] indicated that the access efficiency of data in a GPU memory has become an important bottleneck in the frame interpolation of time-varying data. This is because large amount of data must be continuously accessed from the GPU memory in the process of frame interpolation. It is worth noting that the GPU has a complicated memory system and any non-optimized access model may result in significant memory latency and unacceptable low efficiency. Therefore, a novel data access model is highly desirable for high-efficient GPU-based frame interpolation. Such a model should take a full consideration of the characteristics of time-varying data in structural dynamic analyses as well as the special features of the GPU memory system. Although high-speed 3D visualization in civil engineering and construction has been extensively studied [29] [30] [31] [32] , an efficient data access model has not yet been proposed.
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A complete GPU-based solution for high-speed visualization of massive time-varying data in large-scale structural dynamic analyses is thus developed in this study. To address the issue of GPU memory limitations, a specialized key frame extraction algorithm based on the clustering concept is proposed that is adaptive to different GPU platforms and can significantly reduce the size of time-varying data.
Using the key frames, a GPU-based parallel algorithm for frame interpolation is also proposed to reconstruct the complete structural dynamic process. Particularly, a novel data access model considering the features of time-varying data and GPU memory is designed to further improve the interpolation efficiency. Two case studies including a stone arch bridge and a high-rise building are investigated to demonstrate the advantages of the proposed solution.
Overall visualization framework
The overall framework of high-speed visualization of massive time-varying data resulted from a large-scale structural dynamic analysis is illustrated in Figure 1 . In this framework, data transmission from the host memory to the GPU memory is implemented once only before rendering. Hence, instead of slow data transmission, key frame extraction and parallel frame interpolation will dominate the rendering efficiency for time-varying data visualization.
Three platforms are used for this framework: (1) a graphics platform, (2) a software development platform and, (3) a hardware platform. An open-source graphics engine, OSG (OpenSceneGraph), is adopted as the graphics platform to implement some in-depth visualization developments [33] . The CUDA (Compute Unified Device Architecture) platform, being the most widely used in general GPU computing development, is adopted as the software development platform [34] . Accordingly, a video card supporting CUDA, e.g., Quadro FX 3800 (192 cores, 1GB memory, widely used in desktop computers), is adopted as the hardware platform. The osgCompute library developed by the University of Siegen [35] is used to integrate OSG and CUDA. Using these platforms, the entire process of visualization can be fully controlled from software to hardware, which provides a convenient foundation for solving the visualization problems for massive time-varying data. 
Clustering-based key frame extractions
The time-varying data of a structural dynamic analysis includes displacements, stresses, velocities, etc. Note that this study focuses on the nodal displacement data which are used as references for visualizing other types of data. The proposed extraction algorithm divides the entire process of movement into several sub-processes (i.e., clusters). Although sub-processes are quite different from each other, there is a significant similarity within each sub-process; thus a few key frames are adequate to represent the entire sub-process. The first, middle and last frames of each cluster are selected as the key frames, which correspond to the beginning, developing and finishing stages of the sub-processes, respectively.
The purpose of key frame extraction is to satisfy the constraints of a GPU memory, i.e., the total volume of key frames must be lower than that of a GPU memory. As mentioned above, a cluster can produce three key frames (two boundaries and one middle), however two adjacent clusters share the same boundary frame. 
The larger N c is, the larger k is, which implies that more key frames are produced for a more complete visualization. Theoretically, max c N should be aimed for. However, N c does not reach max c N in reality because the GPU memory also stores other required data (e.g., structural model and textures), namely the static data which do not change with different time steps. The GPU memory size used for static data varies for different rendering problems and different GPU platforms, which can be measured by using some memory monitoring software (e.g., RivaTuner [36] ). In this study, the value of N c is approximately 0.8 max c N for the case studies (presented in Section 5) and the specified hardware platform (see Section 2). In other cases (e.g., in which extreme large texture is required), however, an optimal value for N c should be calculated based on the measurement using RivaTuner or other software with similar functions.
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The coordinates of all graphical vertices in each frame are available from the structural dynamic analysis. In the i th frame, the vector consisting of all vertices is defined as a frame vector, i.e., X i . If the total number of vertices is n, the distances between two different frame vectors [37] , i.e., X i and X j , can be calculated by Eq. (2):   2  2  2  , , ,
where x i,l , y i,l and z i,l are the 3D coordinates of the l th vertex in the i th frame.
The distance calculated in Eq. (2), which represents the degree of movement of the structure between two frames, is selected as the criterion of clustering. Based on this criterion, the proposed key frame extraction algorithm is outlined as follows:
(1) Define the original cluster centers N c frame vectors, j X , j = 1, 2, …N c , are extracted from the N frame vectors at the same time interval as the original cluster centers.
(2) Assign frames into clusters
Between the two adjacent clusters, a frame vector must be assigned to the cluster with the shorter distance to its center. For each cluster, the boundary frames and the frame that is the closest to the cluster center j X are selected as the key frames.
The above process of extracting key frames is illustrated in Figure 2 . The horizontal axis refers to a time scale, whereas the vertical axis represents the distances of different frame vectors. Thus, the curve in Figure 2 describes the change in distances. The larger the slope of this curve, the more significant the movements are. Figure 2 shows that more key frames are extracted for significant changing phases, and vice versa, which can better demonstrate the characteristics of a structural dynamic process.
Parallel frame interpolation 4.1 Interpolation model based on the B-spline
The spline-based interpolation, one of the most important interpolation methods, has been widely used in such fields as computer graphics, structural analysis and 3D
modeling [38] [39] . Comparison of the three popular splines (i.e., Bezier spline, B-spline and NURBS [40] ) indicates that, Bezier spline is too sensitive to local errors and NURBS is too complicated and computationally inefficient. The cubic uniform B-spline is considered appropriate for this study, because it can rationally simulate the complicated movement curves with high computational performance.
There are k -1 time intervals in the total k key frames. 
where u is the variable of this curve. The parameters V i, j to V i+3, j are the control points for the interpolation of the j th vertex at the i th time interval.
According to the key frame data, the control points of the j th vertex for the k -1 time intervals can be solved by Eq. (5): 
where Q i, j , for i = 0, 1, …, k -1, represents the coordinates of the j th vertex for different key frames.
After the control points are determined, the interpolation of the j th vertex can be performed using Eq. (4). It should be noted that the above interpolation must be performed repeatedly for numerous vertices in an entire structure. Thus, high-performance GPU computing is necessary for such repetitive frame interpolation.
GPU-based parallel frame interpolation
To improve the computational efficiency, frame interpolation must make a full utilization of the parallel performance of a GPU. Note that there are a large number of vertices in a structural dynamic analysis. Every vertex has three coordinate components, and each component uses a thread to implement the interpolation process.
This results in a massive number of threads, which are beneficial to maximize the potential of parallel performance of a GPU in CUDA [41] .
Based on the above strategy, the parallel algorithm for frame interpolation is outlined as follows:
1) Set up the thread structure
The structure of CUDA has three levels, i.e., grid, block and thread [41] . The structure of the threads is determined by grids and blocks. Given that the graphical vertices are stored in a single-dimensional array, grids and blocks are also organized in a single-dimensional form. Due to hardware demands, the number of threads in one block must be an integer multiple of 32 but no more than 512. For most cases, 256 threads in a block are considered suitable [41] . In this study, the variable n represents the number of vertices and the total number of threads is 3n, which is equal to the number of vertex coordinate components. Therefore the total number of blocks should be 3n/256 or 3n/256+1, depending on whether 3n can be divided exactly by 256. As such, the running threads can simulate all the vertex coordinate components.
2) Define the variables
The interpolation requires three types of data: the graphical vertices, an interpolation parameter u and the control points V i . The graphical vertices, named vertices, are a single-dimensional array stored in the GPU memory and are updated dynamically in the process of interpolation. The parameter u is a float parameter ranging from 0 to 1 and can be determined by the current interpolation frame and the 9 corresponding four adjacent key frames. The control points V i are stored in a 2D float array located in the Shared Memory of GPU, namely s_data [256] [4] , which is specially designed to improve the access efficiency (as discussed in Section 4.3).
3) Execute the interpolation
In each interpolation, a coordinate component is interpolated by one thread.
Except for the thread IDs, the executing codes based on Eq. (4) where vertIdx is the global ID of the thread and is used to calculate the corresponding graphical vertices. threadIdx.x is the local ID inside the block and is used to access the control points stored in the Shared Memory which can only be shared inside a block.
The complete frame interpolation includes three steps: interpolation, mapping and rendering, as illustrated in 
Optimized access model based on the Shared Memory
A GPU has six types of memory (e.g., Global Memory, Shared Memory and Texture Memory), which vary significantly in capacity and speed [42] . Although data access in a GPU memory is faster than that between the host memory and the GPU memory, any non-optimized access model may result in low interpolation efficiency due to the complicated memory system of a GPU.
The Global Memory is the main platform for data exchange between GPU and host. However, it has a great access latency for approximately 400-600 clock cycles. The optimized data access model based on the Shared Memory is illustrated in Figure 5 . The Shared Memory is a high-speed cache shared by all the threads in one block [41] . When a block has s threads (s = 256 in this study), a s×4 array is created in the Shared Memory to store the four components of the control points for each thread, using the CUDA statement as __shared__ float s_data[s] [4] . In this data access model, each row of s_data can access the Global Memory in a coalesced manner because of the sequential distribution of the control point components in the Shared Memory. After all the data in s_data are copied, each thread in a block can rapidly access the corresponding four control point components in the Shared Memory. This optimized model uses the Shared Memory as a data transferring platform to achieve the coalesced access for the Global Memory, which further improves the efficiency of interpolation.
High-speed visualization -case studies

High-fidelity collapse analysis of a stone arch bridge
A high-fidelity collapse analysis is presented for a four 65-m span highway stone arch bridge that was 328.54 m in length, 13 m in width, and 42min height [2] . The 11 finite element (FE) model of this bridge has a total of 60,320 elements and 83,846 nodes, as illustrated in Figure 6 . The analysis was performed by FE software MSC.Marc and produces approximately 12 GB of displacement data with a total of 832 time steps [2] . A video card with 1 GB memory (Quadro FX 3800) is employed to display the results. Therefore, the key frame extraction method is necessary to be adopted to satisfy the requirement of the GPU memory limitation.
A total of 56 key frames are extracted from the 832 time steps, and the total size of the key frames is 816 MB, smaller than the capacity of the GPU memory. The number of key frames is only 6.7% of the total number of frames, which indicates that the proposed extraction algorithm can reduce the data size significantly.
The extracted key frames can represent the typical characteristics of a structural dynamic process. Figure 7 compares the key frames in the original clusters with those in the final clusters in the range of 120 frames. In the original clusters, key frames are distributed uniformly with time. However, the structural movements become more significant towards the end of the collapse process due to gravitational acceleration and collision of the collapsed structural components with the ground. Hence, a more dense distribution of the key frames is required to better represent the end of the structural movement. In the final clusters, the selected key frames are sparse for the insignificant changing phase and dense near the end, as illustrated in Figure 7 . Figure   8 presents the extracted key frames corresponding to the cluster boundaries. These typical key frames provide an important foundation for a satisfactory frame interpolation. It is evident that the key frames are able to exactly replicate the final stage of collapse for each span of the bridge, when the main arches collide with the ground. It should be noted that textures are used for a more realistic visualization.
The proposed GPU-based parallel frame interpolation is also performed. Figure 9 compares the interpolation results against the FE analysis outcomes Furthermore, the synchronized walkthrough is also implemented in the bridge collapse visualization due to its high rendering efficiency, as shown in Figure 11 ; this offers a convenient way to fully observe the bridge collapse process. In this regard, the proposed method also provides an enhanced interactive visualization environment for large-scale structural dynamic analyses.
Dynamic analysis of a super high-rise building
A dynamic analysis is performed by MSC.Marc for a super high-rise building subjected to extremely strong earthquakes [3] . This building contains 124 stories with a total height of 632 m and adopts a hybrid lateral-force-resisting system referred to as Given the limitation of 1 GB GPU memory (Quadro FX 3800), the whole dynamic process is divided into 42 clusters and 86 key frames (832 MB) are selected by using the proposed algorithm. As a result, the extracted key frames are only 4.3% of the total time-varying data, which confirms that the proposed algorithm exhibits a high efficiency in data extraction.
To reconstruct the complete dynamic process, the GPU-based frame interpolation is performed using the extracted key frames. A good comparison between the original 13 FE analysis data [3] and the interpolation results is achieved, as illustrated in Figure   12 . Further, the top displacement of this building is also compared in Figure 13 . The similarity coefficient between the two sets of results is found to be 0.9996, which again validates the rationality of the proposed frame interpolation method.
The optimized data access model plays an important role in improving the interpolation efficiency, by which the time for one interpolation of all vertices (54,542
vertices and 163,626 coordinate components) ranges from 0.0032 s to 0.0016 s, with a speedup ratio of 2.0. The larger the amount of data is, the more significant the advantage of the optimized access model is. As far as the speedup ratio is concerned, this case study has fewer vertices than the former one; hence a slightly lower speedup ratio is obtained. Nevertheless, such interpolation efficiency is adequate to satisfy the demands of high-speed rendering. 
Conclusion
A key frame extraction algorithm based on clustering concept is proposed to significantly reduce the data size to satisfy the requirement of GPU memory limitations. Superior to the relevant existing studies, the proposed algorithm is specific to GPU-based rendering and adaptive to different GPU platforms.
Furthermore, the extracted key frames can satisfactorily represent typical characteristics of a structural dynamic process.
A GPU-based parallel frame interpolation algorithm is also proposed for large-scale structural dynamic analyses with high efficiency. Particularly, a novel data access model is developed taking into account the special features of time-varying data and GPU memory. Two case studies on a stone arch bridge and a high-rise 14 building reveal that, by the proposed algorithm, an approximately 67 times improvement in rendering efficiency is achieved and the structural dynamic processes can be satisfactorily and reliably reconstructed.
Based on the proposed two algorithms, a complete solution to the traditionally inefficient rendering problems for massive time-varying datasets is presented, which provides a high-speed and interactive visualization environment for large-scale structural dynamic analyses.
1 Fig. 1 . Overall visualization framework for time-varying data in a large-scale structural dynamic analysis 
