Abstract. We consider a novel method for designing the sliding mode that minimizes the quadratic performance while keeping a pole-clustering constraint. Our approach is based on the manipulations of linear matrix inequalities (LMIs) imposed by the design objectives. For this purpose, we newly propose LMI conditions for the quadratic performance optimization and the pole-clustering problem, respectively, in a full order state. Then they are combined in the LMI framework that is typically devised for the sliding mode design in the convex form. An effort is made to reduce the generic conservatism by allowing different Lyapunov matrices. In addition, a class of polytope uncertain systems is addressed to illustrate the advantages of the proposed method. 1. Introduction. Sliding mode control has been one of the major concerns in control theory thanks to the robustness against matched uncertainties (or disturbances) through the sliding mode behavior. Once the system reaches the sliding manifold, the system dynamics becomes invariant to the matched disturbances. This typical characteristic has drawn much attention to many practical problems which are hard to solve by using only the linear control methods. For example, the robot manipulators with friction or stabilized head mirror systems can be effectively dealt with by the sliding mode control. Refer to DeCarlo, Zak, and Matthews [2] and the references therein for more details.
Introduction.
Sliding mode control has been one of the major concerns in control theory thanks to the robustness against matched uncertainties (or disturbances) through the sliding mode behavior. Once the system reaches the sliding manifold, the system dynamics becomes invariant to the matched disturbances. This typical characteristic has drawn much attention to many practical problems which are hard to solve by using only the linear control methods. For example, the robot manipulators with friction or stabilized head mirror systems can be effectively dealt with by the sliding mode control. Refer to DeCarlo, Zak, and Matthews [2] and the references therein for more details.
In the literature, much effort has been made to design sliding modes that satisfy the desired performance criteria. The well-known criteria include quadratic performance optimization [1] , guaranteed H 2 cost minimization [14] , the eigen-structure assignment including pole clustering [3, 4, 6] , the robustness to parametric uncertainties [5, 7, 13] , etc. It is noted that most of the design methods developed so far have considered only the single design objective. In fact, there have been few researches that address multiple design objectives in the sliding mode. Recently, in [15] , the sliding mode design with multiple constraints has been introduced based on the linear matrix inequality (LMI) approach by employing the linear full state feedback design. On the other hand, remarkable progress has been made in linear control theory for solving optimal problems with multiple constraints based on LMIs (e.g., see [10] and [18] ). The basic idea of the multiobjective approach based on LMIs is to seek a common Lyapunov matrix that satisfies different parametric constraints imposed by the design performances simultaneously. Assuming the common variables may cause the conservatism, however, it does provide the flexibility of the control design with multiple objectives, and the ease of synthesis in the parameter space based on LMIs [8] . Also, there have been notable results in the literature in reducing the design conservatism (e.g., see [11] and [16] ).
The paper is devoted to establishing an LMI framework for the sliding mode design which effectively solves the constrained optimization problems by adopting the common Lyapunov matrix idea of the linear control theory. To this end, attention is paid especially to quadratic performance optimization with the pole-clustering constraint in the sliding mode. First, we newly present the parametric constraints in LMIs for describing quadratic performance optimization and the pole-clustering condition, respectively. Then they are combined in an LMI-based optimization problem of special structure. It will be shown that the proposed approach for the sliding mode design should be different from the standard full state feedback problem by Chilali and Gahinet [10] in linear control theory. Furthermore, the proposed approach is further extended to reduce the generic conservatism by adopting the bounding technique in Shimomura and Fujii [16] .
The basic idea of the paper starts from the derivation of LMI conditions in the full order state (not in the reduced order) by adopting and generalizing the parameterization technique in Kim, Park, and Oh [7] to allow all the feasible linear sliding modes to be represented explicitly. Any feasible sliding modes can be obtained immediately by combining the partitions of the Lyapunov matrix in an explicit manner. From this point of view, the proposed approach generalizes the previous results using the full order Lyapunov (or Riccati-type) approaches (see [5, 6] ), which motivated the study. Note that the approach in the full order state has the advantage of simplicity in description and easy application of the linear full state feedback theories to the sliding mode design with least modification (which will be further discussed with a class of polytopic uncertain systems later on).
In section 2, the problem of interest is formulated with a brief explanation for the LMI scheme with multiple constraints. In section 3, we deal with quadratic performance optimization and the pole-clustering problem separately based on parametric constraints. Then in section 4, we formulate the LMI approach by accumulating parametric constraints in a single problem of convex form. Also, to reduce the design conservatism, a numerically tractable algorithm is presented. In section 5, we address the extension of the proposed scheme to a class of polytopic uncertain systems in order to show the potential advantage of the basic idea of the paper.
The notations used in the paper are fairly standard, among them, the inequality signs for matrices denote sign-definiteness for real symmetric matrices.
Problem formulation and preliminary. Consider the systeṁ
where x ∈ n and u ∈ m are the state vector and the control input, respectively, and w ∈ l is the disturbance of which each element is bounded as |w j (t)| ≤ w j ∀j ∈ [0, l] for the known w j . The stabilizability of the pair (A, B) is assumed. And, for simplicity of description, suppose that the system is of the regular form [1, 2] 
where x 1 ∈ n−m , x 2 ∈ m , and B 2 is nonsingular. Without loss of generality, consider the sliding function
for some S ∈ m×(n−m) . Suppose that a control law is employed to satisfy the reachability condition such thatṡ(t)
T s(t) < 0 ∀t > 0, which would result in the sliding mode (i.e., s(t) = 0 ∀t ≥ t s for some t s > 0). Then the system behavior would be governed by the reduced order system and the constrained state as follows:
Note that in the sliding mode, the system dynamics will be determined by the choice of sliding function coefficient S. Among many criteria for selecting the matrix S, one may consider the quadratic performance optimization to make a tradeoff between the system states behaviors. In the paper, we are interested in solving the following problem.
Problem formulation. Given the real scalars c and ρ > 0 and a matrix 0 < Q ∈ n×n , find the sliding function coefficient S that minimizes the quadratic performance
subject to the dynamics (2.4) and the pole-clustering constraint
where λ(·) is the set of eigenvalues of the argument matrix, and Z(c, ρ) denotes the circular region, in the complex domain,
For the set Z(c, ρ) to be nonempty, it is necessary that c > −ρ.
Note that the problem above consists of two design objectives (i.e., the quadratic performance optimization and the pole-clustering problem). To tackle the above problem, suppose that the quadratic performance is bounded as J < γ if there exist some Lyapunov matrices P 1 satisfying an affine matrix inequality F 1 (P 1 , S) < 0. Also, suppose that the pole-clustering constraint is satisfied if there exist some multipliers P 2 satisfying F 2 (P 2 , S) < 0. Often, each of the parametric constraints (i.e., F 1 < 0 and F 2 < 0) can be converted to be convex, but not jointly. In this case, let us consider this problem: find a matrix S that satisfies the constraints F i (P i , S) < 0 (i = 1, 2) simultaneously. Since the constraints are not jointly convex, the problem is difficult to solve. One way to recover the convexity is to further assume that P 1 = P 2 regardless of the conservatism, which is one of the main approaches in the LMI-based constrained optimization (or multiobjective) theory. See [10] and [18] for more details.
In the next section, two objectives are dealt with distinctly based on the parameterization technique for the sliding mode in the LMI form. Then in section 4, they are combined in an LMI optimization approach specifically adapted to the sliding mode design and different from the standard full state feedback method [10] .
3. LMI approaches to sliding mode design.
3.1. Quadratic performance optimization. In this subsection, we handle the quadratic performance optimization problem in the parameter space by manipulating the Lyapunov equation.
Given a matrix Q > 0, let us define the set
which is the nonempty set of positive definite matrices as long as the pair (A, B) is stabilizable (e.g., see [17] 
for a P ∈ Ω(Q), where P ij 's are defined as
(ii) For any P ∈ Ω(Q), the matrix S given by (3.2) is a stabilizing sliding function coefficient.
Proof. Statement (i). Let S be the stabilizing sliding function coefficient which guarantees the stability of the matrix A s := A 11 − A 12 S. Define a positive definite matrix as
Then there should exist a P r > 0 satisfying
due to the stability of A s . Now, for an arbitrary matrix 0 < P 22 ∈ m×m , define the matrices
where
Observe that P := [
P22 ] is positive definite since P 22 > 0 and P 11 − P 12 P
With the matrices P and K above, it may be shown, through some manipulations, that
22 . Then pre-and postmultiplying the Lyapunov equation in (3.1) by T r and T T r , respectively, yields
where P r = P 11 −P
22 P 12 , which is positive definite since P > 0. Then, by choosing
, the asymptotic stability of the matrix A 11 − A 12 S is guaranteed. This completes the proof.
Theorem 3.1 shows that all of the linear sliding modes can be represented by combining portions of the full order Lyapunov matrix (i.e., P 12 and P 22 ). Using the result, the sliding mode can be obtained easily simply by solving the Lyapunov equation. Here, we point out that the specific choice of Q does not constrain the range of the feasible sliding function coefficients. The matrix Q will be used to define the quadratic performance in the following.
Using Theorem 3.1, we can tackle the linear quadratic sliding (LQS) mode optimization problem in the following.
Theorem 3.2. Given the stabilizing sliding function coefficient S, the quadratic cost function (2.5) satisfies
for the P ∈ Ω(Q) satisfying (3.2), where
Proof. For the sliding function coefficient S, there exists a P ∈ Ω(Q) satisfying
and (2.2). Let us consider the derivative of a quadratic function V = x
T P x for t ≥ t s . Rewriting the system equation aṡ
for the matrix K associated with the matrix P , it follows thaṫ
T P x = 0 on s(t) = 0. Integrating both sides in (3.9), we have
. This completes the proof. Theorems 3.1 and 3.2 provide an important result-that the quadratic performance index is redefined in the parameter space so that the optimization can be equivalently expressed as
One of the advantages of the above results is that a convex approach is allowed based on the LMI method [8] that utilizes the change of variables such as Y := P −1
and L := KP −1 . For converting the LQS design problem into LMIs, the cost index (expressed by P r ) should be of concern when using the matrix inversion property
where Y ij 's are as follows:
Observe that P r is described by the inverse of Y 11 . Now, we summarize the LQS design method in the following.
where Q = C Q C T Q and q = rank(Q). Then, for the optimal value of Y , the sliding function coefficient (3.2) is determined by
Remark 3.3. The inequality (3.14) removes the optimal solution's dependency on the initial state, which results in
Since the initial state is hardly known in reality, we adopt (3.14) instead of the inequality
The quadratic performance optimization was first introduced and solved by Utkin and Yang [1] based on the manipulation of an algebraic Riccati equation of reduced order, which has been considered a standard approach in the literature (e.g., see [12] ). On the other hand, the approach of the paper is derived in the full order state while preserving the generality of the sliding mode design (i.e., in terms of the optimality and the existence of stabilizing sliding surfaces). In this context, the above results can be seen as a generalization, in the full order state, of the conventional approach. Furthermore, emphasis is placed on the underlying features in the parameterization technique (introduced in Theorem 3.1) in the full order state. That is, the Lyapunov matrices that solve the full state feedback provide all the feasible sliding modes. As a matter of fact, the idea can be consistently applied not only to the quadratic performance problem but also to other issues such as the pole-clustering constraint and the polytope uncertain systems, which can be dealt with by the Lyapunov (or Riccati) approaches developed for the full state feedback design. This will be investigated later. As pointed out by Su, Drakunov, andÖzgüner [5] , the simplicity of the problem description (by manipulating the full order system) is one of the practical advantages.
3.2.
Pole-clustering problem in the sliding mode. We consider a method to represent the pole-clustering constraint (2.6) in terms of a parametric approach. To this end, we rely on the result from Yedavalli [9] and Chilali and Gahinet [10] in the following. Note that the Lyapunov matrix (i.e., P r ) of reduced order may be used to parameterize the sliding function coefficient alone. However, it is not apparent how it is related to the Lyapunov matrix of full order. Regarding this issue, we present the following result. for a 0 < P ∈ n×n satisfying, for some K ∈ m×n ,
(ii) For any P > 0 satisfying (3.17) , the matrix S = P Proof. Statement (i). Let S be the sliding function coefficient matrix satisfying (2.6). Then we can prove that there exists P r > 0 satisfying (3.16) based on the necessity condition of Lemma 3.4. Define the matrices, for an arbitrary 0 < P 22 ∈ m×m , as
Note that the matrix P := [
P22 ] is positive definite since P 22 > 0 and P r > 0. In the following, we want to show that P and K defined above satisfy (3.17) . To this end, consider the matrices
which have the nonsingular matrix [
2n×2n . For brevity of notation, let L (3.16) and L (3.17) denote the left-hand sides of (3.16) and (3.17), respectively. Through some elaborate manipulations, it may be shown that
Therefore, the inequality (3.17) holds because P 22 > 0 and L (3.16) > 0.
Statement (ii). For T r (as defined in (3.6)), define the augmented matrix Here, we stress the common structure of the sliding function coefficient under Theorems 3.1 and 3.5. That is, once the full state feedback problem is feasible, the sliding mode can be obtained immediately by defining and combining the partitions of the Lyapunov matrix without loss of generality. Also, the sliding function coefficient is concerned only with some portions of the Lyapunov matrix.
The LMI-based constrained optimization.
In this section, we present the (sub-)optimal solution to the problem of concern (defined in section 2) using the LMI constraints proposed in the previous sections. For the readability of the manuscript, the basic idea is illustrated first, and the typical approaches to the sliding mode design will be derived both in the convex form and in the nonconvex but numerically tractable form.
Combining the parametric constraints.
To tackle the problem defined in section 2, let us consider solving the LQS problem with the matrix variables Y and L for a certain level of γ (see (3.13) and (3.14)). At the same time, assume that the matrix variables are also satisfying the inequality (3.23). Then, if the problem is feasible, it is easy to see that the pole-clustering constraint is met by the resulting sliding mode with the upper bound of the quadratic performance. Even though the assumption for the common variables may cause conservatism-the infeasibility or the overly conservative upper bound of the performance index-the approach has proven to be effective in providing flexibility in the control design requiring multiple performances with convexity (see Chilali and Gahinet [10] and the references therein).
For reducing conservatism, the assumption for the common variables can be relaxed by using scales either in scalar [11] or matrix [16] form. Particularly, we focus on the idea of the matrix scale which results in the iterative convex searches. Once an initial guess is found, each step of synthesis is convex and convergent through the iteration.
Relying on the above ideas (i.e., the convex approach and the relaxation idea), the remainder of the paper is devoted to devising novel methods for the constrained optimization problem. Then the methods will be verified by an example.
Convex formulation.
To avoid confusion, let Y LQS and Y P OL be the Lyapunov matrices in the LQS problem (i.e., (3.13) and (3.14)) and the pole-clustering constraint (i.e., (3.23 (4.1) to produce the single optimal sliding mode. The conventional way to remove nonconvexity is to assume that Y LQS = Y P OL , as in the aforementioned full state feedback design. However, we assume that the Lyapunov matrices are composed as
for some M, N, Z 1 , and Z 2 with dimensions as partitioned in (3.2) . Note that (4.1) is simply satisfied with the above structure (4.2). Also, the matrix variables L in inequalities (3.13) and (3.23) can be allowed to be independent while keeping convexity. Based on these properties, we have the following result. ∞ ts , 2) , and γ satisfying
where Y LQS and Y P OL have the structure in (4.2). Then the admissible sliding mode is given by S = −N T M −1 for the feasible parameters. Since the problem is convex, the minimal γ can be computed within polynomial time using the LMI method. Note that the proposed scheme is different from the standard feedback design [10] in that matrix L and the (2, 2) blocks of the Lyapunov matrices are not necessarily common.
Reducing conservatism.
So far, an effort has been made to keep convexity in the analysis. Now we present a general method in order to eliminate the conservatism while losing the convexity. However, the proposed method is suited for numerical efficiency based on the iteratively convex search.
Without loss of generality, instead of starting with (4.2), we start with the Lyapunov matrices
for some M i , Z i (∀i = 1, 2), and N 2 , which guarantee the essential requirement (4.1). Note that the structure in (4.2) is a special case of (4.8) when
Hereafter, we consider the case in which (4.8) is employed in Theorem 4.1 instead of (4.2). Then the convexity of inequalities (4.3) and (4.6) related to Y LQS would be destroyed. Hence, attention is paid to handling them by the convex approach in this section. For this purpose, we introduce the following properties.
Proposition 4.2. Given matrices G and H and symmetric W with appropriate dimensions, it holds that
for any Π. Moreover, the equality holds when
which is always true for any Π. Note that the equality holds when Π = (
Then the completion of the square proves Proposition 4.2. This completes the proof.
Proposition 4.3. Given matrices G and H and symmetric W with appropriate dimensions, it holds that
for any Π. Moreover, the equality holds when Π = (G − H)
T W −1 . Proof. Similar to the proof of Proposition 4.2, it is easy to show Proposition 4.3 using the relationship
for any Π. This completes the proof.
The bounding idea with scale is adapted from the result in Shimomura and Fujii [16] , which was applied to the dynamic output feedback synthesis. We point out that scales have an important role in converting nonconvex inequalities into convex ones through an iterative procedure. This will be further illustrated in what follows.
First, the inequality (4.3) with the structure (4.8) is investigated. For description, rewrite Y LQS as
, and H [M 1 , 0 (n−m)×m ] are linear in terms of the variables. Then, using Proposition 4.2 and the Schur complement [8] , the inequality (4.3) (i.e., Y LQS > 0) is assured if and only if the following inequality is satisfied: 
for some Π 1 , where denotes the transpose of the corresponding off-diagonal block. Note that the necessity holds when
In order to illustrate the property of (4.14), assume that the scale is fixed with Π 1 := Π 1,k to make (4.14) a feasible LMI. Also, given Π 1,k , let (M 1,k , M 2,k , N 2,k ) be the set of feasible variables for (4.14) . Then the set should guarantee that Y LQS,k > 0 due to sufficiency. In turn, according to necessity, the updated scale
makes the inequality (4.14) feasible again (with the fixed scale Π 1 := Π 1,k+1 ). The procedure is depicted in Table 4 .1. Consequently, these properties-the convex form by an LMI and the successive feasibility-allow us to handle the nonconvex inequality 
Moreover, the necessity holds when
Note that (4.17) becomes an LMI as long as the scales are fixed. Based on the discussion above, we now present an iterative algorithm that is successively feasible and convergent.
Algorithm I.
1. Assume Π i,0 (∀i = 1, 2, 3) that admit the feasibility of (4.14) and (4.17) . And, set as k := 1. 2. Given Π i := Π i,k−1 (∀i = 1, 2, 3), minimize γ w.r.t. M 1 , M 2 , N 2 , L 1 , and L 2 subject to (4.14), (4.4), (4.5), (4.17) , and (4.20) where Y P OL has the structure in (4.8).
3. Set γ k := γ * and update the scales as Table 4 .2. 5. Further study. One of the interesting features of the proposed approach is that the sliding mode is derived from the usage of LMI conditions known for full state feedback design. In fact, this idea enables us to solve a few important issues in the sliding mode control context. Among them, let us consider polytopic uncertain systems [8] The proof is very similar to that of Theorem 3.1 (i.e., as in (3.6)). By pre-and postmultiplying the equation ( , the sliding mode dynamics is stable in the invariant subspace {x ∈ n |x 2 + Sx 1 = 0}. From the discussion above, the basic technique is expected, in a similar fashion, to be easily extended to a number of issues that have been treated by LMI-based full state feedback methods. For example, for the time-delayed systems or the parametric uncertain systems, the sliding mode can be obtained simply by solving the full state feedback problem and then combining the partitions of the corresponding Lyapunov matrix.
Concluding remarks.
We proposed a new method for optimizing quadratic performance with the pole-clustering constraint in the sliding mode. It was explicitly shown that quadratic performance optimization and the pole-clustering problem can be solved by LMI approaches of full order without loss of generality. Using the proposed parametric constraints, the design objectives were combined under the LMI framework typically suited for sliding mode design in both convex and nonconvex forms. In the case of nonconvex formulation, a numerically tractable and efficient algorithm was presented. The effectiveness of the proposed approaches was illustrated by an example. Finally, we illustrated the possible extension of the proposed approach to a class of polytopic uncertain systems. The sliding mode can be obtained easily by simply solving a full state feedback problem known in the literature. Note that the idea significantly simplifies sliding mode design procedures both conceptually and technically.
