Abstract. The λ-ring cohomology, H 0 λ and H 1 λ , of certain truncated polynomial filtered λ-rings are computed.
Introduction
Lambda-rings were introduced by Grothendieck [3] to describe algebraic objects equipped with operations λ i that behave like exterior powers. Since their introduction by Grothendieck, λ-rings have been shown to play important roles in several areas of mathematics, including Topology, Representation Theory, and Algebra. Indeed, examples of λ-rings include the complex K-theory of a topological space, the representation ring of a group, and the universal Witt ring of a commutative ring. See the references [1, 3, 4, 5, 6] . Note that what we call a λ-ring here is sometimes referred to as a special λ-ring in the literature.
Any reasonable class of algebras (associative, Lie, Poisson, Jordan, von Neumann, etc.) should come with (i) a cohomology theory H * and (ii) an algebraic deformation theory which is describable in terms of H * . The original theory of algebraic deformations for associative algebras was worked out by Gerstenhaber [2] , and the relevant cohomology theory is Hochschild cohomology. Deformations and the associated cohomology for many other types of algebras have since been worked out. Since λ-rings form such a useful class of algebras, there should likewise be deformations and cohomology for λ-rings. Indeed, the author defined in [9] λ-ring cohomology H * λ (R) for a λ-ring R and used it to study λ-ring deformations along the path initiated by Gerstenhaber [2] . There is even a "composition" product on the cochain complex which gives rise to λ-ring cohomology, and this product descends to H * λ (R), giving it the structure of a graded, associative, unital algebra. The current paper can be considered as a sequel to [9] . The main purpose here is to show how λ-ring cohomology, at least in dimensions 0 and 1, can be computed for some filtered λ-ring structures on truncated polynomial algebras. Particular attention is paid to those filtered λ-ring structures that are candidates for topological realizations (i.e. those that can possibly be the K-theory of a torsionfree space).
Low-dimensional λ-ring cohomology is intrinsically interesting. In fact, under the composition product, H 0 λ (R) is a non-trivial subalgebra of the algebra of Z-linear self maps of R that commute with all the Adams operations. Each Adams operation of R does lie in H 0 λ (R). The group H 1 λ (R) is important because it is the natural habitat for the "infinitesimal" (sort of like the "initial velocity") of a λ-ring deformation of R. Indeed, H 1 λ (R) classifies the order 1 λ-ring deformations of R up to equivalence.
A description of the rest of the paper follows.
Section 2 gives a brief account of the basics of (filtered) λ-rings and Adams operations. It also reviews λ-ring cohomology and the composition product.
The main result in Section 3 is Theorem 3.2, which shows that H 1 λ is isomorphic to a smaller groupH 1 λ that involves only the Adams operations ψ p for p primes (as opposed to all the ψ k ). This will allow a more efficient computation of the group H 1 λ in later sections. This section ends with a description of the graded algebra H Section 5 begins by recalling the uncountably many isomorphism classes of filtered λ-ring structures on the truncated polynomial ring Z[x]/(x 3 ). The main result of this section is Theorem 5.3, which computes the algebra H 0 λ (R) for each one of these isomorphism classes of filtered λ-rings. It turns out that each such H 0 λ (R) is a 3-dimensional commutative subalgebra of the algebra M (3, Z) of 3-by-3 integer matrices.
Among the uncountably many isomorphism classes of filtered λ-ring structures on the truncated polynomial ring Z[x]/(x 3 ), at most 64 of them can be realized as the K-theory of torsionfree spaces (see [10] ). The main result of section 6 is Theorem 6.1, which describes the groups H 1 λ and determines (non-)commutativity of the graded algebras H ≤1 λ for these 64 isomorphism classes of filtered λ-rings. Interestingly enough, exactly 35 of those 64 graded algebras H ≤1 λ (R) are commutative. It is also shown in [10] that the truncated polynomial ring Z[x]/(x 4 ) admits uncountably many isomorphism classes of filtered λ-ring structures and that, among these classes, at most 61 of them can be realized by the Ktheory of torsionfree spaces. The main results of section 7, Theorem 7.1 and Theorem 7.2, compute the algebras H 0 λ for these 61 isomorphism classes of filtered λ-rings. Each such H 0 λ turns out to be a 4-dimensional commutative subalgebra of the algebra M (4, Z) of 4-by-4 matrices with integer entries.
λ-rings and cohomology
The purpose of this section is to review some basic definitions about (filtered) λ-rings, Adams operations, and λ-ring cohomology. For more discussions about basic properties of λ-rings, consult the references [1, 5, 6] . The reference for λ-ring cohomology is the author's paper [9] .
2.1. λ-rings. By a λ-ring we mean a unital, commutative ring R equipped with functions
called λ-operations, which satisfy the following conditions. For any integers i, j ≥ 0 and elements r and s in R:
• λ 0 (r) = 1.
• λ 1 (r) = r.
• λ i (1) = 0 for i > 1.
• λ i (λ j (r)) = P i,j (λ 1 (r), . . . , λ ij (r)).
The P i and P i,j are some universal polynomials with integer coefficients, defined as follows. Consider the variables ξ 1 , . . . , ξ i and η 1 , . . . , η i . Denote by s 1 , . . . , s i and σ 1 , . . . , σ i , respectively, the elementary symmetric functions of the ξ's and the η's. The polynomial P i in 2i variables is defined by insisting that the expression P i (s 1 , . . . , s i ; σ 1 , . . . , σ i ) be the coefficient of t i in the finite product (1 + ξ m η n t).
Similarly, if s 1 , . . . , s ij are the elementary symmetric functions of ξ 1 , . . . , ξ ij , then the polynomial P i,j in ij variables is defined by insisting that the expression P i,j (s 1 , . . . , s ij ) be the coefficient of t i in the finite product
Note that what we call a λ-ring here is referred to as a special λ-ring in [1, 3] .
A map of λ-rings is a ring map that commutes with the λ-operations.
Adams operations.
In a λ-ring R, there are the so-called Adams operations
satisfying the following properties:
• All the ψ n are ring maps.
• ψ 1 = Id.
• ψ m ψ n = ψ mn = ψ n ψ m .
• ψ p (r) ≡ r p (mod pR) for each prime p and element r in R.
The Adams operations can be defined inductively by the Newton formula:
Suppose given a unital, commutative, Z-torsionfree ring R with self ring maps ψ n : R → R satisfying the above four properties of Adams operations. Then a result of Wilkerson [7] says that there exists a unique λ-ring structure on R whose Adams operations are exactly the given ψ n .
2.1.2.
Filtered λ-rings. By a filtered ring we mean a (unital, commutative) ring R equipped with a decreasing sequence of ideals I n . A map of filtered rings is a ring map that preserves the filtration ideals.
A filtered λ-ring is a filtered ring R that is also a λ-ring in which the filtration ideals are all closed under the λ-operations, i.e. λ i (I n ) ⊆ I n for all n and all i > 0. A map of filtered λ-rings is a λ-ring map that is also a filtered ring map.
For example, the K-theory of a topological space X with the homotopy type of a CW complex is a filtered λ-ring. Here the filtration ideals are given by the kernels of the restriction maps to the skeletons, i.e.
where X n−1 is the (n − 1)-skeleton of X and the map is induced by the inclusion X n−1 ⊂ X. The Cellular Approximation Theorem assures that any two CW structures on X give rise to isomorphic filtered λ-ring structures on K(X).
The obvious analogue of Wilkerson's Theorem discussed in section 2.1.1 holds for the truncated polynomial algebras Z[x]/(x n ) with x in some fixed positive filtration.
2.2. λ-ring cohomology. Let R be a λ-ring with λ-operations λ i (i ≥ 0) and Adams operations ψ n (n ≥ 1).
2.2.1.
The complex F * . The λ-ring cohomology groups H * λ (R) of R are defined to be the cohomology groups of a certain cochain complex F * (R), which is defined as follows.
Denote by End(R) the algebra of Z-linear endomorphisms of R. Let End(R) be the subalgebra of End(R) consisting of those linear endomorphisms f of R that satisfy the condition,
for every prime p and each element r ∈ R. Note that every self ring map of R lies in End(R). In particular, End(R) contains all the Adams operations of R.
We are now ready to define the cochain complex F * = F * (R). Let T be the set of positive integers. Define F 0 to be the underlying additive group of End(R) and F 1 to be the set of functions
for every prime p. For n ≥ 2, F n is defined to be the set of functions
If f and g are elements of F n , then their sum is defined by
for (m 1 , . . . , m n ) ∈ T n and r ∈ R. This gives F n (n ≥ 0) a natural additive group structure.
The differential
is defined by the formula
The d n are linear maps and satisfy d n+1 d n = 0 for each n ≥ 0. This makes F * = (F * (R), d * ) into a cochain complex. We define the nth λ-ring cohomology group of R, denoted by H n λ (R), to be the nth cohomology group of the cochain complex F * = (F * (R), d * ).
Composition product.
Given a λ-ring R, there is an associative, bilinear pairing
for f ∈ F n and g ∈ F k . The element Id R ∈ F 0 acts as a two-sided identity for this pairing. Moreover, this pairing satisfies the Leibnitz identity,
where |f | is the dimension of f . We call this pairing the composition product. The complex F * with the composition product is a differential graded algebra.
The Leibnitz identity implies that the composition product descends to Since λ-ring cohomology are defined using the Adams operations, which are determined by ψ p for p primes, it should be the case that λ-ring cohomology can be reinterpreted in terms of only the ψ p . This main point of this section is to do exactly that for H 1 λ . Let P denote the set of all primes. For a λ-ring R, define the following:
• Der λ (R) = The set of f ∈ F 1 (R) satisfying the condition
for all positive integers m and n. This is called the group of λ-derivations in R. Note that f (1) must be 0.
• Der λ (R) = The set of sequences {f (p)} p∈P indexed by the primes with each f (p) ∈ End(R), such that f (p)(R) ⊆ pR and that
for all primes p and q. This forms a group under coordinatewise addition.
• Inn λ (R) = The set of elements in F 1 (R) of the form [ψ * , g], where g ∈ F 0 (R) and [ψ * , g](n) = ψ n g − gψ n . This is called the group of λ-inner derivations in R.
• Inn λ (R) = The set of sequences {[ψ p , g]} p∈P indexed by the primes in which g ∈ F 0 (R). This is clearly a subgroup of Der λ (R).
It follows directly from the definition that Der λ (R) is the kernel of d 1 and that Inn λ (R) is the image of d 0 . Therefore, we have Proposition 3.1 (= Proposition 9 in [9] ). As an additive group,
Notice that (3.0.1) implies (3.0.2), and so there is a linear map
The image of Inn λ (R) under π is exactly Inn λ (R). It follows that π induces a linear map π : From now on, using the isomorphism π, we will consistently identify
Proof. Theorem 3.2 will follow from Lemma 3.3 and Lemma 3.4 below and the fact that π(Inn λ (R)) = Inn λ (R). 
In particular, the map π :
Proof. We proceed by induction on the number r of prime factors. There is nothing to prove when r = 1. Suppose that (3.3.1) has been proved for positive integers < r. Write m for n/p r = p 1 · · · p r−1 . Then we have
This finishes the induction and proves the Lemma.
for each prime p. In other words, the map π :
From now on, using the isomorphism π and Lemma 3.3 and Lemma 3.4, we will consistently identify Der λ (R) (respectively Inn λ (R)) with Der λ (R) (respectively Inn λ (R)).
We first have to make sure that this is well-defined. In other words, we have to show that the right-hand side of (3.4.1) is independent of the order of the p i appearing in the prime factorization of n. This is clearly true when r = 1; the case r = 2 follows from (3.0.2).
Suppose that r ≥ 2. Pick any j with 1 ≤ j ≤ n − 1 and write
i.e., transposes p j and p j+1 . With this way of writing n, we have
The sum of the two terms in the middle (those that are not surrounded by parentheses) is
Therefore, the right-hand sides of (3.4.1) and (3.4.2) agree. Since every permutation on the set {1, . . . , r} can be written as a product of transpositions of the form (j, j + 1) for 1 ≤ j ≤ r − 1, the argument above shows that (3.4.1) is indeed well-defined.
Since f (p) = g(p) for all primes p, to show that f = {f (n)} lies in Der λ (R), it remains to show that f satisfies (3.0.1). Given m = p 1 · · · p r and n = q 1 · · · q s , where the p i and q j are primes, we have
This finishes the proof of the Lemma.
Consider the quotient
(under the composition product) by the homogeneous ideal of elements of degree at least 2. We still consider H ≤1 λ (R) a graded algebra, with H 0 λ (R) and H 1 λ (R) in degrees 0 and 1, respectively, and 0 in degrees = 0, 1. Similarly, define the graded group 
induces a (unital, associative) graded algebra structure onH
and
Here • denotes the algebra product inH ≤1 λ (R), the composition product, and gf (p) is just composition of Z-linear self maps of R.
Using Corollary 3.5, we will consistently identify the graded algebras
Recall that the ring Z of integers has a unique λ-ring structure with λ i (n) = n i and ψ k = Id for all k. Using Corollary 3.5, the result in [9] describing the groups H 0 λ (Z) and H 1 λ (Z) can be restated as follows. Theorem 3.6 (= Corollary 8 and Corollary 10 in [9] ). There is a graded algebra isomorphism
in which Z is the degree 0 part and the other summand is the degree 1 part. Given m, n ∈ Z and (n p ) ∈ p∈P pZ, we have
In particular, H ≤1 λ (Z) is a commutative graded algebra.
The dual number ring
Recall from [8, Corollary 4.1.2] that the dual number ring Z[x]/(x 2 ), with x in some fixed positive filtration d, admits uncountably many isomorphism classes of filtered λ-ring structures. In fact, there is a bijection between this set of isomorphism classes and the set of sequences (b p ) indexed by the primes in which b p ∈ pZ. The (isomorphism class of) filtered λ-ring R corresponding to a sequence (b p ) has Adams operations
for each prime p.
We will continue to denote by P the set of all primes. 
in which Z ⊕ Z is the degree 0 part and the infinite product is the degree
Step 1 : H 0 λ (R). We begin by computing End(R), which, by definition, consists of the Z-linear maps g : R → R for which
for all primes p and elements r ∈ R. This last condition is clearly equivalent to
for i = 0, 1 and all primes p. Consider first the case i = 0. Writing g(1) = a + bx, the condition then says
In other words, b = 0 and g(1) = a ∈ Z. Now write g(x) = c+dx. Since x p = 0 for any prime p and since g(0) = 0, the condition above for i = 1 says g(x p ) = 0
Since this is true for all primes p, we infer that c = 0 and g(x) = dx.
Summarizing this discussion, we have shown that End(R) consists of precisely the Z-linear self-maps g of R for which g(1) ∈ Z and g(x) ∈ Zx. It is clear that any such map commutes with ψ k for all k. Therefore, H 0 λ (R) = End(R) is isomorphic to the product ring Z ⊕ Z, as stated in the statement of the Theorem.
Step 2.
Observe that, since each g ∈ F 0 (R) = End(R) commutes with all the ψ k in R, the image of the differential
is trivial. Therefore, H 1 λ (R) = Der λ (R), and so it suffices to compute Der λ (R).
To do this, let (f (p)) p be a sequence of Z-linear self maps of R indexed by the primes with f (p)(R) ⊆ pR. Thus, using the Z-basis {1, x} of Z[x]/(x 2 ), we can write each f (p) as a 2-by-2 matrix with entries in pZ, say, f (p) = p(a(p) ij ). If ψ p (x) = b p x in R, then we can similarly represent ψ p as a 2-by-2 diagonal matrix with entries 1 and b p along the diagonal. In this context, we have
As usual, the empty entries denote 0. One obtains the matrix representation of (ψ q f (p) + f (q)ψ p ) by interchanging p and q in the above matrix. Using this, the condition (3.0.2) can now be seen to be equivalent to the equalities
for all primes p and q and (i, j) = (1, 2) and (2, 1). Since each b p is divisible by p, it follows that a(q) ij is divisible by p for all p = q, i.e. a(q) ij = 0. It follows that a(p) ij = 0 for all primes p and (i, j) = (1, 2) and (2, 1). In other words, each f (p) is a diagonal matrix with entries in pZ. Therefore, we have the group isomorphisms
Step 3 : Ring structure.
To finish the proof, we only need to observe that if (a, b) ∈ H 0 λ (R) and
In this section, we will compute the algebra H 0 λ (R) for each of the uncountably many isomorphism classes of filtered λ-ring structures on Z In what follows, we will describe a filtered λ-ring structure on Z[x]/(x 3 ) in terms of its Adams operations ψ p for p primes. This is sufficient to determine the filtered λ-ring structure by a result of Wilkerson [7] , as discussed in section 2.1.1.
Let R be a filtered λ-ring structure on Z[x]/(x 3 ) with Adams operations
It is shown in [10] that if b 2 = 0, then
In this case, we write S((c p )) for R, since its filtered λ-ring structure is completely determined by the c p for p primes. Conversely, any such sequence (c p ) gives rise to a filtered λ-ring structure on Z On the other hand, if b 2 = 0, then there exists an odd integer h such that
for all primes p, where
Moreover, the following conditions have to hold:
, where ν 2 denotes the 2-adic evaluation of an integer (i.e. the exponent of the prime factor 2 in the integer).
• h is in the range 1 ≤ h ≤ G/2.
• Suppose that there exists an odd prime p for which b p = 0 and
(There are at most finitely many such primes, since each such p divides b 2 (b 2 − 1) = 0.) Then any such prime p divides h.
In this case, we denote R by S((b p ), h), since the entire filtered λ-ring structure is determined by the b p for p ∈ P and h. Conversely, given integers b p (p ∈ P) and h satisfying the above properties, there is a filtered λ-ring structure on Z[x]/(x 3 ) whose ψ p is given by (5. For example, let F denote the complex numbers C, the quaternions H, or the Cayley octonions O, and let FP 2 be the corresponding projective 2-space. Then the K-theory filtered λ-ring of FP 2 is
(5. (3, Z) , the algebra of 3-by-3 matrices with integer entries. We will continue to omit entries that are 0 in a matrix.
Here is the main result of this section. Recall that P denotes the set of all primes.
In each case, H 0 λ (R) is a commutative algebra and has rank 3 over Z as an additive group.
To prove this Theorem, we will first compute F 0 (R) = End(R), still using the Z-basis {1, x, x 2 }. Proof. By definition, the Z-linear map g lies in End(R) if and only if (4.1.1) holds for all primes p and elements r ∈ R. This condition only needs to be checked for r = 1, x, and x 2 . If g(1) = a + bx + cx 2 , then (4.1.1), when applied to r = 1, becomes
It follows that b = c = 0. The case p = 2 gives no additional information.
Write g(x) = i + jx + kx 2 . Then (4.1.1), when applied to r = x, becomes
Since this is true for all odd primes p, we have that i = 0. The case p = 2 has not been used yet; we will come back to this below.
Write g(x 2 ) = r + sx + tx 2 . Then (4.1.1) becomes
Therefore, r = 0 and s ≡ 0 (mod 2). Moreover, the condition
is equivalent to jx 2 ≡ tx 2 (mod 2), i.e. j ≡ t (mod 2).
Proof of Theorem 5.3.
It is immediate from the definition that H 0 λ (R) is the subalgebra of End(R) consisting of those Z-linear self maps g of R for which gψ p = ψ p g for all primes p. Write ψ p (x) = b p x + c p x 2 and let g ∈ End(R) be as in the statement of Lemma 5.4. Then the equation gψ p = ψ p g can be written in matrix form as Since c 2 is an odd integer, it is non-zero in any case. It follows that
and the first part of Theorem 5.3 is proved.
Now suppose that R = S((b p ), h) for some b p and h. By comparing the (2, 3) entries in (5.4.1), using the fact that b 2 = 0 is an even integer, one infers that s = 0. The only condition left in (5.4.1) now is
This condition is trivially true if b p = 0. If b p = 0, then, since b p = 1 in any case, this condition is equivalent to This proves the second part of Theorem 5.3.
It remains to establish the last statement in the Theorem. When R = S((c p )), it is easy to see that H 0 λ (R) is free of rank 3 over Z as a group. Indeed, the following elements form a Z-basis for H 0
Moreover, any two elements in
This last matrix remains the same if a (respectively j and k) and a ′ (respectively j ′ and k ′ ) are interchanged. This shows that the algebra H 0 λ (S((c p ))) is commutative.
For the second case, R = S((b p ), h), we have
To see that this is equal to the product with the reserve order, observe that we can write kk ′ G/h in two ways:
Therefore, we have that
which shows that H 0 λ (R) is a commutative algebra. To see that H 0 λ (R) is free of rank 3 over Z, observe that
is the kernel of the surjective Z-linear map
where d = gcd(h, G) and
So the group in (5.4.4) is free of rank 2. It follows that H 0 λ (R) is free of rank 3, as the (1, 1) entries of elements in it are arbitrary. This finishes the proof of Theorem 5.3.
H 1 λ of the 64 S((p r ), h)
The main purpose of this section is to compute the groups H 1 λ (R) and to determine the commutativity of the graded algebras H 
Here r ∈ {1, 2, 4} and
In the notation of section 5.1, these are the only filtered λ-ring structures on Z[x]/(x 3 ) (up to isomorphism) of the form S((p r ), h) for r = 1, 2, and 4.
Before we proceed, we should explain the significance of these 64 filtered λ-rings. The following statement is shown in [10] : If X is a torsionfree topological space (i.e. its integral cohomology is Z-torsionfree) whose unitary K-theory K(X), as a filtered ring, is the ring Z[x]/(x 3 ), then K(X) is isomorphic as a filtered λ-ring to one of the 64 S((p r ), h) in (6.0.5). In other words, among the uncountably many isomorphism classes of filtered λ-ring structures on Z[x]/(x 3 ), only these 64 isomorphism classes can possibly be topologically realized by torsionfree spaces. With these notations, we can now state the main result of this section.
Theorem 6.1. Let R = S((p r ), h) be any one of the 64 filtered λ-rings in (6.0.5). Then there is a group isomorphism
The graded algebra H ≤1 λ (R) is commutative if and only if D = 1.
We will need an explicit description of Der λ (R). Using the Z-basis {1, x, x 2 }, if f is a Z-linear self map of R satisfying f (R) ⊆ pR for some p, then it can be represented by a 3-by-3 matrix (pa ij ) with entries in pZ. 
Proof. A little bit of matrix computation shows that for any primes p and q, one has
The matrix for the map (ψ q f (p)+f (q)ψ p ) is obtained from this matrix by interchanging p and q. The sequence {f (p)} is an element of Der λ (R) if and only if (3.0.2) holds, which is equivalent to saying that the 3-by-3 matrices represented by the two sides are equal. We will now think of (3.0.2) as a matrix equation. It is clear that the (1, 1) entries give no information, and the a(p) 11 can be any integers. Just as above, this forces a(p) 12 = 0 for all p. A similar argument applies to the (2, 1) and the (3, 1) entries in (3.0.2) and gives rise to a(p) 21 = a(p) 31 = 0 for all primes p. In other words, the condition imposed by the first rows and the first columns in (3.0.2) is exactly (6.2.1).
From the matrix above, it is immediate that the equality of the (2, 3) (respectively (3, 2)) entries in (3.0.2) is exactly (6.2.2) (respectively (6.2.3) ).
It remains to show that the (2, 2) and the (3, 3) entries in (3.0.2) give rise to redundant conditions. In each case, the condition is
This can be obtained from (6. We also need an explicit description of Inn λ (R). 
Notice that any such sequence of matrices is completely determined by the four parameters j, k, s, and t.
Proof. This is immediate from Lemma 5.4 and (5.4.1), noting that the matrix displayed above is exactly [ψ p , g] with g as in the statement of Lemma 5.4.
6.4. Proof of Theorem 6.1 when r = 1. Using Lemma 6.2, we infer that Der λ (R) = Der λ (S((p), 1) consists of the sequences {f (p) = p(a ij )} p∈P of Z-linear self maps of R satisfying (6.2.1), 
for all primes p. In other words, to obtain an element in Der λ (R), one chooses five arbitrary elements in 2Z for the (1, 1), (2, 2), (2, 3), (3, 2) , and (3, 3) entries in f (2). Then for each odd prime p, one chooses three arbitrary elements in pZ for the (1, 1), (2, 2), and (3, 2) entries in f (p). The (2, 3) and (3, 3) entries are then determined by (6.4.1) and (6.4.2), respectively. Therefore, we can make the identification
As for Inn λ (R), note that the element displayed in (6.3.1) in Lemma 6.3 now becomes
In particular, the p = 2 component of this element is the matrix
As these elements vary through Inn λ (R), s and (j − t) run through all even integers. Therefore, using the identification (6.4.3), we conclude that
as groups. This is exactly the assertion of Theorem 6.1 in the case r = 1, since h = D = 1 here.
The commutativity assertion is dealt with below, after the r = 4 case.
6.5. Proof of Theorem 6.1 when r = 2. In this case, (6.2.2) and (6.2.3) become, respectively,
where R = S((p 2 ), h) with h ∈ {1, 3, 5}. If h = 1 or 3, then the same argument as in the r = 1 case allows us to once again make the identification (6.4.3) for Der λ (R).
If h = 5, then, since 5 and 12 are relatively prime, the left-hand side of (6.5.2) can still attain any integer by choosing a(p) 22 , a(p) 33 , and a(p) 32 appropriately. In particular, to choose an element {f (p)} of Der λ (R), one can choose five arbitrary elements in 2Z for the (1, 1), (2, 2), (2, 3), (3, 2) , and (3, 3) entries in f (2). Furthermore, for each odd prime p, one chooses an element in pZ for the (1, 1) entry in f (p) and two more arbitrary integers to form f (p). Indeed, denoting the value in the right-hand side of (6.5.2) by N p , one has
for some integer r p . Therefore, there are two degrees of freedom left, namely, r p and, say, a(p) 22 . This allows us to make the identification
(6.5.4)
As for Inn λ (R), note once again that each element in Inn λ (R) is still determined by the four parameters s, j, k, and t with s and (j − t) even. The p = 2 component of a typical element in Inn λ (R) (see (6.3.1)) now takes the form 
To finish the proof, observe that {sh : s ∈ 2Z} = 2hZ and
Summarizing this discussion, we have shown that
This is exactly the claim in Theorem 6.1 when r = 2, since D = 1 (respectively 3) when h = 1 or 5 (respectively 3).
6.6. Proof of Theorem 6.1 when r = 4. When r = 4, (6.2.2) and (6.2.3) can be rewritten as, respectively,
where D = D(4, h) = gcd(h, 240). Since h/D and 240/D are relatively prime, we can make the same argument as in the case r = 2, h = 5. More precisely, the two conditions, (6.6.1) and (6.6.2), above tell us that to choose an element of Der λ (R), one first chooses five arbitrary elements in 2Z for the (1, 1), (2, 2), (2, 3), (3, 2) , and (3, 3) entries in f (2). Then for each odd prime p, one chooses an element in pZ for the (1, 1) entry in f (p) and two more arbitrary integers to form f (p). These last two degrees of freedom come from (6.6.2) and are completely analogous to (6.5.3) . This allows us to make the identification (6.5.4) for Der λ (R) = Der λ (S((p 4 ), h).
To complete the proof, observe that the p = 2 component of a typical element in Inn λ (R) (see (6.3.1)) has the form
Moreover, we have that {sh : s ∈ 2Z} = 2hZ and {h(j − t) + 240k : j ≡ t (mod 2)} = 2DZ.
Therefore, it follows as in the case when r = 2 and h = 5 that there is a group isomorphism
This proves Theorem 6.1 when r = 4, except for the commutativity assertion, to which we now turn.
6.7. Proof of the commutativity assertion in Theorem 6.1. We can now show that the graded algebra H To do this, let g ∈ H 0 λ (R) ⊆ End(R) = F 0 (R) be a 0-cocycle, as in Theorem 5.3 (2) , and let f = {f (p) = (f (p) ij )} p∈P be a 1-cocycle, i.e. an element of Der λ (R). Then the map
is represented by the matrix
Notice that in all 64 cases under consideration, we have Suppose that D = 1. We need to show that the cohomology classes represented by the 1-cocycles g • f and f • g are the same, i.e. the 1-cocycle (g • f − f • g) is actually a 1-coboundary. Since the entries in g satisfies
it follows that k ≡ 0 (mod h). Using Lemma 5.4, one observes that the matrix
To see this, first note that the matrix in (6.3.1) is the pth component of a 1-coboundary in F * (R). Applying this to the 0-cochain β, we see that the first column and first row of (d 0 β)(p) are both 0 and that its lower-right 2-by-2 submatrix is
To prove (6.7.4), we only need to show that the matrix in (6.7.5) coincides with the lower-right 2-by-2 block of the matrix (6.7.1). Now (6.2.2) and (6.7.2) imply that
One infers from (6.7.6) and (6.7. 3) that
This shows that the (2, 3) entries in d 0 β and
Similarly, we have
This shows that the (3, 3) (and hence also the (2, 2)) entries in d 0 β and
Finally, we have
The second equality follows from the fact that c 2 = h and G = 2 r (2 r − 1). This shows that the ( is an element of Der λ (R), i.e. a 1-cocycle in F 1 (R). We claim that the
is not a 1-coboundary, which would imply that the graded algebra H ≤1 λ (R) is not commutative. To see this, observe from (6.7.1) that the (3, 3) entry in the matrix of (gf
From Lemma 6.3, the (3, 3) entry of the component for p = 2 of an element in Inn λ (R) is of the form sc 2 = sh for some even integer s. But then the equality
This algebra is commutative and, as an additive group, is free of rank 4 over Z.
Theorem 7.2. Consider any one of the 60 filtered λ-rings S(h, d 2 ). Then
) is the subalgebra of M (4, Z) consisting of matrices of the form
such that the following is true:
, and w = 6s + j + 12k. In each of the 60 cases, the algebra H 0 λ (S(h, d 2 )) is commutative and, as an additive group, is free of rank 4 over Z.
To prove these results, we begin by computing the group F 0 (R) of 0-cochains. such that
Proof. Let g be a Z-linear self map on R represented by the matrix
By definition, g ∈ End(R) if and only if it satisfies (4.1.1), which is equivalent to (4.1.2) for 0 ≤ i ≤ 3. For i = 0, (4.1.2) says
This implies that
that is, g(1) = a ∈ Z. The cases p = 2 and 3 give no additional information.
When i = 1, the condition (4.1.2) says
This implies that i = 0. We have not used the cases p = 2 and 3 yet. If p = 2, then
For i = 2, the condition (4.1.2) says
This implies that m = 0 and n ≡ 0 (mod 6).
Finally, for i = 3, (4.1.2) says
So t = 0 and u ≡ 0 (mod 6).
as stated in the Theorem. This proves that H 0 λ (R) is the subalgebra of M (4, Z) consisting of matrices of the form (7.1.1). It is now also easy to see that, as an additive group, H 0 λ (R) is free of rank 4 over Z, since a, j, k, and l are arbitrary and the other three entries are linear combinations in j, k, and l.
To show that H 0 λ (R) is a commutative algebra, let g ′ be another element in it of the form (7.1.1) with a ′ , j ′ , k ′ , and l ′ in place of a, j, k, and l, respectively. It is clearly enough to show that the (i, j) entries in gg ′ and g ′ g coincide for (i, j) = (3, 2), (4, 2) , and (4, 3). Denote the (i, j) entry in a matrix A by A ij . A little bit of matrix computation then shows that (gg ′ ) ij is
• kj ′ + k ′ j + 2kk ′ if (i, j) = (3, 2), • lj ′ + l ′ j + 4kk ′ + 6(k ′ l + l ′ k + ll ′ ) if (i, j) = (4, 2), and • (4k + 6l)(j ′ + 2k ′ ) + (4k ′ + 6l ′ )(j + 2k) + (4k + 6l)(4k ′ + 6l ′ ) if (i, j) = (4, 3).
Since each of these entries remains the same if j (respectively k, l) and j ′ (respectively, k ′ and l ′ ) are interchanged, it follows that gg ′ is equal to g ′ g, as desired.
This finishes the proof of Theorem 7.1.
Proof of Theorem 7.2. Let R be S(h, d 2 ). This proof is quite similar to the proof of Theorem 7.1.
The Adams operation ψ p in R is given by
and ψ p is a ring map on R. Therefore, the matrix of ψ p has 0's in its first row and first column, except for the entry 1 in the (1, 1) spot, and its lower-right 3-by-3 submatrix is Let g ∈ End(R) be a 0-cochain whose matrix is as in (7.3.1), and let A denote its lower-right 3-by-3 submatrix. Again, for any prime p, the (1, 3) entries tell us that u = 0. Applying this to the (1, 2) and the (2, 3) entries, one obtains n = v = 0, i.e. g is lower-triangular. The diagonal entries in (7.3.6) give no new information about the entries in g. Setting p = 2, the (3, 1) and (3, 2) entries in (7.3.6) yield the simultaneous equations hs + d 2 w = d 2 j + 8hk + 60l 6s − hw = −hj − 12k (7.3.7)
in s and w. It is an elementary exercise to see that this system of linear equations gives rise to the required conditions, (7.2.2) and (7.2.3), for s and w in the statement of Theorem 7.2. Furthermore, using (7.0.7), which expresses each d p in terms of d 2 and h, a slightly tedious but easy calculation shows that (7.2.2) and (7.2.3) make the (3, 1) (respectively (3, 2)) entries in AB p and B p A coincide for any prime p. This proves that H 0 λ (R) consists of exactly the matrices (7.2.1) satisfying (7.2.2) or (7.2.3), depending on whether h is 1 or 5.
To see that H 0 λ (R) is a commutative algebra, note that r = j + a 1 k s = a 2 k + a 3 l w = j + a 4 k + a 5 l for some rational numbers a 1 , . . . , a 5 . Therefore, the proof for the commutativity of H 0 λ (K(CP 3 )) can be used virtually verbatim here as well.
To see that H 0 λ (R) is free of rank 4, first consider the case h = 1. We will use the notations in (7.2.2). Since r (respective w) are linear combinations in j and k (respectively s, j, and k), it suffices to show that {(k, l, s) ∈ Z ×3 : (6d 2 + 1)s = (8 − 12d 2 )k + 60l} (7.3.8) is free of rank 2. Define α by α = gcd(8 − 12d 2 , 60, 6d 2 + 1).
Then there is a surjective Z-linear map
where ϕ((k, l, s)) = (8 − 12d 2 )k + 60l − (6d 2 + 1)s.
The kernel of ϕ is exactly the group in (7.3.8), which shows that it has rank 2, as desired.
Now consider the case h = 5. Let H be the subgroup of
consisting of elements (j, k, l, s, w) ∈ K for which the last two equations in (7.2.3) hold. As in the case h = 1, it suffices to show that H is free of rank 3. Define β and γ by β = gcd(5(200 − 12d 2 ), 300, 6d 2 + 25) γ = gcd(5(300), 360, 6d 2 + 25).
where φ((j, k, l, s, w)) = (200 − 12d 2 )k + 300l − (6d 2 + 25)s, (6d 2 + 25)(j − w) + 300k + 360l .
The kernel of φ is exactly H, which shows that H is free of rank 3, as desired.
This finishes the proof of Theorem 7.2.
