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Deformation of Dirac structures via L∞ algebras
M. Gualtieri∗ M. Matviichuk∗ G. Scott∗
The deformation theory of a Dirac structure is controlled by a differential graded
Lie algebra which depends on the choice of an auxiliary transversal Dirac structure;
if the transversal is not involutive, one obtains an L∞ algebra instead. We develop
a simplified method for describing this L∞ algebra and use it to prove that the
L∞ algebras corresponding to different transversals are canonically L∞–isomorphic.
In some cases, this isomorphism provides a formality map, as we show in several
examples including (quasi)-Poisson geometry, Dirac structures on Lie groups, and
Lie bialgebras. Finally, we apply our result to a classical problem in the deformation
theory of complex manifolds: we provide explicit formulas for the Kodaira-Spencer
deformation complex of a fixed small deformation of a complex manifold, in terms
of the deformation complex of the original manifold.
1 Introduction
Deformation theory is ordinarily treated using the language of differential graded Lie al-
gebras (DGLA, for short), with small deformations given by the solutions to the Maurer-
Cartan equation. However, for certain deformation problems it is necessary to use L∞
algebras instead, in which the Lie bracket on the differential complex is required to sat-
isfy the Lie axioms only in cohomology, and its failure to be Lie on cochains is measured
by a sequence of brackets of higher arity. One of the main advantages of the L∞ for-
malism is that DGLAs may be equivalent as L∞ algebras without being isomorphic as
DGLAs. Nevertheless, equivalent L∞ algebras give rise to equivalent moduli problems.
This leads to striking “formality” results, where one observes that a nontrivial DGLA is
formal, in the sense of being L∞-equivalent to a DGLA with vanishing bracket, leading
to the unobstructedness of the original moduli problem.
A notable example is Tian-Todorov’s proof of unobstructedness of deformations for
Calabi-Yau manifolds [27, 28]. While the original proof proceeds by directly solving
the Maurer-Cartan equation, it was noticed later that the theorem follows from the
L∞-formality of the Kodaira-Spencer DGLA [14]. Another example is Hitchin’s proof
of unobstructedness of deformations for holomorphic Poisson manifolds [16], which was
later seen to follow from the L∞-formality of the Koszul DGLA on the de Rham forms
of a Poisson manifold [10].
In this paper, we focus on the deformation theory of a Dirac structure M , which is
an involutive Lagrangian subbundle of a Courant algebroid; Dirac structures encompass
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a great many types of geometric structure including symplectic, Poisson, complex and
generalized complex geometry. Deformations of Dirac structures were first studied by
Liu, Weinstein, and Xu, who observed that upon choosing a Dirac structure L transverse
to M , one obtains a Lie bracket [·, ·]L on the de Rham complex of M which makes it
into a DGLA (ΩM [1], dM , [·, ·]L). A small deformation of M is then given by a solution
to the Maurer-Cartan equation [21, Theorem 6.1]:
dMω +
1
2
[ω, ω]L = 0. (1)
Our main result addresses the nontrivial dependence of the above DGLA structure on
the choice of Dirac transversal L:
Theorem. Let M be a Dirac structure in an exact Courant algebroid, and let L and
L′ be Dirac structures transverse to M . Then there exists a canonical L∞-isomorphism
between the differential graded Lie algebras (ΩM [1], dM , [·, ·]L) and (ΩM [1], dM , [·, ·]L′).
The construction of the L∞-isomorphism is given explicitly in Theorem 3.7, yielding
the above result in Corollary 3.8. We also apply the L∞-isomorphism to Maurer-Cartan
elements and verify the convergence of the resulting series in Theorem 4.2.
In general, the choice of a transverse Dirac structure may not be possible; in this
case we simply choose an almost Dirac structure, i.e. a Lagrangian subbundle L which
may not be involutive. With this choice, it was observed in [23], [17] and [12] that
the deformations of M are controlled not by a DGLA but by a cubic L∞ algebra
(ΩM [1], dM , [·, ·]L, [·, ·, ·]L); the Maurer-Cartan equation (1) then acquires an extra cubic
term (cf. [23, (5.2)]). Our result is actually stated in this more general situation: there
is a canonical L∞-isomorphism relating the cubic L∞ structures associated to any pair
of transversal almost Dirac structures. We also drop the integrability assumption on M
itself, and our results still hold for what are known as “curved” L∞ algebras, which have
an additional bracket of arity 0 (see Theorem 3.3, which includes the curved case).
The L∞ algebra associated to the pair (M,L) was constructed in [12, Lemma 2.6]
using Voronov’s derived bracket construction [29] and Roytenberg’s interpretation of a
Courant algebroid as a graded symplectic manifold equipped with a cubic Hamiltonian
function [22]. For exact Courant algebroids, we give a significantly simpler description
of the L∞ algebra on the de Rham complex of M . Our approach involves studying the
Dirac structures in terms of their corresponding pure spinors for the Clifford algebra of
the ambient Courant algebroid. We use a version of the BV∞ formalism [4], which we
view as a quantization of the derived bracket construction mentioned above. This new
method for computing the L∞ structures in question allows us to easily construct the
required L∞-isomorphisms in our main Theorem.
The paper is organized as follows. In Section 2 we give the necessary definitions and
the main motivating idea. In Section 3 we present our method of constructing the L∞
algebras mentioned above and prove the main result. In Section 4 we describe explicitly
how the solutions of the Maurer-Cartan equation (1) transform under the established
L∞-isomorphism. In Section 5 we give several applications of our results.
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One intriguing application is to the classical theory of deformations of complex man-
ifolds. In Section 5.6, we explain how to use our main result to express the Kodaira-
Spencer DGLA of a deformed complex manifold in terms of the DGLA of the original
complex manifold. In effect, we describe the Kodaira-Spencer deformation complex of a
deformation of a complex manifold.
Acknowledgements: We thank Domenico Fiorenza and Yael Fre´gier for discussions on
the topics related to the subject of this paper. We also thank Florian Scha¨tz and Marco
Zambon for discussions about their forthcoming work [11] which applies similar ideas
to those here to the problem of deformations of presymplectic structures. This research
was supported by the Institut Henri Poincare´, a NSERC Discovery Grant as well as a
grant from the Fondation Mathe´matique Jacques Hadamard.
2 Notation and Motivation
2.1 Dirac structures and dg Lie algebras
Let X be a smooth manifold equipped with a closed real 3-form H.
Definition 2.1. The generalized tangent bundle of (X,H) is the bundle
TX := TX ⊕ T ∗X → X,
endowed with the bilinear form 〈V + ξ,W + η〉 = 12(ξ(W ) + η(V )) and the Courant
bracket
[[V + ξ,W + η]]H = [V,W ] + LV η − ιW dξ + ιV ιWH.
on its sheaf of sections.
Definition 2.2. A subspace of TxX = TxX ⊕ T
∗
xX is Lagrangian if it is isotropic
with respect to the split-signature bilinear form on TX and has dimension dim(X). An
almost Dirac structure is a Lagrangian subbundle L ⊆ TX. It is a Dirac structure
if, additionally, L is involutive with respect to the Courant bracket.
Let M be a Dirac structure. The restriction of the Courant bracket to Γ(M) (which
we denote by [·, ·]M ), together with the projection a : L → TM , gives M the structure
of a Lie algebroid [8]. The bracket [·, ·]M extends to the Schouten bracket on the space
XM = Γ(∧M) of M -vector fields by letting [f, s] = −ιa(s)df , f ∈ OX , s ∈ Γ(M) and
requiring it to be a graded derivation in each entry. Also, the space ΩM = Γ(∧M
∗) of
M -forms has the differential dM given by the formula
dMω(V0, . . . , Vp) :=
∑
i
(−1)ia(Vi)
(
ω(V0, . . . , Vˆi, . . . , Vp)
)
+
∑
i<j
(−1)i+jω([Vi, Vj]M , V0, . . . , Vˆi, . . . , Vˆj , . . . , Vp).
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We will soon see that choosing a Dirac structure L transverse to M produces the addi-
tional structure of a bracket on ΩM , forming a differential graded Lie algebra. We recall
the definition.
Definition 2.3. A differential graded Lie algebra (DGLA) is a triple (V, d, [·, ·])
consisting of a Z-graded complex (V, d), and a degree zero map [·, ·] : V ⊗ V → V
called the bracket such that d is a derivation of the bracket, the bracket is graded
skew-symmetric, and the bracket satisfies the graded Jacobi identity. That is, for all
homogeneous v,w, z ∈ V , the following conditions hold:
i) d[v,w] = [dv,w] + (−1)|v|[v, dw],
ii) [v,w] = −(−1)|v||w|[w, v],
iii) [v, [w, z]] + (−1)|v||w|+|v||z|[w, [z, v]] + (−1)|w||z|+|v||z|[z, [w, v]] = 0.
Example 2.4 (The DGLA associated to a transverse pair of Dirac structures). Given
a pair (M,L) of transverse Dirac structures, the inner product on TX induces an iso-
morphism M∗ ∼= L. Under this identification, the Lie algebroid bracket [·, ·]L induces a
bracket (also written [·, ·]L) on the sheaf of sections of M
∗. It was shown in [21] that this
bracket extends to a DGLA bracket on the de Rham complex of M (shifted in degree so
that Ω1M lies in degree zero), yielding the DGLA
(ΩM [1], dM , [·, ·]L). (2)
Definition 2.5. A Maurer-Cartan element of a DGLA (V, d, [·, ·]) is an element
a ∈ V of degree 1 which satisfies the Maurer-Cartan equation
da+
1
2
[a, a] = 0. (3)
Example 2.6 (Maurer-Cartan elements as deformations of Dirac structures). Given
transverse Dirac structures L and M , every ε ∈ Ω2L defines another Lagrangian sub-
bundle Lε := {x + ε(x) | x ∈ L}, also transverse to M . Conversely, every Lagrangian
subbundle transverse to M may be realized as Lε for some ε ∈ Ω
2
L. This Lε is involutive
– and thereby defines a Dirac structure – precisely if it is a Maurer-Cartan element ([21,
Theorem 6.1]), i.e. if dLε+
1
2 [ε, ε]M = 0. In this way, small deformations of L are in bi-
jection with Maurer-Cartan elements of the DGLA (ΩL[1], dL, [·, ·]M ), where by “small”
we mean those that remain transverse to M .
2.2 Main motivating idea
Our focus in this paper is the situation where we have two different Dirac structures
L,Lε transverse to M , and we wish to compare the corresponding DGLA structures
(ΩM [1], dM , [·, ·]L) and (ΩM [1], dM , [·, ·]Lε). These DGLAs, while not isomorphic, both
describe deformations of M : any almost Dirac structure M ′ which is transverse to both
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L and Lε may expressed as a graph, either of a map ω˜ :M → L, or alternatively of a map
ω˜ε : M → Lε, as shown in Figure 1. Identifying L and Lε with M
∗ using the canonical
inner product on TX, each of ω˜, ω˜ε may be viewed respectively as elements ω, ωε of Ω
2
M .
Therefore, we obtain a map Ω2M → Ω
2
M , defined away from the non-transverse locus,
taking ω to the element ωε such that
graph(ω˜ :M →M∗ ∼= L) = graph(ω˜ε :M →M
∗ ∼= Lε).
The equality of the above graphs may be phrased as the identity ω˜ε(1M−εω˜) = (1L+ε)ω˜;
applying the inner product and using 〈ω˜u, v〉 = ω(u, v) and 〈ω˜εu, v〉 = ωε(u, v) for
u, v ∈M , we solve for ωε:
ωε = ω(1− εω)
−1 = ω + ωεω + ωεωεω + · · · . (4)
This formula therefore sends Maurer-Cartan elements of (ΩM [1], dM , [·, ·]L) to Maurer-
Cartan elements of (ΩM [1], dM , [·, ·]Lε ). We also see that transversality of M
′ to L,Lε
holds so long as (1− εω) is invertible as an endomorphism of M .
Lε
M
L
ε
M ′
ωωε
Figure 1: Two descriptions of a deformation M ′ of M using the complements L,Lε
We conclude from the above that while the two DGLA structures are not necessarily
isomorphic, there is a correspondence between their Maurer-Cartan elements. In Sec-
tion 3, we show that these DGLAs are actually isomorphic as L∞ algebras, and that the
successive terms of Equation 4 are generated by the respective components of the L∞
morphism. We now briefly review the key aspects of L∞ algebras which we need for the
construction.
2.3 L∞ structures and morphisms
Let V = ⊕i∈ZVi be a graded vector space. Given a permutation σ ∈ Sn and ele-
ments v1, . . . , vn ∈ V , we define the Koszul sign ε(σ) to be the product of the factors
(−1)|vi||vi+1| for each transposition of vi with vi+1 involved in the permutation. Although
ε(σ) depends on |v1|, . . . , |vn|, this dependence is suppressed in the notation.
Definition 2.7. The nth graded exterior algebra of V is the graded algebra ∧V
consisting of elements of ⊕n≥0V
⊗n fixed by the action of Sn
v1 ⊗ · · · ⊗ vn 7→ sign(σ)ε(σ)vσ1 ⊗ · · · ⊗ vσn .
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while the nth graded symmetric algebra of V is the graded algebra S(V ) consisting
of elements of ⊕n≥0V
⊗n fixed by the action of Sn
v1 ⊗ · · · ⊗ vn 7→ ε(σ)vσ1 ⊗ · · · ⊗ vσn .
Equivalently, ∧V and S(V ) are the quotients of ⊗V by the ideal generated by ele-
ments of the form v ⊗ w + (−1)|v||w|w ⊗ v and the ideal generated by elements of the
form v⊗w−(−1)|v||w|w⊗v, respectively. The graded symmetric algebra is also endowed
with a canonical coalgebra structure: the counit is given by the canonical projection
εS : S(V )→ S
0V , and the comultiplication is given on v ∈ V ∼= S1(V ) by
∆S(v) = 1⊗ v + v ⊗ 1
and extending it as a morphism of algebras ∆S : S(V )→ S(V )⊗ S(V ) .
Definition 2.8. An L∞-algebra is a pair (V,Q) where V is a graded vector space and
Q is a coderivation of degree 1 on the coalgebra S(V [1]) which satisfies Q2 = 0.
One may equivalently define an L∞-algebra as a sequence of degree 1 linear mapsmn :
Sn(V [1]) → V [1] for n ≥ 0 that satisfy the following generalized Jacobi equations,
for n ≥ 0:
n∑
k=0
∑
σ∈Sh(k,n−k)
ε(σ)mn−k+1(mk(vσ1 , . . . , vσk), vσk+1 , . . . , vσn) = 0 (5)
where Sh(i, n − i) consists of all permutations with σ1 < · · · < σi and σi+1 < · · · < σn.
The coderivation Q can be uniquely recovered from the collection of maps mn, n ≥ 0,
which may be viewed as the successive components of an expansion of Q in Taylor series.
The conditions for Q to be a coalgebra differential translate precisely into the conditions
for these mn to satisfy the generalized Jacobi equations. If the m0 vanishes, the L∞-
structure is called flat, although this is often tacitly assumed when dealing with L∞
algebras.
Yet another equivalent way to encode an L∞ algebra, useful in practice, is to specify
skew-symmetric maps ℓn, rather than symmetric ones mn. Specifically, one can get
degree (2− n) maps ℓn : ∧
nV → V , n ≥ 0 by letting
ℓn(v1, . . . , vn) = (−1)
n(−1)
∑n
i=1(n−i)|vi|mn(v1, . . . , vn). (6)
The maps ℓn satisfy a version of generalized Jacobi equations, which can be obtained
from (5) using the substitution (6) (one gets more signs to keep track of, so in this
respect the maps mn are more convenient).
Definition 2.9. A (iso)morphism between two L∞-algebras (V,QV ), (W,QW ) is a
(iso)morphism of differential graded coalgebras
F : (S(V [1]), QV )→ (S(W [1]), QW )
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Equivalently, an L∞ morphism is a collection of degree 0 maps fn : S
n(V [1])→W [1]
satisfying the relations, for n ≥ 1, vi ∈ V [1]:
∑
j≥1
∑
k1+···+kj=n
σ∈Sh(k1,...,kj)
1
j!ε(σ)m
W
j
(
fk1(vσ1 , . . . , vσk1 ), . . . , fkj (vσk1+···+kj−1+1 , . . . , vσn)
)
=
n∑
k=0
∑
σ∈Sh(k,n−k)
ε(σ)fn−k+1(m
V
k (vσ1 , . . . , vσk), vσk+1 , . . . , vσn).
(7)
For instance, assuming the L∞ algebras are flat, the relation for n = 1 states that
mW1 (f1(v1)) = f1(m
V
1 (v1)), i.e., f1 is a morphism of cochain complexes; for n = 2 the
statement is:
mW2 (f1(v1), f1(v2))− f1(m
V
2 (v1, v2)) =
−mW1 (f2(v1, v2)) + f2(m
V
1 (v1),v2) + (−1)
(|v1|+1)(|v2|+1)f2(m
V
1 (v2), v1),
(8)
implying that f1 induces a Lie algebra homomorphism after passing to cohomology.
An L∞ morphism {fn}n≥1 between two flat L∞ algebras (V,QV ), (W,QW ) is called a
quasi-isomorphism if the map f1 induces an isomorphism on cohomology HmV1
(V )→
HmW1
(W ). A flat L∞ algebra (V,Q) is called formal, or L∞-formal, if it is quasi-
isomorphic to the Lie algebra (Hℓ1(V ), ℓ2).
Any DGLA (V, d, [·, ·]) defines an L∞-structure with ℓ1 given by d, ℓ2 given by the
bracket, and all other terms equal to zero. Any DGLA morphism induces a morphism of
their corresponding L∞ algebras. Recall that our goal is to construct an L∞-isomorphism
from (ΩM [1], dM , [·, ·]L) to (ΩM [1], dM , [·, ·]Lε). One technique for constructing L∞-
isomorphisms is to exponentiate a coderivation. Given a graded vector space, a map
C : S2(V )→ V extends to a coderivation
S(V )→ S(V )
v1 ⊙ · · · ⊙ vn 7→
∑
i<j
ε(σ)C(vi, vj)⊙ v1 ⊙ · · · ⊙ v̂i ⊙ · · · ⊙ v̂j ⊙ · · · ⊙ vn
where σ is the permutation bringing vi, vj to the front of v1, . . . , vn. Restricted to S
5(V ),
for example, the term in the sum above corresponding to i = 2, j = 4 can be represented
diagramatically as
v1 v2 v3 v4 v5
C(v2, v4) v1 v3 v5
The sum of all terms contributing to C
∣∣
S5(V )
is taken over all
(
5
2
)
= 10 such forests,
one for each choice of which two terms to compose and bring to the front, and each
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weighted by the Koszul sign. The coderivation C may be composed with itself; its n-fold
composition Cn can be represented by concatenating the forest diagrams. For example,
we can represent the S4(V ) → S1(V ) component of C3 as a sum over the following 18
rooted trees, each weighted by Koszul signs.
Finally, eC : S(V )→ S(V ) is defined as
eC = Id + C +
C2
2!
+
C3
3!
+ · · · (9)
Notice that Cn vanishes for all elements of S≤n(V ). As such, the convergence of eC is
guaranteed by the fact that for any fixed element of S(V ), the right side of Equation 9
has finitely many nonzero terms.
We now apply this L∞ formalism to analyze the DGLA structures from Section 2.1.
To do so, we take V = ΩM [1], the de Rham complex of the Dirac structure M with
grading shifted so that Ω1M occurs in degree zero. Given two Dirac structures L and
Lε transverse to M , let ιε be the coderivation of S(V [1]) = S(ΩM [2]) induced by the
contraction map ΩM → ΩM , α 7→ ιεα, and let µ be the coderivation of S(ΩM [2]) induced
by the wedge product, α⊙ β 7→ α ∧ β. Define
Rε = [ιε, µ], (10)
where the bracket stands for the graded commutator of coderivations. We will show
in Section 3 that the map eRε provides the required L∞-isomorphism between the
DGLAs (ΩM [1], dM , [·, ·]L) and (ΩM [1], dM , [·, ·]Lε). In Section 4 we verify that this
L∞-isomorphism acts on Maurer-Cartan elements precisely as given in Equation 4.
3 Construction of L∞ structures and morphisms
3.1 Alternative grading on differential forms
Sections of TX act on differential forms Ω by the formula (X + ξ) · ρ = ιXρ + ξ ∧ ρ,
which extends to an action of the Clifford algebra generated by (TX, 〈·, ·〉) on Ω. Given
an almost Dirac structure M , the differential forms annihilated by the Clifford action of
M form a line subbundle KM of Ω called the pure spinor line of M . This pure spinor
line completely encodes M ; see [15] for a detailed description of the equivalence between
Dirac structures and pure spinors. Also detailed there is the fact that a pair M,L of
transverse almost Dirac structures induces an alternative Z-grading on the module Ω;
that is, on an n-manifold, Ω = ⊕nk=0Uk, where Uk = (∧
kL) ·KM . This yields the familiar
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Fock space description of the irreducible spinor module, with L andM acting via raising
and lowering operators, respectively:
KM = U0
L
''
U1
M
hh
L
$$
U2
M
dd
L
!! . . .
M
ee . . .
L
))
Un = KL.
M
gg (11)
Note that the duality pairing between L and M gives canonical identifications Uk =
∧kM∗ ⊗KM = ∧
n−kL∗ ⊗KL.
The differential forms Ω are equipped with a canonical operator, the twisted exterior
derivative dH = d+H ∧ ·, which generates the Courant bracket according to the derived
bracket formula (see [18] for details)
[[x, y]]H · ρ = [[dH , x·], y·]ρ, ρ ∈ Ω. (12)
Using this Z-grading, we may decompose the operator dH into the sum of its graded
pieces. Without assuming involutivity for L or M , the twisted de Rham differential can
only have components of degree −3, −1, 1, and 3, which we denote by NL, ∂, ∂, and
NM , respectively:
dH = d−3 + d−1 + d1 + d3
= NL + ∂ + ∂ + NM .
(13)
Here NM (resp. NL) is the Nijenhuis tensor of M (resp. L), i.e. NM ∈ Ω
3
M is defined
by NM (x, y, z) = 〈[[x, y]]H , z〉, x, y, z ∈ Γ(M). This tensor measures the failure of the
almost Dirac structure to be involutive: d3 = 0 (resp. d−3 = 0) if and only if M (resp.
L) is a Dirac structure (see [15, Theorem 2.9]).
3.2 Construction of L∞ structure using BV∞ torsor
We now use the alternative grading on differential forms described above to construct the
symmetric brackets on ΩM [2] required for defining an L∞ structure on ΩM [1]. Rather
than viewing the space of differential forms as a graded algebra as usual, we view it as
a graded module for the action of the graded algebra ΩM , by identifying ΩM with the
L-multivectors XL and using the Clifford action described above.
Recall that if P is a graded module over a graded algebra A, a linear map D : P → P
is called a kth order differential operator if adxk . . . adx0(D) = 0 for any x0, . . . , xk ∈
A, where adx(−) is the graded commutator [−, x]. Now consider the twisted exterior
derivative dH acting on the ΩM–module Ω of differential forms: with respect to this
algebra action, dH is not guaranteed to be a first order differential operator. However, the
identity (12) implies that adx3 . . . adx0(dH) = 0 for any quadruple of sections x0, . . . , x3
of TX; that is, dH is a 3
rd order differential operator with respect to the module structure
over ΩM . More precisely, we can say the following.
Lemma 3.1. The (3− 2k)th graded piece of dH is a k-th order differential operator on
Ω, viewed as a module over the algebra ΩM .
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Proof. The key point is the following claim: if a linear operator D on Ω is a kth order
operator with respect to the Clifford action of the algebra of M -multivectors XM on Ω,
then the graded pieces Di, i > k all vanish. Assuming this claim is true, we finish the
proof by applying the claim successively to D = [dH , x0] for k = 2, D = [[dH , x0], x1] for
k = 1, and D = [[[dH , x0], x1], x2] for k = 0, where the xi are elements of Ω
1
M .
To prove the claim, we fix i > k and prove that Di vanishes on each Uj by induction
on j. On U0, by contradiction suppose Di(ρ) 6= 0 for some ρ ∈ U0. Then one can find
x1, . . . , xi ∈ X
1
M such that xi . . . x1(Dρ) 6= 0. Since every x ∈ X
1
M annihilates ρ, we get
(adxi . . . adx1D)ρ = xi . . . x1(Dρ) 6= 0, i > k, which contradicts the assumption that D
is a kth order differential operator on Ω viewed as XM -module (where XM is equipped
with the opposite grading). Proving this step of the induction is done using the same
argument as the base case.
We find it convenient to axiomatize the structure of the ΩM–module Ω described
above in the following way:
Definition 3.2. An almost BV∞ torsor (A,P,∆) consists of:
1. Z-graded commutative algebra A,
2. a free, rank 1 graded A-module P ,
3. an odd map ∆ : P → P such that for each k the graded piece ∆3−2k is a k
th order
differential operator on the A-module P .
We call (A,P,∆) a BV∞ torsor if ∆
2 = 0.
Given an almost BV∞ torsor (A,P,∆), one can construct a family of symmetric
brackets, for k ≥ 0, on A[2] given by the formulas
m∆k (x1, x2, . . . , xk) · ρ = [. . . [[∆3−2k, x1], x2] . . . xk]ρ, (14)
for any x1, . . . , xk ∈ A, ρ ∈ P . Note that by Lemma 3.1, the right hand side of (14) is
necessarily an order 0 operator on P , and thus is just a multiplication by an element in
A. So, the brackets do not depend on ρ. Let us denote the corresponding coderivation on
S(A[2]) by L∞(A,P,∆), or by L∞(∆) for short. Finally, the condition ∆
2 = 0 implies
the required condition L∞(∆)
2 = 0, as we now show.
Theorem 3.3. If (A,P,∆) is a BV∞ torsor, i.e. if ∆
2 = 0, then the brackets m∆k given
above define an L∞ algebra structure on A[1].
Proof. For k ≥ 1, let J∆k (x1, . . . , xk) denote the k
th Jacobiator, i.e. the left hand side of
the generalized Jacobi equations (5), for the L∞ structure given by the brackets m
∆
k . It
is a standard computation (see e.g. [6, 29]) to check that
J∆k (x1, . . . , xk) = adxk . . . adx1
(
(∆2)4−2k
)
. (15)
Note that the (4−2k)-th graded piece of ∆2 = 12 [∆,∆] is a k
th order differential operator,
so the quantity on the right hand side of (15) defines an element in A. Therefore, the
identity ∆2 = 0 guarantees vanishing of all the Jacobiators J∆k , k ≥ 1.
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Remark 3.4. The construction procedure above is a version of Voronov’s derived
bracket construction [29], described also in the papers [6, 19, 18]. The particular for-
malism we are using is quite close to the notion of BV∞-algebra (see [4, Definition 1.2]),
with the following slight modifications:
– We allow the L∞ algebra to have curvature, i.e. a zero-arity bracket, so the
operator ∆ is allowed to have a component of degree +3.
– More importantly, the operator ∆ does not act on the algebra A itself, but rather
on a free rank 1 A-module P .
Remark 3.5. The L∞ structure obtained by this procedure is compatible with the
wedge product on ΩM , giving rise to a G∞-algebra (see [13, 26]).
Example 3.6 (L∞ algebra structure on de Rham complex of a Dirac structure). Our
main application of the derived bracket construction is to the BV∞ torsor (ΩM ∼=
XL,Ω, dH) associated to the almost Dirac structure M and the complementary almost
Dirac structure L. The resulting L∞ algebra structure on ΩM [1] may be written in terms
of a sequence of symmetric brackets on ΩM [2] as described in Section 2.3, and these may
be written in terms of the graded components of the twisted de Rham differential dH as
follows:
m0 · ρ = NM · ρ,
m1(α) · ρ = [∂, α] · ρ,
m2(α, β) · ρ = [[∂, α], β] · ρ,
m3(α, β, γ) · ρ = [[[NL, α], β], γ] · ρ.
(16)
Note that we get a flat L∞ algebra on ΩM [1] precisely when NM vanishes, i.e. when M
is involutive. Also, when both L and M are integrable, m3 vanishes and we obtain the
DGLA structure (ΩM [1], dM , [·, ·]L) described in Section 2.1.
3.3 Construction of L∞ morphism using BV∞ torsor
Finally, consider a pair L,L′ of almost Dirac structures transverse toM . We wish to com-
pare the corresponding pair of L∞ structures obtained on ΩM [1] from the construction
in the previous section. We continue to use the notation Ω for the differential forms on X
equipped with the alternative grading coming from the splitting TX =M⊕L, and we use
Ω′ to denote the grading derived from the splitting TX =M ⊕L′. The two L∞ algebras
in question arise from the BV∞ torsors (ΩM ∼= XL,Ω, dH) and (ΩM ∼= XL′ ,Ω
′, dH).
Fix ε ∈ X 2M such that L
′ is the graph of ε viewed as a skew map L→M . The tensor
ε acts on Ω via the Clifford action; exponentiating this, we obtain an isomorphism
e−ε : Ω′ → Ω between the BV∞ torsors (ΩM ,Ω
′, dH) and (ΩM ,Ω, e
−εdHe
ε), in the sense
that e−ε is an equivariant map of ΩM -modules and the following diagram commutes:
Ω′
e−ε //
dH

Ω
e−εdHe
ε

Ω′
e−ε // Ω
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It it transparent from the definitions that isomorphic BV∞ torsors result in identical L∞
structures via Theorem 3.3. Therefore, we may trade the BV∞ torsor (ΩM ,Ω
′, dH) for
the isomorphic BV∞ torsor (ΩM ,Ω, e
−εdHe
ε), and now our question is reduced to the
comparison of L∞ structures L∞(ΩM ,Ω, e
−εdHe
ε) and L∞(ΩM ,Ω, dH).
Theorem 3.7. Let ε ∈ X 2M . There is a canonical L∞-isomorphism between the L∞
algebras L∞(ΩM ,Ω, e
−εdHe
ε) and L∞(ΩM ,Ω, dH), given by e
Rε , the exponential of the
coderivation Rε given by the commutator [ιε, µ] (see Equation 9). In other words, we
have
L∞(e
−εdHe
ε) = e−RεL∞(dH)e
Rε . (17)
Proof. We can expand the both sides of (17) as a series of iterated adjoint actions.
So, it is enough to show, that L∞([dH , ε]) = [L∞(dH), Rε] (note that since ε is a 2
nd
order degree −2 operator on Ω, the tuple (ΩM ,Ω, [dH , ε]) forms an almost BV∞ torsor).
Checking the latter identity is a straightforward computation and is left to the reader.
Corollary 3.8. Let M and L be a pair of transverse maximal isotropic subbundles of
an exact Courant algebroid E, and let L′ = eεL be another maximal isotropic subbundle
transverse to M . Then the L∞ structures on ΩM [1] given by the pairs (M,L
′) and
(M,L) are L∞-isomorphic via the L∞ map e
Rε .
Remark 3.9. The theorem above is closely related to the results of [7], where the authors
establish a sufficient condition for equivalence of L∞ structures produced by Voronov’s
method. They are able to apply their general condition to obtain a version of the above
theorem for regular Dirac structures, i.e. Dirac structures M for which M ∩ T ∗X has
constant rank. Our method is different, using the notion of BV∞ torsor, and we conclude
the more general result for arbitrary (and possibly non-involutive) Dirac structures.
4 Action of the L∞ map on Maurer-Cartan elements
Suppose M is a Dirac structure and L,L′ are Dirac structures transverse to M , giving
rise to two DGLA structures (ΩM [1], dM , [·, ·]L) and (ΩM [1], dM , [·, ·]L′ ). As before, let
ε ∈ X 2M such that L
′ is the graph of ε viewed as a skew map L→M . Theorem 3.7 and
Corollary 3.8 provide a L∞-isomorphism from the former to the latter DGLA, given by
the exponential of the coderivation Rε = [ιε, µ], where ιε and µ are the coderivations of
S(ΩM [2]) given by contraction with ε and the wedge product on ΩM , respectively. In
this section we compute the action of this L∞–isomorphism on Maurer-Cartan elements.
Lemma 4.1. For 2-forms ω1, ω2 ∈ Ω
2
M , we have
Rε(ω1 ⊙ ω2) = ω1εω2 + ω2εω1,
where on the right hand side we view ω1, ω2 as maps M → L, and ε as a map L→M .
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Proof. Computing the action of Rε, we obtain
Rε(ω1 ⊙ ω2) = iε(ω1) ∧ ω1 + ω1 ∧ iε(ω2)− iε(ω1 ∧ ω2).
We then use the identity iε(ω1 ∧ ω2) = (iεω1)ω2 + (iεω2)ω1 − ω2εω1 − ω1εω2, obtained
by evaluating the left hand side on X ∈M :
iX iε(ω1 ∧ ω2) = iε((iXω1) ∧ ω2 + (iXω2) ∧ ω1)
= (iXω1)(iεω2) + (iXω2)(iεω1)− i(iω1(X)ε)
ω2 − i(iω2(X)ε)
ω1
= iX((iεω2)ω1 + (iεω1)ω2 − ω2εω1 − ω1εω2).
Theorem 4.2. Let ω be a Maurer-Cartan element in the DGLA (ΩM [1], dM , [ , ]L). Let
ε = ε1t+ ε2t
2 + ... ∈ tΩ2L[[t]] define a formal deformation of the Dirac structure L.
Then the L∞ map f = e
Rε sends ω to B =
∑∞
n=0 ω(εω)
n. Moreover, if the series∑
n≥1 εnt
n is convergent and t is so small that Id − εω is invertible, then the resulting
series for B will be convergent and B = ω(Id− εω)−1.
Proof. Let V := ΩM [2], and let us denote the component S
n(V ) → V of the coalgebra
automorhism eRε by fn. By definition
eRε(ω) =
∑
n≥1
1
n!
fn(ω
⊙n).
Note that Rε : S
2V → V , so f1 = Id. Next, Lemma 4.1 implies that for an n-tuple
of 2-forms ωi ∈ ΩM , n ≥ 2
fn(ω1 ⊙ · · · ⊙ ωn) =
∑
σ∈Sn
ωσ(1)εωσ(2)ε . . . εωσ(n). (18)
So, we see that
eRε(ω) =
∑
n≥1
1
n!
fn(ω
⊙n) = ω + ωεω + ωεωεω + . . .
Remark 4.3. We see from the above theorem that the natural correspondence between
Maurer-Cartan elements (4) suggested by Dirac geometry does indeed coincide with the
application of an L∞ morphism.
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5 Examples
5.1 Poisson structures
To a Poisson manifold (X,π) there corresponds a natural DGLA on the (shifted) de
Rham complex (Ω[1], d, [ , ]π), which is sometimes called the Koszul DGLA. To obtain the
DGLA from our formalism, one needs to consider the pair of transverse Dirac structures
M = T and Lπ = graph(π : T
∗ → T ). Then the Koszul DGLA coincides with the DGLA
(ΩM [1], dM , [−,−]Lpi ) introduced in Section 2.1. Another natural choice of complement
to M is L = T ∗; the DGLA (ΩM [1], dM , [ , ]L) is the de Rham complex Ω with zero
bracket. Applying Corollary 3.8, we recover the corresponding results of [25] and [10].
Theorem 5.1. Let (X,π) be a Poisson manifold. Then the Koszul DGLA (Ω[1], d, [ , ]π)
is formal, that is, L∞-isomorphic to the abelian DGLA (Ω[1], d, [ , ] = 0).
5.2 Non-integrable bivectors. Quasi-Poisson manifolds
We may extend the above result to the case of general bivectors which may not be
Poisson. The proof of the following result is identical to that of Theorem 5.1, but due
to the fact that the Lagrangian graph(π : T ∗ → T ) has nonzero Nijenhuis tensor, we
obtain a nontrivial ternary bracket.
Theorem 5.2. Let X be a manifold and π any smooth bivector field. Then we obtain a
L∞ structure (Ω[1], ℓ1, ℓ2, ℓ3) on the shifted de Rham complex of X, where ℓ1 = d is the
de Rham differential, ℓ2 is given by the Koszul bracket
ℓ2(x, y) = (−1)
|x|(Lπ(x ∧ y)− Lπ(x) ∧ y)− x ∧ Lπ(y), (19)
and ℓ3 is given by
ℓ3(x, y, z) = i 1
2
[π,π](x ∧ y ∧ z) (20)
for 1-forms x, y, z, and extended to all forms by requiring the Leibniz rule in each entry.
Furthermore, this L∞ algebra is formal, i.e. isomorphic to the abelian L∞ algebra
(Ω[1], d) via the L∞ map e
Rpi .
An important source of non-integrable bivectors is quasi-Poisson geometry [1], promi-
nent in the theory of group valued moment maps [3] and useful for studying the moduli
space of flat connections on surfaces [20]. Let G be a compact Lie group acting on a
manifold X. Fix an invariant inner product 〈·, ·〉 on the Lie algebra g and form the
Cartan 3-form η ∈ ∧3g∗ by letting η(x, y, z) = 12 〈[x, y], z〉. A bivector π is called quasi-
Poisson if π is G-invariant and [π, π] = (η−1)X , where the inverse is taken with respect
to the inner product, and the index X indicates that the 3-vector η−1 is transported
onto X via the action map.
In the setting of a quasi-Poisson manifold (G,X, π), therefore, it makes sense to
restrict the cubic L∞ algebra obtained above to the subspace of G-invariant forms (Ω)
G.
All the brackets as well as the formality morphism eRpi respect the restriction, so we
obtain the following result.
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Corollary 5.3. Any quasi-Poisson manifold (G,X, π) gives rise to a cubic L∞ structure
((Ω)G[1], d, ℓ2, ℓ3) on the shifted G-invariant differential forms, where ℓ2, ℓ3 are given by
(19) and (20). Furthermore, this L∞ algebra is formal.
5.3 L∞-automorphisms of the Lie algebra of multivector fields
On any manifold X, let M , L be the Dirac structures T ∗X, TX, respectively, for the
Courant bracket with H = 0. Then let L′ be the Dirac structure defined by the graph
of a closed 2-form ω ∈ Ω2. Since the “B-field gauge transformation”
eω : X + ξ 7→ X + ξ + ιXω (21)
is an automorphism of the Courant algebroid TX taking L to L′, the transversals L and
L′ define identical DGLA structures on the de Rham complex of T ∗X: in both cases we
obtain the complex of multivector fields X with zero differential and bracket given by
the Schouten bracket.
Applying Corollary 3.8 to this example, we see immediately that exp(Rω) defines an
L∞-automorphism of the Lie algebra of multivector fields:
Theorem 5.4. To every closed 2-form ω there corresponds an L∞-automorhism e
Rω of
the Lie algebra (X [1], [−,−]S) of multivector fields equipped with Schouten bracket.
Let us compute the action of eRω on Maurer-Cartan elements of the Lie algebra
(X [1], [−,−]S), i.e. on Poisson bivectors. Theorem 4.2 states that if π is a Poisson
bivector, then (eRω )∗π = π(1 − ωπ)
−1 = π + πωπ + πωπωπ + . . . is again a Poisson
bivector, provided the series converges. The latter series is well-known in the Poisson
literature as a gauge, or B-field, transformation of π (see [24]). Geometrically, the gauge
transformation of a Poisson structure π corresponds to subtracting the pullback of ω
from the symplectic form on each symplectic leaf of π.
5.4 Dirac structures on Lie groups
Let g be a quadratic Lie algebra, that is a Lie algebra with invariant non-degenerate
symmetric product 〈·, ·〉. Let g be the same Lie algebra g with the symmetric product
−〈·, ·〉. Then we can form the “double” d = g ⊕ g, endowed with a unique Lie bracket
extending the brackets on g and g and compatible with the direct sum of inner products.
One can think of d as a finite-dimensional version of the Courant algebroid TG = TG⊕T
∗
G,
where G is a Lie group integrating g. Specifically, there is a natural isomorphism (see [2])
TG ∼= G× (g⊕g), preserving the pairing and the bracket, where the generalized tangent
bundle TG is endowed with the Courant bracket twisted by the Cartan 3-form.
The diagonal ∆ = {(x, x) : x ∈ g} is a Lagrangian subalgebra in d = g ⊕ g. The
antidiagonal ∆ = {(x,−x) : x ∈ g} is also Lagrangian, but is not a subalgebra, since
[∆,∆] ⊂ ∆. Applying Corollary 3.8 to the pair of Lagrangians (∆,∆) inside d we get
the following
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Theorem 5.5. Let g be a quadratic Lie algebra. Then (∧g∗)[1] carries a natural cubic
L∞ structure, where ℓ1 = dCE is the Chevalley-Eilenberg differential, ℓ2 is the zero
bracket, and ℓ3 is given for 1-forms x, y, z ∈ g
∗ by by the formula
ℓ3(x, y, z) = ιη−1(x ∧ y ∧ z), (22)
(where η−1 is the inverse of the Cartan 3-form relative to the inner product) and extended
to all forms by requiring the Leibniz rule in each argument.
This L∞ algebra controls the deformation theory of ∆ as a Lagrangian subalgebra
of d. The variety of Lagrangian subalgebras in d was studied extensively in [9], where in
particular, the authors described the irreducible components of the variety and showed
that they are all smooth. As we know from [9], the space of Lagrangian subalgebras in
d is smooth near ∆. This suggests that the L∞ algebra given by Theorem 5.5 might
be formal. We show in the following section (Corollary 5.8) that this is indeed the case
when g is a simple complex Lie algebra.
Let G be a Lie group integrating g. Then, as we mentioned above, one has an isomor-
phism TG ∼= G× (g⊕ g), preserving the pairing and the bracket. Thus, the Lagrangian
subalgebras of d correspond to Dirac structures on G. For instance, the diagonal ∆ ⊂ d
corresponds to the so-called Cartan-Dirac structure EG[2]. The antidiagonal ∆ corre-
sponds to an almost Dirac structure FˆG, transverse to EG. Then, one can study the
deformation theory of EG from the viewpoint of FˆG. The relevant L∞ algebra is ob-
tained from the one constructed in Theorem (5.5); i.e. we embed ∧g∗ into the complex
of differential forms on G as right-invariant forms, and then extend both the differential
and the triple bracket to all forms by requiring Leibniz rule in each entry.
5.5 Lie bialgebras
Let g be a Lie bialgebra. Then the double g ⊕ g∗ carries a unique Lie bracket that
extends the brackets on g and g∗ and is invariant under the natural symmetric pairing.
The space g ⊕ g∗ is an example of general Courant algebroid. Our techniques work in
this situation equally well as in the situation of the exact Courant algebroid T ⊕ T ∗.
Specifically, let L and M be a pair of two transverse Lagrangian Lie subalgebras
inside g⊕ g∗. Then using the identification M∗ ∼= L, we can endow the exterior algebra
∧M∗[1] with the strcture of DGLA. The DGLA controls the deformation theory of the
Lie bialgebraM preserving its double. Using the techniques we describe in Section 3, one
can show that choice of another Lagrangian Lie subalgebra Lε, transverse to M , leads
to an L∞-isomorphic DGLA. Moreover, this L∞-isomorphism is determined canonically
by the relative position of L and Lε.
Now, assume that (g, [ , ], [ , ]∗) is a triangular Lie bialgebra, i.e. the Lie bracket on
[ , ]∗ is given as the 1-coboundary δε for an r-matrix ε ∈ ∧
2g satisfying the classical Yang-
Baxter equation [ε, ε] = 0, where δ is the Chevalley-Eilenberg differential ∧(g∗)⊗∧2g→
∧•+1(g∗)⊗∧2g for the g-module ∧2g. Consider L = graph(ε : g∗ → g) inside the double
g ⊕ g∗ of the Lie bialgebra (g, [ , ], 0) with zero cobracket. Then one can check that L
is a Lagrangian subalgebra, and [x∗, y∗]∗ = [[ε(x
∗), ε(y∗)]], x∗, y∗ ∈ g∗, where [[ , ]] is the
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bracket on the double g⊕g∗. Thus, we are in a situation for which our techniques apply,
and we arrive at the following
Theorem 5.6. Let (g, [ , ], [ , ]∗) be a triangular Lie bialgebra, given by an r-matrix
ε ∈ ∧2g. Then the DGLA ((∧g∗)[1], d, [ , ]∗) is L∞-formal.
Proof. As in Corollary 3.8, the L∞-automorphism sending the DGLA ((∧g
∗)[1], d, [ , ]∗)
to the abelian DGLA ((∧g∗)[1], d) is given by e−Rε .
Let us now discuss the case of quasi-triangular r-matrix. Let g be a simple complex
Lie algebra, and let 〈·, ·〉 ∈ (Sym2g∗)g be a non-degenerate symmetric invariant pairing
(whish has to be a multiple of the Killing form). Fix a decomposition g = n−⊕h⊕n+ into
the negative nilpotent, Cartan, and the positive nilpotent subalgebras. Let η ∈ (∧3g)g be
the corresponding Cartan 3-form, i.e. η(x, y, z) = 12〈[x, y], z〉, x, y, z ∈ g. The theorem
of Belavin-Drinfeld [5] describes the solutions of the modified Yang-Baxter equation
[r, r] = η−1, (23)
where r ∈ ∧2g, and η−1 is the inverse of η relative to 〈·, ·〉. Such solutions r are called
quasi-triangular r-matrices, and are parametrized, up to a sign, by Belavin-Drinfeld
triples (which are pairs of two subsets Γ1,Γ2 of the corresponding Dynkin diagram
and a a bijection between them satisfying certain nilpotency condition). The simplest
solution rst to the classical Yang-Baxter equation is given by the skew-symmetrization
of the canonical tensor Id ∈ n−
∗ ⊗ n− ≡ n+ ⊗ n−.
Every solution of (23) gives rise to a cobracket δr on g, thus defining a Lie bialgebra
strcture on g. As in the case of triangular Lie bialgebras, one can ask whether the DGLA
((∧g∗)[1], d, [ , ]∗) is L∞-formal or not. The answer is again affirmative, although this
time the proof is not immediate and requires integration to the group G.
Theorem 5.7. Let g be a simple complex Lie algebra, and (g, [ , ], [ , ]∗, r) be a quasi-
triangular Lie bialgebra structure on it. Then the DGLA ((∧g∗)[1], d, [ , ]∗) is L∞-formal.
Proof. LetG be the simply connected Lie group integrating g. By Drinfeld’s theorem, the
Lia bialgebra g integrates to a Poisson-Lie group (G,π). The DGLA ((∧g∗)[1], d, [ , ]∗)
embeds into the de Rham-Koszul DGLA (ΩG[1], d, [ , ]π) as the sub-DGLA of right
invariant forms (ΩG)
R[1]. Since the group G is simple, the inclusion map (ΩG)
R →֒ ΩG
is quasi-isomorphism. To see the that, one needs to use the fact that G deformation
retracts onto its compact form and then apply the standard averaging technique there.
Now, we reduced the question of L∞-formality of the finite dimensional DGLA
((∧g∗)[1], d, [ , ]∗) to the L∞-formality of the infinite-dimensional DGLA (ΩG[1], d, [ , ]π).
However, we already know by Theorem (5.1) that the latter is indeed formal.
Corollary 5.8. If g is a simple complex Lie algebra, then the L∞ algebra constructed
in the Theorem (5.5) is formal.
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Proof. Choose a quasi-triangular r-matrix, say rst. Then we can view r ∈ ∧
2g as a skew
map ∆ → ∆, where ∆ ∼= g∗, ∆ ∼= g (we use the notations from Section 5.4). Then the
graph of L = graph{r : ∆ → ∆} inside d is a Lagrangian subalgebra, transverse to ∆.
The splitting (∆,∆) induces the L∞ algebra in Theorem (5.5), while the splitting (∆, L)
induces the L∞ algebra ((∧g
∗)[1], d, [ , ]∗). Therefore, as in Corollary 3.8, these two L∞
algebras are L∞-isomorphic. Theorem 5.7 ensures L∞-formality of the latter one, so we
deduce this way L∞-formality of the former one.
5.6 Complex manifolds
In this section we explain how our results may be used to study the deformation theory
of a fixed deformation of a complex manifold X. In Theorem 5.10, we explain how a
simple modification of the original Kodaira-Spencer deformation complex may be used
to describe the deformations of a particular small deformation of X.
Let I be the complex structure on the manifold X. The endomorphism I determines
and is determined by a pair of transverse complex Dirac structures
M = T1,0 ⊕ T
∗
0,1, L = T0,1 ⊕ T
∗
1,0.
The Kodaira-Spencer DGLA (Ω0,•(T1,0), ∂, [ , ]) controlling deformations of complex
structure is a sub-DGLA of the one controlling deformations ofM , which is the “extended
deformation complex” given by
(ΩM [1], dM , [ , ]L) = (Ω
0,•(∧•T1,0)[1], ∂, [ , ]).
While the results of Section 3 concern deformations of Dirac structures, we may in this
case apply them to the Kodaira-Spencer sub-DGLA.
We begin with a small deformation of the complex structure I, described by the
Maurer-Cartan element φ ∈ Ω0,1(T1,0). Viewing this element as a map φ : T0,1 → T1,0,
we obtain a description of the deformed Dirac structures Mφ, Lφ as graphs of maps
Φ :M → L, Φ : L→M respectively, given by the block matrix
Φ =

φ 0
0 −φ∗

 :
T0,1 T1,0
⊕ −→ ⊕
T ∗1,0 T
∗
0,1
and its complex conjugate. Therefore, the tensor Φ defines a Maurer-Cartan element in
the larger DGLA, that is, viewed as an element Φ ∈ Ω2M we have
dMΦ+
1
2
[Φ,Φ]L = 0. (24)
To describe the deformations of the complex structure Iφ, one would normally con-
sider the Kodaira-Spencer DGLA of the deformed complex structure, that is the DGLA
(Ω0,•φ (T
φ
1,0), ∂φ, [ , ]φ), where T
φ
1,0 = (1+φ)T1,0 is the deformed holomorphic tangent bun-
dle. As before, this is a sub-DGLA of the deformation complex (ΩMφ [1], dMφ , [ , ]Lφ)
associated to the pair of Dirac structures (Mφ, Lφ).
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L = T1,0 ⊕ T
∗
0,1
M = T0,1 ⊕ T
∗
1,0
Lφ =Mφ
Φ
Mφ = T φ0,1 ⊕ T
∗
1,0
φ
Υ
(Mφ)′
B
ρ
Φ
Figure 2: Description of a deformation (Mφ)′ of a deformation Mφ of M . The Maurer-
Cartan elements B and ρ are in L∞-isomorphic DGLAs.
Instead of using the deformed Kodaira-Spencer DGLA, we may select an alternative
complement to Mφ and employ the DGLA associated to the pair of Dirac structures
(Mφ, L); by Corollary 3.8, the resulting DGLA describes the same deformation theory
(i.e., deformations ofMφ). Furthermore, we may use the isomorphism (1+Φ) :M →Mφ
to transport this alternative DGLA structure from Ω•
Mφ
to Ω•M ; this provides a new
DGLA structure on Ω•M controlling deformations of I
φ. In the remainder of this section,
we describe the details of this procedure.
Lemma 5.9. The vector bundle map (1+Φ) :M →Mφ induces a DGLA isomorphism
(ΩMφ [1], dMφ , [ , ]L) −→ (ΩM [1], dM + [Φ,−]L, [ , ]L)
taking the DGLA (Ω0,•φ (T
φ
1,0), ∂φ, [ , ]) to the original Kodaira-Spencer complex, equipped
with deformed differential, namely to the DGLA (Ω0,•(T1,0), ∂
′
, [ , ]), where
∂
′
= ∂ + [φ,−].
Proof. Note that the DGLA (ΩMφ [1], dMφ , [ , ]L) can be obtained by the derived bracket
construction (14) from the BV∞ torsor (ΩMφ
∼= XL,Ω, d). One checks that the map
eΦ : Ω → Ω gives an isomorphism of BV∞ torsors (ΩMφ
∼= XL,Ω, d) → (ΩM ∼=
XL,Ω, e
Φde−Φ). We remark that the map ∧(1 + Φ)∗ can alternatively be described
as the composition of the canonical identifications ΩMφ
∼= XL ∼= ΩM . Let d = d−1+ d+1
be the degree decomposition of d with respect to the spinor grading (11). Note that
Φ has degree +2, so the degree decomposition of eΦde−Φ is d−1 + ([Φ, d−1] + d+1) (the
term 12 [Φ, [Φ, d−1]]+ [Φ, d+1] vanishes because Φ satisfies the MC equation (24)). We see
that the degree −1 component didn’t change, which means it induces the same bracket
on XL. The degree +1 component acquired the extra term [Φ, d−1]. This leads to the
deformed differential dM + [Φ,−]L.
For the final statement, one checks that the map ∧(1 + Φ)∗ preserves the double
grading ΩM = Ω
0,•(∧•T1,0).
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Theorem 5.10. Let (X, Iφ) be a small deformation of the complex manifold (X, I).
Then the Kodaira-Spencer DGLA (Ω0,•φ (T
φ
1,0), ∂φ, [ , ]φ) which controls deformations of
the complex structure Iφ is L∞-isomorphic to the DGLA (Ω
0,•(T1,0), ∂
′
, [ , ]).
Proof. Let us fix the map Υ : Lφ → Mφ such that L = graph{Υ : Lφ → Mφ}. In
practice, Υ can be computed as Υ = (1 + Ψ)−1 − 1, where Ψ : L → Mφ is given by
Ψ = (1 + Φ)Φ(1 − ΦΦ)−1. Corollary 3.8 implies that eRΥ gives an L∞-isomorphism
between the DGLAs (ΩMφ [1], dMφ , [ , ]Lφ) and (ΩMφ [1], dMφ , [ , ]L). The latter one
by Lemma 5.9 is isomorphic as DGLA to (ΩM [1], dM + [Φ,−]L, [ , ]L). It remains to
note that since Υ ∈ Ω1,0φ (T
φ
01), the all the components of the L∞ map e
RΥ preserve
Ω0,•φ (T
φ
10).
The theorem above establishes that even though the deformation complex
(Ω0,•φ (T
φ
1,0), ∂φ, [ , ]φ) of I
φ may not be isomorphic as a DGLA to the modified de-
formation complex (Ω0,•(T1,0), ∂
′
, [ , ]) of I, they are L∞–isomorphic. Furthermore,
Lemma 5.9 provides an isomorphism ∧(1+Φ)∗ of cochain complexes between these two
DGLAs. Therefore, we may use this isomorphism to transport the Lie bracket [ , ]φ to
a Lie bracket [ , ]′ on the original Dolbeault complex, endowing it with two separate Lie
algebra structures:
(Ω0,•(T1,0), ∂
′
, [ , ], [ , ]′). (25)
Reiterating, the bracket [ , ] is the Schouten-Nijenhuis bracket of the original com-
plex manifold, while the bracket [ , ]′ is the corresponding bracket of the deformation
Iφ, transported by ∧(1 + Φ)∗. Each of these defines a DGLA structure on the same
underlying differential complex.
Of course, by construction and using Theorem 5.10, this pair of DGLA structures is
L∞ isomorphic, via the conjugated equivalence
eRE = (1 + Φ)∗ ◦ eRΥ ◦ ((1 + Φ)∗)−1,
which may be solved for E, yielding
E =

ε 0
0 −ε∗

 :
T1,0 T0,1
⊕ −→ ⊕
T ∗0,1 T
∗
1,0
where ε = −φ(1− φφ)−1 ∈ Ω1,0(T0,1).
The significance of this observation is that it will allow us to explicitly describe
the bracket [ , ]′, usually inaccessible since it depends upon the deformed holomorphic
structure, in terms of the original deformation complex of I. To do this, we describe the
family of maps f1, f2, ... giving the L∞ morphism
eRE : (Ω0,•(T10), ∂
′
, [ , ]′) −→ (Ω0,•(T10), ∂
′
, [ , ]). (26)
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The first map f1 is the identity, and the rest are determined by the following bilinear
operation on elements α1, α2 ∈ Ω
0,•(T10):
Rε(α1, α2) = iε(α1 ∧ α2)− (iεα1) ∧ α2 − α1 ∧ iεα2.
This operation extends to a multilinear operator with n inputs and n− 1 outputs:
Rε(α1, . . . , αn) =
∑
i<j
ǫ(σ)Rε(αi, αj)⊗ α1 ⊗ · · · ⊗ α̂i ⊗ · · · ⊗ α̂j ⊗ · · · ⊗ αn.
The kth map fk in the L∞ morphism is then given by the (k − 1)-fold composition
fk(α1, . . . , αk) =
1
(k − 1)!
Rk−1ε (α1, . . . , αk).
For example, we have f2(α1, α2) = Rε(α1, α2), and
f3(α1, α2, α3) =
1
2!
(
Rε(Rε(α1, α2), α3) + (−1)
(|α2|+1)(|α3|+1)Rε(Rε(α1, α3), α2)+
(−1)(|α1|+1)(|α2|+|α3|)Rε(Rε(α2, α3), α1)
)
.
Corollary 5.11. Let D = [∂
′
, ιε] : Ω
0,•(T•,0) → Ω
0,•(T•−1,0). Then for any u, v ∈
Ω0,•(T10) one has
[u, v]′ = [u, v] + (−1)|u|+1(D(u ∧ v)−D(u) ∧ v)− u ∧D(v). (27)
Proof. The fact that the family of maps {f1 = Id, f2, f3, ...} form an L∞ morphism,
implies, using (8) and (6), that
(−1)|u|+1([u, v]′ − [u, v]) = ∂
′
(f2(u, v)) − f2(∂
′
(u), v) − (−1)|u|+1f2(u, ∂
′
(v)),
for u, v ∈ Ω0,•(T10). Expanding the right hand side gives (27).
Remark 5.12. D is a degree −1, 2nd order differential operator on the algebra Ω0,•(T•,0)
which squares to zero, and so it defines a BV operator. Instead of generating the bracket,
as it would do in a BV algebra, it generates the difference between the two brackets in
question. In other words, we have obtained a Tian-Todorov type formula relating the
Schouten-Nijenhuis bracket of the original complex structure I to that of the deformed
structure Iφ.
Passing to cohomology, we obtain an easy corollary of the above result, implying for
example that the quadratic obstruction maps for the two brackets coincide:
Corollary 5.13. The brackets [−,−] and [−,−]′ induce the same Lie algebra on coho-
mology
Hk
∂
′(Ω0,•(T10))×H
l
∂
′(Ω0,•(T10)) −→ H
k+l
∂
′ (Ω
0,•(T10))
Proof. If u ∈ Ω0,k(T10), v ∈ Ω
0,l(T10) are ∂
′
-closed, then one can replace D with ∂
′
ιε in
the right hand side of (27). Then it simplifies to (−1)|u|+1∂
′
(Rε(u, v)).
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Finally, applying Theorem 4.2 to the L∞ morphism (26), we obtain an explicit map
taking Maurer-Cartan elements ρ ∈ (Ω0,•(T1,0), ∂
′
, [−,−]) to Maurer-Cartan elements
for the DGLA (Ω0,•(T1,0), ∂
′
, [−,−]′). For ρ such that (1 + ρε) is invertible, we obtain
the Maurer-Cartan element
B = (1 + ρε)−1ρ = ρ− ρερ+ ρερερ− · · · . (28)
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