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Abstract
Both the behavioral approach proposed by Willems and the module theoretic approach
proposed by Fliess provide a representation free theory of dynamical systems. According to
these approaches, controllability is an intrinsic system property independent of the system
representation. In the first part of this paper a comparison between the behavioral approach
and the module theoretic approach to convolutional systems is proposed. Then, controllability
of this class of systems is analyzed according to these two approaches. This concept is related
to the existence of image representations. Finally, the same analysis is proposed for systems
described by delay-differential equations. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
One of the main objectives of the behavioral approach to dynamical systems pro-
posed by Willems [24] is to develop a representation free theory, i.e., a theory in
which the system properties are analyzed without requiring a representation of the
systems in terms of equations. This is achieved by choosing a set of trajectories,
the behavior, as the central element in the definition of the system. In this way, for
instance, two differential equations represent the same system if and only if they
have the same set of solutions, i.e., they have the same behavior. In this set up also
controllability is defined in terms of the behavior.
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Essentially the same objective has been pursued by Fliess in his module theoretic
approach to linear systems [7]. According to this approach the main element in the
system definition is a finitely generated module, which is determined by the set of all
equations associated with the system. In this set up, the definition of controllability
which Fliess proposes is directly given in terms of the module properties, more pre-
cisely in terms of freeness, projectivity and torsion freeness of such a module (see [6]
for an interpretation of these algebraic definitions).
One of the main contribution of both Willems’ behavioral approach and Fliess’
module theoretic approach consists in having clarified the connection between con-
trollability and the existence of an image representation which, in the language of
Fliess, corresponds to the existence of a flat output. According to the behavioral ap-
proach, a system admits an image representation if its behavior can be
expressed as the image of a suitable operator. It is quite clear that such a repre-
sentation can ease the solution of several control problems such as tracking [7].
While these two theories are quite satisfactory for finite dimensional linear sys-
tems, many problems are still unsolved when infinite dimensional linear systems are
taken into consideration, such as systems described by delay-differential or convo-
lutional equations. In this paper we propose the solutions to some of these prob-
lems. More precisely we concentrate our attention to the controllability analysis of
systems described by general convolutional equations, trying to extend the char-
acterizations which have been obtained in the finite dimensional case in both the
behavioral approach and the module theoretic approach.
This general set up allows us to compare these two approaches in a more re-
fined way. More precisely we have shown that, if we want to maintain the equiv-
alence of these two approaches, we need to further specify the module structure
of a system by adding a topological property. Another objective of the paper is to
obtain a behavioral interpretation of the various kind of module theoretic control-
lability which can be introduced for convolutional systems, such as torsion free,
projective and free controllability and to connect these properties with the existence
of image representations. In the last part of the paper we consider the particular
case of systems described by delay-differential equations and show how for this
class of systems the results are almost the same, even though the theory which can
be developed is somehow less natural with respect to the theory of convolutional
systems.
We conclude this section by providing a brief outline of the paper. In the following
section the basic concepts of the behavioral approach by Willems and of the module
theoretic approach by Fliess to dynamical systems theory are summarized and some
necessary preliminaries are introduced. In this section the concept of controllability
according to these approaches and of image representation are recalled. Finally it
is pointed out the important role that this representation plays in the solution of
many relevant control problems. In Section 3 convolutional systems are introduced
and a first comparison between the two approaches is presented. More precisely a
method for passing from a convolutional behavior to a module representing a system
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according to Fliess is first proposed. In Section 4 spectral controllability and torsion
free controllability are shown to be equivalent. Both are then interpreted in terms of
the existence of an image representation which is dense in the behavior. Section 5 is
devoted to the analysis of projective controllability. This is shown to be equivalent to
the existence of a generalized inverse of the matrix providing the kernel representa-
tion of the behavior. Moreover it is shown that this property is a sufficient condition
for the existence of an image representation and thus it implies behavioral controlla-
bility. Free controllability is treated in Section 6 where it is shown that this property is
equivalent to the existence of an injective image representation. Finally, in Section 7
the results presented in the paper are specialized to the case of delay-differential
systems.
2. The behavioral and module theoretic approach
In this section we briefly introduce the basic notions of controllability in the be-
havioral and in the module theoretic approach.
These two approaches share some common ideas. For instance, they are not based
on the concept of state space and there is no a priori distinction between inputs and
outputs of dynamical systems. Moreover, in the linear finite dimensional case, a func-
torial duality has been established between the objects that represent a dynamical
system in these two approaches [9,16,26].
2.1. The behavioral approach
According to the behavioral approach [24] a dynamical system is defined as a
triple  = (T ,W,B). The symbol T denotes the time set while W denotes the sys-
tem alphabet. B is called the behavior of the system and is the subset of WT, the set
of all possible trajectories, which contains those trajectories that are allowed by the
dynamical constraints imposed by the system.
In what follows we will consider only continuous time systems with time set
T = R, system alphabet W = Rq and time invariant behavior B, i.e. such that for
any w ∈ B and τ ∈ R we have στw ∈ B, where στ is the forward shift operator such
that (στw)(t) = w(t − τ).
In behavioral theory controllability can be defined purely in terms of the behavior
trajectories and independently of any systems description. It expresses the capability
of steering each system trajectory to every other in finite time. That is to say that
controllability allows to join in finite time any past with any future of the behavior
(see [18, Definition 5.2.2]).
Definition 1. A behaviorB is called controllable if for any w1, w2 ∈ B, there exist
T  0 and a function w ∈ B such that
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w(t) =
{
w1(t), t < 0,
w2(t − T ), t  T .
In the finite dimensional case there are many properties that are equivalent to
controllability. The most important is the existence of a so called image represen-
tation, i.e. the possibility of describing the behavior B as the image of a suitable
operator. This notion, which in the convolutional or delay-differential case is a suffi-
cient condition for controllability [22], is one of the main contributions given by the
behavioral theory.
Remark 2. The existence of the image representation is a fact which has not only a
theoretical importance. Actually, an image representation of a system simplifies the
solution of several control problems. Notice for instance, that the literature devoted
to LQ andH∞ control in the behavioral setup [20,25] deeply involve the use of image
representations in the proposed techniques. Also Fliess underlined the relevance of
the existence of image representations (which corresponds to the existence of flat
outputs in his language) in the solution of various control problems such as tracking
and path planning.
Consider, for instance, the following situation: given a behaviorB and a finite set
of time instants tk and of values wi,k with k, i ∈ N, find a trajectory w ∈ B such that
w(i)(tk) = wk,i . This is a typical path generation problem.
The difficulty of this problem lies clearly in satisfying the constraint w ∈ B,
which can be easily overcome if the behavior admits an image representation. Indeed,
since for every w ∈ B, there exists a trajectory v such that w = Mv, every constraint
can be written as
w(i)(tk) = Mv(i)(tk) = wk,i,
thus imposing conditions on v. However, v can be chosen freely inside the set of all
possible trajectories and therefore it is easy to find a solution, when it exists.
The mere existence of an image representation may be too weak a condition in
other tasks. Indeed, the literature which deals with flat systems, shows that in some
situation, image representations need to be injective. Therefore, given a behavior, it
is important both to determine whether an image representation can be obtained and
to understand which properties this image representation shares.
2.2. The module theoretic approach
Following the module theoretic approach [7], an R-system is a module M over
some ring R without zero divisors. Since this definition is rather generic, M is usu-
ally supposed to exhibit more properties.
Every R-module M admits a free resolution [14, p. 763], i.e. it is possible to
construct a sequence of free R-modules {Fi} such that the following sequence is
exact:
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· · · −→F2 −→F1 −→F0 −→M −→ 0. (1)
The module M is finitely generated if in (1) F0 is isomorphic to Rq for some
q; it is finitely presented if, in addition, F1 is isomorphic to Rp for some p. The
latter case is very important, and thus extensively studied in the literature, since it is
equivalent to say that the system is described by a finite number of equations or, in
other words, that there exists a matrix R ∈ Rp×q , called presentation matrix of M,
such that the following sequence is exact:
Rp
◦R−→ Rq −→M −→ 0. (2)
The notation ◦R indicates that the matrix is multiplied by row vectors in Rp on the
left. This leads to the following usefulR-isomorphism:M∼=Rq/RpR, whereRpR
is the image of ◦R, the module generated over R by the rows of R.
In the module theoretic approach, controllability is defined in terms of algebraic
properties of M or, for the sake of precision, of its extensions A⊗R M, where A
is any R-algebra (see [6]).
Definition 3. Given anR-algebraA, anR-systemM isA-torsion free (projective,
free) controllable if the module A⊗R M is torsion free (projective, free).
Actually, this definition makes sense, since often important properties of a system
can be better understood and analyzed if we enlarge the ring of operators, as is the
case for delay-differential systems.
Note that if M is finitely presented, i.e. (2) holds, then
A⊗R M∼=Aq/ApR. (3)
This will be our starting point to study controllability of convolutional systems. How-
ever, as we will show, the class of finitely presented modules described by Eq. (3)
may be not rich enough to describe systems defined by convolutional equations, as
well as by simple delay-differential equations.
3. Convolutional systems
In order to state our results, we have to introduce first some notations that will be
used throughout the paper to define both behaviors and modules.
Denote by E the space of smooth functions equipped with the topology of uni-
form convergence of all derivatives on all compact sets. This turns E into a Fréchet
space [21, p. 86]. Schwartz distributions are the set of continuous linear functionals
on the set of compact support smooth functions D ⊆ E. Every continuous shift-
invariant linear operator on E is a convolution with a distribution α having compact
support [4, Theorem 3.1]. The set of compact support distributions coincides with
the set E′ of continuous functionals on E [21, Theorem. 24.2].
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The Laplace transform on this subalgebra of Schwartz distributions maps
E′ into the set of holomorphic functions, denoted by O. Furthermore, this induces a
topological isomorphism between E′ and the set A ⊂ O of Paley–Wiener functions
(which may be defined also in an explicit way [4, Theorem 4.2]). Notice that the
topology onE induces the weak dual topology onE′ which in turn leads to a topology
onA. We let a(s) ∈A (Laplace transform of α ∈ E′) act on f ∈ E as a convolution:
a(s)f := αf .
Polynomials R[s] ⊆A correspond to polynomials in the differential operator
R[d/dt], while exponentials e−sτ ∈A act as the shift operator στ . The set of the so-
called Laurent exponential polynomials, i.e. R[s, e±τ1s , . . . , e±τns], where τ1, . . . , τn
are n non-commensurate positive real numbers, contains the simplest delay-differen-
tial operators that give rise to infinite dimensional systems. A very interesting class
of operators is given by the fractions of Laurent exponential polynomials that are
holomorphic:
H = R(s, e±τ1s , . . . , e±τns) ∩ O.
Indeed, it can be shown [12] thatH ⊆A. Therefore the elements inH can be asso-
ciated with compact support distributions and are called distributed delay-differential
operators [10,12].
Unfortunately, little is known about algebraic properties of the rings H and A
and of modules over such rings. It is known, for instance, that they are neither No-
etherian nor Bézout domains (in [10] it is shown that H is a Bézout domain only
when dealing with commensurate delays).
A behavior B ⊆ Eq admits a kernel representation given by R(s) ∈Ap×q if
B = kerE R(s) =
{
w ∈ Eq such that R(s)w = 0},
while it admits an image representation if there is a matrix M(s) ∈Aq×d such that
B = imEM(s) =
{
w = M(s)v ∈ Eq with v ∈ Ed}.
As we said, the behavioral approach is a representation free theory. Therefore the
first problem to solve within this framework is the following: if a behavior admits
two different representations, how are such representations related to each other? For
kernel representations a very elegant answer can be given (see also [5]).
Theorem 4 [23]. Let R1(s) ∈Ap1×q and R2(s) ∈Ap2×q . Then the following facts
are equivalent:
1. kerE R1(s) ⊆ kerE R2(s).
2. There exists a matrix G(s) ∈ Op2×p1 such that R2(s) = G(s)R1(s).
Remark 5. It is clear at this point how the behavioral approach can be consid-
ered a representation free theory of dynamical systems. Actually, in the behavioral
approach from the equation associated with a matrixR(s) ∈Ap×q we pass to the be-
haviorB = kerE R(s) and in this way two representations are equivalent if and only
if they provide the same behavior. This equivalence is characterized by Theorem 4.
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As mentioned in Section 1, also the module theoretic approach by Fliess is a
representation free theory. In this case the standard way of passing from the equations
associated with a (presentation) matrix R(s) ∈Ap×q to the module representing the
system is to consider the quotient
Aq/ApR(s). (4)
This has been called the module of observables [26]. According to this approach,
two representations are defined equivalent if and only if they provide isomorphic
modules.
Although these two strategies yield different equivalence relations between sys-
tems representations, they appear to be in accordance when considering controlla-
bility. For instance for purely differential systems, i.e. when R(s) ∈ R[s]p×q , it is
known that controllability of the behavior kerE R(s) is equivalent to torsion freeness
of the module R[s]q/R[s]pR(s).
This suggests to associate the module Aq/ApR(s), with the convolutional be-
havior B = kerE R(s), with R(s) ∈Ap×q . However, this definition, as the follow-
ing example shows, is not completely adequate.
Example 6. Consider the behavior B = {0} = kerE 1. The module whose presen-
tation matrix is 1 is M1 =A/A∼={0}, hence a faithful algebraic counterpart of
B.
On the other hand consider the matrix
M(s) =
[
a(s)
b(s)
]
∈H2×1, (5)
where a(s) = (1− e−s)/s and b(s) = 1− e−sτ . By Schwartz’s spectral analysis
theorem (see e.g. [1, Theorem. 2.11]), we have that kerEM(s) = {0} if M(λ) /= 0
for every λ ∈ C, and this happens whenever τ is not rational. Furthermore, as shown
in [22, Proposition 2.6], if τ belongs to a particular class of irrational numbers, called
Liouville numbers, then A2M(s) /=A. To be more detailed, the Bézout equation
a(s)x(s)+ b(s)y(s) = 1 (6)
admits a solution x(s), y(s) ∈ O if and only if τ is not rational. Moreover, the solu-
tion is in A if and only if τ is not a Liouville number [15].
Thus, even if the set of allowed trajectories, as before, is B = kerEM(s) = {0},
it is possible that M2 =A/A2M(s) /= {0}. This example shows that the module
construction suggested in (4) may yield different modules corresponding to the same
behavior.
From another point of view, we could say that this way of defining the module
of a dynamical system has too fine a ‘resolution’ for our purposes, that is to say,
it detects differences in the representations which have no influence on the system
behavior.
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However, it is possible to construct a module that depends only on the behavior
of the system and therefore avoids the difficulties shown in Example 6. Before we
proceed, let us recall the notion of orthogonal subspaces. Given two spaces E ⊆ Eq
and A ⊆Aq , we let
E⊥ = {a(s) ∈Aq : ∀w ∈ E a(s)w = 0},
A⊥ = {w ∈ Eq : ∀a(s) ∈ A a(s)w = 0}.
Note that for any E ⊆ F , it follows E⊥ ⊇ F⊥ and that, given a shift invariant sub-
space B ⊆ Eq , one has B⊥⊥ = B.
Moreover, for every R(s) ∈Ap×q we have [21, p. 388]
kerE R(s)⊥ = imA◦R(s), imER(s)⊥ = kerA ◦R(s),
kerA R(s)⊥ = imE◦R(s), imER(s)⊥ = kerA ◦R(s).
(7)
Definition 7. Given a behavior B ⊆ Eq , we say that the A-module
M(B) =Aq/B⊥
is the module associated with B.
As we will show in the following sections, nice behavioral and algebraic charac-
terizations of the controllability properties of this module can be given.
We want to conclude this section with two considerations about Definition 7. First
of all, we can give a purely algebraic definition of M(B) starting from any matrix
R(s) that furnishes the kernel representation ofB. Then, by using topological issues,
we can explain how M(B) can be considered the canonical representative of the
equivalence class of all modules Aq/ApR(s) such that B = kerE R(s).
Both facts derive from the following result, which can be interpreted as an alge-
braic characterization of the Willems closure of submodules in Aq [17].
Proposition 8. Let R(s) ∈Ap×q . Then
kerE R(s)⊥ =ApR(s) = OpR(s) ∩Aq . (8)
Proof. The first equivalence follows from (7). To justify the second one, note that,
by Theorem 4, a(s) ∈ OpR(s) ∩Aq if and only if kerE R(s) ⊆ kerE a(s), i.e.,
kerE a(s)⊥ ⊆ kerE R(s)⊥. (9)
Therefore, since a(s) ∈ kerE a(s)⊥, the inclusion kerE R(s)⊥ ⊇ OpR(s) ∩Aq holds.
On the other hand, if a(s) ∈ kerE R(s)⊥, then clearly condition (9) is true and there-
fore also the opposite inclusion is proved. 
Eq. (8) immediately shows that when B = kerE R(s), then
M(B) =Aq/(OpR(s) ∩Aq),
which, as promised, does not involve any topological notion.
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Finally, consider again Example 6. Note that even whenA2M(s) /=A, by Prop-
osition 8 we have that A2M(s) = B⊥ =A. This fact holds in general: if there are
two different kernel representations with the same behavior
kerR1(s) = kerR2(s),
then Aq/Ap1R1(s) and Aq/Ap2R2(s) may not coincide, but
Aq/Ap1R1(s) =Aq/Ap2R2(s).
Remark 9. In Example 6, when A2M(s) is not closed in the topology of A, the
module M2 is not Hausdorff, i.e. its zero element is not closed. We can associate
a unique Hausdorff module with every module M, which is the quotient module
M/{0}. The fact that the Hausdorff module associated with Aq/ApR(s) is, by
Eq. (8), Aq/ApR(s), motivates the choice of the module M(B) as the represen-
tative of the class of all modules Aq/ApR(s) such that B = kerR(s).
4. Torsion free controllability and spectral controllability
The notion of spectral controllability has been already introduced in [10,22,23]
for behaviors in kernel representation. We recall here some results that have been
established therein.
One of the most important way to check controllability for finite dimensional
state space systems is the so-called PBH (Popov–Belevich–Hautus) criterion. Spec-
tral controllability is defined by extending this test to convolutional behaviors.
Definition 10. A convolutional system with behavior B = kerE R(s) ⊆ Eq , where
R(s) ∈Ap×q , is said to be spectrally controllable if
rankCR(λ) is constant as λ varies in C.
Even if this property is weaker than behavioral controllability [11] and it cannot
ensure the existence of an image representation of B, its importance is revealed by
the following theorem.
Theorem 11 [23]. Consider the convolutional behavior B = kerE R(s) with R(s) ∈
Ap×q . Then the following facts are equivalent:
1. B is spectrally controllable.
2. The behavior B admits a dense image representation, i.e. there exists a matrix
M(s) ∈Aq×d for some d ∈ N such that
B = imEM(s).
Indeed, for purely differential systems, the existence of an image representation
is equivalent to spectral controllability and to behavioral controllability (see [18]).
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Nevertheless in this more general framework, images of convolutional operators
need not to be closed as kernels are. This intuitively motivates the need for a closure.
Now we are going to show the connections between controllability and torsion
free controllability of the module M(B). In particular we will prove that spectral
controllability is equivalent to torsion freeness. We recall that in our particular case
torsion freeness of modules like Aq/N is equivalent to the following property:
0 /= a(s) ∈A, x(s) ∈Aq, a(s)x(s) ∈N⇒ x(s) ∈N.
We split the equivalences which we have found into two different statements: the
first one concerns properties which refer to behaviors that admit a kernel representa-
tion, while in the second one this hypothesis is not necessary.
Before we state the results, we introduce the concept of generalized inverse of a
matrix, which extends the notion of (left, right) inverse to the non-full rank case.
Definition 12. Let R be any commutative domain. The matrix G ∈ Rq×p is a gen-
eralized inverse of R ∈ Rp×q if
RGR = R. (10)
Remark 13. A characterization of the existence of a generalized inverse based on
the minors can be given. Indeed, as shown in [2], the matrix R with rank r admits
a generalized inverse G if and only if its r × r minors ri satisfy a Bézout equation
with coefficients gi :∑
i
rigi = 1.
Furthermore, it is possible to construct G starting from the coefficients gi and vice
versa. Note that this characterization simplifies in principle the check of the gener-
alized inverse existence. However in the general case R =A, no computer algebra
algorithms have been implemented to perform this task.
Theorem 14. Consider the convolutional behavior B = kerE R(s) with R(s) ∈
Ap×q . Then the following facts are equivalent:
1. B is spectrally controllable.
2. The matrix R(s) admits a generalized inverse in O.
3. The module Oq/OpR(s) is torsion free (and so it is free).
4. The module M(B) is torsion free.
Proof. “1 ⇒ 2” The ring O of holomorphic functions is a Bézout domain, i.e. every
finitely generated ideal is principal [13]. Since R(λ) has constant rank r for every
λ ∈ C, its r × r minors have no common zeros and thus the ideal they generate over
O must contain the constant function. Therefore they satisfy a Bézout equation over
O and, by Remark 13, R(s) admits a generalized inverse in O.
“2 ⇒ 3” Let G(s) be the holomorphic generalized inverse of R(s) and define
M(s) = I −G(s)R(s). It is easy to check that R(s)M(s) = 0 and therefore imO◦
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R(s) ⊆ kerO ◦M(s). On the other hand, take x(s) ∈ Oq such that x(s)M(s) = 0. By
definition x(s) = x(s)G(s)R(s), i.e., x(s) ∈ imO◦R(s). Therefore
kerO ◦M(s) = imO◦R(s).
As a straight consequence we get
Oq/OpR(s) = Oq/ kerO ◦M(s)∼= imO◦M(s),
and thus Oq/OpR(s) is torsion free. We note that, since O is a Bézout domain, the
property of being torsion free, projective or free are equivalent.
“3 ⇒ 4” By Proposition 8 it is sufficient to check that torsion freeness of Oq/Op
R(s) implies torsion freeness of Aq/(OpR(s) ∩Aq). Actually, if a(s) ∈A and
x(s) ∈Aq are such that
a(s)x(s) ∈ OpR(s) ∩Aq,
then also a(s)x(s)∈OpR(s) and therefore, by torsion freeness ofOq/OpR(s), x(s) ∈
OpR(s). However, by definition, x(s) ∈ OpR(s) ∩Aq .
“4 ⇒ 1” We show that B admits a dense image representation and so, by Theo-
rem 11, it is spectrally controllable.
Let us denote with F the field of fractions of A. By using basic linear algebra,
there exists a full column rank matrix M˜(s) ∈Fq×(q−r), where r is the rank ofR(s),
such that
kerF ◦M˜(s) = imF◦R(s). (11)
If we multiply M˜(s) by a suitable element inAwe obtain a matrixM(s) ∈Aq×(q−r)
which shares this property too.
Now, it is clear that imEM(s) ⊆ kerE R(s), so we have to show that the converse
holds, i.e., by (7), that
kerA ◦M(s) = imEM(s)⊥ ⊆ kerE R(s)⊥ =ApR(s).
Indeed, take any x(s) ∈ kerA ◦M(s) ⊆ kerF ◦M(s). By (11), there exists a y˜(s) ∈
Fp such that x(s) = y˜(s)R(s). Choosing a(s) ∈A such that y(s) = a(s)y˜(s) ∈
Ap, we get
a(s)x(s) = y(s)R(s) ∈ApR(s) ⊆ApR(s).
By torsion freeness of ApR(s), we obtain that x(s) ∈ApR(s). 
Remark 15. Note that when the behaviorB admits a full row rank kernel represen-
tationB = kerR(s), then spectral controllability is characterized by the existence of
an holomorphic right inverse of R(s), i.e., there exists a G(s) with entries in O that
satisfies the following Bézout equation:
R(s)G(s) = I.
Example 16. Consider the matrix R(s) = [b(s) − a(s)], where a(s) and b(s) have
been defined in (5) of Example 6, i.e.
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R(s) =
[
1− e−sτ − 1−e−s
s
]
. (12)
The behavior B = kerE R(s) is spectrally controllable if and only if τ is irrational,
i.e. as stated in Example 6, if and only if there exist holomorphic functions x(s)
and y(s) such that Eq. (6) holds. Note that in this case the generalized inverse in
condition 2 of Theorem 14 is exactly
G(s) =
[
y(s)
−x(s)
]
. (13)
Actually, R(s) is full row rank and, as stated in Remark 15, G(s) is its right inverse.
On the other hand, it is easy to check that also condition 2 of Theorem 11 holds
true with the matrix M(s) defined in (5). Indeed, by [22, Theorem 2.12] (and the
construction shown in its proof), we have that imO◦R(s) = kerO ◦M(s). Therefore,
by Proposition 8,
B⊥ =AR(s) = OR(s) ∩A2 = kerA ◦M(s) = imEM(s)⊥
and so, by closedness of B, we obtain that B = imEM(s).
The following theorem states the equivalence of torsion freeness of the module
M(B) and two other conditions. The first one generalizes the so-called divisibility
ofB that means that every operator inA fromB into itself is surjective. The second
one represents the adaptation to the convolutional case of a notion that has already
been introduced in [8] within the module theoretic approach and is called E-control-
lability ofM(B). This condition is shown to be equivalent to controllability also for
multidimensional systems in [26, Theorem 5].
Theorem 17. Consider the convolutional behavior B ⊆ Eq . Then the following
facts are equivalent:
1. For every non-zero a(s) ∈A, a(s)B = B.
2. For every non-zero µ ∈M(B), µB = E.
3. The module M(B) is torsion free.
Proof. “1 ⇔ 3” The fact that B⊥ ⊆ (a(s)B)⊥ always holds true, is straightfor-
ward. As regards the opposite inclusion, note that x(s) ∈ (a(s)B)⊥ if and only if
a(s)x(s) ∈ B⊥. Therefore (a(s)B)⊥ ⊆ B⊥ if and only if a(s)x(s) ∈ B⊥ implies
that x(s) ∈ B⊥. But this corresponds to torsion freeness of M(B).
“2 ⇒ 3” Take a non-zero µ ∈M(B) and let a(s) ∈A be such that a(s)µ = B⊥,
which is the zero element in M(B). Then a(s)E = a(s)µB ⊆ a(s)µB = {0}. But
this means that a(s) ∈ E⊥ = {0} and therefore M(B) is torsion free.
“3 ⇒ 2” Suppose that µB /= E, i.e., (µB)⊥ /= {0} and let µ = m(s)+B⊥, that
is to say, µB = m(s)B. Then there exists a non-zero a(s) ∈ (m(s)B)⊥ /= {0} and
therefore a(s)m(s) ∈ B⊥. By torsion freeness, alsom(s) ∈ B⊥, and thereforeµ = 0
in M(B). 
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5. Projective controllability and existence of a generalized inverse
The main purpose of this section is to study how projective controllability and
properties of the behavior kerE R(s) relate to each other. In this context, the existence
of a generalized inverse with entries in A plays a fundamental role. First we notice
that this property has many interesting direct consequences, as the following lemma
shows.
Lemma 18. Assume thatR(s) ∈Ap×q admits a generalized inverseG(s) ∈Aq×p.
Then
kerE R(s) = imE(I −G(s)R(s)), imER(s) = kerE(I − R(s)G(s)),
kerA ◦R(s) = imA◦(I − R(s)G(s)), imA◦R(s) = kerA ◦(I −G(s)R(s)).
Proof. The inclusions of images into kernels follow straightforward by writing
Eq. (10) of Definition 12 as R(s)(I −G(s)R(s)) = 0 or (I − R(s)G(s))R(s) = 0.
We show that the opposite inclusions hold true for the first two equations, being the
proof analogous in the remaining cases.
w ∈ kerE R(s) ⇒ w = (I −G(s)R(s))w ∈ imE(I −G(s)R(s)),
w ∈ kerE(I − R(s)G(s)) ⇒ w = R(s)G(s)w ∈ imER(s). 
Remark 19. Note, as a direct consequence of Lemma 18, that the image of any
matrix which admits generalized inverse, both over E and overA, is closed, since it
is equal to the kernel of a suitable matrix.
The existence of a generalized inverse of a matrix R(s) providing a kernel repre-
sentation of a behavior is not, a priori, a representation free property of that behavior
and hence it is not a well defined property from a behavioral point of view. This fact
can be shown using Example 6: in the first case 1 is trivially invertible while the
matrix M(s) defined in (5) does not have an inverse since in generalA2M(s) /=A.
These considerations lead us to the following definition.
Definition 20. A behavior B ⊆ Eq has the property GI if it admits a kernel repre-
sentation B = kerE R(s) such that R(s) ∈Ap×q has a generalized inverse.
This condition is very important from a behavioral point of view. Indeed, Lem-
ma 18 immediately shows that a behavior B possessing the property GI admits an
image representation and thus it is controllable. More precisely:
Theorem 21. The behavior B ⊆ Eq has the property GI if and only if it admits
an image representation B = imEM(s), where M(s) ∈Aq×d has a generalized in-
verse.
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Proof. This theorem is an easy consequence of Lemma 18. Indeed, ifB = kerE R(s)
and R(s) has generalized inverse G(s), then M(s) = I −G(s)R(s) provides an
image representation of B. Moreover it is simple to show that M(s)2 = M(s) and
therefore M(s) admits itself as generalized inverse.
Conversely, ifB = imEM(s) andM(s) has generalized inverseN(s), thenR(s) =
I −M(s)N(s) gives the desired kernel representation of the behavior. 
However, the most interesting fact about the property GI lies in its module the-
oretic characterization. We recall here the definition of projective module assuming
that the base ring is always A.
Definition 22 [14, p. 137]. The module M is projective if any exact sequence
0 −→ A −→ B φ−→M −→ 0 (14)
splits, i.e., there is a homomorphism ψ :M→ B such that φψ = id.
An alternative useful definition is the following.
Lemma 23. The moduleM is projective if and only if there exists an exact sequence
0 −→ Q −→ F π−→M −→ 0 (15)
which splits and F is a free module.
Proof. An exact sequence like (15) with F free always exists and splits by projec-
tivity ofM. On the other hand, we have to show that if (15) splits any exact sequence
like (14) splits too. To do this, we first define γ such that the diagram
(16)
commutes and then look for a homomorphism ψ :M→ B such that φψ = id. In-
deed, if {ei} is a basis of F , by surjectivity of φ, there exist bi ∈ B such that π(ei) =
φ(bi) for every i. If we define γ : F → N , by letting γ (ei) = bi and extending it
by linearity to F , π = φγ and the diagram (16) commutes. Moreover, we have that
ψ = γ σ . Actually, φψ = φγσ = πσ = id. 
We are now in a position to give the behavioral interpretation of projective con-
trollability.
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Theorem 24. Consider the closed behaviorB ⊆ Eq . The following facts are equiv-
alent:
1. B has the property GI.
2. The module M(B) is projective.
Proof. “1 ⇒ 2” By Theorem 21, there exist matrices M(s) and N(s) such that
B = imEM(s) and
M(s)N(s)M(s) = M(s). (17)
By (7), we have that B⊥ = kerA ◦M(s) and therefore
M(B) =Aq/B⊥ =Aq/ kerA ◦M(s)∼= imA◦M(s). (18)
Using this isomorphism, call µ :Aq →M(B) the surjective homomorphism map-
ping a(s) ∈Aq to a(s)M(s) and define analogously ν :M(B)→Aq , a(s) →
a(s)N(s). By Eq. (17), (µν − id)µ = 0, and therefore, being imµ =M(B), also
µν = id. Thus the sequence
(19)
splits and, by Proposition 23, M(B) is projective.
“2 ⇒ 1” By definition of projectivity, the exact sequence
0 −→ B⊥ −→Aq π−→Aq/B⊥ −→ 0
splits and therefore there exists a homomorphism σ :Aq/B⊥ →Aq such that
πσ = id. Define φ = σπ :Aq →Aq and represent it as a matrix operator ◦M(s)
with entries in A. Note that M(s)2 = M(s), since φ2 = (σπ)(σπ) = σ(πσ)π =
σπ = φ, and therefore M(s) has a generalized inverse. On the other side,
B⊥ = kerπ ⊆ ker σπ = kerA ◦M(s) ⊆ kerπσπ = kerπ,
and therefore, by (7), B = imEM(s), where the image is closed as stated in Re-
mark 19. 
By Remark 13, we can argue that the solvability of a suitable scalar Bézout equa-
tion over the ring A is a sufficient condition for projective controllability. Actually,
to obtain a complete characterization of projective controllability, a generalized Béz-
out matrix equation is necessary, which is provided by the following theorem. Even
though this conditions is more complicate than the existence of a generalized in-
verse, it plays an important role also because free controllability will be seen to
be equivalent to a modified version of Eqs. (20) (see Theorem 28). An analogous
result both for projective and for free modules, has been obtained in the context of
multidimensional systems [19].
Theorem 25. Let R(s) ∈Ap×q and B = kerE R(s). Then the following two facts
are equivalent:
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1. There exist matrices G(s) ∈ Oq×p, M(s) ∈Aq×n and N(s) ∈An×q for some
integer n such that{
G(s)R(s)+M(s)N(s) = I,
R(s)M(s) = 0. (20)
2. The module M(B) is projective.
Proof. “1 ⇒ 2” If (20) are satisfied, by multiplying the first equation byM(s) on the
right, we deduce that N(s) is the generalized inverse of M(s). So, since G(s)R(s) =
I −M(s)N(s), by Lemma 18,
kerEG(s)R(s) = imEM(s). (21)
However, note that by multiplying the second equation in (20) by R(s) on the left,
we obtain that
R(s)G(s)R(s) = R(s).
Therefore, employing twice Theorem 4, we get that
kerEG(s)R(s) = kerE R(s). (22)
By Eq. (21),
B = imEM(s)
and so B has the property GI by Theorem 21. M(B) is then projective by Theo-
rem 24.
“2 ⇒ 1” If M(B) is projective, B has property GI by Theorem 24 and therefore
there is a matrix M(s), with generalized inverse N(s), such that, considering also
Proposition 8,
B = kerE R(s) = imEM(s) = kerE(I −M(s)N(s)).
By Theorem 4 there is a matrix G(s) with entries in O such that G(s)R(s) = I −
M(s)R(s) and finally,
imER(s)M(s) = R(s)imEM(s) = R(s)B = {0},
which implies that R(s)M(s) = 0. 
Remark 26. Note that Eqs. (20) have two important consequences.
• They provide an image representation of B, given by the matrix M(s),
kerE R(s) = imEM(s),
and N(s) is the generalized inverse of M(s).
• The matrix G(s) is a generalized inverse of R(s) in O. By Theorem 14, the ex-
istence of such an inverse is equivalent to spectral controllability of kerE R(s).
In this case, G(s) has an additional property: the matrix R˜(s) = G(s)R(s) has
entries in A and R˜(s)2 = R˜(s), therefore it admits generalized inverse. This, to-
gether with Eq. (22), means that R˜(s) is one of the matrices whose existence is
stated in Definition 20.
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Example 27. Consider the behavior B = kerE R(s) defined in Example 16 where
τ is an irrational but not a Liouville number. Then the Bézout equation (6) admits
solutions x(s), y(s) inA and therefore G(s) defined in (13) is a right inverse of R(s)
with entries inA. By Theorem 24,M(B) is projective. It is immediate to check that
condition 1 of Theorem 25 holds with M(s) defined in (5) and
N(s) = [x(s) y(s)] . (23)
Note that when τ is a Liouville number, B does not admit any image representa-
tion [22, Example 3.4]. Since the existence of an image representation is a necessary
condition for projectivity of the moduleM(B), this fact proves that torsion freeness
and projectivity of a module are not equivalent properties both in A and in H.
6. Free controllability and existence of an injective image representation
In this section we show that freeness of M(B) can be characterized in terms
of existence of image representation and of a suitable matrix equation. We start by
showing how Theorem 25 can be adapted to this case.
Theorem 28. Let R(s) ∈Ap×q and B = kerE R(s). Then the following two facts
are equivalent:
1. There exist matrices G(s) ∈ Oq×p, M(s) ∈Aq×n and N(s) ∈An×q for some
integer n such that

G(s)R(s)+M(s)N(s) = I,
R(s)M(s) = 0,
N(s)M(s) = I.
(24)
2. The module M(B) is free.
Proof. “1 ⇒ 2” If Eqs. (24) hold, we know, by Theorems 25 and 24, that Eq. (18)
holds, i.e., thatM(B)∼= imA◦M(s). However, from the last equation in (24), we get
that
An = imA◦N(s)M(s) ⊆ imA◦M(s) ⊆An,
thus ensuring that M(B)∼=An is free.
“2 ⇒ 1” Since M(B) =Aq/B⊥ is free, it is projective and isomorphic to Ak
for some integer k. Therefore, in the following diagram:
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the row is exact and splits, i.e., πσ = id, while α and β are isomorphisms such
that αβ and βα are identities. Let µ = απ :Aq →Ak , ν = σβ :Ak →Aq and
represent them as matrix operators ◦M(s) and ◦N(s) with entries in A.
Sinceµν = απσβ = αβ = id,N(s)M(s) = I and thereforeN(s) is also a gener-
alized inverse ofM(s). By exactness, we haveB⊥ = kerπ = kerαπ = kerA ◦M(s)
and, by (7) and Lemma 18, kerE R(s) = imEM(s) = kerE(I −M(s)N(s)). From
this fact we get both that R(s)M(s) = 0 and that, by Theorem 4, the first equation
in (24) holds true. 
Finally, we show that freeness corresponds to the existence of an injective image
representation.
Theorem 29. Consider the closed behavior B ⊆ Eq . The two following facts are
equivalent:
1. B admits an injective image representation, i.e. B = imEM(s) with M(s) ∈
Aq×d and kerEM(s) = {0}.
2. The module M(B) is free.
Proof. “1 ⇒ 2” By (18), M(B) = imA◦M(s), while by injectivity,
imA◦M(s) = kerEM(s)⊥ =Ad .
However, an advanced topological result [3, Proposition 21.9] states that imEM(s)
is closed if and only if imA◦M(s) is closed. So, the image of ◦M(s) is equal to Ad
and thus M(B) is free.
“2 ⇒ 1” If M(B) is free, then the matrix M(s), whose existence is ensured by
Theorem 28, provides an image representation for B, as noticed in Remark 26, and
since there exists an N(s) such that N(s)M(s) = I , it is injective. 
As we already mentioned, the existence of an injective image representation can
be very helpful in the solution of several control problems. However, conditions (24)
are not easy to check and for this reason it is often difficult to verify whether a system
is free controllable.
It is worth noticing that in some specific situations something can be said. For in-
stance, the following result shows that ifB = kerE R(s), where R(s) ∈Ap×q is full
row rank and p = q − 1 (B is a single input behavior [22]), then free and projective
controllability coincide.
Theorem 30. Let R(s) ∈A(q−1)×q be full row rank and B = kerE R(s). Then
M(B) is free if and only if M(B) is projective.
Proof. We need to show only that projectivity implies freeness. If M(B) is pro-
jective, then by Theorem 24 and Remark 13 we have that the q − 1× q − 1
minors satisfy a Bézout equation over A. Let mi(s) be the q − 1× q − 1 minor
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obtained by deleting the ith column of R(s) and let n1(s), . . . , nq(s) ∈A be such
that
n1(s)m1(s)+ · · · + nq(s)mq(s) = 1.
Notice that, by adding the row N(s) = [n1(s) · · · nq(s)] at the bottom of R(s), we
obtain an invertible matrix over A. If we partition its inverse as [G(s) M(s)] with
M(s) ∈A1×q , it is easy to check that Eqs. (24) hold and, by Theorem 28, M(B) is
free. 
Example 31. Consider again the behaviorB = kerE R(s) introduced in Example 16.
In Example 27 we showed that B = imEM(s) when τ is an irrational but not a
Liouville number. In any case, M(s) is injective for any irrational τ , by Example 6,
and therefore M(B) is free by Theorem 29.
In this example (see Theorem 30) M(B) is both projective and free. It is still
unknown whether projective controllability and free controllability coincide for con-
volutional systems with more than one input.
7. Delay-differential systems
When R(s) ∈Hp×q , almost every result that has been presented in this paper
may be rewritten employing only the algebra H, in this case endowed with the
topology induced by A. In particular if we define the orthogonal of the behavior
as
B⊥ = {h(s) ∈Hq : h(s)w = 0 ∀w ∈ B}
=ApR(s) ∩Hq = OpR(s) ∩Hq
and the module associated with B as
M(B) =Hq/B⊥,
then every statement, except Theorem 29, still holds true simply by replacing the
algebra A with H.
In the following theorems we sum up the equivalences that hold for delay-differ-
ential systems.
Theorem 32. Consider the convolutional behavior B = kerE R(s) with R(s)
∈Hp×q . Then the following facts are equivalent:
1. B is spectrally controllable.
2. B admits a dense image representation, i.e., there exists a matrixM(s) ∈Hq×d
for some d ∈ N such that B = imEM(s).
3. The module Oq/OpR(s) is torsion free (and hence free).
4. The matrix R(s) admits a generalized inverse in O.
5. For every non-zero h(s) ∈H, h(s)B = B.
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6. For every non-zero µ ∈M(B), µB = E.
7. The module M(B) is torsion free.
Then, by taking generalized inverses with elements in H, we obtain:
Theorem 33. Consider the convolutional behavior B = kerE R(s) with R(s) ∈
Hp×q . Then the following facts are equivalent, with suitable integers d and n:
1. B has the property GI.
2. The behavior admits an image representation B = imEM(s), where M(s) ∈
Hq×d has a generalized inverse.
3. There exist matrices G(s) ∈ Oq×p, M(s) ∈Hq×n and N(s) ∈Hn×q such that
G(s)R(s)+M(s)N(s) = I and R(s)M(s) = 0.
4. The module M(B) is projective.
Finally, as we said, not all the equivalences which are true for convolutional sys-
tems, still hold in the delay-differential case. To be more precise:
Theorem 34. Consider the convolutional behavior B = kerE R(s) with R(s) ∈
Hp×q . Then the following facts are equivalent:
1. There exist matrices G(s) ∈ Oq×p, M(s) ∈Hq×n and N(s) ∈Hn×q such that
G(s)R(s)+M(s)N(s) = I, R(s)M(s) = 0 and N(s)M(s) = I .
2. The module M(B) is free.
Moreover, if these conditions are satisfied, then
3. the behavior admits an image representation B = imEM(s), where M(s) ∈
Hq×d is injective.
Remark 35. Notice that property 3 is really weaker than the other conditions pre-
sented in Theorem 34. Indeed, let B = kerE R(s) where the matrix R(s) ∈H1×2
has been defined in (12). As we have shown in Example 31, this behavior admits an
injective image representation B = imEM(s) whenever τ is neither a rational nor a
Liouville number.
However, even if hypotheses and condition 3 of Theorem 34 are satisfied, the
matrixM(s) has no left inverse overH for every non-rational τ . Therefore condition
1 cannot hold and M(B) is not free. Indeed, it is enough to note that in the ring
R(s)[e−s , e−τs] the ideal generated by 1− e−s and 1− e−τs cannot be the whole
ring. Notice that neither condition 2 of Theorem 33 is satisfied and therefore M(B)
is not even projective.
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