Iterative method for approximate solution of fuzzy integro-differential equations  by Otadi, Mahmood & Mosleh, Maryam
Full Length Article
Iterative method for approximate solution of
fuzzy integro-differential equations
Mahmood Otadi *, Maryam Mosleh
Department of Mathematics, Firoozkooh Branch, Islamic Azad University, Firoozkooh, Iran
A R T I C L E I N F O
Article history:
Received 4 July 2016
Received in revised form 23 October
2016
Accepted 4 November 2016
Available online 17 November 2016
A B S T R A C T
In this paper, we interpret a nonlinear fuzzy Fredholm integro-differential equations by using
the strongly generalized differentiability concept. Based on the parametric form of a fuzzy
number, a fuzzy integro-differential equation converts to two systems of integro-differential
equations in the crisp case. Also, we use the parametric form of fuzzy number, and an it-
erative approach for obtaining approximate solution for a class of nonlinear fuzzy Fredholm
integro-differential equation of the second kind is proposed. This paper presents a method
based on Newton–Cotes methods with positive coefficient. Then we obtain approximate so-
lution of the nonlinear fuzzy integro-differential equations by an iterative approach.
© 2016 Beni-Suef University. Production and hosting by Elsevier B.V. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).
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1. Introduction
The study of fuzzy integral equations (FIE) forms a suitable
setting for mathematical modeling of real-world problems in
which uncertainties or vagueness pervade. The topics of fuzzy
integral equations which is a growing interest for some time,
in particular in relation to fuzzy control, have been rapidly de-
veloped in recent years. The fuzzy mapping function was
introduced by Chang and Zadeh (1972). Later, Dubois and Prade
(1982) presented an elementary fuzzy calculus based on the
extension principle also the concept of integration of fuzzy
functions.
Since some of the fuzzy integral equations cannot be solved
explicitly, it is often necessary to resort to numerical tech-
niques which are appropriate combinations of numerical
integration and interpolation. There are several numerical
methods for solving fuzzy linear Fredholm integral equation
(Abbasbandy et al., 2007; Babolian et al., 2005; Friedman et al.,
1999) and fuzzy differential equation (Mosleh and Otadi, 2012a,
2012b). Hosseini Fadravi et al. (2014) considered solutions of
fuzzy Fredholm integral equations using neural networks. Based
on the parametric form of a fuzzy number, a Fredholm fuzzy
integral equation converts to two systems of integral equa-
tions of the second kind in the crisp case. In their approach,
they grow neural network as the approximate solution of the
integral equations, for which the activation functions are log-
sigmoid and linear functions. Recently Otadi and Mosleh (2016)
introduced new generalized interval-valued fuzzy linear
Fredholm integral equation concepts. The work of this paper
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is an expansion of the research of real fuzzy linear Fredholm
integral equations. In this paper interval-valued fuzzy neural
network (IVFNN) can be trained with crisp and interval-
valued fuzzy data. In this paper, a novel hybrid method based
on IVFNN and Newton–Cotes methods with positive coeffi-
cient for the solution of interval-valued fuzzy linear Fredholm
integral equations (IVFLFIEs) of the second kind is presented.
Within this paper the fuzzy neural network model is used to
obtain an estimate for the fuzzy parameters in a statistical
sense. Also Mosleh and Otadi (2016) proved some results con-
cerning the existence of solution for a class of nonlinear fuzzy
Fredholm integro-differential equations. Also an iterative ap-
proach to obtain approximate solution for a class of nonlinear
fuzzy Fredholm integro-differential equation of the second kind
is proposed. But they considered the H-derivative of fuzzy
numbers.
While finding an approximate solution for the nonlinear
fuzzy integro-differential equations
′ ( ) = ( ) + ( )( )∫X s y s k s t X t dtab , , ,
is difficult.
In this paper, using strongly generalized differentiability, we
present a novel and very simple numerical method based on
iterative methods for solving nonlinear fuzzy Fredholm integro-
differential equations of the second kind. The strongly
generalized differentiability was introduced in Bede and Gal
(2004) and studied in Bede and Gal (2005). This concept allows
us to resolve the above-mentioned shortcoming. Indeed, the
strongly generalized derivative is defined for a larger class of
fuzzy-number-valued functions than the Hukuhara derivative.
Hence, we use this differentiability concept in the present paper.
2. Preliminaries
In this section the basic notations used in fuzzy operations are
introduced. We start by defining the fuzzy number.
Definition 1. A fuzzy number is a fuzzy set u I: ,1 0 1→ = [ ]
such that
i. u is upper semi-continuous;
ii. u(x) = 0 outside some interval [a,d];
iii. there are real numbers b and c, a ≤ b ≤ c ≤ d, for which
1. u(x) is monotonically increasing on [a,b],
2. u(x) is monotonically decreasing on [c,d],
3. u x b x c( ) = ≤ ≤1, .
The set of all the fuzzy numbers (as given in Definition 1)
is denoted by E (Klir et al., 1997).
An alternative definition which yields the same E1 is given
by Kaleva (1987).
Definition 2. A fuzzy number u is a pair u u,( ) of functions u r( )
and u r( ), 0 ≤ r ≤ 1, which satisfy the following requirements:
i. u r( ) is a bounded monotonically increasing, left con-
tinuous function on (0,1] and right continuous at 0;
ii. u r( ) is a bounded monotonically decreasing, left con-
tinuous function on (0,1] and right continuous at 0;
iii. u r u r r( ) ≤ ( ) ≤ ≤, 0 1 .
A crisp number r is simply represented by
u u rα α α( ) = ( ) = ≤ ≤, 0 1 . The set of all the fuzzy numbers is
denoted by E1. This fuzzy number space as shown in Congxin
and Ming (1991) can be embedded into the Banach space
B C C= [ ] × [ ]0 1 0 1, , .
For arbitrary u u r u r v v r v r= ( ) ( )( ) = ( ) ( )( ), , , and k ∈ ℝ we
define addition and multiplication by k as
u v r u r v r
u v r u r v r
ku r ku r ku r
+( )( ) = ( ) + ( )( )
+( )( ) = ( ) + ( )( )
( ) = ( ) (
,
,
, ) = ( ) ≥
( ) = ( ) ( ) = ( ) <
ku r if k
ku r ku r ku r ku r if k
, ,
, , .
0
0
Definition 3. For arbitrary fuzzy numbers u,v, we use the dis-
tance (Goetschel and Vaxman, 1986)
D u v sup max u r v r u r v rr, ,( ) = ( ) − ( ) ( ) − ( ){ }≤ ≤0 1
and it is shown that (E,D) is a complete metric space (Puri and
Ralescu, 1986).
Definition 4. Let f a b E: ,[ ] → , for each partition P t t tn= { }0 1, , ,…
of [a,b] and for arbitrary ξi i it t i n∈[ ] ≤ ≤−1 1, , suppose
R f t t
max t t i n
p i i ii
n
i i
= ( ) −( )
= − ={ }
−
=
−
∑ ξ 11
1 1 2
,
: , , , , .Δ …
The definite integral of f(t) over [a,b] is
f t dt lim R
a
b
p( ) =∫ →Δ 0
provided that this limit exists in the metric D (Friedman et al.,
1999).
If the fuzzy function f(t) is continuous in the metric D, its
definite integral exists (Goetschel and Vaxman, 1986) and also,
f t r dt f t r dt
f t r dt f t r dt
a
b
a
b
a
b
a
b
; ; ,
; ; .
( )( ) = ( )
( )⎛⎝⎜ ⎞⎠⎟ = ( )
∫ ∫
∫ ∫
Definition 5. Let u,v ∈ E. If there exists w ∈ E, such that
u = v + w, then w is called the H-difference of u,v and it is
denoted u ⊖ v.
In this paper the sign ⊖ always stands for the H-difference,
and let us remark that u v u v ≠ + −( )1 . Usually we denote
u + (−1)v by u − v, while u ⊖ v stands for the H-difference. In
what follows, we fix T = (a,b), for a,b ∈ ℝ.
Definition 6. Let F:T → E be a fuzzy function. We say F is dif-
ferentiable at t0 ∈ T if there exists an element F′(t0) ∈ E such that
the limits
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lim
F t h F t
h
and lim
F t F t h
hh h→ →
+ +
+( ) ( ) ( ) −( )
0
0 0
0
0 0  ,
exist and are equal to F′(t0).
The above definition is a straightforward generalization of
the Hukuhara differentiability of a set-value function. From
proposition 4.2.8 in Diamond and Kloeden (1994), it follows that
a Hukuhara differentiable function has increasing length of
support. Note that this definition of a derivative is very re-
strictive (Bede and Gal, 2005).The authors of Bede and Gal (2005)
introduced a more general definition of a derivative for a fuzzy-
number-valued function. In this paper we consider the following
definition (Chalco-Cano and Roman-Flores, 2008):
Definition 7. Let F:T→E. Fix t0 ∈ T. We say F is differentiable at
t0, if there exists an element F′(t0) ∈ E such that
(1) for all h > 0 sufficiently close to 0, there exist
F t h F t F t F t h0 0 0 0+( ) ( ) ( ) −( ) , and the limits (in the
metric D)
lim
F t h F t
h
lim
F t F t h
h
F th h→ →+ +
+( ) ( )
=
( ) −( )
= ′ ( )0 0 0 0 0 0 0  ,
or
(2) for all h > 0 sufficiently close to 0, there exist
F t h F t F t F t h0 0 0 0+( ) ( ) ( ) −( ) , and the limits (in the
metric D)
lim
F t h F t
h
lim
F t F t h
h
F th h→ →− −
+( ) ( )
=
( ) −( )
= ′ ( )0 0 0 0 0 0 0  .
Remark 1. In the previous definition, case (1) corresponds to
the H-derivative introduced in Puri and Ralescu (1983), so this
differentiability concept is a generalization of the H-derivative.
Remark 2. In Bede and Gal (2005), the authors consider four
cases for derivatives. Here we only consider the two first cases
of Definition 5 in Bede and Gal (2005). In the other cases, the
derivative is trivial because it is reduced to a crisp element
(more precisely, F′ ∈ ℝ; for details see Theorem 7 in Bede and
Gal (2005)).
Definition 8. Let F:T→E. We say F is (1)-differentiable on T if F is
differentiable in the sense (1) of Definition 7 and its derivative is
denoted D1F, and similarly for (2)-differentiability we have D2F.
The principal properties of defined derivatives are well
known and can be found in Bede and Gal (2005), Chalco-Cano
and Roman-Flores (2008), and Kaleva (2006). In this paper, we
make use of the following Theorem (Chalco-Cano and
Roman-Flores, 2008).
Theorem 1. Let F:T→E and put F t F t r F t r( ) = ( ) ( )( ); , ; for each
0 ≤ r ≤ 1.
(i) If F is (1)-differentiable then F t r;( ) and F t r;( ) are dif-
ferentiable functions and D F t F t r F t r1 ( ) = ′ ( ) ′ ( )( ); , ; .
(ii) If F is (2)-differentiable then F t r;( ) and F t r;( ) are dif-
ferentiable functions and D F t F t r F t r2 ( ) = ′ ( ) ′ ( )( ); , ;, .
Proof. See Chalco-Cano and Roman-Flores (2008). □
3. Fuzzy integro-differential equation
In this section, we consider the nonlinear Fredholm integro-
differential equations of the second kind
′ ( ) = ( ) + ( )( ) ( ) =∫X s y s k s t X t dt X s Xab , , , ,0 0 (1)
where k is an arbitrary given kernel function and y(s) is a given
function of s ∈ [a,b] and X0 is a fuzzy number.
Definition 9. Let X:T→E be a fuzzy function such that
D1X or D2X exists. If X and D1X satisfy problem (1), we say
X is a (1)-solution of problem (1). Similarly, if X and
D2X satisfy problem (1), we say X is a (2)-solution of problem
(1).
For solving Eq. (1) we may replace Eq. (1) by a system
of integral equations. Let X s X s r X s r( ) = ( ) ( )( ), , , . If X(s) is
(1)-differentiable then Eq. (1) translates into the following
system:
′ ( ) ( ) + ( )( ) ( ) + ( )
( )
∫ ∫X s y s k s t X t dt y s F s t X X dt
X s X
a
b
a
b
= , , = , , , ,
= ,0 0
′ ( ) ( ) + ( )( ) ( ) + ( )
( )
∫ ∫X s y s k s t X t dt y s G s t X X dt
X s X
a
b
a
b
= , , = , , , ,
=0 0.
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
(2)
Also, if X(s) is (2)-differentiable then Eq. (1) translates into
the following system:
′ ( ) = ( ) + ( )( ) = ( ) + ( )
( ) =
∫ ∫X s y s k s t X t dt y s F s t X X dt
X s X
a
b
a
b
, , , , , ,
,0 0
′ ( ) = ( ) + ( )( ) = ( ) + ( )
( ) =
∫ ∫X s y s k s t X t dt y s G s t X X dt
X s X
a
b
a
b
, , , , , ,
0 0.
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
(3)
The parametric forms of (2) and (3) are given by
′ ( ) = ( ) + ( ) ( )( ) ( ) = ( )
′
∫X s r y s r F s t X t r X t r dt X s r X r
X s
a
b
; ; , , ; , ; , ; ,0 0
; ; , , ; , ; , ; ,r y s r G s t X t r X t r dt X s r X r
a
b( ) = ( ) + ( ) ( )( ) ( ) = ( )
⎧
⎨⎪
⎩⎪ ∫ 0 0
(4)
′ ( ) = ( ) + ( ) ( )( ) ( ) = ( )
′
∫X s r y s r F s t X t r X t r dt X s r X r
X s
a
b
; ; , , ; , ; , ; ,0 0
; ; , , ; , ; , ;r y s r G s t X t r X t r dt X s r X r
a
b( ) = ( ) + ( ) ( )( ) ( ) = ( )
⎧
⎨⎪
⎩⎪ ∫ 0 0
(5)
for r ∈ [0,1]. In most cases, however, analytical solution to (4)
and (5) may not be found and a numerical approach must be
considered.
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4. The numerical approach
We replace the interval [a,b] by a set of discrete equally spaced
grid points
a s s s bN= < < < =0 1 …
at which the exact solutions X s r X s r1 1; , ;( ) ( )( ) and
X s r X s r2 2; , ;( ) ( )( ) are approximated by some x s r x s r1 1; , ;( ) ( )( )
and x s r x s r2 2; , ;( ) ( )( ), respectively. The exact and approximate
solutions at si, 0 ≤ i ≤ N are denoted by X r X r X ri i i1 1 1( ) = ( ) ( )( ), ,
X r X r X r x r x ri i i i i2 2 2 1 1( ) = ( ) ( )( ) ( ) = (, , , ) ( )( ), x ri1 and x r x ri i2 2( ) = ( )( ,
x ri2 ( )) , respectively.The grid points at which the solution is cal-
culated are
s s ih h b a N i Ni = + = −( ) ≤ ≤0 1, ; .
The first-order approximation of ′ ( )X s r; and ′ ( )X s r; is given
by
′ ( ) ≈ +( ) − ( )Z s r Z s h r Z s r
h
;
; ;
(6)
where Z(s;r) is X s r;( ) and X s r;( ) alternatively. By virtue of Eq.
(6) and Eqs. (4) and Eqs. (5) we obtain
X r X r h y r F s t X t r X t r dt
i i i ia
b
1 1 1 1 1+
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣⎢ ⎤⎦⎥ +∫ , , ; , ; O h
X r X r h y r G s t X t r X t r dti i i ia
b
2
1 1 1 1 1
( )
( ) = ( ) + ( ) + ( ) ( )( )+ ∫
,
, , ; , ;⎡⎣⎢ ⎤⎦⎥ + ( )
( ) = ( ) ( ) = ( ) = −
⎧
⎨ O h
X s r X r X s r X r i N
2
1 0 0 1 0 0 0 1 1
,
; , ; , , , , ,…
⎪⎪
⎩
⎪⎪
(7)
X r X r h y r F s t X t r X t r dti i i ia
b
2 1 2 2 2+ ( ) = ( ) + ( ) + ( ) ( )( )⎡⎣⎢ ⎤⎦⎥ +∫ , , ; , ; O h
X r X r h y r G s t X t r X t r dt
i i i ia
b
2
2 1 2 2 2
( )
( ) = ( ) + ( ) + ( ) ( )( )+ ∫
,
, , ; , ;⎡⎣⎢ ⎤⎦⎥ + ( )
( ) = ( ) ( ) = ( ) = −
⎧
⎨ O h
X s r X r X s r X r i N
2
2 0 0 2 0 0 0 1 1
,
; , ; , , , , ,…
⎪⎪
⎩
⎪⎪
(8)
where X0 is an initial value.
The Newton–Cotes method (Atkinson, 1987) is given by
Z t dt w Z t O h
a
b
j j
j
N
( ) = ( ) + ( )∫ ∑
=0
ν
(9)
where Z is F and G alternatively and ν depends on the used
method of Newton–Cotes with positive coefficient for estimat-
ing the integral in Eq. (9). By virtue of Eq. (9) and Eqs. (7) and
Eqs. (8) we obtain
X r X r h y r w F s t X r X r
O
i i i j i j j jj
N
1 1 1 1 10+ =
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣ ⎤⎦
+
∑ , , ,
h O h
X r X r h y r w G s t X r X ri i i j i j j j
2 1
1 1 1 1 1
( ) + ( )
( ) = ( ) + ( ) + ( ) (
+
+
ν ,
, , , )( )⎡⎣ ⎤⎦
+ ( ) + ( )
( ) = ( ) ( ) = ( )
=
+
∑ jN
O h O h
X s r X r X s r X r
0
2 1
1 0 0 1 0 0
ν ,
; , ; , i N= −
⎧
⎨
⎪⎪⎪⎪
⎩
⎪⎪⎪⎪ 0 1 1, , , .…
(10)
X r X r h y r w F s t X r X r
O
i i i j i j j jj
N
2 1 2 2 20+ =
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣ ⎤⎦
+
∑ , , ,
h O h
X r X r h y r w G s t X r X r
i i i j i j j j
2 1
2 1 2 2 2
( ) + ( )
( ) = ( ) + ( ) + ( ) (
+
+
ν ,
, , , )( )⎡⎣ ⎤⎦
+ ( ) + ( )
( ) = ( ) ( ) = ( )
=
+
∑ jN
O h O h
X s r X r X s r X r
0
2 1
2 0 0 2 0 0
ν ,
; , ; , i N= −
⎧
⎨
⎪⎪⎪⎪
⎩
⎪⎪⎪⎪ 0 1 1, , , .…
(11)
Following Eqs. (10) and Eqs. (11) we define
x r x r h y r w F s t x r x r
x
i i i j i j j jj
N
1 1 1 1 10+ =
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣ ⎤⎦∑ , , , ,
1 1 1 1 10i i i j i j j jj
N
r x r h y r w G s t x r x r
x
+
=
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣ ⎤⎦∑ , , , ,
1 0 0 1 0 0 0 1 1s r x r x s r x r i N; , ; , , , , .( ) = ( ) ( ) = ( ) = −
⎧
⎨
⎪⎪
⎩
⎪⎪ …
(12)
x r x r h y r w F s t x r x ri i i j i j j jj
N
2 1 2 2 20+ =
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣ ⎤⎦)∑ , , , ,
x r x r h y r w G s t x r x r
i i i j i j j jj
N
2 1 2 2 20+ =
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣ ⎤⎦∑ , , , ,
x s r x r X s r x r i N2 0 0 2 0 0 0 1 1; , ; , , , , .( ) = ( ) ( ) = ( ) = −
⎧
⎨
⎪⎪
⎩
⎪⎪ …
(13)
The polygon curves
x s h r s x r s x r s x rN N1 0 1 0 1 1 1 1; ; , , , , , , , ,( ) ( )⎡⎣ ⎤⎦ ( )⎡⎣ ⎤⎦{ } ( )⎡⎣ ⎤⎦} …
x s h r s x r s x r s x rN N1 0 1 0 1 1 1 1; ; , , , , , , ,( ) ( )⎡⎣ ⎤⎦ ( )⎡⎣ ⎤⎦{ } ( )⎡⎣ ⎤⎦} …
x s h r s x r s x r s x rN N2 0 2 0 1 2 1 2; ; , , , , , , ,( ) ( )⎡⎣ ⎤⎦ ( )⎡⎣ ⎤⎦{ } ( )⎡⎣ ⎤⎦} … ,
; ; , , , , , , ,x s h r s x r s x r s x rN N2 0 2 0 1 2 1 2( ) ( )⎡⎣ ⎤⎦ ( )⎡⎣ ⎤⎦{ } ( )⎡⎣ ⎤⎦ … }
(14)
are the approximates to X s r X s r X s r1 1 2; , ; , ;( ) ( ) ( ) and X s r2 ;( ),
respectively, over the interval s0 ≤ s ≤ sN.
Let F s t u v, , ,( ) and G s t u v, , ,( ) be the functions F and G of Eq.
(2) where u and v are constants and u ≤ v. In other words
F s t u v, , ,( ) and G s t u v, , ,( ) are obtained by substituting X = (u,v)
in Eq. (2). The domain where F and G are defined is therefore
B s t u v a s t b v u v= ( ) ≤ ≤ − ∞ < < +∞ − ∞ < ≤{ }, , , , , , .
Theorem 1. Let F s t u v, , ,( ) and G s t u v, , ,( ) belong to C1(B), let
the partial derivatives of F,G be bounded over B and D X xp p1 1,( )
max D X xi N i i0 1 1,= ( ){ }≤ ≤ , D X x max D X xq q i N i i2 2 0 2 2, ,( ) = ( ){ }≤ ≤ . Then,
for arbitrary fixed r: 0 ≤ r ≤ 1,
lim x r X r lim x r X r
lim x r X r
h p p h p p
h q q
→ →
→
( ) = ( ) ( ) = ( )
( ) = (
0 1 1 0 1 1
0 2 2
, .
) ( ) = ( )→, .lim x r X rh q q0 2 2
Proof. Let
X r X r h y r w F s t X r X r
p p p j
p j j jj
N
1 1 1 1
1 1 10
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣− − −=∑ , , , ⎤⎦
+ ( ) + ( )
( ) = ( ) + ( ) +
+
−
−
−
O h O h
X r X r h y r w G s t X rp p p j p j j
2 1
1 1 1 1 1 1
ν ,
, , ( ) ( )( )⎡⎣ ⎤⎦
+ ( ) + ( )
=
+
∑ , X r
O h O h
jj
N
10
2 1ν
(15)
and
x r x r h y r w F s t x r x r
p p p j p j j jj
N
1 1 1 1 1 1 10
( ) = ( ) + ( ) + ( ) ( )( )⎡⎣− − −=∑ , , , ⎤⎦
( ) = ( ) + ( ) + ( ) ( )( )− − −
=
,
, , ,x r x r h y r w G s t x r x rp p p j p j j jj1 1 1 1 1 1 10
N∑⎡⎣ ⎤⎦ .
(16)
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Consequently
X r x r X r x r
h w F s t X r X r
p p p p
j p j j j
1 1 1 1 1 1
1 1 1
( ) − ( ) = ( ) − ( ) +
( ) ( )(
− −
−
, , , ) − ( ) ( )( )( )⎡⎣ ⎤⎦ +
( ) + ( )
(
−
=
+
∑ F s t x r x r
O h O h
X r
p j j jj
N
p
1 1 10
2 1
1
, , ,
,ν
) − ( ) = ( ) − ( ) +
( ) ( )( ) −
− −
−
x r X r x r
h w G s t X r X r G s
p p p
j p j j j
1 1 1 1 1
1 1 1, , , p j j jj
N
t x r x r
O h O h
−
=
+
( ) ( )( )( )⎡⎣ ⎤⎦ +
( ) + ( )
∑ 1 1 10
2 1
, , ,
.ν
Denote W X r x rp p p1 1 1= ( ) − ( ), V X r x rp p p1 1 1= ( ) − ( ). Then
W W Lh b a D X x O h O h
V V Lh b
p p p p
p p
1 1 1 1 1
2 1
1 1 1
2
2
≤ + −( ) ( ) + ( ) + ( )
≤ + −
−
+
−
, ,ν
a D X x O h O hp p( ) ( ) + ( ) + ( )+1 1 2 1, ,ν
where L > 0 is a bound for the partial derivatives of F,G. Thus,
we have
W W p Lh b a D X x O h O h
V V p Lh b a
p p p
p
1 10 1 1
2 1
1 10
2
2
≤ + −( ) ( ) + ( ) + ( )
≤ + −(
+, ,ν
) ( ) + ( ) + ( )+D X x O h O hp p1 1 2 1, .ν
Since W0 = V0 = 0 we obtain
W p Lh b a D X x O h O h
V p Lh b a D X x
p p p
p p
1 1 1
2 1
1 1 1
2
2
≤ −( ) ( ) + ( ) + ( )
≤ −( )
+, ,
,
ν
p O h O h( ) + ( ) + ( )+2 1ν
and if h→0 we get W p1 0→ , V p1 0→ and also, we have
lim x r X r lim x r X rh q q h q q→ →( ) = ( ) ( ) = ( )0 2 2 0 2 2, ,
similarity which concludes the proof. □
So far, we came to the nonlinear equation systems (12) and
(13) with a special form that lets us offer a numerical ap-
proach for obtaining the approximate solution.
Iterative methods are widely used for finding approxi-
mate solution of nonlinear equation systems (Stoer and
Bulirsch, 1993). The nonlinear equation systems (12) and (13)
also have a structure that permits to approximate its solu-
tion by an iterative method. For this purpose, we apply a
successive substitution, similar to Jacobi method of solving
linear equation systems and thereby define an iterative process
leading to the sequence of vectors x k1
( ) , x
k
1
( )
x k2
( ) and x
k
2
( )
,
where the components of the vectors satisfy the iteration for-
mulas,
x r x r h y r w F s t x r x r
i
k
i
k
i j i j j
k
j
k
1 1
1
1 1 1+
+( ) ( ) ( ) ( )( ) = ( ) + ( ) + ( ) (, , , )( )⎡⎣ ⎤⎦
( ) = ( ) + ( ) +
=
+
+( ) ( )
∑ jN
i
k
i
k
i j i j j
kx r x r h y r w G s t x
0
1 1
1
1 1
,
, , ( )
( )
=
( ) ( )( )⎡⎣ ⎤⎦
( ) = ( ) ( ) = ( )
∑ r x r
x s r x r x s r x r
j
k
j
N
, ,
; , ; ,
10
1 0 0 1 0 0 i N k K= − =
⎧
⎨
⎪⎪
⎩
⎪⎪ 0 1 1 0 1, , , , , , , ,… …
(17)
x r x r h y r w F s t x r x ri
k
i
k
i j i j j
k
j
k
2 1
1
2 2 2+
+( ) ( ) ( ) ( )( ) = ( ) + ( ) + ( ) (, , , )( )⎡⎣ ⎤⎦
( ) = ( ) + ( ) +
=
+
+( ) ( )
∑ jN
i
k
i
k
i j i j j
kx r x r h y r w G s t x
0
2 1
1
2 2
,
, , ( )
( )
=
( ) ( )( )⎡⎣ ⎤⎦
( ) = ( ) ( ) = ( )
∑ r x r
x s r x r x s r x r
j
k
j
N
, ,
; , ; ,
20
2 0 0 2 0 0 i N k K= − =
⎧
⎨
⎪⎪
⎩
⎪⎪ 0 1 1 0 1, , , , , , , .… …
(18)
However, we should first study the conditions that guar-
antee the convergence of the approximate solutions.
Theorem 2. Considering assumptions of Theorem 1 and
D x x max D x xp
k
p i N i
k
i( , * ) { ( , * )}1 1 0 1 1
( )
≤ ≤
( )
= , D x x max D x xq
k
q i N i
k
i( , * ) { ( , * )}2 2 0 2 2
( )
≤ ≤
( )
= ,
the produced sequences x k1
( ) and x k2
( ) from the iteration
process (17) and (18) tend to the exact solutions of (12) and
(13) respectively, say x1* and x2*, for any arbitrary fuzzy initial
vectors x1
0( ) and x2
0( ) with x s r x rk1 0 0
( ) ( ) = ( ); and x s r x rk2 0 0( ) ( ) = ( );
for all k.
Proof. By (12) and (17) we have,
x r x r x r x r
h w F s t x
p
k
p p
k
p
j p j j
k
1
1
1 1 1 1 1
1 1
+( )
−
( )
−
−
( ) − ( ) ≤ ( ) − ( ) +* *
, , ( )
( )
−
=
+(
( ) ( )( ) − ( ) ( )∑ r x r F s t x r x r
x
j
k
p j j jj
n
p
k
, ( , , * , * ) ,1 1 1 10
1
1)
−
( )
−
−
( )
( ) − ( ) ≤ ( ) − ( ) +
( )
r x r x r x r
h w G s t x r
p p
k
p
j p j j
k
1 1 1 1 1
1 1
* *
, , , x r G s t x r x rj
k
p j j jj
n
1 1 1 10
( )
−
=
( )( ) − ( ) ( )∑ ( , , * , * )
also, by (13) and (18) we have,
x r x r x r x r
h w F s t x
p
k
p p
k
p
j p j j
k
2
1
2 2 1 2 1
1 2
+( )
−
( )
−
−
( ) − ( ) ≤ ( ) − ( ) +* *
, , ( )
( )
−
=
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( ) ( )( ) − ( ) ( )∑ r x r F s t x r x r
x
j
k
p j j jj
n
p
k
, ( , , * , * ) ,2 1 2 20
2
1)
−
( )
−
−
( )
( ) − ( ) ≤ ( ) − ( ) +
( )
r x r x r x r
h w G s t x r
p p
k
p
j p j j
k
2 2 1 2 1
1 2
* *
, , , x r G s t x r x rj
k
p j j jj
n
2 1 2 20
( )
−
=
( )( ) − ( ) ( )∑ ( , , * , * )
and according to the conditions of Theorem 1,
x r x r x r x r Lh b a D xj
p
k
j
p
j
p
k
j
p jp
k+( )
−
( )
−
( )( ) − ( ) ≤ ( ) − ( ) + −( )1
1 1
2* * ( , * ),
* *
x
x r x r x r x r Lh b a
jp
j p
k
j p j p
k
j p
+( )
−
( )
−
( ) − ( ) ≤ ( ) − ( ) + −( )1
1 1
2 D x x jjp
k
jp( , * ), , .
( )
= 1 2
Denote W x r x rjp
k
jp
k
jp
+( ) +( )
= ( ) − ( )1 1 * , V x r x r jjpk jpk jp+( ) +( )= ( ) − ( ) =1 1 1 2, , .
Then
W W Lh b a D x x
V V
jp
k
jp
k
jp
k
jp
jp
k
jp
k
+( )
−
( ) ( )
+( )
−
( )
≤ + −( )
≤
1
1
1
1
2 ( , * ),
+ −( ) =( )2 1 2Lh b a D x x jjpk jp( , * ), , .
Thus, we have
W W Lph b a D x x
V V p
jp
k
j
k
jp
k
jp
jp
k
j
k
+( ) ( ) ( )
+( ) ( )
≤ + −( )
≤ +
1
0
1
0
2
2
( , * ),
Lh b a D x x jjp
k
jp−( ) =( )( , * ), , .1 2
Since W Vj
k
j
k
0 0 0
( ) ( )
= = for all k we obtain
W Lph b a D x x
V pLh b a D x
jp
k
jp
k
jp
jp
k
jp
k
+( ) ( )
+( ) (
≤ −( )
≤ −( )
1
1
2
2
( , * ),
( ) =, * ), , .x jjp 1 2
and if h→0 we get Wjp
k+( ) →1 0 , Vjp
k+( ) →1 0 for all k which con-
cludes the proof. □
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5. Numerical examples
To illustrate the technique proposed in this paper, consider the
following examples.
Example 5.1. Consider the following fuzzy integro-differential
equation
′ ( ) = − − −⎛⎝⎜
⎞
⎠⎟ + ( )
( ) = ≤ ≤
∫X s r r r r t X t dt
X s t
2 2
2
0
1
40
76 36
40 10
0 0 0
, ,
; , 1 0 1, .≤ ≤r
Using the formulation (2) we get the exact solution
X s r rs
X s r r s
1
1 2
; ,
; ,
( ) =
( ) = −( )
that is a (1)-differentiable solution of the problem (1).
The parametric equations are
′ ( ) = −⎛⎝⎜
⎞
⎠⎟ + ( ) ( ) ( ) ( )⎡⎣ ⎤X s r r
r t
min X t r X t r X t r X t r; ; , ; , ; ;
2
2 2
40 10 ⎦
′ ( ) = − −⎛⎝⎜
⎞
⎠⎟
+ ( )( ) ( )
∫ dt
X s r
r r
t
max X t r X t r
0
1
2
2 2
76 36
40
10
,
;
; , ; , X t r X t r dt
X r X r s t r
; ; ,
; , ; , , , .
( ) ( )⎡⎣ ⎤⎦
( ) = ( ) = ≤ ≤ ≤ ≤
⎧
⎨
⎪
∫01
0 0 0 0 0 1 0 1
⎪⎪⎪
⎩
⎪⎪⎪⎪
Following Eqs. (17) we obtain
x r x r
h r
r
w
t
min x r x
i
k
i
k
j
j
j
1 1
1
1
2
1
2
40 10
+
+( ) ( )( ) = ( )
+ −
⎛
⎝⎜
⎞
⎠⎟ + ⎡⎣ ); , 1 2 1 10
1 1
1
1
j j jj
N
i
k
i
k
i
r x x
x r x r
h y r
; , ,⎞⎠⎟⎡⎣⎢
⎤
⎦⎥
( ) = ( )
+ ( )
=
+
+( ) ( )
∑
+ ⎡⎣ ) )⎡⎣⎢ ⎤⎦⎥
( ) =
=
∑ w t max x r x r x x
x r x
j
j
j j j jj
N
10
0 0
1
2
1
2
1 10
1
; , ; , ,
; , 1 0 0; .r( ) =
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
In this example we take max D x xi n i
k
i
k
0 1
1
1
210≤ ≤
+( ) ( )
−( ){ } <, and a
partition with the discretization parameter h =
1
100
. The initial
vector x1
0 0( ) = is considered for starting.
The exact and obtained solution of fuzzy Fredholm integro-
differential equation in this example at s = 0.5 is shown in Fig. 1.
Example 5.2. Consider the following fuzzy integro-differential
equation
′ ( ) = ( ) + − ( )
( ) = − −[ ] ≤ ≤ ≤ ≤
∫X s y s X t dt
X r r s t r
1
2
0 1 1 0 1 0 1
0
1
,
, ; , , ,
where y s r e r
es( ) = −( ) + −( ) −( )− −1 1 1
2
1
and y s r e s( ) = −( ) −1
r
e
+ −( ) −( )−1 1
2
1
.
Using the formulation (3) we get the exact solution
X s r r e r es s2 1 1; ,( ) = −( ) −( )[ ]− −
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Fig. 1 – Comparison of the exact solution and obtained solutions at s = 0.5 of example 5.1.
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that is a (2)-differentiable solution of the problem (1).
The parametric equations are
′ ( ) = −( ) + −( ) −( ) + −
′ ( ) = −( ) +
−
−
−
∫X s r r e r e Xdt
X s r r e
s
s
; ,
;
1 1
1
2
1
2
1
1
0
1
1
1
2
1
2
0 1 0 1 0 1 0
1
0
1
−( ) −( ) + −
( ) = − ( ) = − ≤ ≤ ≤
− ∫r e Xdt
X r r X r r s t r
,
; , ; , , , ≤
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪ 1.
Following Eqs. (18) we obtain
x r x r h r e r
e
w xi
k
i
k s
j j
j
i
2 1
1
1
1
21 1
1
2
1
2+
+( ) ( )
−
−
=
( ) = ( ) + −( ) + −( ) −( ) −
0
2 1
1
2
1
1 1
1
2
N
i
k
i
k s ix r x r h r e r
e
∑⎡⎣⎢
( ) = ( ) + −( ) + −( ) −( )
+
+( ) ( ) − −
,
[ ) −
( ) = − ( ) = − ≤ ≤
⎧
⎨
⎪⎪⎪⎪⎪⎪⎪
⎩
⎪⎪⎪
=
∑12
0 1 0 1 0 1
2
0
2 2
w x
x r r x r r r
j j
j
N
,
; , ; , .
⎪⎪⎪⎪
In this example we take max D x xi n i
k
i
k
0 1
1
1
210≤ ≤
+( ) ( )
−( ){ } <, and a
partition with the discretization parameter h =
1
100
.
The exact and obtained solution of fuzzy Fredholm
integro-differential equation in this example at s = 0.5 is shown
in Fig. 2.
6. Summary and conclusions
We proposed a general numerical procedure for treating non-
linear fuzzy Fredholm integro-differential equations of the
second kind by using the strongly generalized differentiabil-
ity concept. The original nonlinear fuzzy Fredholm integro-
differential equation is replaced by two parametric nonlinear
Fredholm integro-differential equations which are then solved
numerically using classical algorithm. In this paper the stan-
dard Newton–Cotes method is designed for approximating
integral. Also we can execute this method in a computer simply.
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