We study the relationship between banking competition and the transmission of monetary policy through the bank lending channel. Using business small loan origination data provided from the Community Reinvestment Act from 1996-2002 in our analysis, we are able to reaffirm the existence of the bank lending channel of monetary transmission.
Introduction
In the last two decades, considerable research has focused on monetary policy transmission mechanisms in an effort to better understand how monetary policy affects the real economy. One focal point of this research has been the role of the banking industry in the transmission of monetary policy, including the effect of monetary policy on bank lending. The traditional monetary (or interest rate) transmission channel focuses on the effect of monetary policy on interest rates and through interest rates on lending and credit. By contrast, the bank-lending channel of monetary policy focuses on the impact of monetary policy on the supply of bank loans. The bank-lending channel is most important in cases where borrowers do not have viable alternatives to bank loans as sources of funding. Most research on the bank-lending channel has concentrated on its existence, overall importance and on the types of banks where it is most likely to be observed. This work has attempted to measure the extent to which monetary policy is transmitted through banks to private-sector borrowing, and so spending, activity. There is a well established relationship between market structure and loan and deposit interest rates. Several articles have examined this relationship using the Structure-Conduct-Performance theory, which posits that greater market concentration 1 The bank-lending channel is a complement to the balance-sheet channel, which posits that shifts in monetary policy affect loan demand. In the balance-sheet channel, monetary policy affects a firm's ability to raise funds, especially bank funding, because firms become more or less creditworthy. See Cecchetti (1996) for a description of these theories. 2 Demand and cost functions also determine the extent to which marginal cost changes are reflected in prices.
leads to less lending and higher loan rates. 3 This paper blends this research with research on the transmission of monetary policy. Using data on the volume of small business loans originated each year, we are able to reaffirm the existence of the bank-lending channel and detect the dampening effect of market concentration on responses in loan activity to monetary policy. In particular, we find that as concentration increases, the sensitivity of bank lending to the federal funds rate (our monetary policy indicator)
decreases. 4 To the extent that monetary policy relies on the effectiveness and predictability of the bank-lending channel, monetary authorities have reason to be concerned with changes in banking market concentration.
Because the appropriate data are not readily available, research has tended to ignore the effects of local market characteristics, specifically of varying levels of local concentration in the banking industry, on the transmission of monetary policy. In this paper we use Community Reinvestment Act (CRA) data that allow us to investigate the relationship between banking industry competition -measured by local market concentration -and the effectiveness of monetary policy. This dataset also provides measures of new lending activity that are superior to those used in past research.
The CRA data annually measure the dollar volume of loan originations under $1 million to all businesses and, separately, to only those businesses with less than $1 million in revenue. CRA loan data are collected at the census tract level for all depository institutions, regardless of whether the lender has a branch presence in a nearby location. These data not only measure loan originations for standard business credit, they also include originations made by credit card lenders such as American Express, Discover, and banks with substantial business credit card programs such as Wells Fargo.
Since CRA data measure loan originations, they are likely to reflect any effects of monetary policy on economic activity more accurately than the quarterly Call Report 3 The literature has also noted a relationship between market structure and deposit rates. While this paper concentrates only on bank lending, our results could imply that banking competition also affects monetary policy through liquidity effects coming from deposit markets. 4 This result is interesting in that it suggests that the existence of a market imperfection -namely, market power arising from concentration --reduces the effectiveness of monetary policy, whereas most other research on monetary policy find that the stronger the market imperfection, the greater the effectiveness of the monetary policy instrument. See Bernanke, Gertler and Gilchrist (1999) . data used by previous micro-level research on the bank-lending channel. Call Report data yield imperfect measures of the effect of monetary policy on bank lending, since they measure outstanding loans, which can be affected by loan purchases and sales, loan payoffs and other events unrelated to changes in loan originations. Hence, taking the difference in outstanding loans between successive Call Reports provides a relatively noisy measure of new loan activity compared to the CRA data employed here. 5 The tradeoff for using the more accurate CRA data is that they are available less frequently, making it more difficult to track the speed of the response of loan activity to policy changes. In addition, the CRA data only cover seven years, so that our data reflect only one business cycle and may not be representative of the economy during previous or future cycles.
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The results of this study are important because small businesses comprise a and Romer (1990) fail to find support for the bank lending channel; they argue that banks 5 We estimated several models using Call Report data that were similar in structure to previous research and were unable to confirm the existence of the bank-lending channel or the effect of competition on monetary policy. 6 In order to address this shortcoming of the available data, we conduct a univariate analysis of single market banks using Call Report data from 1990 to 2003 that yields results consistent with those from our multivariate analysis of CRA data. Bernanke and Blinder (1992) find a relationship between the federal funds rate and bank lending over and above the liquidity effects caused by changing interest rates, providing evidence that the bank-lending channel exists. Kashyap, Stein, and Wilcox (1993) find that changes in monetary policy lead to a shift in the mix of firms' external financing. They observe that tighter monetary policy leads to an increase in commercial paper issuance and a reduction in bank lending and argue that the spread between commercial paper and treasury bills is a proxy for the stance of monetary policy. Kashyap and Stein (1997) and Cecchetti (1999) focus on firm-level effects of policy changes and neither paper attempts to control for differences in local banking markets that have been shown to affect bank lending. An extensive literature in industrial organization has examined whether banks in more concentrated markets tend to adjust prices less completely in response to changes in input costs than banks in markets with a more competitive structure. Hannan and Berger (1991) find that banks in more concentrated markets have more rigid deposit rates. They also find that deposit rates are stickier when they are moving upward than when they are declining. Neumark and Sharpe (1992) combine these results, finding that banks in more concentrated markets are slower to raise deposit rates and quicker to lower them when
Treasury bill rates, a measure of input costs, change. They also find that banks in concentrated markets offer lower rates on deposits than banks in more atomistic markets.
As is typical of cross-sectional research in banking, these authors define banking markets as geographically local, with metropolitan areas used to approximate urban markets and county boundaries used to delineate rural markets. These definitions are based on two sources of support. Survey evidence finds that both households and small businesses overwhelmingly use depository institutions located within a few miles of their homes or places of business as viable suppliers of many banking services. 9 In addition, a great number of empirical studies of the determinants of bank pricing and profitability find that local market structure has a significant effect on bank behavior and performance. 10 Kahn, Pennacchi and Sopranzetti (2001) examine cross-sectional differences in the behavior of rates for personal and automobile loans, and get very different results for the two types of loan. They find that interest rates for personal loans are stickier in more concentrated banking markets, while auto loan rates adjust more quickly in such markets.
9 For households, see Amel and Starr-McCluer (2002) , which examines evidence from the Survey of Consumer Finances. For small businesses, see Kwast, Starr-McCluer and Wolken (1997) , which examines evidence from the Survey of Small Business Finances. While bank customers frequently state that they search for banking services within areas smaller than a metropolitan area or county, the overlap of the search areas of many bank customers is assumed to transmit competitive forces throughout an economically integrated local area. Geographic markets are defined by the extent to which market power cannot be curtailed by substitution to out-of-market competitors. 10 See Group of Ten (2001), chapter V, for an overview of these studies.
They attribute the difference to efficiency gains from scale economies in auto loan markets that are absent in markets for personal loans. 11 The results from these studies imply that, in more concentrated markets, bank interest rates on loans exhibit partial and sticky reactions to changes in input costs (such as those caused by changes in monetary policy), potentially dampening the effectiveness of the bank-lending channel.
Research on monetary policy and bank competition in the European Monetary Union has found similar results. Lensink and Sterken (2002) recognize the relationship between monetary transmission and competition in their overview of the subject, but empirical studies using European data either confirm the existence of the bank-lending channel and find that it operates much as it does in the U.S. (Kakes and Sturm, 2002; and Altunbas, Fazylov, and Molyneux, 2002) , or they confirm the price-concentration relationship in European banking markets (Corvoisier and Gropp, 2002; and Bikker and Haaf, 2002) , but no study directly analyzes the relationship between the bank-lending channel and competition in Europe. Cottarelli and Kourelis (1994) use an international sample to study differences in the speed of transmission. They find that entry barriers slow policy transmission, but they do 11 An alternative explanation for the results for automobile-loan markets is that these markets are dominated by the captive-finance divisions of large automobile manufacturers, so that more concentrated markets are those in which GMAC and its equivalents have greater than usual market shares. These captive lenders may react differently than banks to monetary policy shocks. 12 These studies calculate concentration at the country level, which is likely to be inappropriate for some EU countries (Group of Ten, 2001, pages 268-270) .
not find significant effects from differences in market concentration. However, they define markets to be national in scope.
Empirical Application
Monetary policy can influence the rest of the economy through several channels.
The monetary (or interest rate) channel refers to the effect of changes in the short-term interest rates determined by central bank policy on other interest rates and, through those rates, on spending and borrowing decisions of firms and households. A tightening of monetary policy results in a decline in bank reserves and, hence, the money supply.
Interest rates rise to equilibrate money demand and supply and arbitrage transmits the change in interest rates to markets for other financial assets.
By contrast, the bank-lending channel focuses on monetary policy's effect on bank lending, in addition to its influence over interest rates generally. The bank-lending channel recognizes that loan and bond financing are not perfect substitutes for a subset of firms that includes most small businesses. A tightening of monetary policy causes a reduction in deposits, which reduces banks' loanable funds. If imperfect markets make it difficult (or more costly) for banks to attract wholesale funds to replace lost deposits, banks will reduce lending and increase loan interest rates. 13 This will reduce the supply of credit to borrowers who are dependent on bank credit because information asymmetries close off their access to other credit markets. One important market imperfection is the degree to which a market deviates from perfect competition and an atomistic structure.
We assume that monetary policy shifts banks' marginal costs by affecting the interest rates they must pay at the margin for loanable funds. In other words, banks do not face a perfectly elastic demand for their open market liabilities. 14 We use the federal funds rate as our policy variable, since it is the rate at which banks can obtain wholesale funds and has been used in much of the previous research on monetary policy. In the standard model of the firm, the adjustment of prices and output is a function of the curvature of demand and cost functions and of market competition. 15 Specifically, in the case of perfect competition where equilibrium price is set to marginal costs, changes in marginal costs are fully reflected in the price. As the degree of competition decreases, two opposing theoretical possibilities exist. In the first case, as the degree of competition decreases, output becomes less sensitive to changes in marginal costs and price changes in response to marginal cost shocks become muted; as a result, the sensitivity of bank lending to the federal funds rate decreases as the market becomes less competitive. In the second case, under certain demand and cost curvature conditions, price becomes more sensitive to changes in marginal costs as the degree of competition decreases. Vives (1999) discusses the more general conditions for such "overshifting" to occur.
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Empirical work in banking supports the first theoretical case in virtually every study in which competition is found to have a significant effect on prices or output.
We consider a reduced-form model of bank lending, where we interact market concentration with the federal funds rate to model the effect of market structure on monetary policy. We begin from a standard, static model of the relationship between loan quantity and loan price, structural variables and variables included to control for possible differences in loan demand across markets:
(1) L mt = β 1 fedfunds t + β 2 HHI mt + β 3 HHI mt *fedfunds t + Σφ imt Z imt + λ*trend t + Σα m Market m + ε mt where L mt is the dollar volume of loans originated in market m at time t, fedfunds t is the average federal funds rate for period t, HHI mt is a measure of market concentration, and Z mt is a vector of I market-specific variables that control for cross-sectional differences in demand. The model also includes market dummy variables to capture cross-sectional differences not controlled by Z and a time trend to control for the general increase in loan 15 The literature on tax incidence and exchange rate pass-through discusses these issues in more detail. See Vives (1999) and Goldberg and Knetter (1997) . 16 Freixas and Rochet (1998) describe a model of banking where "overshifting" occurs under the assumption of constant elasticity of demand and a symmetric Cournot equilibrium.
volume over the sample period. Note that in (1), the overall effect of a change in the federal funds rate on lending is (β 1 + β 3 HHI).
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Estimation of (1) is problematic for at least two reasons. First, the dependent variable is almost certainly nonstationary. Second, the marginal effects implied by the equation are implausible for any cross-section of markets that vary substantially in size:
the effect of a change in the federal funds rate will have a much greater effect on loan volume in a large market than in a small market. For these reasons, and because policymakers are often more interested in the effects of changes in monetary policy than in the effect of a certain level of policy tightness or ease, we transform (1) by taking the percentage change in the dependent and explanatory variables to yield:
(2) ∆lnL mt = γ 1 ∆lnfedfunds t + γ 2 ∆lnHHI mt + γ 3 lnHHI m,t-1 *∆lnfedfunds t + γ 4 ∆lnHHI mt *lnfedfunds t-1 + γ 5 ∆lnHHI mt *∆lnfedfunds t + Σφ imt ∆lnZ imt + Σα m Market m + ε mt Equation (2) relates the percentage change in loan volume to the percentage change in the cost of loanable funds, the change in market structure, the three interactions of market structure and federal funds rate that come from differencing and normalizing (1), and the change in control variables. The time trend drops out of the differenced equation.
Market dummies are retained in the model because it is likely that there continue to be idiosyncratic market effects on the percentage change in loans over time that are not captured by structural or control variables.
The coefficients of greatest interest are γ 1 through γ 5 . We expect an increase in the federal funds rate to reduce the volume of bank lending, so that γ 1 + γ 3 lnHHI m,t-1 + γ 5 ∆lnHHI mt should be negative. We expect banks in markets with a less competitive structure to lend less than banks in more competitive markets, ceteris paribus, so that γ 3 ∆lnfedfunds t would be less than zero. We would also expect that an increase in concentration would lead to less lending, so that γ 2 + γ 4 lnfedfunds t-1 + γ 5 ∆lnfedfunds t should be negative. However, structure tends to change very slowly over time, so the effect on lending of the percentage change in structure over one year may very well be insignificant.
Other explanatory variables are included as controls for possible loan demand effects. Percentage changes in market income, local employment and market population are used to control for cyclical economic differences at the market level that affect the demand for bank lending. It is expected that these variables will have positive coefficients. However, like market structure, these demographic variables tend to change slowly over time, so there effects may be insignificant when (2) while the second captures all small loans to small businesses. In both cases, the data measure lending to firms that generally do not have access to other external means of funding. 18 These data are collected at the census-tract level, so that aggregation to the local market level is easily accomplished. 19 We consider the volume of loans originated in each market as the dependent variable.
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The CRA data on small loans to all businesses separate lending into three size categories and give the dollar value of originations in each category: loans under $100,000; loans greater than $100,000, but under $250,000; and loans greater than $250,000 (but under $1 million). There is no such size breakdown for the second CRA database on loans to businesses with less than $1 million in annual revenue. However,
given the small size of the borrowers, it is likely that most such loans would be in the smallest size category.
In addition to total small business loans, we consider the subset of loans from $100,000 to $1 million in size. We exclude loans less than $100,000 because the 18 There is some potential measurement error in the first set of CRA data, however, since it could include small loans made to large firms that have access to other external funding methods. 19 Aggregation to the market level removes the need to adjust the data for the effect of mergers. 20 As a robustness check, we also use the number of loans originated as the dependent variable.
majority of these loans appear to represent small business credit card loans. Over 50 percent of the loans of less than $100,000 have an average origination amount of less than $10,000. The number of loans in this category has increased throughout the sample period, and the average origination amount has declined. It is our assumption that these loans differ dramatically from loans greater than $100,000 in both the interest rate charged and in the dynamics of the interest rate relative to changes in monetary policy.
However, without substantially more data on the loans (such as price and customer information), we cannot confirm this hypothesis.
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The CRA data are limited in two ways. First, loan originations greater than $1 million are not included in the data. While these large loans may be important for measuring total lending, they are not vital to our analysis. Firms that are able to obtain very large loans also are more likely to have access to other sources of credit. Second, banks that are not part of a bank holding company and have less than $250 million in assets are not required to file CRA reports. However, such small independent banks make up a relatively small percentage of all small business lending.
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We aggregate all CRA loan measures to the market level to calculate our database. We use the Herfindahl-Hirshman index (HHI), which is defined as the sum of 21 We estimate regressions in which the dependent variable is either the dollar volume or the number of loans with balances less than $100,000. The results from these estimations differ greatly from regressions on larger loans. 22 Banks required to file CRA reports provided 66 percent of all small business loans and 68 percent of the dollar amount of such loans in 1996, figures that rise to 75 percent of the number of loans and 84 percent of the dollar amount of loans in 2001. Inclusion of market dummy variables in the estimated models should help to control for differences in coverage across markets. We also estimate (2) using an alternative dependent variable that attempts to include loans by those firms that are not required to file CRA reports. The dollar volume of loans originated by such firms is estimated using Call Report data on outstanding loans. Results using this alternative dependent variable are qualitatively the same as those reported in the text. 23 We have a slightly smaller sample of 11,687 observations for loans to businesses with less than $1 million in revenue, since this variable is collected starting in 1997. We also estimate the model including the extreme observations. These results are reported below.
the squared deposit market shares, as our concentration measure. 24 Following convention, and in line with previous research that has found geographic banking markets to be best approximated by economically integrated local areas, urban markets are defined as Metropolitan Statistical Areas (MSAs), and rural markets as counties.
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Federal funds rates are annual averages of daily rates. By averaging, we are able to account for whether changes in the federal funds rate occurred relatively early or relatively late in the year covered by one of our observations. Annual employment data are from the Bureau of Labor Statistics, while market population and income data are from Bureau of Economic Analysis estimates. Means, standard deviations, minima and maxima of all variables are given in table 1 for the full sample, urban markets and rural markets.
Preliminary Univariate Results
Before presenting estimates of (2), we conduct a simple, univariate analysis to demonstrate that increases in market concentration tend to reduce the adjustments of bank portfolios to outside stimuli. For this analysis, we construct a sample of single market banks, i.e. those institutions that book 100 percent of their deposits to a single market.
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Call Reports for these institutions yield the firms' total loans, commercial and industrial (C&I) loans, consumer loans, real estate loans and securities. 27 The resulting data set has 469,082 quarterly observations from 1990 to 2003. Use of Call Report data allows us to extend our analysis beyond the time period covered by our regression analysis.
We calculate Pearson correlation coefficients between quarterly changes in each of the balance sheet measures and market concentration. The results are in table 2.
While all of the correlations are small in magnitude, in all cases but one the correlation coefficient between either the percentage change in securities or the percentage change in 24 We measure market shares in percentage terms, so that the HHI reaches a maximum of 10,000 in a monopolized market (100 percent squared) and approaches 0 in a market with an atomistic structure. This is the way in which HHI is normally presented by antitrust authorities, but HHI can also be measured ranging from 1 to 0. Rescaling HHI affects the size of γ 1 and γ 3 , but has no effect on the other coefficients. 25 Geographic market definitions are based on the 1999 definitions of metropolitan areas and are kept constant throughout the sample period. 26 Data on market-specific deposit totals come from the annual SOD report. We assume that an institution that operates in a single market in the SOD in any one year is a single-market institution for all four quarters in that year. 27 See Kashyap and Stein (2000) for a discussion on the calculation of bank securities from the Call Report.
a loan variable and market concentration is negative and significant at the 1 percent level.
The final correlation, between concentration and the change in consumer loans, is insignificant. These results indicate that volatility in securities and loans outstanding decreases as market concentration increases.
This simple analysis does not take into account all factors considered in regression analysis. However, those factors omitted from the analysis would likely strengthen the conclusion that adjustments in bank lending to changes in the federal funds rate are lower in concentrated markets than in unconcentrated markets. For example, rural banking markets tend to be more concentrated than urban markets, and rural markets tend to be populated by smaller borrowers and lenders that have less access to alternative sources of credit from money markets than do firms in larger, less concentrated markets. This would tend to cause larger portfolio in changes in rural markets over time, an effect that is more than offset in this univariate analysis.
Additional results suggest that the effects of concentration on bank behavior do not appear to be proxies for the effects of bank-level data examined in previous research.
While the correlation coefficients between the market HHI and both levels and changes in bank liquidity, bank capital and bank size are significant, in no case is the absolute value of these correlations greater than 0.07.
Regression Results
We estimated several versions of equation (2) using ordinary least squares over our entire sample and rural and urban subsamples with three different measures of loan volume. Estimation of this equation presents colinearity problems, however, because ∆lnHHI mt and ∆lnHHI mt *lnfedfunds t-1 have a Pearson correlation coefficient of 0.996 on our full sample of markets, a result that is not unexpected given that the federal funds rate is the same for all markets in any one year and there is only limited variation in the federal funds rate over the seven years of our sample period. Estimation results for (2) are included in the appendix, but the colinearity causes some instability in the coefficient estimates. Tables 3 through 5 show estimation results dropping the interaction term ∆lnHHI mt *lnfedfunds t-1 from the list of regressors. These results present a robust picture of the effect of monetary policy on bank lending (through the monetary and bank-lending channels) and the effect of competition on the bank-lending channel. 28 Table 3 shows results using the dollar volume of loan originations as the dependent variable for all local banking markets. Three different sets of loans are examined: all CRA loans, all such loans greater than $100,000, and all CRA loans to small businesses. Results are presented with the variables controlling for differences in market demand included, though exclusion of these variables has little effect on the core results. Results are generally consistent across the three regressions reported in table 3a. Table 3b shows the effects of a 1 percent change in the federal funds rate for the three regressions at sample means for the dependent variables and at three other levels of the HHI. This table demonstrates the effect of differences in the level of local market concentration on the strength of the effect of a change in the monetary policy instrument.
The first row of table 3b gives the effect of a change of 1 percent in the federal funds rate on lending (γ 1 + γ 3 lnHHI m,t-1 + γ 5 ∆lnHHI mt ), evaluated at the sample means for market concentration and the change in concentration. 29 The remaining three rows of table 3b
compute the effect of a federal funds rate change at three other levels of the HHI. The first two values, 1000 and 1800, are used because, according to policy guidelines used by the Department of Justice and other federal agencies, markets are considered to be moderately concentrated at an HHI of 1000 and highly concentrated at 1800. The final value of 3500 approximates the mean concentration level for rural markets.
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In all cases, an increase in the federal funds rate has the expected negative effect on the volume of bank lending. The effect is largest when the dependent variable is restricted to loans larger than $100,000 and smallest in the regression on small loans to small businesses. Because the marginal effect of concentration on the response of lending to monetary policy is positive (i.e., increases in concentration reduce the negative effect of an increase in the federal funds rate on lending), policy has a much larger overall effect when the HHI is at 1000, near the lower end of the sample distribution, than 28 We are unable to identify the effects from the monetary or bank lending channels separately through the coefficient estimate on the federal funds rate. However, γ 3 and the results given in tables 3b, 4b and 5b measure a portion of the bank-lending channel that can be attributed to market imperfections due to lessthan-perfect competition. 29 The mean level of market concentration is 3226. 30 In all cases, the change in the HHI is kept at its sample mean. The mean and standard deviation for this variable are so small that allowing their values to vary within reasonable bounds would affect the numbers in table 3b by only about 0.001.
when it is at the mean level for rural banking markets. 31 The response of all CRA loans and all loans greater than $100,000 to a change in the federal funds rate is almost 50 percent greater at an HHI level of 1000 than in more concentrated markets with an HHI of 3500. In the regression on small loans to small businesses, the effect of an increase in the federal funds rate is essentially zero in concentrated markets.
The level of market concentration and the change in that level have the expected negative effects on loan volumes in all three regressions, but the effects are small. A 1 percent increase in the HHI lowers lending by approximately 0.01 percent in regressions on all CRA loans and loans greater than $100,000; the effect is slightly larger in the regression on small loans to small businesses. 32 Similarly, an increase in the rate of increase of the HHI has a small, negative effect on bank lending. A 1 percent increase in the annual change in concentration reduces the annual change in lending by from 0.07 to 0.12 percent.
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The three control variables have insignificant coefficients in most cases.
Dropping these variables from the regression has no qualitative effect on the results reported for the three variables of primary interest. The 2,571 market dummies are jointly very significant.
We split our sample into two subsamples in order to check for differences in the bank-lending and structural results between rural and urban markets. Tables 4 and 5 show the results for these sets of regressions using our three measures of the dollar volume of loan originations as the dependent variables. We find that our results are much more robust in rural markets (table 4a) , where the coefficients of interest have the same signs and roughly the same magnitudes as in the regressions on the full sample. The coefficient on the second interaction term is less significant than in the overall sample, but the overall sensitivity of the effectiveness of monetary policy to changes in local market structure is very similar to that for the overall sample (see table 4b ). The effects of concentration and changes in concentration are negative in all cases and similar in magnitude to those for the full sample.
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Results for urban markets tend to be weaker (table 5) . In all cases, a tightening of monetary policy through an increase in the federal funds rate leads to a decrease in the volume of small business lending (table 5b) , with magnitudes evaluated at sample means similar to those for rural markets. However, because the marginal effect of an increase in concentration on the change in the effectiveness of monetary policy, as measured by γ 3 , has an unexpected negative sign in all three regressions of table 5a, the effectiveness of monetary policy is greater in less concentrated markets than in more concentrated markets. This result may be due to the generally low and less variable concentration levels in urban markets. The average concentration in such markets is below the level at which the Federal Reserve and other antitrust regulators consider market structure to be highly concentrated. 35 Another possible cause of these results is a greater access to external financing among borrowers and lenders in urban markets than among their rural counterparts. Kashyap and Stein (2000) and Jayaratne and Morgan (2000) find that the banklending channel is strongest in rural counties and among smaller banks. We find little difference in the significance or strength of the monetary channel between urban and rural markets: effects are significant in both subsamples and are of similar magnitudes.
However, like previous research, we find that any structural dampening of the effects of changes in monetary policy through the bank-lending channel appears to be limited to rural markets.
Numerous variations on the basic model were estimated to test its robustness.
Dropping the three variables added to control for differences in market demand has no 34 The overall effect of a 1 percent change in the level of concentration is -0.012 in the regression on all CRA loans, -0.013 in the regression on loans over $100,000 and -0.028 in the regression on small loans to small businesses. All of these effects are statistically significant at the 1 or 5 percent levels. The effect of a 1 percent change in the rate of change in concentration is -0.104 in the regression on all CRA loans, -0.156 in the regression on loans over $100,000 and -0.064 in the regression on small loans to small businesses. The first effect is statistically significant at the 1 percent level and the second at the 5 percent level, while the third is insignificant. 35 The average HHI in urban markets is 1500. The Federal Reserve does not consider a market highly concentrated unless the HHI is 1800 or more.
effect on the signs or significance level of any of the variables of primary interest.
Including those observations with the most extreme values for the dependent variable makes no qualitative difference in the coefficients for the change in the federal funds rate or the HHI, but it decreases the significance of some of the interaction terms.
We estimated the model using the total number of loan originations as the dependent variable rather than loan dollar volume. These results are less consistent than those for loan volume. In the regression using all CRA loans as the dependent variable, the coefficient on the percentage change in the federal funds rate has the unexpected positive sign and is highly significant. The marginal effect of a change in the federal funds rate is positive, because of this coefficient estimate. This result can be explained by the large number of loans of less than $100,000, which represent a small share of the total origination amount, but a much larger share of the number of loans. The positive marginal effect is likely due to the strong increase in the number of loans of less than $100,000 over the sample period in a falling federal funds rate environment. This increase can be attributed to the rapid spread of new loan products -for example, small business credit cards. In the other two regressions, however, the effect of a change in the federal funds rate has the expected effect. None of the structural effects are significant in the regressions on the number of loans. Thus, we find strong evidence to support the monetary channel using either the dollar volume or the number of small business loans, but evidence in favor of a reduced effect in more concentrated markets through the banklending channel comes only from regressions on loan dollar volume.
We explored three alternatives to the deposit-based HHI as a measure of market structure. Previous research has relied on deposit-based measures of market structure because of the incompleteness of alternative data for local markets, such as the exclusion of some small banks from the CRA database mentioned in the Data section.
Nevertheless, because the focus of this study is on CRA lending, we constructed three concentration measures using available CRA data. The first is an HHI index including all reported CRA loans in a market, while the second includes all CRA loans of more than $100,000, thereby excluding the rapidly increasing number of small loans, many of which are likely to be credit card loans. Finally, we construct an HHI index including all reported CRA loans in the market and including estimates of the dollar volumes of loans Estimates for CRA non-reporters are computed using Call Report data on loans outstanding. These loan figures are multiplied by 0.6 to reflect the ratio of loans originated to loans outstanding in the U.S. as a whole. For those non-reporters that operate in more than one local banking market, loans are allocated among markets in proportion to the banks' deposits. 37 The 1963 differing levels of concentration. There are significant differences in changes in lending in response to changes in the federal funds rate between concentrated rural markets and unconcentrated urban markets. 38 Our results show that monetary policy has a greater effect on the real economy in unconcentrated markets rather than in concentrated markets.
Conclusion
This paper combines research on the existence and importance of the banklending channel of monetary policy in the United States with research on the relationship between banking market structure and the stickiness of bank deposit and lending rates in order to examine the effect of differences in concentration of local banking markets on the bank-lending channel of monetary policy. We use the dollar volume of U.S. bank loans from CRA data to estimate a reduced-form model. These data are more accurate measures of lending activity in the U.S. than the data on changes in the level of outstanding loans used in previous research. We are able to affirm the existence of the bank-lending channel effect in rural markets, but find that results are weaker in urban markets, as reported by some previous research. Moreover, we find that the impact of the bank-lending channel is weaker as markets become more concentrated. This relationship between the effectiveness of monetary policy and market structure has not, to our knowledge, been explored previously.
38 Most rural markets are concentrated and most urban markets are unconcentrated. Note: *** --Significant at the 1 percent level. Notes: Standard errors in parentheses *** --Significant at the 1 percent level ** --Significant at the 5 percent level * --Significant at the 10 percent level Notes: Standard errors in parentheses. *** --Significant at the 1 percent level. ** --Significant at the 5 percent level. * --Significant at the 10 percent level. Notes: Standard errors in parentheses. *** --Significant at the 1 percent level. ** --Significant at the 5 percent level. * --Significant at the 10 percent level. Notes: Standard errors in parentheses. *** --Significant at the 1 percent level. ** --Significant at the 5 percent level. * --Significant at the 10 percent level.
