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EXISTENCE OF WEAK SOLUTION FOR MEAN CURVATURE FLOW
WITH TRANSPORT TERM AND FORCING TERM
KEISUKE TAKASAO
DEPARTMENT OF MATHEMATICS/HAKUBI CENTER, KYOTO UNIVERSITY,
KITASHIRAKAWA-OIWAKECHO SAKYO KYOTO 606-8502, JAPAN
Abstract. We study the mean curvature flow with given non-smooth transport term and
forcing term, in suitable Sobolev spaces. We prove the global existence of the weak solutions
for the mean curvature flow with the terms, by using the modified Allen-Cahn equation
that holds useful properties such as the monotonicity formula.
1. Introduction
Let d ≥ 2 and Ω be the torus, that is, Ω := Td = (R/Z)d. Assume that Ut ⊂ Ω is an open
set with a smooth boundary Mt := ∂Ut for t ≥ 0. A family {Mt}t≥0 of hypersurfaces in Ω
is called a mean curvature flow (MCF) with transport term and forcing term if the normal
velocity vector v of Mt satisfies the following:
v = h + (u · ν + g)ν on Mt, t > 0, (1.1)
where u : Ω × (0,∞) → Rd and g : Ω × (0,∞) → R are given functions, · is the inner
product in Rd, h and ν are the mean curvature vector and the inner unit normal vector of
Mt, respectively. In [21, 22], they considered the MCF with transport term (g ≡ 0) to study
the incompressible and viscous non-Newtonian two-phase fluid flow introduced by Liu and
Walkington [23]. The MCF with forcing term (u ≡ 0) corresponds to the crystal growth
(see [7, 14, 32]).
In the case of u ≡ 0 and g ≡ 0, Brakke [5] defined the general weak solution (Brakke flow)
for (1.1) via the geometric measure theory and proved the global existence. Ilmanen [17]
also showed the global existence of the Brakke flow by the phase field method. Recently,
Kim and Tonegawa [20] showed the global existence of the multi-phase MCF in the sense
of the Brakke flow(see also [38]). For other weak solutions, it is well-known that [8] and
[12] proved the existence of the global unique solution in the sense of viscosity solutions. In
addition, about the global existence of the MCF, we also mention [3, 18, 24].
In the case of u 6≡ 0 or g 6≡ 0, Liu, Sato and Tonegawa [21] proved the global existence
of the weak solution for (1.1) with g ≡ 0 in the sense of the Brakke flow as long as the
given transport term u belongs to Lploc((0,∞); (W 1,p(Ω))d) for p > (d + 2)/2 and d = 2, 3.
Takasao and Tonegawa [36] also proved the existence for more general settings, that is,
d ≥ 2 and u belongs to Lqloc((0,∞); (W 1,p(Ω))d) for q ∈ (2,∞) and p ∈ (dq/2(q − 1),∞)
(p ≥ 4/3 in addition if d = 2). On the other hand, Mugnai and Ro¨ger [28] showed the global
existence of the weak solution called L2-flow for (1.1) with u ∈ L2loc((0,∞); (L∞(Ω))d) and
g ∈ L2loc((0,∞);L∞(Ω)) for d = 2, 3 (see [28, Section 5.2]). As explained later in this section,
the existence of the weak solution can be expected for g under the same conditions as [36].
One motivation in this paper is the generalization of the function space of g in the existence
theorem for (1.1).
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Let ε ∈ (0, 1). In [17], to show the existence of the weak solution for (1.1) with u ≡ 0
and g ≡ 0 in the sense of the Brakke flow, the author studied the following Allen-Cahn
equation [2]: {
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
, (x, t) ∈ Ω× (0,∞),
ϕε(x, 0) = ϕε0(x), x ∈ Ω,
(1.2)
where W is the double-well potential, such as W (s) = (1− s2)2/2.
Set dµεt :=
1
σ
(
ε|∇ϕε(x,t)|2
2
+W (ϕ
ε(x,t))
ε
)
dx and dµ˜εt :=
ε
σ
|∇ϕε(x, t)|2 dx, where σ = ∫ 1
−1
√
2W (s) ds.
These measures correspond to the Hausdorff measureHd−1⌊Mεt , whereMεt = {x ∈ Ω |ϕε(x, t) =
0}. By integration by parts, we have
d
dt
∫
Ω
φ dµεt =
∫
Ω
∇φ · hε − φ|hε|2 dµ˜εt +
∫
Ω
φt dµ
ε
t for any φ ∈ C1c (Ω× (0,∞); [0,∞)),
where hε = −∆ϕ
ε−W ′(ϕε)/ε2
|∇ϕε|
· ∇ϕε
|∇ϕε|
. The vector-valued function hε is the approximation of
the mean curvature vector for Mεt . Formally we obtain the limit Mt = limε→0M
ε
t and the
following Brakke’s inequality(see [17]):∫
Mt
φ dHd−1
∣∣∣t2
t=t1
≤
∫ t2
t1
∫
Mt
∇φ · h− φ|h|2 + φt dHd−1dt (1.3)
for any 0 ≤ t1 < t2 < ∞ and φ ∈ C1c (Ω × [0,∞); [0,∞)). Note that
∫
Mt
φ|h|2 dHd−1 ≤
lim infε→0
∫
Ω
φ|hε|2 dµεt implies the inequality of (1.3). The Brakke flow is the weak solution
characterized by (1.3). If the solution is smooth, then the definition of the Brakke flow
and the MCF are equivalent (see [38, Proposition 2.1]). In addition, for any initial data
M0, there exists the trivial solution {Mt}t≥0 defined by Mt = ∅ for t > 0. Therefore, it is
necessary to ensure that the weak solution obtained is non-trivial. One advantage of the
existence theorem via (1.2) is that one can prove the existence of non-trivial solutions, since
|{x ∈ Ω | limε→0 ϕε(x, t) = 1}| is a C 12 function with respect to t (see [36, Proposition 8.3]).
The above discussion requires limε→0 µ
ε
t = limε→0 µ˜
ε
t as Radon measures, so the following
property is important:∫
Ω
∣∣∣∣ε|∇ϕε(x, t)|22 − W (ϕ
ε(x, t))
ε
∣∣∣∣ dx→ 0 as ε ↓ 0 (1.4)
for a.e. t ≥ 0. The property (1.4) is called the vanishing of the discrepancy measure (see
Definition 2.1 below) and is also important to show the rectifiability of the limit measure
limε→0 µ
ε
t (see [17, Section 9.3]) and the existence of the L
2-flow. To prove (1.4), Ilmanen [17]
showed the non-positivity of the discrepancy measure, that is,
ε|∇ϕε(x, t)|2
2
− W (ϕ
ε(x, t))
ε
≤ 0, (x, t) ∈ Ω× [0,∞), (1.5)
for (1.2) under several suitable assumptions. Using (1.5), one can obtain an estimate called
monotonicity formula, that is,
d
dt
∫
Rd
ρy,s(x, t) dµ
ε
t(x) ≤
∫
Rd
ρy,s(x, t)
2(s− t)
(
ε|∇ϕε(x, t)|2
2
− W (ϕ
ε(x, t))
ε
)
dx ≤ 0. (1.6)
Here
ρy,s(x, t) :=
1
(4π(s− t)) d−12
e−
|x−y|2
4(s−t) , t < s, x, y ∈ Rd
and, ϕε and µεt are extended periodically to R
d. The function ρ is called the backward
heat kernel. Note that ρ converges to the Dirac delta function δy for a (d− 1)-dimensional
EXISTENCE OF MCF WITH TRANSPORT TERM AND FORCING TERM 3
surface as t→ s. Assume that D := supε∈(0,1) µε0(Ω) <∞. The non-positivity (1.5) and the
monotonicity formula (1.6) implies that there exists C > 0 depending only on D such that
lim
δ↓0
∫ s−δ
0
1
s− t
∫
Ω
ρy,s(x, t)
∣∣∣∣ε|∇ϕε(x, t)|22 − W (ϕ
ε(x, t))
ε
∣∣∣∣ dxdt ≤ C (1.7)
for any (y, s) ∈ Rd × [0,∞). Roughly speaking, if (1.4) does not hold, then the left hand
side of (1.7) is unbounded for some (y, s), since
∫ s
0
1
s−t
dt =∞. Therefore (1.5) is important
property in this discussion. In this paper, we use the results of [29, Proposition 4.9] to
obtain (1.4) (see Theorem 5.2 below and note that the result needs d = 2 or 3). So we do
not use this argument in this paper, but (1.5) is still important in the case of d ≥ 4, and to
estimate
∫
ρ dµεt and the upper bound of the density for the measure µ
ε
t (see Theorem 3.1
below).
In [21, 36], to consider the MCF with additional transport term, they studied the follow-
ing: {
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
− εuε · ∇ϕε, (x, t) ∈ Ω× (0,∞),
ϕε(x, 0) = ϕε0(x), x ∈ Ω,
(1.8)
where uε is the smooth approximation of u. In [28], they considered the following Allen-Cahn
equation with forcing term:{
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
−Gε, (x, t) ∈ Ω× (0,∞),
ϕε(x, 0) = ϕε0(x), x ∈ Ω,
(1.9)
where Gε is smooth and satisfies supε>0
∫ T
0
∫
Ω
ε−1|Gε|2 dxdt < ∞. Let gε be the smooth
approximation of g. Note that substituting εuε ·∇ϕε+gε√2W (ϕε) into Gε, we obtain (1.1)
as ε→ 0 in the sense of L2-flow (see [28, Section 5.2]).
In the case of uε 6≡ 0 or gε 6≡ 0, the property (1.5) does not hold for (1.8) and (1.9),
generally. Therefore, the proof of (1.4) in [17] is not applicable to (1.8) or (1.9). To prove
(1.4), [28] used the result of [29, Proposition 4.9] (see Theorem 5.2 below). On the other
hand, in [21, 36], they used weaker estimates than (1.5) to obtain (1.7) and (1.4). However,
we can not apply the technique for the case of gε 6≡ 0 directly (see Remark 4.5 below).
Another motivation for this paper is to propose the new phase field method that has the
property (1.5) even when there are transport term and forcing term.
Let qε = qε(r) be a solution for
ε(qεr)
2
2
=
W (qε)
ε
, r ∈ R, qε(±∞) = ±1, qε(0) = 0, and qεr(r) > 0, r ∈ R. (1.10)
For example, if W (s) = (1 − s2)2/2, then qε(r) = tanh(r/ε) satisfies (1.10). Set T > 0.
In this paper, we consider the following modified Allen-Cahn equation with transport term
and forcing term:{
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
− εuε · ∇ϕε − (gε + Lεrε)√2W (ϕε), (x, t) ∈ Ω× (0, T ),
ϕε(x, 0) = ϕε0(x), x ∈ Ω,
(1.11)
where
Lε :=
(
2 sup
(x,t)∈Ω×(0,T )
|∇uε(x, t)|+ sup
(x,t)∈Ω×(0,T )
|∇gε(x, t)|
)
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and rε = rε(x, t) is given by ϕε(x, t) = qε(rε(x, t)). Note that if there exists (x, t) ∈ Ω×(0, T )
such that |ϕε(x, t)| = 1, then rε is not well-defined. However, that case does not occur under
suitable conditions (see Proposition 4.2 below). Define
f ε := −(uε · ∇rε)− gε − Lεrε.
We remark that by (1.10), the first equation of (1.11) is equal to
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
+ f ε
√
2W (ϕε). (1.12)
By adding the forcing term −Lεrε√2W (ϕε), we can obtain (1.5), because if the term is
added to the phase field method, then an argument similar to that in [17] (the maximum
principle for wε := |∇rε|2−1) can be used (see Lemma 4.3 below). In addition, the additional
term is very small in the framework of the phase field method under several assumptions (see
Remark 4.7 below). Roughly speaking, the reason is that rε ≈ 0 near the zero level set of ϕε.
Therefore we can obtain the monotonicity formula and the convergence of the solutions for
(1.11) to the global weak solution for (1.1), with d = 2, 3, and u ∈ Lqloc((0,∞); (W 1,p(Ω))d)
and g ∈ Lqloc((0,∞);W 1,p(Ω)), where q ∈ (2,∞) and p ∈ (dq/2(q − 1),∞) (p ≥ 4/3 in
addition if d = 2). The precise statements of the main results are described in Section 3.
The condition p ∈ (dq/2(q − 1),∞) is natural in the following sense (same argument is
mentioned in [36]). Let λ > 0 and consider the standard parabolic rescaling, that is, x˜ = x
λ
and t˜ = t
λ2
. The functions u and g correspond to the velocity of Mt, therefore rescaled
functions should be u˜(x˜, t˜) = λu(x, t) and g˜(x˜, t˜) = λg(x, t), since x˜
t˜
= λx
t
. We compute(∫ ∞
0
(∫
Rd
|∇w|pdx
) q
p
dt
) 1
q
= λ
d
p
+ 2
q
−2
(∫ ∞
0
(∫
Rd
|∇x˜w˜|pdx˜
) q
p
dt˜
) 1
q
,
where w = u or g. The condition p ∈ (dq/2(q− 1),∞) is equivalent to d
p
+ 2
q
− 2 < 0. Hence
the transport term and forcing term can be regarded as perturbations.
About the phase field method for the MCF, there are a huge number of results and we
mention [6, 9, 11, 14, 30, 33, 34] and references therein.
The paper is organized as follows. In Section 2, we set our notations and definitions.
In Section 3, we explain the main results of this paper. In Section 4, first we show the
non-positivity of the discrepancy measure and the monotonicity formula. Then we prove
the upper bound of the density of µεt (Theorem 3.1) and the existence theorem for (1.1)
(Theorem 3.5). In Section 5, we explain the several theorems used in this paper as a
supplement.
2. Notation and definitions
Throughout this paper, we consider the case of Ω = Td = (R/Z)d. For r > 0 and y ∈ Rk
we define Bkr (y) := {x ∈ Rk | |x− y| < r}. Set ωk := L k(Bk1 (0)). We denote
D(t) := max
{
1, µεt(Ω), sup
Bdr (x)⊂Ω
µεt(B
d
r (x))
ωd−1rd−1
}
, t ∈ [0,∞).
Definition 2.1. Set σ :=
∫ 1
−1
√
2W (s) ds. Let ϕε be a solution for (1.11). We define a
Radon measure µεt and ξ
ε
t by
µεt (φ) :=
1
σ
∫
Ω
φ(x)
(ε|∇ϕε(x, t)|2
2
+
W (ϕε(x, t))
ε
)
dx
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and
ξεt (φ) :=
1
σ
∫
Ω
φ(x)
(ε|∇ϕε(x, t)|2
2
− W (ϕ
ε(x, t))
ε
)
dx
for any φ ∈ Cc(Ω). The measure ξεt is called the discrepancy measure.
In this paper, we suppose that a function W satisfies the following:
W : R→ [0,∞) is smooth and W (±1) = W ′(±1) = 0. (2.1)
For some α1 ∈ (−1, 1), W ′ < 0 on (α1, 1) and W ′ > 0 on (−1, α1). (2.2)
There exist α2 ∈ (0, 1) and κ > 0, such that W ′′(s) > 0 for any α2 ≤ |s| ≤ 1. (2.3)
There exists C1 > 0 such that (q
−1(s))2W (s) ≤ C1 for any |s| < 1. (2.4)
Here q is a solution for (1.10) with ε = 1 and q−1 is the inverse function of q. For example,
W (s) = (1 − s2)2/2 satisfies (2.1), (2.2), (2.3), and (2.4). We remark that q(r) = tanh r in
the case of W (s) = (1− s2)2/2.
Next we recall several definitions and notations from the geometric measure theory and
refer to [1, 5, 13, 15, 31, 38] for more details. For a set U ⊂ Ω with finite perimeter, we
denote the reduced boundary by ∂∗U , and the total variation measure of the distributional
derivative χU is denoted by ‖∇χU‖. Let µ be a Radon measure on Ω. We call µ k-rectifiable
if µ is represented by µ = θHk⌊M , that is, ∫
Ω
η dµ =
∫
M
ηθ dHk for any η ∈ Cc(Ω) (see [1,
Section 3.5] or [31, Section 15]), where M ⊂ Ω is a Hk-measurable countably k-rectifiable
set, and θ ∈ L1loc(Hk⌊M) is a positive valued function Hk-a.e. on M . In addition, if θ is
positive and integer-valued Hk-a.e. on M then we call µ k-integral. Especially, if θ ≡ 1,
we say µ has unit density. Let T be a hyper plane in Rd with 0 ∈ T and ν be the unit
normal vector of T . We also use T to denote the orthogonal projection Rd → T , that is,
T = Id− ν ⊗ ν, where Id is the identity matrix.
Assume that M is a countably (d − 1)-rectifiable and Hd−1-measurable subset of Ω and
θ ∈ L1loc(Hd−1(M)) is a positive function. For a Radon measure µ := θHd−1⌊M , h is called
a generalized mean curvature vector if∫
Ω
divM Φ dµ = −
∫
Ω
h · Φ dµ
holds for any Φ ∈ C1c (Ω;Rd) (see [5, Section 2.9] or [31, Section 16]).
The following definition is similar to the formulation of the Brakke flow [5]:
Definition 2.2 (L2-flow [27]). Let T > 0 and {µt}t∈(0,T ) be a family of Radon measures on
Ω. Set dµ := dµtdt. We call {µt}t∈(0,T ) an L2-flow if the following holds:
(1) µt is (d−1)-integral and has a generalized mean curvature vector h ∈ L2(µt;Rd) a.e.
t ∈ (0, T ),
(2) and there exist C > 0 and a vector v ∈ L2(0, T ; (L2(µt))d) such that
v(x, t) ⊥ Txµt for µ-a.e. (x, t) ∈ Ω× (0, T ) (2.5)
and ∣∣∣ ∫ T
0
∫
Ω
(ηt +∇η · v) dµtdt
∣∣∣ ≤ C‖η‖∞ (2.6)
for any η ∈ C1c (Ω× (0, T )). Here Txµt is the approximate tangent plane of µt at x.
In addition, the above vector v ∈ L2(0, T ; (L2(µt))d) is called a generalized velocity vector.
Remark 2.3. If {µt}t∈(0,T ) is an integral Brakke flow, then it is also L2-flow (see[4, Section
2.5]).
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3. Main results
In this paper, first we show the non-positivity of the discrepancy measure and the upper
bound of the density for the measure µεt .
Theorem 3.1. Assume that T > 0, d ≥ 2, 2 < q <∞, p ∈ [ 2d
d+1
,∞) ∩ ( dq
2(q−1)
,∞), and
0 < γ <
1
2
. (3.1)
Suppose that ϕε is a classical solution for (1.11) with maxx∈Ω |ϕε0(x)| < 1 and
ε|∇ϕε0(x)|2
2
− W (ϕ
ε
0(x))
ε
≤ 0, x ∈ Ω,
and uε ∈ (C∞(Ω× [0, T ]))d, gε ∈ C∞(Ω× [0, T ]) with
Lε = 2 sup
(x,t)∈Ω×(0,T )
|∇uε(x, t)|+ sup
(x,t)∈Ω×(0,T )
|∇gε(x, t)| ≤ ε−γ, (3.2)
‖uε‖2Lq([0,T ];(W 1,p(Ω))d) + ‖gε‖2Lq([0,T ];W 1,p(Ω)) <∞, (3.3)
and there exists D0 > 0 such that
D(0) ≤ D0. (3.4)
Then the following hold:
(1) The non-positivity (1.5) holds for any (x, t) ∈ Ω× [0, T ).
(2) There exist D1 > 0 and ǫ ∈ (0, 1) such that
sup
0≤t≤T
D(t) ≤ D1, ε ∈ (0, ǫ). (3.5)
Remark 3.2. Similar result about the density bound has been obtained in [21, 36]. The
difficult part of the proof of the density bound is the estimate of the positive part of the
discrepancy measure. Therefore, one of the advantages of this paper is that the phase field
method for (1.1) with the non-positivity (1.5) was obtained. The property is also useful
for obtaining the monotonicity formula and the vanishing of the discrepancy measure (see
Lemma 4.9 below). In addition, in the case of gε 6= 0, it will be difficult to obtain the
estimate of the discrepancy measure via the phase field method without the additional term
−Lεrε√2W (ϕε) (see Remark 4.5 below).
Remark 3.3. For the regularity corresponding to (3.2),
sup
Ω×[0,T ]
|uε| ≤ ε−γ and sup
Ω×[0,T ]
|∇uε| ≤ ε−(γ+1)
are assumed in [36], where γ ∈ (0, 1
2
). In Theorem 3.1, the estimate of supΩ×[0,T ] |uε| is not
required. However, the assumption for supΩ×[0,T ] |∇uε| is stronger than that in [36].
Remark 3.4. The assumption (3.2) is used to prove that the additional term−Lεrε√2W (ϕε)
converges to 0 (see Remark 4.7), and (3.3) is mainly necessary for the L2-estimates of trans-
port term and forcing term (see Lemma 4.6 and Lemma 4.10).
Set
vε =
{
−ϕεt
|∇ϕε|
∇ϕε
|∇ϕε|
if |∇ϕε| 6= 0,
0 otherwise.
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Let Ψδ ∈ C∞c (Bδ(0)) be the Dirac sequence, and {δi}∞i=1 and {Ti}∞i=1 be positive sequences
with δi → 0 and Ti →∞ as i→∞, respectively. For γ ∈ (0, 12), u ∈ Lqloc([0,∞); (W 1,p(Ω))d),
and g ∈ Lqloc([0,∞);W 1,p(Ω)), we choose a positive sequence {εi}∞i=1 such that εi → 0,
sup
Ω×[0,Ti]
|∇uεi| ≤ ε−γi , and sup
Ω×[0,Ti]
|∇gεi| ≤ ε−γi for any i ≥ 1, (3.6)
where uεi := Ψδi ∗ u, and gεi := Ψδi ∗ g. Note that
uεi → u in Lqloc([0,∞); (W 1,p(Ω))d) and gεi → g in Lqloc([0,∞);W 1,p(Ω)).
For the solution ϕεi for (1.11) with ε = εi and T = Ti, we define ϕ
εi(x, t) = 1 if t ≥ Ti,
for the following theorem. By using Theorem 3.1, we show the vanishing of the discrepancy
measure and the existence of the weak solution for (1.1):
Theorem 3.5. Let d = 2, 3 and u ∈ Lqloc([0,∞); (W 1,p(Ω))d) and g ∈ Lqloc([0,∞);W 1,p(Ω)).
Let {δi}∞i=1, {εi}∞i=1 and {Ti}∞i=1 be positive sequences such that (3.6) holds. Assume that
for any i ≥ 1 all assumptions of Theorem 3.1 hold with ε = εi, T = Ti. Then there exists a
subsequence (we denote εij by ε for simplicity) and the following hold:
(1) There exists a family of (d− 1)-integral Radon measures {µt}t∈[0,∞) on Ω such that
(1a) µε → µ as Radon measures on Ω× [0,∞), where dµ = dµtdt.
(1b) µεt → µt as Radon measures on Ω for all t ∈ [0,∞).
(2) There exists ψ ∈ BVloc(Ω× [0,∞)) ∩ C
1
2
loc([0,∞);L1(Ω)) such that
(2a) ϕε → 2ψ − 1 in L1loc(Ω× [0,∞)) and a.e. pointwise.
(2b) ψ = 0 or 1 a.e. on Ω× [0,∞).
(2c) ‖∇ψ(·, t)‖(φ) ≤ µt(φ) for any t ∈ [0,∞) and φ ∈ Cc(Ω; [0,∞)). Moreover
spt ‖∇ψ(·, t)‖ ⊂ sptµt for any t ∈ [0,∞).
(3) ξεt → 0 as Radon measures on Ω for a.e. t ∈ [0,∞).
(4) For any Φ ∈ Cc(Ω× [0,∞);Rd) we have
lim
ε→0
1
σ
∫
Ω×(0,∞)
uε · Φ ε|∇ϕε|2dxdt =
∫
Ω×(0,∞)
u · Φ dµ.
(5) There exists a vector valued function g˜ ∈ L2loc(0,∞; (L2(µt))d) such that
lim
ε→0
1
σ
∫
Ω×(0,∞)
gε
√
2W (ϕε)∇ϕε · Φ dxdt =
∫
Ω×(0,∞)
g˜ · Φ dµ
for any Φ ∈ Cc(Ω× [0,∞);Rd).
(6) {µt}t∈(0,∞) is an L2-flow with a generalized velocity vector
v(x, t) = h(x, t) + (Id− Txµt)u(x, t) + g˜(x, t), (3.7)
where h is the generalized mean curvature vector of µt, Txµt is the approximate
tangent plane of µt at x, and
lim
ε→0
∫
Ω×(0,∞)
vε · Φ dµε =
∫
Ω×(0,∞)
v · Φ dµ (3.8)
for any Φ ∈ Cc(Ω × [0,∞);Rd). Moreover spt g˜ ⊂ ∂∗{ψ = 1} and there exists a
measurable function θ : ∂∗{ψ = 1} → N such that
g˜ =
1
θ
gν Hd-a.e. on ∂∗{(x, t) |ψ(x, t) = 1}, (3.9)
where ν(·, t) is the inner unit normal vector of {ψ(·, t) = 1} on ∂∗{ψ(·, t) = 1}.
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Remark 3.6. The assumption for d comes from Theorem 5.2. In the case of d ≥ 4, then we
may need several arguments similar to that in [17, 36]. The term (Id− Txµt)u corresponds
to (u · ν)ν if µt is given by a smooth hypersurface.
Remark 3.7. In [28, Section 5.2], they showed the existence theorem with
u ∈ L2loc((0,∞); (L∞(Ω))d) and g ∈ L2loc((0,∞);L∞(Ω)) for d = 2, 3. As mentioned in
Section 1, natural function spaces are considered in Theorem 3.1 and Theorem 3.5.
In the case of g ≡ 0, the existence of the weak solution for (1.1) in the sense of Brakke
flow with u ∈ Lqloc([0,∞); (W 1,p(Ω))d) and d ≥ 2 has already been proven in [36]. Here, a
family of (d− 1)-integral Radon measures {µt}t∈[0,∞) is called a Brakke flow with transport
term u if ∫
Ω
φ dµt
∣∣∣t2
t=t1
≤
∫ t2
t1
∫
Ω
(∇φ− φh) · (h+ (u · ν)ν) + φt dµtdt
holds for any φ ∈ C1c (Ω × [0,∞); [0,∞)). Note that the regularity of the Brakke flow is
also known (see [19, 37]). The main differences of the phase field methods between [36]
and this paper are having or not having the proofs of the estimates of the positive part
of the discrepancy measure, and the additional forcing term −Lεrε√2W (ϕε). Because the
term is very small in the sense of the Brakke flow (see Remark 4.7), it is expected that
same existence theorem of the Brakke flow in [36] (d ≥ 2) will be obtained via the phase
field model (1.11). In addition, (1.5) would make it easier to prove the vanishing of the
discrepancy measure than that in [36].
However, in the case of g 6≡ 0, it is difficult to consider the weak solution for (1.1) in the
sense of the Brakke flow, since weak convergences of νε and hε are insufficient to make sense
of the convergence∫
φgενε · hε dµ˜εt →
∫
φgν · h dµt for any φ ∈ Cc(Ω× [0,∞)),
where νε = ∇ϕ
ε
|∇ϕε|
, hε =
−∆ϕε+
W ′(ϕε)
ε
|∇ϕε|
νε, and dµ˜εt =
ε
σ
|∇ϕε|2dx. In particular, when µt is not
a unit density measure, the treatment of the orientation of ν is a problem. On the other
hand, this problem does not occur when L2-flow is considered, because the computation of
the inner product is not necessary in the definition of the L2-flow and the characterization
of the generalized velocity (3.7).
Remark 3.8. Regarding energy estimates, there is no difference in the handling of transport
term and forcing term. However, regarding convergence, the forcing term converges with
respect to the measure ‖∇ψ(·, t)‖ (see (4.44)). The function θ in (3.9) is the inverse of the
Radon-Nikodym Derivative d‖∇ψ(·,t)‖
dµt
.
4. Proof of main theorems
In this section, we assume all the assumptions of Theorem 3.1. First we prove the well-
posedness of the phase field model (1.11). Next we show the monotonicity formula via the
arguments in [17] and the upper bound of the density of µεt by using the arguments in [21, 36].
The upper bound estimates, Theorem 5.3, and standard measure theoretic arguments imply
the existence theorem.
4.1. Well-posednes of (1.11).
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Let δ ∈ (0, 1) and rεδ : R→ R be a C∞ function such that
rεδ(s) =


(qε)−1(−1 + δ)− 1 if s < −1,
(qε)−1(s) if s ∈ [−1 + δ, 1− δ],
(qε)−1(1− δ) + 1 if s > 1.
From the definition of rε in (1.11), we need the a priori estimate ϕε(x, t) ∈ (−1, 1) for
any (x, t) ∈ Ω× [0, T ). Therefore first we consider the following modified equation:{
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
− εuε · ∇ϕε − (gε + Lεrεδ(ϕε))
√
2W (ϕε), (x, t) ∈ Ω× (0, T ),
ϕε(x, 0) = ϕε0(x), x ∈ Ω.
(4.1)
The estimate ϕε ∈ (−1, 1) can be obtained as follows from the maximum principle.
Lemma 4.1. Let T > 0 and a ∈ (0, 1). Then there exists δ ∈ (0, 1) such that the following
hold: Let ϕε be a classical solution for (4.1) with δ > 0 and maxx∈Ω |ϕε0(x)| ≤ 1 − a. Then
sup(x,t)∈Ω×[0,T ) |ϕε(x, t)| ≤ 1− δ. Moreover, ϕε is also a solution for (1.11) in Ω× [0, T ).
Proof. Let ϕε be a classical solution for (4.1) with δ > 0 and maxx∈Ω |ϕε0(x)| ≤ 1 − a.
By the definition, rεδ(ϕ
ε(x, t)) = rε(x, t) if |ϕε(x, t)| ≤ 1 − δ. So we only need to prove
sup(x,t)∈Ω×[0,T ) |ϕε(x, t)| ≤ 1− δ.
By the maximum principle, we obtain supx∈Ω,t∈[0,T ) |ϕε(x, t)| ≤ 1 easily. Assume that
there exists (x, t) ∈ Ω × [0, T ) such that ϕε(x, t) = 1. Then T1 := inf{t ∈ (0, T ] |ϕ(x, t) =
1 for some x ∈ Ω} < T . Note that rε(x, t) = (qε)−1(ϕε(x, t)) is well-defined for any (x, t) ∈
Ω× [0, T1).
Set h(q) :=
√
2W (q) for q ∈ R. By (1.10) we obtain
qεr =
h(qε)
ε
and qεrr =
(h(qε))r
ε
=
hq(q
ε)
ε
qεr . (4.2)
By (1.10), (4.1), and (4.2) we have
qεrr
ε
t = q
ε
r∆r
ε + qεrr|∇rε|2 − qεrr − (uε · ∇rε)qεr − (gε + Lεrεδ)qεr
= qεr∆r
ε + qεr
hq
ε
(|∇rε|2 − 1)− (uε · ∇rε)qεr − (gε + Lεrεδ)qεr
for any (x, t) ∈ Ω× (0, T1). Thus we obtain
rεt = ∆r
ε +
hq
ε
(|∇rε|2 − 1)− uε · ∇rε − gε − Lεrεδ in Ω× (0, T1). (4.3)
Set Mε := ε−1max|s|≤1 |hq(s)| + supx∈Ω,t∈[0,T1) |gε(x, t)|. We remark that hq(q
ε)
ε
≤ Mε by
supx∈Ω,t∈[0,T ) |ϕε(x, t)| ≤ 1. From the definition, rεδ > 0 in U bT := {(x, t) ∈ Ω × (0, T1 −
b) | rε(x, t) > 0} for b ∈ (0, T1/2). Therefore we have
r˜εt ≤ ∆r˜ε +
(hq
ε
∇r˜ε − uε
)
· ∇r˜ε in U bT ,
where r˜ε := rε −Mεt. By the maximum principle, we obtain
max
x∈Ω,t∈[0,T1−b]
rε(x, t) ≤ max
x∈Ω
|rε(x, 0)|+MεT1. (4.4)
The definition of T1 implies limb↓0maxx∈Ω,t∈[0,T1−b] r
ε(x, t) = ∞. This contradicts (4.4)
and ϕε(x, t) < 1 for any (x, t) ∈ Ω × [0, T ). Similarly, we obtain ϕε(x, t) > −1 for any
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(x, t) ∈ Ω× [0, T ). In addition, maxx∈Ω |rε(x, 0)| ≤ (qε)−1(1− a) imply
max
x∈Ω,t∈[0,T ]
|ϕε(x, t)| ≤ qε((qε)−1(1− a) +MεT ) < 1.
Thus sup(x,t)∈Ω×[0,T ) |ϕε(x, t)| ≤ 1− δ holds for sufficiently small δ > 0. 
By Lemma 4.1, the standard parabolic PDE theory shows
Proposition 4.2. Let T > 0 and ϕε be a smooth function on Ω with maxx∈Ω |ϕε0(x)| < 1.
Then there exists a unique solution ϕε for (1.11) with initial data ϕε0 and supx∈Ω,t∈[0,T ) |ϕε(x, t)| <
1 for any t ∈ (0, T ).
4.2. Non-positivity of the discrepancy measure.
Set ξε(x, t) :=
ε|∇ϕε(x, t)|2
2
− W (ϕ
ε(x, t))
ε
for the solution ϕε for (1.11). One of the key
lemmas of this paper is the following:
Lemma 4.3. Assume that |∇rε(x, 0)| ≤ 1 for any x ∈ Ω. Then we have |∇rε(x, t)| ≤ 1 and
ξε(x, t) ≤ 0 for any (x, t) ∈ Ω× [0, T ). Moreover ξεt is a non-positive measure for t ∈ [0, T ).
Proof. By (1.10) we have
ε|∇ϕε|2/2
W (ϕε)/ε
≤ |∇rε|2 on Ω× [0, T ).
Therefore, if |∇rε| ≤ 1 then ξε ≤ 0 and ξεt is a non-positive measure. Thus we only need to
prove that |∇rε| ≤ 1 on Ω× [0, T ).
By an argument similar to that in (4.3), we obtain
rεt = ∆r
ε +
hq
ε
(|∇rε|2 − 1)− uε · ∇rε − gε − Lεrε, (4.5)
where h(q) =
√
2W (q) for q ∈ R. We compute
∇(−uε · ∇rε − gε − Lεrε) · ∇rε
≤− 1
2
uε · ∇|∇rε|2 + |∇rε|2|∇uε|+ 1
2
|∇gε|(1 + |∇rε|2)− Lε|∇rε|2
≤− 1
2
uε · ∇|∇rε|2 + 1
2
Lε(1− |∇rε|2).
(4.6)
By (4.5) and (4.6), we have
∂t|∇rε|2 ≤∆|∇rε|2 − 2|∇2rε|2 + 2
ε
∇rε · ∇hq(|∇rε|2 − 1) +
(
2hq
ε
∇rε − u
ε
2
)
· ∇|∇rε|2
+
1
2
Lε(1− |∇rε|2).
(4.7)
Set wε := |∇rε|2 − 1. By (4.7) we obtain
∂tw
ε ≤ ∆wε +
(
2hq
ε
∇rε − u
ε
2
)
· ∇wε +
(
2
ε
∇rε · ∇hq − 1
2
Lε
)
wε. (4.8)
By the assumption we have wε(·, 0) = |∇rε(·, 0)|2 − 1 ≤ 0 on Ω. Therefore by (4.8) and
the maximum principle we obtain wε ≤ 0 on Ω × [0, T ). Hence we have |∇rε| ≤ 1 on
Ω× [0, T ). 
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Remark 4.4. In the case of the volume preserving MCF, that is, uε ≡ 0, Lε ≡ 0, and
gε = gε(t) be a non-local term of ϕε, similar estimates (including the monotonicity formula
below) have been proven in [35].
Remark 4.5. To obtain the estimate for ξε, a method of applying the maximum principle
directly to ξε with some additional term is also well known ([10, 21, 26, 36]) in the case of g
ε ≡
0. In [36], they considered the maximum principle for ξ˜ε :=
ε|∇ϕε(x, t)|2
2
− W (ϕ
ε(x, t))
ε
−
G(ϕε(x, t))
ε
to show the following estimate:
ε|∇ϕε(x, t)|2
2
− W (ϕ
ε(x, t))
ε
≤ 10ε−β in Ω× [0, T ], (4.9)
where ϕε is a solution for (1.8), β ∈ (0, 1
2
) and G is a function such as G(ϕε) = ε
1
2
(
1 −
1
8
(ϕε − α1)2
)
. Clearly, (4.9) is weaker than (1.5), and the key of the proof of (4.9) is that
ξ˜ε satisfies
∂tξ˜
ε + uε · ∇ξ˜ε −∆ξ˜ε ≤ F (ε,W ′, G′, G′′,∇ϕε,∇uε)
for suitable F (see [36, (4.32)]). However, in the case of g 6= 0, it is not known whether
similar estimates can be obtained in this way, because F ≤ 0 is not necessarily and the
control of the term gεξ˜ε is more difficult than that of the term uε · ∇ξ˜ε, from the viewpoint
of the maximum principle.
4.3. L2-estimates of transport term and forcing term.
The following estimate corresponds to the L2(µεt)-estimate of f
ε.
Lemma 4.6. Assume that |ϕε| < 1 and |∇rε| ≤ 1 in Ω × [0, T ), p ∈ [2d/(d + 1),∞), and
0 ≤ Lε ≤ ε−γ for γ > 0. Then we have∫
Ω
ε
(
(uε · ∇ϕε) + (gε + Lεrε)
√
2W (ϕε)
ε
)2
dx = 2
∫
Ω
|f ε|2W (ϕ
ε)
ε
dx
≤C2(D(t)(‖uε(·, t)‖2W 1,p(Ω) + ‖gε(·, t)‖2W 1,p(Ω)) + ε1−2γ),
(4.10)
where C2 = C2(d, p,W, |Ω|) > 0.
Proof. We compute∫
Ω
ε
(
(uε · ∇ϕε) + (gε + Lεrε)
√
2W (ϕε)
ε
)2
dx = 2
∫
Ω
(
uε · ∇rε + gε + Lεrε
)2W (ϕε)
ε
dx
=2
∫
Ω
|f ε|2W (ϕ
ε)
ε
dx ≤ 6
∫
Ω
|uε|2W (ϕ
ε)
ε
dx+ 6
∫
Ω
(gε)2
W (ϕε)
ε
dx+ 6
∫
Ω
(Lεrε)2
W (ϕε)
ε
dx,
(4.11)
where |∇rε| ≤ 1 and ∇ϕε = qεr∇rε = ε−1
√
2W (ϕε)∇rε are used.
Next we show that there exists C > 0 such that∫
Ω
(Lεrε)2
W (ϕε)
ε
dx ≤ Cε1−2γ . (4.12)
We remark that qε(r) = q(r/ε) and rε = εq−1(ϕε). Thus we have∫
Ω
(Lεrε)2
W (ϕε)
ε
dx ≤
∫
Ω
ε1−2γ(q−1(ϕε))2W (ϕε) dx ≤ ε1−2γC1|Ω|,
where (2.4) is used. Hence we obtain (4.12).
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Finally we show that there exists C > 0 such that∫
Ω
|uε|2W (ϕ
ε)
ε
dx ≤ CD(t)‖uε(·, t)‖2W 1,p(Ω). (4.13)
Let {ψi}i be a partition of unity on Ω with ψi ∈ C∞c (Ω), diam (sptψi) ≤ 1/2 and ‖ψi‖C2 ≤
c(d) for any i. First we consider the case of 2d/(d+ 1) ≤ p < 2. Set s := p(d− 1)/(d− p).
Note that s ≥ 2 and p satisfies (5.3). By (5.2) we have∫
Ω
|uε|2W (ϕ
ε)
ε
dx ≤
(∫
Ω
|uε|s dµεt
) 2
s
(2µεt(Ω))
1− 2
s
≤
(∑
i
C
∫
Ω
|ψiuε|s dµεt
) 2
s
(2µεt(Ω))
1− 2
s
≤
(∑
i
CcMZD(t)
(∫
sptψi
|uε|p + |∇uε|p dx
) s
p
) 2
s
(2D(t))1−
2
s
≤CD(t)‖uε(·, t)‖2W 1,p(Ω).
(4.14)
For the case of p ≥ 2, we compute∫
Ω
|uε|2W (ϕ
ε)
ε
dx ≤
(∫
Ω
|uε|p dµεt
) 2
p
(2µεt(Ω))
1− 2
p
≤
(∑
i
C
∫
Ω
|ψiuε|p dµεt
) 2
p
(2D(t))1−
2
p
≤
(∑
i
CcMZD(t)
∫
sptψi
|uε|p + |uε|p−1|∇uε| dx
) 2
p
(2D(t))1−
2
p
≤CD(t)‖uε(·, t)‖2W 1,p(Ω),
(4.15)
where (5.1) with p = 1 is used. By (4.14) and (4.15) we have (4.13). Similarly, we have∫
Ω
(gε)2
W (ϕε)
ε
dx ≤ CD(t)‖gε(·, t)‖2W 1,p(Ω). (4.16)
Therefore by (4.11), (4.12), (4.13), and (4.16) we obtain (4.10). 
Remark 4.7. The estimate (4.12) means that if ‖∇uε,∇gε‖∞ ≤ ε−γ for γ ∈ [0, 1/2), then
the additional term −Lεrε√2W (ϕε) vanishes as ε ↓ 0 in the framework of the phase field
method of this paper (see (4.35)).
4.4. Energy estimates and monotonicity formula.
Next we show the standard energy estimates and the monotonicity formula for the Allen-
Cahn equation (1.11).
Lemma 4.8. Let p ∈ [2d/(d+1),∞) and 2 < q <∞. Then there exists C3 = C3(d, p, q,W, |Ω|) >
0 such that for any 0 ≤ t1 < t2 < T we have
sup
t∈[t1,t2]
µεt(Ω) +
1
2σ
∫ t2
t1
∫
Ω
ε
(
∆ϕε − W
′(ϕε)
ε2
)2
dxdt
≤µεt1(Ω) + C3
{
(t2 − t1)1−
2
q (‖uε‖2Lq([t1,t2];(W 1,p(Ω))d) + ‖gε‖2Lq([t1,t2];W 1,p(Ω))) sup
t∈[t1,t2]
D(t)
+ (t2 − t1)ε1−2γ
}
.
(4.17)
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Proof. By (1.12) and the integration by parts, we have
d
dt
µεt (Ω) +
1
2σ
∫
Ω
ε
(
∆ϕε − W
′(ϕε)
ε2
)2
dx ≤ 1
σ
∫
Ω
|f ε|2W (ϕ
ε)
ε
dx. (4.18)
Integration of (4.18) over [t1, t2] with (4.10) gives (4.17). 
To localize the backward heat kernel ρ, we fix a radially symmetric cut-off function
η(x) ∈ C∞c (Bd1/2(0)) with η = 1 on Bd1/4(0), 0 ≤ η ≤ 1,
and we define ρ˜y,s(x, t) := η(x − y)ρy,s(x, t). The following estimate is the monotonicity
formula for the modified equation (1.11).
Lemma 4.9. Assume that d ≥ 2, T > 0, ϕε is a solution for (1.11) and the initial data
satisfies |ϕε0(x)| < 1 and |∇rε(x, 0)| ≤ 1 for any x ∈ Ω. Then
d
dt
∫
Rd
ρy,s(x, t) dµ
ε
t(x) ≤
1
2σ
∫
Rd
ρy,s(x, t)|f ε(x, t)|2W (ϕ
ε(x, t))
ε
dx
≤1
2
∫
Rd
ρy,s(x, t)|f ε(x, t)|2 dµεt (x)
(4.19)
and
d
dt
∫
Rd
ρ˜y,s(x, t) dµ
ε
t(x) ≤
1
2σ
∫
Rd
ρ˜y,s(x, t)|f ε(x, t)|2W (ϕ
ε(x, t))
ε
dx
+ C4e
− 1
128(s−t)µεt (B
d
1/2(y))
(4.20)
for any y ∈ Rd, 0 ≤ t < s < T and ε ∈ (0, 1). Here C4 = C4(d) > 0, µεt and f ε are extended
periodically to Rd.
Proof. In this proof, we regard all functions and measures as periodically extended on Rd.
Set ρ = ρy,s(x, t). By an argument similar to that in the proof of Proposition 2.7 in [35], we
have
d
dt
∫
Rd
ρ dµεt ≤
1
2(s− t)
∫
Rd
ρ dξεt +
1
2σ
∫
Rd
ρ|f ε|2W (ϕ
ε)
ε
dx. (4.21)
By Lemma 4.3 and (4.21), we obtain
d
dt
∫
Rd
ρ dµεt ≤
1
2σ
∫
Rd
ρ|f ε|2W (ϕ
ε)
ε
dx ≤ 1
2
∫
Rd
ρ|f ε|2 dµεt .
Therefore we have (4.19). In the computation (4.19) with ρ˜ instead of ρ, we obtain additional
terms with the differentiation of η. Note that the integration of these terms are estimated
by cµεt(B
d
1/2(y))e
− 1
128(s−t) with c = c(d) > 0 because |∂xjρ| ≤ c(j, d)e−
1
128(s−t) for any x ∈ Ω
with |x− y| > 1/4 and j = 0, 1. Therefore we obtain (4.20). 
The following estimates are given in [36]. Thus we skip the proof.
Lemma 4.10. Let 2 < q < ∞ and p ∈ [ 2d
d+1
,∞) ∩ ( dq
2(q−1)
,∞). Then there exists C5 =
C5(d, p, q) > 0 such that for any 0 ≤ t1 < t2 < s < T we have∫ t2
t1
∫
Rd
ρ˜y,s|uε|2 dµεtdt ≤ C5(t2 − t1)pˆ‖uε‖2Lq([t1,t2];(W 1,p(Bd1/2(y)))d) supt∈[t1,t2]
D(t) (4.22)
and ∫ t2
t1
∫
Rd
ρ˜y,s|gε|2 dµεtdt ≤ C5(t2 − t1)pˆ‖gε‖2Lq([t1,t2];W 1,p(Bd1/2(y))) supt∈[t1,t2]
D(t), (4.23)
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where pˆ is given by pˆ = 2pq−2p−dq
pq
> 0 when p < d, pˆ < q−2
q
can be taken arbitrarily close to
q−2
q
(however c depends on pˆ in addition), and pˆ = q−2
q
when p > d.
4.5. Proof of Theorem 3.1.
In this section we prove the upper bound of the density of µεt via the monotonicity formula.
The proof is based on [21, 36].
Lemma 4.11. Assume that 2 < q < ∞ and p ∈ [ 2d
d+1
,∞) ∩ ( dq
2(q−1)
,∞). Then there exist
c˜ ≥ 2, c′ > 0 and ǫ1 > 0 with the following property. For 0 ≤ t1 < t2 < T with t2 − t1 < 1,
suppose D(t2) = c˜D(t1) and D(t) < D(t2) for t1 ≤ t < t2. Then for any 0 < ε < ǫ1, we have
(t2 − t1)pˆ(‖uε‖2Lq([t1,t2];(W 1,p(Ω))d) + ‖gε‖2Lq([t1,t2];W 1,p(Ω))) ≥ c′, (4.24)
where pˆ > 0 is as Lemma 4.10.
Proof. Set A := ‖uε‖2Lq([t1,t2];(W 1,p(Ω))d) + ‖gε‖2Lq([t1,t2];W 1,p(Ω)). Let c˜ ≥ 2 and assume D(t2) =
c˜D(t1) (c˜ will be chosen later). We consider the following three cases. First we consider the
case of D(t2) = µ
ε
t2
(Ω). By (4.17) we have
D(t2) ≤D(t1) + C3
{
(t2 − t1)1−
2
qAD(t2) + (t2 − t1)ε1−2γ
}
.
Therefore we obtain
D(t1)
(
c˜− c˜C3(t2 − t1)pˆA− 1
)
≤ D(t1)
(
c˜− c˜C3(t2 − t1)1−
2
qA− 1
)
≤ C3ε1−2γ,
where pˆ ≤ 1 − 2
q
is used. Thus, we have (4.24), for sufficiently large c˜ ≥ 2 and sufficiently
small ε > 0.
Next we consider the case of D(t2) = limn→∞
µεt2
(Brn (y))
ωd−1r
d−1
n
with limn→∞ rn ≥ 14 . Then there
exists n ≥ 1 such that rn ≥ 15 and D(t2)− 1100 ≤
µεt2
(Brn (y))
ωd−1r
d−1
n
. Therefore we have
ωd−1
5d−1
D(t2)− ωd−1
5d−1 · 100 ≤ µ
ε
t2
(Ω).
Hence, by an argument similar to that in the first case, we obtain
D(t1)
(
c˜
ωd−1
5d−1
− c˜C3(t2 − t1)pˆA− 1
)
≤ C3ε1−2γ + ωd−1
5d−1 · 100 .
Thus, we have (4.24), for sufficiently large c˜ ≥ 2 and sufficiently small ε > 0.
Finally we consider the case of D(t2) = limn→∞
µεt2
(Brn (y))
ωd−1r
d−1
n
with limn→∞ rn <
1
4
. Then
there exists n ≥ 1 such that 0 < rn < 14 and
D(t2)− 1
100
≤ µ
ε
t2
(Brn(y))
ωd−1rd−1n
. (4.25)
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Set R = rn and s = t2 +
R2
4
. We compute that∫
Rd
ρ˜y,s(x, t1) dµ
ε
t1
(x) ≤ 1
(4π(s− t1)) d−12
∫
Rd
e
− |x−y|
2
4(s−t1) dµεt1
=
1
(4π(s− t1)) d−12
∫ 1
0
µεt1({x | e−
|x−y|2
4(s−t1) > k}) dk
=
1
(4π(s− t1)) d−12
∫ 1
0
µεt1(B
√
4(s−t1) log k−1
(y)) dk
≤ 1
(4π(s− t1)) d−12
∫ 1
0
D(t1)ωd−1(
√
4(s− t1) log k−1)d−1 dk ≤ C6D(t1),
(4.26)
where C6 > 0 is depending only on d. By (2.4) we have∫ t2
t1
∫
Rd
ρ˜y,s(L
εrε)2
W (ϕε)
ε
dxdt ≤
∫ t2
t1
∫
Rd
ε1−2γρy,s(q
−1(ϕε))2W (ϕε) dxdt
≤2√πC1ε1−2γ
∫ t2
t1
(s− t) 12 dt ≤ 2√πC1ε1−2γ(s− t1) 12 (t2 − t1),
(4.27)
where
∫
Rd
(4π(s − t))− 12ρ dx = 1 is used. From 0 < R < 1
4
and η(y − x) = 1 on B 1
4
(y), we
obtain∫
Rd
ρ˜y,s(x, t2) dµ
ε
t2
=
∫
Rd
η(y − x) 1
π
d−1
2 Rd−1
e−
|x−y|2
R2 dµεt2 ≥
∫
BR(y)
1
π
d−1
2 Rd−1
e−
|x−y|2
R2 dµεt2
≥
∫
BR(y)
1
π
d−1
2 Rd−1
e−1 dµεt2 =
1
eπ
d−1
2 Rd−1
µεt2(BR(y)).
(4.28)
By (4.20), (4.22), (4.23), (4.26), (4.27), and (4.28) we have
1
eπ
d−1
2
µεt2(BR(y))
ωd−1Rd−1
≤
∫
Rd
ρ˜y,s(x, t2) dµ
ε
t2(x)
≤
∫
Rd
ρ˜y,s(x, t1) dµ
ε
t1
(x) +
∫ t2
t1
1
2σ
∫
Rd
ρ˜y,s(x, t)|f ε(x, t)|2W (ϕ
ε(x, t))
ε
dxdt
+ C4
∫ t2
t1
e−
1
128(s−t)µεt (B
d
1/2(y)) dt
≤C6D(t1) + C1ε1−2γ(s− t1) 12 (t2 − t1) + C4e−
1
128(s−t1) (t2 − t1) sup
t∈[t1,t2]
D(t)
+ C5(t2 − t1)pˆA sup
t∈[t1,t2]
D(t)
≤C6D(t1) + C1
√
2ε1−2γ + C4(t2 − t1)D(t2) + C5(t2 − t1)pˆAD(t2),
(4.29)
where s− t1 ≤ t2 + R24 − t1 ≤ 2 is used. By (4.25) and (4.29) we have
D(t1)
{
c˜
( 1
eπ
d−1
2
− C4(t2 − t1)− C5(t2 − t1)pˆA
)
− C6
}
≤ C1
√
2ε1−2γ +
1
100 · eπ d−12
. (4.30)
Thus, we have (4.24), for sufficiently large c˜ ≥ 2 and sufficiently small ε > 0. 
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Proof of Theorem 3.1. We only need to prove (2). Choose Tb ∈ (0, 1) such that
T pˆb B ≤ c′, (4.31)
where B := ‖uε‖2
Lq([0,T ];(W 1,p(Ω))d)
+ ‖gε‖2Lq([0,T ];W 1,p(Ω)). Note that Tb depends only on d, p, q,
and B, by Lemma 4.11. Define
D1 := D0c˜
[T/Tb]+1,
where D1 depends only on d, p, q, B, T,D0 and D1 ≥ 2D0 by c˜ ≥ 2. Assume that ε ∈ (0, ǫ1).
Note that we only need to check that
D(t) ≤ D0c˜[t/Tb]+1, t ∈ [0, T ]. (4.32)
Suppose that there exists t′ ∈ (0, T ] such that D(t′) > D0c˜[t′/Tb]+1. Then there exists
τ ∈ (0, T ) such that D(t) ≤ D0c˜[t/Tb]+1 ≤ D1 for any t ∈ [0, τ ] and D(τ) = D0c˜[τ/Tb]+1.
Assume τ ∈ (0, Tb). Then we have D(τ) = c˜D0 and supt∈[0,τ ]D(t) ≤ c˜D0. Thus (4.24)
implies τ pˆB ≥ c′, where we used Lemma 4.11 with t1 = 0 and t2 = τ . But this contradicts
τ < Tb and (4.31). Therefore we have τ ≥ Tb. If τ ∈ [Tb, 2Tb), then D(τ) = D0c˜2 and
D(t) ≤ D0c˜ for any t ∈ [0, Tb). Hence there exists τ ′ ∈ [Tb, τ) such that D(τ ′) = c˜D0 and
τ − τ ′ < Tb. By Lemma 4.11 with t1 = τ ′ and t2 = τ , we have (τ − τ ′)pˆB ≥ c′. But this
contradicts τ − τ ′ < Tb and (4.31) again. Repeating this argument, we obtain τ = T and
(4.32). 
4.6. Proof of Theorem 3.5.
Finally, we show the existence theorem for (1.1) in the sense of L2-flow. We can easily show
the existence of a L2-flow by the result of Theorem 3.1 in [28](see Theorem 5.3). However,
we need to prove v = h+ (u · ν)ν + gν in addition.
Proof of Theorem 3.5. Fix T > 0. Because Ti > T for sufficiently large i ≥ 1, so we may
assume Ti > T for any i ≥ 1. By a standard argument similar to that in [36, Proposition
8.3] we obtain (2).
Set Gε(x, t) := f ε(x, t)
√
2W (ϕε(x, t)). Then Lemma 4.3 and (3.5) imply∫ T
0
∫
Ω
1
ε
|Gε|2 dxdt = 2
∫ T
0
∫
Ω
|f ε|2W (ϕ
ε)
ε
dxdt
≤C2(D(T )(‖uε‖2L2((0,T ):(W 1,p(Ω))d) + ‖gε‖2L2((0,T ):W 1,p(Ω))) + ε1−2γT ), ε ∈ (0, ǫ).
Note that the right hand side is uniformly bounded, regarding ε ∈ (0, ǫ). In addition, we
have µε0(Ω) ≤ D0 for any ε > 0. Therefore µεt and ϕε satisfy all the assumptions of Theorem
5.3. Theorem 5.3 implies (1) and there exist v, ~G ∈ L2loc(0,∞; (L2(µt))d) such that {µt}t∈[0,∞)
is a L2-flow v = h+ ~G with (3.8), by taking a subsequence ε→ 0. Here ~G satisfies
lim
ε→0
1
σ
∫
Ω×(0,T )
−Gε∇ϕε · Φ dxdt =
∫
Ω×(0,T )
~G · Φ dµ (4.33)
for any Φ ∈ Cc(Ω× [0, T );Rd). We remark that
1
σ
∫
Ω×(0,T )
−Gε∇ϕε · Φ dxdt =
∫ T
0
∫
Ω∩{|∇ϕε(·,t)|6=0}
(
uε · ∇ϕ
ε
|∇ϕε|
)( ∇ϕε
|∇ϕε| · Φ
)
dµ˜εtdt
+
∫ T
0
∫
Ω∩{|∇ϕε(·,t)|6=0}
gε
∇ϕε
|∇ϕε| · Φ dµˆ
ε
tdt
+
1
σ
∫ T
0
∫
Ω
Lεrε
√
2W (ϕε)∇ϕε · Φ dxdt,
(4.34)
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where dµ˜εt :=
ε
σ
|∇ϕε|2dx and dµˆεt := 1σ
√
2W (ϕε)|∇ϕε|dx. We compute the third term of
the right hand side. We have∣∣∣ 1
σ
∫ T
0
∫
Ω
Lεrε
√
2W (ϕε)∇ϕε · Φ dxdt
∣∣∣
≤ 1
σ
‖Φ‖∞
( ∫ T
0
∫
Ω
(Lεrε)2
2W
ε
dxdt
) 1
2
(∫ T
0
∫
Ω
ε|∇ϕε|2 dxdt
) 1
2
≤ 1
σ
‖Φ‖∞
( ∫ T
0
∫
Ω
(Lεrε)2
2W
ε
dxdt
) 1
2
(∫ T
0
2D(t) dt
) 1
2
.
Hence, (3.5) and (4.12) imply
lim
ε→0
1
σ
∫ T
0
∫
Ω
Lεrε
√
2W (ϕε)∇ϕε · Φ dxdt = 0. (4.35)
Now we show (3). The estimates (3.5) and (4.17) give
sup
ε∈(0,ǫ)
∫ T
0
∫
Ω
ε
(
∆ϕε − W
′(ϕε)
ε2
)2
dxdt <∞
for any ε ∈ (0, ǫ). Hence Fatou’s lemma implies
lim inf
ε→0
∫
Ω
ε
(
∆ϕε(x, t)− W
′(ϕε(x, t))
ε2
)2
dx <∞, a.e. t ∈ (0, T ).
Therefore, by Theorem 5.2, ξεt → 0 a.e. t. Thus we obtain (3).
Next we show (4). Fix δ > 0 and i ≥ 1 such that ‖uεi − u‖2Lq([0,T ];(W 1,p(Ω))d) < δ. Set
uˆ := uεi. For any Φ ∈ Cc(Ω× [0, T );Rd) we have∣∣∣ ∫
Ω×(0,∞)
u · Φ dµ− 1
σ
∫
Ω×(0,∞)
uε · Φ ε|∇ϕε|2dxdt
∣∣∣
≤‖Φ‖∞
∫
Ω×(0,T )
|u− uˆ| dµ+
∣∣∣ ∫
Ω×(0,∞)
uˆ · Φ dµ− 1
σ
∫
Ω×(0,T )
uε · Φ ε|∇ϕε|2dxdt
∣∣∣
≤Cδ +
∣∣∣ ∫
Ω×(0,∞)
uˆ · Φ dµ− 1
σ
∫
Ω×(0,T )
uˆ · Φ ε|∇ϕε|2dxdt
∣∣∣
+
∣∣∣ 1
σ
∫
Ω×(0,T )
uˆ · Φ ε|∇ϕε|2dxdt− 1
σ
∫
Ω×(0,T )
uε · Φ ε|∇ϕε|2dxdt
∣∣∣
=:Cδ + I1 + I2,
(4.36)
where (5.2) is used and C > 0 depends only on d, p, q,D(T ), ‖Φ‖∞. By ξεt → 0 a.e. t,
dµ˜εt :=
ε
σ
|∇ϕε|2dx → dµt a.e. t. Thus I1 → 0 as ε → 0. Moreover, for sufficiently small
ε > 0, the Cauchy-Schwarz inequality gives |I2| ≤ Cδ, where C > 0 depends only on
D(T ), ‖Φ‖∞. Hence we obtain (4).
Next we prove (5). First we show that µˆεt → µt as Radon measures for a.e. t. We compute∣∣∣∣ε|∇ϕε|22 + W (ϕ
ε)
ε
−
√
2W (ϕε)|∇ϕε|
∣∣∣∣ ≤
(√
ε|∇ϕε|2
2
−
√
W (ϕε)
ε
)2
≤
∣∣∣∣ε|∇ϕε|22 − W (ϕ
ε)
ε
∣∣∣∣ .
Therefore ξεt → 0 implies µˆεt → µt a.e. t. By (3.5) and (5.2) we have
sup
ε∈(0,ǫ)
∫ T
0
∫
Ω
|gε|2 dµˆεt <∞. (4.37)
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Hence there exists a vector valued function g˜ such that
lim
ε→0
∫ T
0
∫
Ω∩{|∇ϕε(·,t)|6=0}
gε
∇ϕε
|∇ϕε| · Φ dµˆ
ε
tdt =
∫
Ω×(0,T )
g˜ · Φ dµ (4.38)
for any Φ ∈ Cc(Ω× [0, T );Rd) (see [16, Theorem 4.4.2]). Thus we obtain (5).
Finally we show (6). By (4.33), (4.34), (4.35), and (4.38), we only need to prove (3.9),
spt g˜ ⊂ ∂∗{ψ = 1}, and
lim
ε→0
∫ T
0
∫
Ω∩{|∇ϕε(·,t)|6=0}
(
uε · ∇ϕ
ε
|∇ϕε|
)( ∇ϕε
|∇ϕε| · Φ
)
dµ˜εtdt =
∫ T
0
∫
Ω
(Id− Txµt)u · Φ dµ (4.39)
for any Φ ∈ Cc(Ω× [0, T );Rd). Set νε := ∇ϕε|∇ϕε| . We compute∫ T
0
∫
Ω∩{|∇ϕε(·,t)|6=0}
(uε · νε)(νε · Φ) dµ˜εtdt
=
∫ T
0
∫
Ω∩{|∇ϕε(·,t)|6=0}
(uε − (Id− νε ⊗ νε)uε) · Φ dµ˜εtdt.
Note that by the definition of the varifold and integrality of µt,
∫
(Id − νε ⊗ νε)Ψ dµεt →∫
TxµtΨ dµt for any Ψ ∈ Cc(Ω× [0, T );Rd). By using this and an argument similar to (4.36),
we have (4.39).
Set k(s) :=
∫ s
0
√
2W (τ) dτ . Recall that ψ = limε→0
1
2
(ϕε+1), ϕε → ±1 a.e. on Ω×(0,∞),
and
lim
ε→0
k(ϕε) = lim
ε→0
∫ ϕε
0
√
2W (s) ds = σ
(
ψ − 1
2
)
a.e. on Ω× (0,∞). (4.40)
By (4.40), for any Φ ∈ C1c (Ω;Rd) and t ≥ 0, we have
lim
ε→0
∫
Rd
divΦk(ϕε) dx =
∫
Rd
div Φσ
(
ψ − 1
2
)
dx = −σ
∫
Rd
Φ · ν d‖∇ψ(·, t)‖, (4.41)
where ν(·, t) is the inner unit normal vector of {ψ(·, t) = 1} on ∂∗{ψ(·, t) = 1}.
Fix δ > 0 and i ≥ 1 such that ‖gεi − g‖2Lq([0,T ];W 1,p(Ω)) < δ. Set gˆ := gεi. For any
Φ ∈ C1c (Ω× [0, T );Rd) we have∫
Ω×(0,T )
g˜ · Φ dµ = lim
ε→0
1
σ
∫
Ω×(0,T )
gε
√
2W (ϕε)∇ϕε · Φ dxdt
= lim
ε→0
1
σ
∫
Ω×(0,T )
gε∇k(ϕε) · Φ dxdt = − lim
ε→0
1
σ
∫
Ω×(0,T )
k(ϕε)div (gεΦ) dxdt.
(4.42)
By (4.41), the Radon-Nikodym theorem, we have
− lim
ε→0
1
σ
∫
Ω×(0,T )
k(ϕε)div (gˆΦ) dxdt =
∫
Ω×(0,T )
gˆ
1
θ
ν · Φ dµ (4.43)
for any Φ ∈ C1c (Ω× [0, T );Rd). Here θ : spt µ→ N is defined by
θ =


(
d‖∇ψ(·,t)‖
dµt
)−1
if (x, t) ∈ ∂∗{ψ = 1},
∞ otherwise,
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where 1
θ
= 0 if θ =∞, and d‖∇ψ(·,t)‖
dµt
is the Radon-Nikodym Derivative. We compute∣∣∣ ∫
Ω×(0,T )
gν · Φ d‖∇ψ(·, t)‖dt− 1
σ
∫
Ω×(0,T )
gε
√
2W (ϕε)∇ϕε · Φ dxdt
∣∣∣
=
∣∣∣ ∫
Ω×(0,T )
g
1
θ
ν · Φ dµ− 1
σ
∫
Ω×(0,T )
gε
√
2W (ϕε)∇ϕε · Φ dxdt
∣∣∣
≤‖Φ‖∞
∫
Ω×(0,T )
|g − gˆ| dµ+
∣∣∣ ∫
Ω×(0,T )
gˆ
1
θ
ν · Φ dµ− 1
σ
∫
Ω×(0,T )
gε
√
2W (ϕε)∇ϕε · Φ dxdt
∣∣∣
≤‖Φ‖∞
∫
Ω×(0,T )
|g − gˆ| dµ+
∣∣∣ ∫
Ω×(0,T )
gˆ
1
θ
ν · Φ dµ+ 1
σ
∫
Ω×(0,T )
k(ϕε)div (gˆΦ) dxdt
∣∣∣
+
∣∣∣− 1
σ
∫
Ω×(0,T )
k(ϕε)div (gˆΦ) dxdt− 1
σ
∫
Ω×(0,T )
gε
√
2W (ϕε)∇ϕε · Φ dxdt
∣∣∣
=:J1 + J2 + J3.
By (5.2) we have J1 ≤ Cδ and (4.43) implies J2 → 0 as ε→ 0. By (5.2) and the integration
by parts, we have
J3 ≤ C‖gεi − gˆ‖2Lq([0,T ];W 1,p(Ω)) ≤ C(δ + ‖gεi − g‖2Lq([0,T ];W 1,p(Ω))),
where C > 0 depends only on d, p, q,D(T ), ‖Φ‖∞. Therefore we obtain∫
Ω×(0,T )
gν ·Φ d‖∇ψ(·, t)‖dt =
∫
Ω×(0,T )
g
1
θ
ν ·Φ dµ = lim
ε→0
1
σ
∫
Ω×(0,T )
gε
√
2W (ϕε)∇ϕε ·Φ dxdt.
(4.44)
By (4.42) and (4.44) we have (3.9) and spt g˜ ⊂ ∂∗{ψ = 1}. 
5. Appendix
5.1. Meyers-Ziemer inequality.
Let µ be a Radon measure on Rd and f : Rd → R be a given function. To define µ-measurable
f as a trace function, we use the following inequality:
Theorem 5.1 (Meyers-Ziemer inequality). For a Radon measure µ on Rd with
D = supr>0,x∈Rd
µ(Bdr (x))
ωd−1rd−1
and 1 ≤ p < d,∫
Rd
|f | p(d−1)d−p dµ ≤ cMZD
(∫
Rd
|∇f |p dx
) d−1
d−p
(5.1)
for f ∈ C1c (Rd). Here cMZ = cMZ(d, p). See [25] and [39] for p = 1.
Set µt := limε↓0 µ
ε
t and DT := supt∈[0,T ),r>0,x∈Rd
µt(Bdr (x))
ωd−1rd−1
. Note that, to make sense of the
Brakke’s inequality or the convergences (4)–(6) in Theorem 3.5, we only need to define the
transport term and forcing term as functions in L2loc(µt × dt). By Ho¨lder inequality and
(5.1) we have
∫
Rd
|f |2 dµt ≤
(∫
Rd
|f | p(d−1)d−p dµt
) 2(d−p)
p(d−1)
(µt(spt f))
pd+p−2d
p(d−1)
≤(cMZDT )
2(d−p)
p(d−1)
(∫
Rd
|∇f |p dx
) 2
p
(µt(spt f))
pd+p−2d
p(d−1)
(5.2)
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for any f ∈ C1c (Rd). To justify (5.2), we need p(d−1)d−p ≥ 2. So we need to assume
p ≥ 2d
d+ 1
(5.3)
for (5.2).
5.2. Existence theorem for L2-flow.
Let U ⊂ Rd be an open set, ϕε ∈ C2(U) for ε ∈ (0, 1) and {εi}∞i=1 be a positive sequence with
εi → 0. Define µε(φ) := 1σ
∫
U
φ
(
ε|∇ϕε|2
2
+ W (ϕ
ε)
ε
)
dx and ξε(φ) := 1
σ
∫
U
φ
(
ε|∇ϕε|2
2
− W (ϕε)
ε
)
dx,
where σ :=
∫ 1
−1
√
2W (s) ds. The following theorem is useful for showing the vanishing of
the discrepancy measure and the integrality of the limit measure:
Theorem 5.2 ([29]). Assume that d = 2, 3 and
lim inf
i→∞
µεi(U) <∞, lim inf
i→∞
∫
U
εi
(
∆ϕεi − W
′(ϕεi)
ε2i
)2
dx <∞
and
µεi → µ as Radon measures.
Then the following hold:
(1) |ξεi| → 0 as Radon measures.
(2) µ is (d− 1)-integral.
(3)
∫
U
|h|2 dµ ≤ 1
σ
lim inf i→∞
∫
U
εi
(
∆ϕεi − W ′(ϕεi )
ε2i
)2
dx, where h is the generalized mean
curvature vector of µ.
The following theorem is also useful for prove the existence of the weak solutions for the
MCF with forcing term, in the sense of L2-flow.
Theorem 5.3 (Theorem 3.1 in [28]). Let d = 2, 3 and ϕε be a solution for the following
equation: {
εϕεt = ε∆ϕ
ε − W
′(ϕε)
ε
+Gε, (x, t) ∈ Ω× (0,∞).
ϕε(x, 0) = ϕε0(x), x ∈ Ω.
(5.4)
We assume that there exists ǫ˜ > 0 such that
sup
ε∈(0,ǫ˜)
(
µε0(Ω) +
∫
Ω×(0,T )
1
ε
(Gε)2 dxdt
)
<∞
for any T > 0. Then there exits a subsequence ε→ 0 such that the following hold:
(1) There exists a family of (d− 1)-integral Radon measures {µt}t∈[0,∞) on Ω such that
(a) µε → µ as Radon measures on Ω× [0,∞), where dµ = dµtdt.
(b) µεt → µt as Radon measures on Ω for all t ∈ [0,∞).
(2) There exists ~G ∈ L2loc(0,∞; (L2(µt))d) such that
lim
ε→0
1
σ
∫
Ω×(0,∞)
−Gε∇ϕε · Φ dxdt =
∫
Ω×(0,∞)
~G · Φ dµ
for any Φ ∈ Cc(Ω× [0,∞);Rd).
(3) {µt}t∈(0,∞) is an L2-flow with a generalized velocity vector v = h + ~G and
lim
ε→0
∫
Ω×(0,∞)
vε · Φ dµε =
∫
Ω×(0,∞)
v · Φ dµ
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for any Φ ∈ Cc(Ω× [0,∞);Rd), where h is the generalized mean curvature vector of
µt and
vε =
{
−ϕεt
|∇ϕε|
∇ϕε
|∇ϕε|
if |∇ϕε| 6= 0,
0 otherwise.
Remark 5.4.
(1) The assumption for d comes from Theorem 5.2.
(2) The boundary conditions of (5.4) of the original theorem are Neumann conditions.
However, we may also obtain same results for periodic boundary conditions, with
minor modification of the proof (see [27, Remark 2.3]).
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