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Tidally-induced head fluctuation is a natural phenomenon in coastal regions. The 
discharge of groundwater through sediments will occur anywhere that the aquifer is 
hydraulically connected to a surface water body and the time averaged tidally-influenced 
water level in the aquifer is higher than sea level, and almost all coastal regions are 
subject to such flow. With the development of coastal areas, the discharge of 
groundwater contaminants into tidally affected coastal water bodies has become a 
significant problem. Biota that live in the benthic region are known to be sensitive to the 
concentration of discharging anthropogenic chemical compounds. Thus the contaminant 
concentration entering the benthos is of very significant practical importance and its 
study is the focus of this dissertation. 
 
An investigation of the effect of tides on the concentration of groundwater contaminants 
discharging to a surface water body is studied using a one-dimensional homogeneous 
sand column. Results of the experiment are confirmed using a three-dimensional 
heterogeneous groundwater tank model. A constant water level is imposed upgradient, 
and the downgradient water level is controlled by a wave generator that controls the 
hydraulic head to mimic a 12 hour tidal fluctuation. 
 
 The experimental results demonstrate that the tidal fluctuations in the downgradient 
reservoir result in a decrease in average contaminant concentration at the point of 
groundwater discharge to the surface-water body. The further upstream the well is 
located, the smaller the amplitude of the concentration oscillation. In addition, upstream 
migration of concentration oscillations is observed in spite of a net downgradient flow. 
Fourier analysis suggests that the dominant frequency of the peaks of pressure and 
chemical data at different locations along the length of the column is identically two 
cycles per day and that the amplitudes of the concentration oscillations increase with time 
at measurement locations at the upstream responding probes. 
 
As the classical groundwater flow and transport model cannot reproduce the phenomena 
we observed, an innovative multi-mobility model, is proposed with one highly mobile 
liquid phase, one less mobile liquid phase and a solid phase. Averaging theory is applied 
to develop the mass conservation equation from the microscale to the macroscale and 
facilitate the reduction of dimensionality to obtain one-dimensional governing equations 
with closure relations. A new finite volume method is utilized to solve the resulting 
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Tidally-induced head fluctuation is a natural phenomenon in coastal regions. With good 
connectivity, the water table of the aquifer will fluctuate corresponding to the tidal 
frequency, which will significantly affect the groundwater flow and mass transport in the 
near coastal area. It has been observed that groundwater dynamics are significantly 
affected by the combined forcing of the tides and waves at a range of frequencies (Guo et 
al. 2007). The tidal fluctuation not only affects the groundwater flow in coastal aquifers, 
but also affects the migration of groundwater contaminants near the coastline.  
 
Another important phenomenon in coastal regions is the submarine groundwater 
discharge (SGD), which is the discharge of groundwater out across the sea floor into the 
near-shore environment. The discharge of groundwater through sediments will occur 
anywhere that the aquifer is hydraulically connected to a surface water body and the time 
averaged tidally-influenced water level in the aquifer is higher than sea level, and almost 
all coastal regions are subject to such flow (Johannes, 1980; Li et al., 1999; Burnett et al. 
2006).  
 
With the development of coastal areas, the direct discharge of groundwater contaminants 
into tidally affected coastal water bodies may create significant environmental 
consequences as groundwater in many areas has become contaminated with a variety of 
substances like nutrients, heavy metals, radionuclides and organic compounds. Biota that 
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live in the benthic region are known to be sensitive to the concentration of discharging 
anthropogenic chemical compounds. The evaluation of tidal effects on the concentration 
of contaminated groundwater discharging to the marine environment is important in 
coastal environment management. Thus, the contaminant concentration entering the 
benthos is of very significant practical importance and its study is the focus of this paper.  
 
1.2 Research overview and objectives 
1.2.1 Research overview 
 
Understanding groundwater movement in the coastal aquifers is very important as 
groundwater has been major source of freshwater supply in many coastal regions. 
Investigation of the influence of tidal fluctuations in coastal waters on groundwater levels 
was initiated in the 1950s (Ferris, 1951; Jacob, 1950). Jacob proposed the analytical 
solution of the groundwater levels affected by the tidal fluctuation in a coastal confined 
aquifer. The tidal fluctuation is recognized as one of the most important driving forces. 
Both field investigation and quantitative analysis have shown that the water table in the 
aquifer fluctuates corresponding to the tidal frequency. 
 
Many studies have presented analytical solution to analyze the effects of tidal dynamics 
on inland water table fluctuations (Nielsen, 1990; Sun 1997). Several numerical 
simulations have been done on the tidally driven groundwater flow (Underwood et al. 
1992; Raubenheimer and Guza, 1999;Ursino et al. 2004; Wilson and Gardner 2006). The 
volume of groundwater discharge changes temporally and spatially with tidal fluctuation, 
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with largest discharges occurring later than low tide. Cartwright et al. (2003) studied 
water table waves by examining the wave numbers, finite depth effect and capillarity 
effects experimentally and through modeling. It is stated that the amplitude of the water 
table oscillation decays exponentially.  
 
The phenomenon of salt-water intrusion has been studied since Kohout (1960) 
specifically discussed the influence of coastal aquifer dynamics on the zone of diffusion 
between fresh and salt water. The dynamics of salt-freshwater under influence of tidal 
fluctuation has also been recently studied (Ataie-Ashtiani et al., 1999; Robinson, 2007; 
Park, 2008; Boutt, 2009).  Ataie-Ashtiani et al. analyzed the tidal effects on salt intrusion 
in unconfined aquifers and showed that salt water intrudes further inland and saltwater-
freshwater interface becomes larger due to the tidal fluctuation.  
 
On the other hand, the specific issue of how tidal fluctuations might impact the 
concentration of discharging groundwater contaminants was only recently addressed. 
Kim et al. (2004) showed the main effect of tidal elevation on groundwater quality with 
different tidal periods. Some numerical simulations have been applied to examine the 
effect of tidal fluctuation on the spreading of a solute plume (Zawadzki 2002; Elfeki et al. 
2007; Robinson et al. 2007; Boutt and Fleming 2009). Conceivably, tidally driven water 
table fluctuations could create enhanced solute exchange across the sediment-water 
interface in coastal regions (Moore, 1999; Taniguchi, 2002). Yim and Mohsen (1992) 
showed mathematically that tidal fluctuations cause the concentration levels discharging 
to coastal waters to be lowered due to dilution. Khondaker et al. (1997) also numerically 
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predicted a decrease in solute concentration discharge with time under the influence of 
tidal fluctuation.  
 
Only a few experimental studies have been conducted to investigate the tidal effect on 
contaminant transport in the coastal aquifers. Zhang et al. (2002) investigated 
contaminant transport with different fluid densities in an unconfined coastal aquifer by 
conducting a tidal experiment in a flow tank filled with glass beads. The dye solution 
with NaCl was chosen as the contaminant source and image processing approach was 
applied to obtain the distribution of solute concentration. The sinusoidal tidal fluctuation 
was simplified as a triangular shape function. Stronger diffusion of the contaminant 
plume was observed when the plume discharged to the tidal boundary. Ebrahimi et al. 
(2007) did an experimental study on flow and solute transport processes through sand 
embankment with continuous tidal boundary. Variable water level and velocity 
distributions were monitored and solute distribution were obtained using a dye trace and 
imaging processing approach. It was confirmed that tidal forcing was the dominant factor 
for the flow and solute transport in the tidal system. 
 
1.2.2 Overall goals and objectives 
 
The objective of this research is to verify the concept demonstrated by Yim and Mohsen 
(1992), that is the decrease of the average concentration of groundwater contaminant 
discharging to surface water due to the tidal fluctuation. The emphasis of this dissertation 
is to examine the effect of tidal fluctuation on contaminant transport at the coastal 
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regions. We are not investigating salt water intrusion problems, but rather we seek to see 
influence of tidal fluctuations on contaminated shallow aquifers where the density effect 
is less significant than in  deep coastal aquifers. 
 
 A one-dimensional, homogeneous, sand column was used to conduct a series of 
experiments designed to investigate the impact of tidal fluctuations on the concentration 
of groundwater contaminants discharging to coastal waters. As documented below, the 
experimental observations showed that the tidal fluctuations in the downgradient 
reservoir resulted in a decrease in contaminant concentration at the locations close to the 
downgradient reservoir. More interesting, from a theoretical perspective, is the 
observation that, while the average flow was downgradient, that is toward the tidally-
influenced reservoir, the concentration oscillation propagated upstream. Motivated by the 
observation of upstream propagation of the concentration oscillation, a three-
dimensional, intermediate, scale groundwater tank model was employed to verify the 
observed tidal effects.  
 
In addition, in an effort to quantify this counter-gradient contaminant transport, Fourier 
analysis was utilized to conduct a frequency analysis of pressure and chemical data from 
the column experiment. As the classical groundwater flow and transport model cannot 
reproduce the phenomena we observed, an innovative multi-mobility model, is proposed 
with one highly mobile liquid phase, one less mobile liquid phase and a solid phase. First, 
a governing equation is derived through integration using averaging theory from the 
microscale to the macroscale. The resulting three-dimensional equations described the 
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transient transport of mass in compressible saturated porous media wherein the fluid 
motion is oscillatory. In a second step, an averaging method is used to integrate over 
cylindrical r and > coordinates to obtain a one-dimensional mass conservation equation. 
A new finite volume method is utilized to solve the resulting equations. The simulation 
confirms the existence of the enhanced tidally-induced mixing process. 
 
1.3 Background 
1.3.1 Groundwater management at coastal areas and submarine groundwater 
discharge  
 
Groundwater has gained increasing attention as an important source of water supply in 
coastal regions. Inappropriate use of coastal sedimentary aquifers can cause various 
environmental problems, such as land subsidence, salt water intrusion, etc. In addition, 
the direct discharge of contaminated groundwater into the coastal waters may have 
negative chemical and ecological impacts on the marine environment. Generally, in the 
coastal environment, total water discharge into the ocean consists of surface water 
discharge and SGD. The emphasis of this research is to analyze the tidal effect on the 
submarine discharge of contaminated groundwater, so the term ‘submarine groundwater 
discharge (SGD)’ needs to be clarified here.  
 
SGD has been defined in different ways. Zekster et al. (1983) defined SGD to be the net 
groundwater discharge to the ocean. Church (1996) defined SGD as "direct groundwater 
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outflow across the ocean–land interface into the ocean", which accounted for recirculated 
seawater. Taniguchi et al. (2002) defined SGD as the sum of net submarine fresh 
groundwater discharge (SFGD) and recirculated seawater groundwater discharge 
(RSGD), where RSGD is defined as 
RSGD = RSGD& + RSGDC + RSGDD, 
where RSGD&  is outflow due to groundwater circulation induced by a wave set up, 
RSDGC is recirculated water due to tidally driven oscillation, and RSDGD is recirculated 
water due to convection.  
 
Burnett et al. (2006) considered SGD to be any flow of groundwater out across the ocean 
floor without regard to the composition, origin or mechanism driving flow (Figure 1.1). 
Submarine groundwater discharge has been recognized as an important pathway for 
chemical transport to the marine environment (Taniguchi et al., 2002; Burnett et al. 
2006). Lapointe (1990) identified SGD inputs of nitrogen and phosphorus as the key 
reason for the phytoplankton blooms in the Florida Keys. Corbett et al. (1999) estimated 
that nutrient inputs via groundwater discharge are approximately equal to those via 
surface freshwater runoff in eastern Florida Bay. Slomp et al. (2004) pointed out the 
release of nitrogen and phosphorus to coastal surface waters due to the increased inputs 
from fertilizer and wastewater to coastal groundwater.  
 
Various methods can be applied to quantify SGD: seepage meter, multi-level piezometer 
nests, natural tracer, water balance approaches, hydrograph separation techniques, 
theoretical analysis and numerical simulations. The details will not be discussed in this 
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dissertation. In summary, good understanding of SGD for groundwater management is 




Figure 1-1 Schematic depiction (no scale) of processes associated with submarine 
groundwater discharge (Burnett et al. 2006). 
 
1.3.2 Tidal effect 
 
Tidal fluctuation is the net result of multiple tidal constituents with different periods and 
amplitudes. There are semi-diurnal tide, diurnal tide, and long-term waves. In most cases, 
the largest constituent of the tidal fluctuation , which is semi-diurnal tide constituent, is 
the principal lunar semi-diurnal tide with the period of 12 hours and 25.2 minutes. In this 
research, the period of the tidal fluctuation applied in the laboratory experiments and 
numerical models is exactly 12 hours.  
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The semi-diurnal tidal head boundary at any time t is produced by the wave generator as: 
 ℎ$E = FGHI;E + ℎ", 
 
where ℎ$  is the tidal head fluctuation, F is the tidal amplitude, ;  is the tidal angular 
frequency (2  JK) and ℎ" is the mean water level at the tidal end. 
 
The tidal fluctuation is recognized as one of the most important driving forces and the 
water table in the aquifer fluctuates corresponding to the tidal frequency. The volume of 
groundwater discharge changes temporally and spatially with tidal fluctuation, with 
largest discharges occurring later than low tide. 
 
Tidally driven water table fluctuations could create enhanced solute exchange across the 
sediment-water interface in coastal regions. It is predicted mathematically that tidal 
fluctuations decrease the solute concentration discharging to the surface water body due 
to the influence of tidal fluctuation (Yim and Mohsen, 1992; Khondaker et al., 1997). It 
was confirmed that tidal forcing was the dominant factor affectign flow and solute 
transport in the tidal system (Ebrahimi et al., 2007). Stronger dispersion of the 
contaminant plume was observed when the plume discharged to the tidal boundary. 
 
1.4 Methodology 
1.4.1 Experimental methods to study the solute transport 
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In this research, our original objective was to experimentally verify the concept 
demonstrated by Yim and Mohsen (1992), that is that the tidal forcing decreases the 
average concentration of the groundwater solute discharging to coastal waters. Scientific 
experiments are required to obtain the experimental observations and gain a deeper 
understanding of the natural phenomenon of contaminant transport under the influence of 
tidal fluctuation. In the study of contaminant transport in groundwater, although various 
field-scale experiments have been undertaken to investigate groundwater flow and solute 
transport (Mackay et al., 1986; Bjerg and Christensen, 1993; Rivett et al., 2001;), the 
experimental conditions are difficult to control and the measurements can rarely be 
repeated due to the limitations of time and financial costs. However, laboratory 
experiments can be conducted with comprehensive design, careful control, effective cost 
and precise repetition.  
 
Wei (2006) made a comprehensive review of the application of Intermediate-scale 
experiments (ISE). ISE has the capability for a researcher to study complicated 
subsurface environments at different scales by applying a range of controllable physical 
or chemical conditions (Oostrom, 2004). ISE allows small-scale processes to manifest at 
larger scale so as to study and quantify their contributions to flow and transport (Lenhard 
et al. 1995).  
 
Recently, Time Domain Reflectometry (TDR) has been used to measure water moisture 
and bulk electric conductivity (EC) (Comegna et al., 1999). Dalton et al. (1984) showed 
the possibility of measuring bulk soil EC using attenuation of TDR signal. Real ion 
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concentration of the salt solution in the soil can be obtained as the measured EC values 
are proportional to chemical concentration of electrolyte. No results of Time Domain 
Reflectometry (TDR) on groundwater solute transport experiment had been reported 
before Wei’s application. 
 
The tank experiment described in the second chapter was conducted on the three-
dimensional, intermediate-scale, groundwater research facility built by previous graduate 
students (Wei, 2006.; AJ Rossman; Jeffery Doris) and professors (Nancy Hayden; 
George F. Pinder) at the University of Vermont. The ISE tank was successfully 
constructed and has contributed to various subsurface research activities. The application 
of pressure transducers and TDR probes in the ISE tank provides reliable observation of 
water pressure and solute concentration at all the horizontal and vertical locations. 
 
The differential pressure transducers were used to measure the capillary pressure between 
the pore air and the pore water (George, 2008). The same type of pressure transducer 
(Omega PX26) was also utilized in the column experiment with smaller measurement 
range (0~1 PSI). The application of a positional transducer to measure the movement of 
the tidal gate in the column study is new and the automatic measurement is very accurate. 
The length and inside diameter of the column demonstrated in the second chapter was 
carefully designed to meet the requirements: (1) minimize the wall effect in the sand 
column; (2) be long enough for the solute to transport a significant distance during the 
tidal oscillations. The resulting size of the built plexi-glass column is rare for the indoor 
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experiments. The detailed design and modification of the column system are described in 
the appendix A. 
 
1.4.2 Time-frequency analysis techniques 
 
Time frequency analysis is a set of techniques used in signal processing for 
characterizing and managing transient signals. Fourier analysis is an important approach 
for time frequency analysis and it has only recently been applied to analyze groundwater 
head data (water tables) to identify the frequency and amplitude spectrum (Croke, 2000; 
Mao et al., 2006; Rotzoll and El-Kadi, 2008; Perrier et al., 2009).). 
 
Fourier analysis is generally representing a time domain signal or function in terms of the 
frequency domain waveform, and vice versa. The discrete Fourier transform is given by:  
LM = 8 NO.JPQRS MOSJKOT"      V = 0, … , Y − 1, 
and the Inverse Discrete Fourier transform (IDFT) is given by: 
NO = 1Y 8 LM.PQRS MO
SJK
MT"      \ = 0, … , Y − 1. 
 
Fourier analysis to obtain the amplitude spectrum requires the specification of a spectral 
window, which is difficult when the signal frequency is not well isolated (von Asmuth, 
2004). In this research, because of the semi-diurnal cycle of the tidal fluctuation, a time 
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series of the pressure data is periodic and time frequency analysis can be conducted by 
Fast Fourier Transform to characterize the amplitude spectrum of the water levels.  
 
In this work, a Fast Fourier Transform (FFT) function in Matlab R2009a is applied to 
make a frequency analysis of the experimental data from the column experiment. Fourier 
magnitudes and phase shifts of the pressure data evolving over space in the column will 
be shown. The dominant frequency and evolution of the Fourier magnitude of 
concentration data over time and space will also be analyzed using a Short-time Fourier 
Transform. 
 
When the periodic signal is distorted, that is biased from the original sinusoidal wave, the 
frequency domain consists of the primary peak plus harmonics with decreasing 
amplitude. If the frequency of the original signal is f, the first harmonic is f, the second 
harmonic is 2f, the third harmonic is 3f, and so forth. Harmonics have been observed 
when the Fourier analysis is applied to the chemical data from the column experiment.  
 
Wavelet analysis is also an important approach for analyzing the tidal phenomena 
(Yndestad, 2008, Catano-Lopera, 2009). Wave series is a representation of a real or 
complex square-integrable function by a specific orthonormal series generated by a 
wavelet (Chui, 1992). The advantage the wavelet transform has over the Fourier 
transform is that it can capture both temporal and spatial information. The wavelet 
transform approach is complementary to harmonic analysis and Fourier analysis 
(Flinchem, 2000). 
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The wavelet basis defined by the ‘Mother function’ ϕx is 
ϕ0^x = 2J0Pϕ2J0x − l. 
The variables s and l are integers that scale and dilate the mother function to generate 
wavelets. The scale index s presents the wavelet's width, and the location index l 
indicates its position. To span the data domain at different resolutions, the analyzing 
wavelet is used in a scaling equation:  
Wx = 8 −1aCabKϕ2x + k,dJPaTJK  
where eN is the scaling function for the mother function fN, N is the number of 
levels and gM are the wavelet coefficients and they must satisfy linear and quadratic 
constraints of the form 
8 Ca = 2dJKaT"    h\      8 CaCabP^
dJK
aT" = 2δ^,i,  
where δ is he Dirac delta function and l is the location index (Graps, 1995). 
 
1.4.3 Dual porosity model and averaging theory 
 
Mathematical models of solute transport are required to solve problems of groundwater 
contamination. There is evidence that classical single phase groundwater flow and 
transport model cannot fully capture the fundamental characteristics of solute transport 
(Brusseau and Rao, 1989).  
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In the fractured porous medium, the fracture can act as preferential flow path, which 
allows rapid transmission of contaminants; while the solute transfers between the 
fractures and the lower permeability pores by diffusion. Dual porosity model is usually 
used to account for flow and solute exchange between fracture and small pores by a set of 
methods to determine transfer coefficients with physical nonequilibrium (Jorgensen et al., 
2004). Similar to the concept of dual porosity model, some models are also used for this 
phenomenon (e.g. two site model, two region model, dual permeability model (DPM), 
mobile and immobile model (MIM)). A mobile-immobile dual porosity model was 
applied to reproduce salinization phenomenon by numerical simulation (Lambrakis, 
2006). 
 
In the dual porosity model, a liquid-saturated fractured porous medium may be divided 
into three pseudo-phases: the fracture fluid phase, the pore fluid phase and the solid 
phase. According to the classical definitions, the solid phase is easily distinguished from 
the liquid phases. The other two phases are considered chemically identical, but separable 
due to the geometry of the pores. The fluid in the fractures is evidently faster than the 
fluid in the pores (O'neill, 1977). 
 
Neville et al. (2000) mentioned that solute transport in the dual porosity model is 
characterized by the early breakthrough due to the rapid advection in the mobile region 
and tailing due to the diffusive mass transfer between dual regions. The mass transfer 
between the two regions can be described by first-order mass transfer reaction (Brusseau, 
1991). 
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Several models were created to describe the dual porosity models. The HYDRUS model 
(Simunek et al., 2003) is a process-based model simulating water flow, heat and solute 
transport in the vadose zone, which includes the mobile immobile water content model 
(MIM) and the different dual permeability model (DPM). CXTFIT can also characterize 
the dual porosity model including mobile zone porosity and mass transfer coefficient 
between mobile and immobile zones. 
 
Averaging theory can be used to develop fundamental equations for the multiphase flow 
and solute transport (Coutelieris et al., 2006; Cherblanc et al., 2007). Gray and Miller 
(2005a, 2005b, 2006, 2008) provided a comprehensive introduction of the averaging 
theory approach for modeling flow and transport phenomena in porous medium. Pinder 
and Gray (2008) introduce the development of mass conservation equations using 
averaging theory.  In this research, an averaging approach is also used to develop the 
fundamental equations for the multi-mobility model so as to  capture the experimental 
measurements. 
 
1.5 Organization of dissertation 
 
This dissertation is composed of four chapters: (1) an introduction chapter; (2) a chapter 
describing the experimental design, experimental results and time frequency analysis of 
the observations by Fast Fourier analysis; (3) a chapter showing equation development 
with averaging theory and numerical simulation by finite volume (FV) method (4) a 
conclusion chapter. A summary for each chapter is provided below.    
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1.5.1 Introduction  
 
Chapter 1 presents the motivation of the research, that is to verify the Yim and Moshen's 
(1992) model through conduct of a series of experiments using intermediate scale 
groundwater facilities. A comprehensive literature overview is provided to demonstrate 
the motivation and objective. Some background knowledge regarding this research, that 
is research analyzing tidal effects on contaminant migration in coastal regions, are 
detailed in this chapter.  
 
1.5.2 Laboratory-scale experiments to evaluate tidal effects on groundwater 
contaminant discharging to coastal waters  
 
Chapter 2, is a paper submitted to the Journal of Contaminant Hydrology that describes 
the experiment design, experimental results and observations of pressure data and 
chemical data of the sand column experiment and the three-dimensional tank experiment. 
In this chapter, the Fast Fourier Transform (FFT) is applied to make a frequency analysis 
of the experimental data from the column experiment. The evolution of Fourier 
magnitudes and phase shifts of the pressure data over space in the column is presented. 
The dominant frequency and evolution of the Fourier magnitude of concentration data 
over time and space is also be shown. 
 
 18
1.5.3 Evaluation the migration of contaminants in tidally-influenced porous media: 
laboratory-scale experiments and modeling 
 
Chapter 3, as a second journal paper, gives a brief introduction of the experiment design 
and experimental observations of the column experiment and tank experiment. The 
equation development using averaging theory and dimensionality reduction are 
introduced; a new finite volume method is introduced to solve the resulting equations of 
the new conceptual model. The comparison between experimental data and simulation 
results from multi-mobility model is also made in this chapter to confirm the existence of 
the enhanced tidally-induced mixing process. 
 
1.5.4 Conclusions and appendices 
 
Final conclusions are made in the last chapter with additional discussion. Appendix A 
describes several important evolutions of the experimental apparatus, including the check 
valves controlling the flow direction, stainless screen holding the sand in the column and 
the apparatus applied to facilitate the natural settling of the sand. Appendix B shows the 
important numerical simulation results of tank and column experiments using classical 
single phase groundwater flow and transport model. The wavelet analysis of the chemical 




2. LABORATORY-SCALE EXPERIMENTS TO EVALUATE TIDAL EFFECTS 
ON GROUNDWATER CONTAMINANT DISCHARGING TO COASTAL 
WATERS 
Hua Chena*, George F. Pindera 
aSchool of Engineering, Univ. of Vermont, 33 Colchester Ave., Burlington, VT 05401. 
* Corresponding author (hchen@uvm.edu). 




An investigation of the effect of tides on the concentration of groundwater contaminants 
discharging to a surface water body is studied using a one-dimensional homogeneous 
sand column. Results of the experiment are confirmed using a three-dimensional 
heterogeneous groundwater tank model. A constant water level is imposed upgradient, 
and the downgradient water level is controlled by a wave generator that controls the 
hydraulic head to mimic a 12 hour tidal fluctuation. The experimental results demonstrate 
that the tidal fluctuations in the downgradient reservoir result in a decrease in average 
contaminant concentration at the point of groundwater discharge to the surface-water 
body. The further upgradient the well is located, the smaller the amplitude of the 
concentration oscillation. In addition, upstream migration of concentration oscillations is 
observed in spite of a net downgradient flow. Fourier analysis suggests that the dominant 
frequency of the peaks at different locations along the length of the column is identically 
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two cycles per day and that the amplitudes of the concentration oscillations increase with 










Tidally-induced head fluctuation is a natural phenomenon in coastal regions. The 
discharge of groundwater through sediments will occur anywhere that the aquifer is 
hydraulically connected to a surface water body and the time averaged tidally-influenced 
water level in the aquifer is higher than sea level, and almost all coastal regions are 
subject to such flow (Burnett et al. 2006). With the development of coastal areas, the 
discharge of groundwater contaminants into tidally affected coastal water bodies has 
become a significant problem. Conceivably, tidally driven water table fluctuations could 
create enhanced solute exchange across the sediment-water in coastal regions 
(Moore,1999; Taniguchi,2002). Biota that live in the benthic region are known to be 
sensitive to the concentration of discharging anthropogenic chemical compounds. Thus 
the contaminant concentration entering the benthos is of very significant practical 
importance and its study is the focus of this paper. 
 
Investigation of the influence of tidal fluctuations in coastal waters on groundwater levels 
was initiated in the 1950s (Ferris, 1951; Jacob, 1950). Many studies have developed 
analytical solution to analyze the effects of tidal dynamics on inland water table 
fluctuations (Nielsen, 1990; Sun 1997). Several numerical simulations have been done on 
the tidally driven groundwater flow (Underwood et al. 1992; Raubenheimer and Guza, 
1999;Ursino et al. 2004; Wilson and Gardner 2006). Cartwright et al. (2003) studied 
water table waves by examining the wave numbers, finite depth effect and capillarity 
effects experimentally and through modeling. 
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The phenomenon of salt-water intrusion has been studied since Kohout (1960) 
specifically discussed the influence of coastal aquifer dynamics on the zone of diffusion 
between fresh and salt water. Temporal variations of groundwater discharge and the 
salinity of discharge with tidal fluctuation was studied (Urish and McKenna 2004). 
 
On the other hand, the specific issue of how tidal fluctuations might impact the 
concentration of discharging groundwater contaminants was only recently addressed. 
Zhang (2002) investigated contaminant transport with different fluid densities in an 
unconfined coastal aquifer by conducting a tidal experiment in a flow tank filled with 
glass beads. Kim et al. (2004) showed the main effect of tidal elevation on groundwater 
quality with different tidal periods. Some numerical simulations have been applied to 
examine the effect of tidal fluctuation on the spreading of a solute plume (Zawadzki 
2002; Elfeki et al. 2007; Robinson et al. 2007; Boutt and Fleming 2009). Yim and 
Mohsen (1992) showed mathematically that tidal fluctuations cause the concentration 
levels discharging to coastal waters to be lowered due to dilution. Khondaker et al. (1997) 
also numerically predicted a decrease in solute concentration discharge with time under 
the influence of tidal fluctuation. 
 
To verify the concept demonstrated by Yim and Mohsen (1992), a one-dimensional, 
homogeneous, sand column was used to conduct a series of experiments designed to 
investigate the impact of tidal fluctuations on the concentration of groundwater 
contaminants discharging to coastal waters. As is documented below, the experimental 
observations showed that the tidal fluctuations in the downgradient reservoir resulted in a 
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decrease in contaminant concentration at the locations close to downgradient reservoir. 
Perhaps more interesting from a theoretical perspective is the observation that, while the 
average flow was downgradient, that is toward the tidally-influenced reservoir, the 
concentration oscillation propagated upgradient.  
 
Motivated by the observation of upstream propagation of the concentration oscillation, a 
three-dimensional, intermediate-scale, groundwater tank model was employed to verify 
the observed tidal effects. In addition, in an effort to quantify this counter-gradient 
contaminant transport, Fourier analysis was utilized to conduct a frequency analysis of 
pressure and chemical data from the column experiment. The experiments reported in this 
paper were conducted without scaling and they were not designed to simulate any 
specific field situation. 
 
This paper is organized as follows: Section 2 presents the experiment design, 
experimental results and observations of the sand column experiment; Section 3 describes 
the three-dimensional tank experiment and includes the experimental design and the 
experimental results; Section 4 focuses on the Fourier analysis of pressure and chemical 
data and the data discussion; final conclusions are provided in Section 5. 
 
2.2 One-dimensional sand column experiment 
In this section we introduce the column experiment, including its design, and the 
observed pressure and chemical data. 
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2.2.1 Experimental design 
 
The one-dimensional sand column is illustrated in Figure 2-1. It consists of a plexi-glass 
column (12.7 cm inside diameter by 328 cm length) with controllable hydraulic head 
values at each end. Coarse sand was chosen as the porous medium and the mechanical 
properties of this material were measured before they were used to fill the column. To 
facilitate packing of the column, it was initially oriented vertically and, to minimize air 
entrapment, water was fed from bottom to top as sand was fed from the top using a tremie 
pipe. Once filled, the upper end of the column was lowered until the angle of the column 
was 43 degrees from the horizontal; this is more inclined than the friction angle of sand 
and was selected to facilitate natural settling (Bowles, 1996). 
 
High-pressure clear tygon PVC tubing (1/2" ID) was used to connect an inlet and an 
outlet at each end of the column to Plexiglas reservoirs where water levels could be 
controlled by mobile weirs. The water levels in the salt compartments located on the left 
side of the variable-head reservoir were maintained at constant and equal elevations; that 
was achieved by continuously feeding salt water via a peristaltic pump (Cole Parmer 
Instrument, Chicago, IL).  
 
The effluent from the sand column flowed during low tide into the back fresh-end 
compartment (Chamber D in Figure 2-1), which was maintained at the same head value 
as the front fresh-water compartment (Chamber C in Figure 2-1). The water in these two 
chambers, which are connected to the downgradient end of the column, was diluted by 
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tap water to be near salt-free. It is important to note that the tidally influenced water 
entering the column is salt-free in contrast to the sea-water intrusion pattern. In our 
experiment, the salt is the seaward migrating contaminant. 
 
Screens at the ends of the column were required to hold the granular material in place. 
They consisted of one layer of 9 X 9 heavy mesh with 0.32-inch wire diameter; this acted 
as support for another layer of 40 X 40 fine mesh with 0.01-inch wire diameter. Pressure 
loss across the screens was determined to be negligible.  
 
Time Domain Reflectometry (TDR) probes and pressure transducers were utilized to 
measure the concentration of saline water and fluid pressure respectively at different 
locations along the length of the column. All of the measuring devices were connected to 
data acquisition hardware and with supporting software. 
 
 Along the length of the column the TDR probes were evenly distributed with the 
distance between two adjacent probes being 23.6 cm. TDR probe 15 and TDR probe 1 
were located at the most downgradient and upgradient ends, respectively. The TDR 
measurement system was composed of one Time-Domain Reflectometer (TDR 100), one 
measurement and control datalogger (CR1000), two 50-Ohm coaxial multiplexers 
(SDMX50SP), fifteen 3-rod 7.5 cm TDR probes and a 12-V power supply (PS100-SW). 
 
Differential pressure transducers, with a measurement range of 0-1 psi (0-6894.76 Pa), 
were used to measure changes in water pressures (and thereby fluid potentials) for this 
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column experiment. Eight transducers were located along the length of the sand column. 
The close proximity of the two transducers on each end of the column was needed to 
determine the loss of energy across the retention screens. The pressure transducer system 
is composed of a USB-6210 bus-powered datalogger (National Instruments, Austin, TX), 
eight PX26-001 pressure transducers (Omega, Stamford, CT) and a 12-V Power Supply. 
Linear relationships between concentration and EC (Electrical Conductivity) value and 
between water pressure and voltage were used to calibrate the TDR and pressure results. 
 
Tests for the response of TDR probes to NaCl solutions with different concentrations 
were conducted and the TDR data of a 0.4 g/L NaCl solution showed a suitable signal to 
noise response. In addition, the density of a 0.4 g/L NaCl solution is 1.0011 g/cm3, and 
thus the density effect of the NaCl solution on the experiment is considered negligible. 
By design, density-induced aquifer dynamics that may occur in coastal aquifers are not 
considered in this experiment as the emphasis of this paper is to examine the contaminant 
transport discharging to the ocean. In other words, that we are not investigating salt water 
intrusion problems, but rather we seek to see how tidal fluctuations influence on the 
contaminated shallow aquifer where the density effect is less significant than the deep 
costal aquifer. 
 
2.2.2 Wave generator 
 
The tidal effects were generated using a wave generator designed and produced by 
DuPont in 2006. The apparatus as illustrated in Figure 2-2 was attached by tubing to the 
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compartments connected to the downgradient end of the model (C and D in Figure 2-1). 
The actuator that moves the arm (and therefore the gate) vertically was programmed to 
generate a sinusoidal change in water level with a period of 12 hours. Amplitude of the 
tidal oscillation was adjustable by moving the actuator on the left side. A semi-diurnal 
tidal boundary is simulated as 
 ℎ$E = FGHI;E + ℎ", (2. 1)  
where ℎ$  is the tidal head fluctuation at time t, F  the tidal amplitude, ;  is the tidal 
angular frequency (2  JK) and ℎ" is the mean water level at the downgradient end. 
 
Two valves were installed at each end of the column so that freshwater flows into the 
column through the inward access valve during high tide and mixed water flows out from 
the column through the exit valve during low tide. 
 
When there was no tidal motion, the saline water from chamber A entered, passed 
through the column, and then exited the downgradient reservoir to chamber D due to a 
head gradient from the upgradient end of the column to the downgradient end. 
 
When the tide-generating capability was active, the reservoir on the right side 
experienced a sinusoidal change in head with a period of 12 hours. During low tide, water 
flowed into the head-controlled reservoir D and was discharged; during high tide, salt-
free water (make-up water) recharging into the downgradient end of the column flows 
upstream (against the average groundwater flow direction) by displacing the salt water. 
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We remind the reader that salt water is used as the contaminant and is not identified with 
salt-free water entering from the tidal end.  
 
2.2.3 Experimental results 
2.2.3.1 Laboratory measurement of sand properties 
 
Porosity measurement and grain size analysis were performed before the sand was used 
to fill the column. Sand porosity was measured by water saturation method as 0.367 using 
the same material as in the big column. From the grain-size analysis, this sand is 
classified as poorly-graded coarse-grained sand. 
 
The saturated hydraulic conductivity of the sand was determined by measuring steady-
state flux rates at three different hydraulic gradients imposed on the column. Flow 
measurements were repeated three times for each head gradient. The K values were 
calculated using Darcy’s law and linear regression applied to different flow 
measurements. The K value obtained from the linear regression of the experimental data 
was 329.67 cm/hr. 
 
2.2.3.2 Pressure data 
 
The pressure data at eight locations from the upgradient reservoir to the downgradient 
reservoir were observed continuously as shown in Figure 2-3. The average drop in head 
along the length of the column prior to starting the wave generator for this experiment 
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was approximately 0.2 cm and the amplitude (A) of tidal fluctuation in the downgradient 
reservoir was approximately 7.14 cm. The water level in the upgradient reservoir 
controlled by the weir was maintained constant, and the fluctuation of water level in the 
downgradient reservoir was controlled by the wave generator. As would be expected, the 
closer the transducer is located to the tidal end, the larger is the amplitude of the water 
level fluctuation. No fluctuation is observed at the salt-water end where the head is 
maintained at a constant level. 
 
2.2.3.3 Chemical data 
 
As noted, the concentration of salt in solution at the upgradient reservoir is 0.4 g/L. The 
evolution of concentrations as a function of time and the average concentrations 
calculated by numerical integration at selected locations are shown as the solid lines and 
dashed lines in Figure 2-4. At this scale, one can see that the concentrations at the 
locations near to the downgradient end of the column are oscillating with the same period 
as the wave generator and the water level fluctuations in the downgradient reservoir. The 
further upgradient the location is, the smaller is the amplitude of the concentration 
oscillation. No obvious concentration oscillation was observed beyond probe 10. The 
average concentrations of salt water at probes 10 through 15 decreased from 0.4 g/L to 
0.3965 g/L, 0.3771 g/L, 0.3504 g/L, 0.2423 g/L, 0.1698 g/L and 0.0610 g/L. Therefore, 
the average concentration was lowered most at the most downgradient point, which was 
closest to the tidal fluctuation where salt-free water enters the column. 
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The concentration oscillations at probes 10, 11 and 15 are magnified and shown in Figure 
2-5. By comparing these three curves, we can observe the following important 
phenomenon. The concentration oscillations at probe 15, closest to the downgradient 
reservoir, began to oscillate at approximately 6 hours and continued to oscillate until the 
experiment was terminated after 108 hours. At probe 11, the monitoring point further 
from the tidal boundary, it was observed that the concentration began to oscillate after 8 
hours. Therefore, all the chemical oscillations from probe 15 to 11 started during the first 
high tide. During the first tidal cycle, no chemical oscillation was observed beyond probe 
11. 
 
However, it was observed that the concentration at the probe 10, the probe upstream of 
probe 11, began to oscillate after about 56 hours with a period that was the same as that 
found in the probe locations located closer to the tidal boundary. In other words, the salt-
free water moved from the tidal boundary to a location approximately 118 cm upstream 
in approximately 48 hours, although the net hydraulic gradient was from probe 1 to probe 
15. In general, we observed the phenomenon that the chemical oscillation moved 
upstream in spite of a downgradient head gradient.  
 
2.3 Three-dimensional tank experiment 
2.3.1 Experiment design 
 
The phenomenon observed in the above described experiment was confirmed using a 
three-dimensional heterogeneous groundwater tank model. The model consists of 4.22 m 
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by 2.74 m by 2.13 m intermediate-scale subsurface contaminant transport research 
facility as illustrated in Figure 2-6 (Wei, 2006). This facility includes a precisely 
characterized heterogeneous subsurface environment and a comprehensive monitoring 
network composed of a dense matrix of arrays of different types of sensors. Interior to the 
tank are 105 measurement clusters, with six-inch screened intervals located with each 
cluster that is located in permeable material. Each data-collection cluster, as designed by 
AJ Rossman, Jeffery Doris and Nancy Hayden, has four items: a pressure transducer, a 
thermocouple, a TDR-probe and a stainless steel sampling tube to take water samples. 
Submersible pressure transducers measure the pore pressure and TDRs measure the bulk 
electrical conductivity (EC) of the soils (Dalton, et al., 1984). 
 
The steel tank with an impermeable plastic liner contains, from bottom to top, coarse 
sand, silt and a heterogeneous layer of medium sand with a fine-sand lens. On the left and 
on the right-hand-sides of the tank are reservoirs marked A and B on Figure 2-6. The 
height of the water levels in the reservoirs can be controlled. By adjusting the constant 
head values in reservoirs A and B, one can create a gradient from A to B or from B to A.  
 
The wave generator used to create the tidal fluctuation at the freshwater end of the tank 
was of the same design as the one used in the column experiment and the two generators 
are connected so that tidal experiments can, in theory, be run simultaneously in the two 
different groundwater models. 
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In this work, a set of experiments was conducted, each experiment using a different 
gradient magnitude from A to B. In the initial experiment the water in reservoir A was 
maintained at a constant salt concentration (0.4 g/L) and the water in reservoir B was 
diluted to a near salt-free water concentration. Given a hydraulic gradient from A to B, 
salt-free water initially resident in the tank is displaced by salt water moving from 
upgradient (A) to downgradient (B) and eventually the tank only contains salt water. The 
rate of movement of the salt front was different in each layer of the tank depending on the 
physical properties of the respective layers. 
 
Once the model contained only salt water, we had the initial conditions for the 
experiment; that is a model that contained water of a constant salt concentration and 
exhibiting flow from A to B. As in the case of the column experiment, the concept was to 
consider the salt water as the contaminated groundwater and the salt-free water from the 
downgradient (tidally influenced) reservoir that was displacing the salt water as the 
surface water that was being tidally affected. 
 
2.3.2 Experimental results 
 
In this section, we will show the pressure data in the downgradient reservoir that is a 
surrogate for the tidal fluctuation in coastal waters, and the chemical data affected by the 
tidal oscillations. As in the case of the column experiment, observations that were made 
show that the tidal fluctuations in the downgradient reservoir decrease the average 
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concentration of the salt water exiting the tank. In addition, there is once again an upward 
migration of the concentration oscillation in spite of a net downgradient flow. 
 
2.3.2.1 Pressure data 
 
Consistent with the column results, water levels in the upgradient reservoir were 
maintained constant during the experiment period, while a fluctuation of the water levels 
in the downgradient reservoir representing tidal behavior was created. The pressure in the 
downgradient reservoir was observed continuously and is shown in Figure 2-7. The 
horizontal axis is time in hours and the vertical axis is the head relative to a zero 
reference datum (in cm).  
 
The experiment was initiated by starting the wave generator just after the salt-free water 
was introduced. The average drop in head between A and B prior to starting the wave 
generator for this experiment was approximately 1.3 cm which yields a gradient of 3.3% 
and the amplitude of tidal fluctuation in the downgradient reservoir was approximately 
5.5 cm. 
 
2.3.2.2 Chemical data 
 
With the hydraulic conditions described above operative, chemical concentration data 
were collected using the TDR probes. The evolution of concentration as a function of 
time at selected locations in the bottom (coarse sand) layer is shown as black lines in 
Figure 2-8. The behavior in the coarse sand layer of the three dimensional system was 
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believed to be essentially one-dimensional as the porous medium is designed to be 
homogeneous. Average concentrations, again calculated by the numerical integration of 
the concentration curve over the experimental period divided by the total time, are plotted 
as dotted lines on Figure 2-8. At this scale, one can see that the average concentration of 
salt water decreased at the downgradient end. It is also seen that the concentration on the 
downgradient side is oscillating and the further upgradient the well is, the smaller is the 
amplitude of the concentration oscillation.  
 
Magnification of the plots for the wells at location I and II, which are near the 
downgradient reservoir, reveals the information shown in Figure 2-9. At this scale it is 
seen more clearly that the average concentrations of salt water at the monitoring points I 
and II are decreased by the salt-free water from the downgradient reservoir from 0.4 g/L 
to 0.298 g/L and 0.379 g/L, respectively. The figure also shows that the further from the 
downgradient reservoir, the less is the decrease of the average concentration of salt water 
at the monitoring point. This behavior is attributable to the tidal fluctuations. 
 
By comparing these two oscillation curves, one can observe another phenomenon seen in 
this and the column experiment. The concentration in the well closest to the exit reservoir 
B begins to oscillate at approximately five hours and continue to oscillate until the 
experiment is terminated after approximately 110 hours. The observed behavior is as 
expected since according to calculations based on Darcy’s law the distance a water 
molecule would travel from the downgradient reservoir into the salt-water saturated 
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model via convection over high tide during one tidal cycle is approximately the distance 
from the well to the downgradient reservoir. 
 
However, at the monitoring point II, the well further from the tidal boundary, it is 
observed that the concentration begins to oscillate after about 20 hours into the 
experiment with a period that is the same as that found in the well closer to the tidal 
boundary. In essence, the salt-free water has moved from the boundary to a location 
approximately 81.3 cm upstream in approximately 20 hours, although the net flow is 
from A to B. The distance from the downgradient reservoir that water molecules in this 
well have traveled is much further than the anticipated 45.7cm that one would expect 
over one tidal cycle.  
 
2.3.2.3 Effects of the amplitude of the tidal fluctuation 
 
Another experiment with all the factors unchanged but for the amplitude of the tidal 
fluctuation was also conducted. The chemical data obtained using a tidal amplitude of 4.3 
cm is shown in Figure 2-10. By numerical integration, the average concentrations at two 
of the most downgradient points are again obtained. As the amplitude of the tidal 
fluctuation decreased from 5.5 cm to 4.3 cm, the average salt concentration increased by 
0.108 g/L from 0.246 g/L to 0.354 g/L at the upper-most downgradient point III and 
increased by 0.085 g/L from 0.298 g/L to 0.383 g/L at the lower-most downgradient point 
I. In other words, comparison of these two cases (amplitudes of 5.5 and 4.3 cm) reveals 
that the less the amplitude of the tidal fluctuation, the less the dilution due to the surface-
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water body on the contaminant concentration discharging to the surface-water body and 
the lower the amplitude of the salt concentration oscillations.  
 
2.4 Data analysis and discussion 
 
In this section, the Fast Fourier Transform (FFT) is applied to make a frequency analysis 
of the experimental data from the column experiment. Fourier magnitudes and phase 
shifts of the pressure data evolving over space in the column will be shown. The 
dominant frequency and evolution of the Fourier magnitude of concentration data over 
time and space will also be shown here. We consider first the pressure data. 
 
2.4.1 Fourier analysis of pressure data 
 
As shown in Figure 2-11, the dominant frequency of the pressure data at different 
locations along the length of the column is identically two cycles per day, which is 12 
hours per period. Thus the water levels in the column fluctuate with the same period as 
the wave generator and the tidal fluctuations in the downgradient reservoir.  
 
The magnitude and phase shift at the dominant frequency (two cycles per day) along the 
length of the column are shown in Figure 2-12. The amplitude of the water level 
fluctuations decreases almost linearly when the tidal wave propagates upstream. At the 
upgradient end, where the water level is constant, the magnitude is nearly zero; at the 
most downgradient end, where the porous medium is directly connected to the tide-
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induced reservoir, the amplitude of the water level fluctuation is largest. The variation of 
the phase shift with the distance from the tidal fluctuation end is very small. 
 
2.4.2 Fourier analysis of chemical data 
 
In Section 2.3.3, we observed that chemical oscillations propagate upstream in spite of a 
downgradient average head gradient. The Fast Fourier Transform is applied to the 
concentration data so as to scrutinize the evolution of the chemical oscillation as a 
function of distance along the column and time. From the frequency analysis of the 
chemical data at all monitoring points where TDR probes are located (Figure 2-13), the 
dominant frequency of the signals from probe 8 to probe 15 is two cycles per day, which 
means the concentration at the corresponding locations are oscillating with the same 
period as the wave generator and the water level fluctuations in the reservoir and column. 
The concentration oscillations at upstream probes, from probe 1 to probe 7, are 
negligible. 
 
From the frequency analysis (Figure 2-13), we can also observe that the Fourier 
magnitude at the primary frequency increases from probe 8 to probe 14. Therefore, as the 
chemical oscillations propagate upstream, their amplitudes become smaller and smaller, 
which means the salt solution is less and less diluted. This observation is consistent with 
the analysis of the average concentration: the average concentration is lowered the most 
at the most downgradient point and the average decreases less and less when the 
oscillation propagates upstream. 
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Figure 2-14 shows the evolution of the chemical oscillation magnitude with time at the 
monitoring points where probe 9, 10 and 11 are located. Note that Fourier analysis was 
applied for a window of chemical data (two periods) at different time points to get the 
temporal evolution of Fourier magnitudes at the given dominant frequency (2 cycles per 
day) at each location. From Figure 2-14, we observe that the amplitudes of the 
concentration oscillations increase with time and then reach quasi steady state; the 
average concentration in one period continues decreasing while the slope of the decrease 
decreases. 
 
Thus the chemical oscillations are more noticeable when salt-free water moves upstream 
into the column, which is consistent with the observation that the chemical oscillations 
propagates upstream in spite of a downgradient head gradient. 
 
2.4.3 Data discussion 
 
The solute exchange at the interface is significantly affected by the tidal fluctuation. The 
hydraulic gradient during the tidal fluctuation in the domain must influence mass 
transport processes during tidal periods. The tidal waves at the downgradient end are 
initiated after the contaminant (NaCl) fills the study area (tank or column). Our primary 
interest is to examine the effect of tidal waves on the concentration of the contaminated 
groundwater at the sediment-water interface. The observation of the decrease of the 
average concentration of the contaminated groundwater discharging to downgradient 
reservoir is consistent with the numerical simulations by Yim and Mohsen (1992). As 
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expected, the contaminated water is most diluted by tidal fluctuation at the exit point to 
the surface water body. 
 
However, the upstream propagation of chemical oscillations is observed in spite of 
positive average hydraulic gradient. The tidally-induced mixing dominates over the net 
seaward flow as the amplitude of the tidal fluctuations was large compared with the net 
flow gradient. During high tide with increasing downgradient head, the salt-free water is 
introduced into the porous medium by advection and mixing processes and the 
contaminant is displaced by fresh water; during low tide with decreasing downgradient 
head, the mixed contaminated water transports into the downgradient reservoir; however, 
we hypothesize that some salt-free water remains in the aquifer. At the neutral point 
when the hydraulic gradient is very small, the solute exchange is minimized. Due to the 
dramatic dilution effect of the surface water body relative to the groundwater flow, 
almost salt-free water enters the aquifers during the next high tide and more contaminants 
are displaced by the salt-free water. Multiple experiments have been conducted with 
different net downstream gradient: the higher the gradient, the less upstream propagation 
of the concentration oscillation we observed. The mass transport in the coastal aquifer 
environments is mainly dependent on advection and dispersion and the contaminant 
transport under the influence of tidal fluctuation is enhanced by tidal mixing processes. 
While we have conducted 15 experiments in two modeling environments in an effort to 
confirm the upstream migration of the tidally generated concentration oscillations, we 
will continue our investigations demonstrate the observed phenomena under different 
physical conditions. 
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Numerical simulations were conducted using classical groundwater flow and mass 
transport models as for the boundary conditions at the downgradient end, concentration 
was zero for inward flow when nearly salt-free water enters the aquifer during high tide; 
and dispersion mass flux was zero during low tide when mixed water flows out from the 
tank. The chemical data from the salt front propagation into the salt-free column were 
utilized to calibrate the groundwater model and obtain the value of dispersivity. At the 
most downgradient points, the concentration oscillations can be reproduced by the model 
simulation and the simulated average salt concentration is decreased. However, numerical 
simulation cannot fully capture the phenomena observed in the experiments, that is, the 
upstream migration of the concentration oscillation due to the tidal-induced mixing 
process and the simulated concentration oscillations are less diluted than the experiment 
data. The dispersitivity applied for the tidal simulation is much larger than the one 
obtained from the salt front transport analysis. In other words, the classical groundwater 
model cannot fully capture the solute transport under the effect of tidal fluctuation. We 
believe there is another tidal induced process rather than the classical dispersion 





In this paper, the impact of tidal fluctuations on the quality of groundwater discharging to 
coastal water bodies was examined using two different-scale groundwater research 
facilities. Pertinent observations from both lab experiments are as follows: 
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(1) Tidal fluctuations decrease the average concentration of groundwater contaminants 
discharging to coastal waters. 
(2) The further the location is from the tidally influenced surface-water boundary, the 
smaller the amplitude of the water level and concentration oscillations and the smaller 
the decrease in the average concentration from the initial concentration.  
(3) The higher the amplitude of the tidal fluctuation in the downgradient reservoir, the 
higher is the amplitude of the concentration oscillation at different locations. 
(4) The concentration and water levels oscillate with the same period as the head 
fluctuations in the downgradient reservoirs. 
(5) Tidal fluctuation causes an upstream migration of the concentration oscillation in 
spite of a net downgradient fluid flow. 
 
The experiments indicate that in this particular experimental design the concentration of 
contaminants entering a tidally influenced body are likely to be significantly lower on 
average than the concentration of the contaminant plume up-gradient of the tidal 
influenced groundwater. In addition, due to the influence of the variation of the fluid 
velocity at the pore level, hydrodynamic dispersion is increased and migration of 







A tidal amplitude [L]. 
C salt concentration [ML-3]. 
g magnitude of gravitational acceleration [LT-2]. 
h water head [L]. 
K hydraulic conductivity [LT-1]. 
L length of the sand column [L]. 
PTC Princeton Transport Code 
T tidal period [T]. 
t time [T]. 
TDR Time Domain Reflectometry 
α dispersivity [L]. 
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Figure 2-1 As built diagram of sand column experiment design. 
Figure 2-2 Diagram of wave generator. 
Figure 2-3 Pressure data along the length of the column (A=7.14 cm, h2-h1=0.2 cm). The 
locations of the eight pressure transducers are described in section 2.1. 
Figure 2-4 Chemical oscillations along the length of the column (A=7.14 cm and ∆j =0.2 
cm). 
Figure 2-5 Comparison of concentration oscillations observed at the probe 10, 11 and 15. 
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Figure 2-6 As built diagram of intermediate research facility (Doris J., PowerPoint 
presentation, 2002). 
Figure 2-7 Relative head oscillations in downgradient reservoir (B). 
Figure 2-8 Chemical oscillations in coarse layer with tidal amplitude of 5.5 cm. 
Figure 2-9 Comparison of concentration oscillations observed at the locations I and II. 
Figure 2-10 Chemical oscillations in coarse layer with amplitude of 4.3 cm.  
Figure 2-11 Fourier analysis of pressure data at 8 monitoring points where pressure 
transducers are located along the length of the column using the Fast Fourier Transform. 
Figure 2-12 Fourier magnitudes and phase shifts at dominant frequency (two cycles per 
day) of pressure data along the length of the column. 
Figure 2-13 Fourier analysis of chemical data at the monitoring points where TDR probes 
are located. 
Figure 2-14 Fourier magnitudes at dominant frequency of chemical data at monitoring 
























Salt water Fresh water 
 49
Figure 2-3 Pressure data along the length of the column (A=7.14 cm, h2-h1=0.2 cm). The 









Figure 2-5 Comparison of concentration oscillations observed at the probe 10, 11 and 15. 
 


































Figure 2-7 Relative head oscillations in downgradient reservoir (B). 



















































































































































































































Figure 2-9 Comparison of concentration oscillations observed at the locations I and II. 
 































































































































































































































Figure 2-11 Fourier analysis of pressure data at 8 monitoring points where pressure 
transducers are located along the length of the column using the Fast Fourier Transform. 
 
 































Figure 2-12 Fourier magnitudes and phase shifts at dominant frequency (two cycles per 
day) of pressure data along the length of the column. 
 
 





































Figure 2-13 Fourier analysis of chemical data at the monitoring points where TDR probes 
are located. 
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Figure 2-14 Fourier magnitudes at dominant frequency of chemical data at monitoring 
point where TDR probe 9, 10 and 11 are located.  

























3. INVESTIGATION OF CONTAMINANT TRANSPORT IN TIDALLY-
INFLUENCED AQUIFERS: EXPERIMENT AND MODELING 




A one-dimensional homogeneous sand column is utilized to investigate the effect of 
tides on the concentration of groundwater contaminants discharging to a surface water 
body. Results of the column experiment are confirmed using a three-dimensional 
heterogeneous groundwater tank model. A constant water level is imposed upgradient, 
and the downgradient water level is controlled by a wave generator that controls the 
hydraulic head to mimic a semi-diurnal tidal fluctuation. The experimental results 
demonstrate that the tidal fluctuations in the downgradient reservoir result in a decrease 
in average contaminant concentration at the point of groundwater discharge to the 
surface-water body. The further upgradient the well is located, the smaller the amplitude 
of the concentration oscillation. In addition, upstream migration of concentration 
oscillations is observed in spite of a net downgradient flow. As the classical groundwater 
flow and transport model cannot reproduce the phenomena we observed, an innovative 
model, multi-mobility model, is proposed with one highly mobile liquid phase, one less 
mobile liquid phase and a solid phase. Averaging theory is applied to develop the mass 
conservation equation from the microscale to the macroscale and facilitate the reduction 
of dimensionality to obtain one-dimensional governing equations with closure relations. 
 62
A new finite volume method is utilized to solve the resulting equations. The simulation 










Tidally-induced head fluctuation is a natural phenomenon in coastal aquifers. The 
discharge of groundwater to the surface water body through sediments will occur 
anywhere that the aquifer is hydraulically connected to a surface water body and the time 
averaged tidally-influenced water level in the aquifer is higher than sea level. Almost all 
coastal regions are subject to such flow (Burnett et al. 2006). With the development of 
coastal areas, the discharge of groundwater contaminants into tidally affected coastal 
water bodies has become a significant problem. Conceivably, tidally driven water table 
fluctuations could create enhanced solute exchange across the sediment-surface water 
interface in coastal regions (Moore, 1999; Taniguchi, 2002). Biota that live in the benthic 
region are known to be sensitive to the concentration of discharging anthropogenic 
chemical compounds. Thus the contaminant concentration entering the benthos is of very 
significant practical importance. Its study is the focus of this paper. 
 
Investigation of the influence of tidal fluctuations in coastal waters on groundwater levels 
was initiated in the 1950s (Ferris, 1951; Jacob, 1950). Many studies have developed 
analytical solutions to analyze the effects of tidal dynamics on inland water table 
fluctuations (Nielsen, 1990; Sun 1997). Several numerical simulations have also been 
done of tidally driven groundwater flow (Underwood et al. 1992; Raubenheimer and 
Guza, 1999; Ursino et al. 2004; Wilson and Gardner 2006). Cartwright et al. (2003) 
studied water table waves experimentally and through modeling by examining the wave 
numbers, finite depth effect and capillarity effects. The phenomenon of salt-water 
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intrusion has been studied since Kohout (1960) specifically discussed the influence of 
coastal aquifer dynamics on the zone of diffusion between fresh and salt water.  
 
On the other hand, the specific issue of how tidal fluctuations might impact the 
concentration of discharging groundwater contaminants was only recently addressed. 
Zhang (2002) investigated contaminant transport with different fluid densities in an 
unconfined coastal aquifer by conducting a tidal experiment in a flow tank filled with 
glass beads. Kim et al. (2004) showed the effect of tidal elevation on groundwater quality 
with different tidal periods. Numerical simulations have been used to examine the effect 
of tidal fluctuation on the spreading of a solute plume (Zawadzki 2002; Elfeki et al. 2007; 
Robinson et al. 2007; Boutt and Fleming 2009). Yim and Mohsen (1992) showed 
mathematically that tidal fluctuations cause the concentration levels discharging to 
coastal waters to be lowered due to dilution. Khondaker et al. (1997) also numerically 
predicted a decrease in solute concentration discharge with time under the influence of 
tidal fluctuation. 
 
To verify the concept demonstrated by Yim and Mohsen, a one dimensional 
homogeneous sand column was used to conduct a series of experiments designed to 
investigate the impact of tidal fluctuations on the concentration of groundwater 
contaminants discharging to coastal waters. As is documented below, the experimental 
observations showed that the tidal fluctuations imposed at the downgradient end of the 
column resulted in a decrease in contaminant concentration at the locations close to 
downgradient column exit. More interesting from a theoretical perspective is the 
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observation that, while the average flow was downgradient, that is towards the tidally 
influenced end of the column, the concentration oscillation propagated upstream. 
Motivated by the observation of upstream propagation of the concentration oscillation, a 
three-dimensional intermediate scale groundwater tank model was employed to verify the 
observed tidal effects. The experiments reported in this paper were conducted without 
scaling and they were not designed to simulate any specific field situation. 
 
As the classical groundwater flow and transport model cannot reproduce the phenomena 
we observed, an innovative model, multi-mobility model, is proposed with one highly 
mobile liquid phase, one less mobile liquid phase and a solid phase. First, a governing 
equation is derived through integration using averaging theory from the microscale to the 
macroscale. The resulting three dimensional equations described the transient transport of 
mass in compressible saturated porous media wherein the fluid motion is oscillatory. 
Chemical reaction, adsorption, biodegradation and radioactivity are not considered. In a 
second step an averaging method is used to integrate over cylindrical r and > coordinates 
to obtain a one-dimensional mass conservation equation. The governing equations are 
ultimately composed of three equations: one mass transport equation for a highly mobile 
liquid phase, one mass transport equation for a less mobile liquid phase, and one 
combined flow equation. The complete set of three equations comprises a  set of coupled, 
nonlinear, partial differential equations which are solved numerically. The finite volume 
method is applied and a FORTRAN code is created to solve the resulting equations. The 
simulation confirms the existence of the enhanced tidally-induced mixing process. 
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This paper is organized as follows: Section 2 presents the experimental design, 
experimental results and observations made on the sand column experiment and on the 
three-dimensional tank experiment; Section 3 describes the equation development using 
averaging theory; Section 4 focuses on the discretization of governing equations applying 
the finite volume method and section 5 shows the comparison between experimental data 
and simulation results from the multi-mobility model; final conclusions are presented in 
section  6. 
 
3.2 Laboratory-scale experiment 
3.2.1 One-dimensional sand column experiment 
3.2.1.1 Experimental design 
 
The one-dimensional sand column, illustrated in Figure 3-1, consists of a plexi-glass 
column (12.7 cm inside diameter by 328 cm length) with controllable hydraulic head 
values at each end. Coarse sand was chosen as the porous medium and the mechanical 
properties of this material were measured before they were used to fill the column. High-
pressure tygon tubing (1/2" ID) was used to connect an inlet and an outlet at each end of 
the column to plexiglass reservoirs where water levels could be controlled by mobile 
weirs. The water levels in the salt compartments located on the left side of the variable-
head reservoir were maintained at constant and equal elevations.  
 
The effluent from the sand column flowed during low tide into the back fresh-end 
compartment (Chamber D in Figure 3-1) which was maintained at the same head value as 
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the front fresh-water compartment (Chamber C in Figure 3-1). The water in these two 
chambers, which are connected to the downgradient end of the column, was diluted by 
tap water to be near salt-free. It is important to note that the tidally influenced water 
entering the column is salt-free in contrast to the sea-water intrusion pattern associated 
with coastal aquifers. In our experiment the salt is the seaward migrating contaminant.  
 
Along the length of the column the Time Domain Reflectometry (TDR) probes were 
evenly distributed with the distance between two adjacent probes being 23.6 cm to 
measure the bulk electrical conductivity (EC) of the soils. TDR probe 15 and TDR probe 
1 were located at the most downgradient and upgradient ends, respectively. The eight 
differential pressure transducers, which have a measurement range of 0-1 psi (0-6894.76 
Pa), were used to measure changes in water pressures (and thereby fluid potentials). 
Linear relationships between concentration and EC (Electrical Conductivity) value and 
between water pressure and voltage were used to calibrate the TDR and pressure 
results(Dalton, et al., 1984). 
 
Tests for the response of TDR probes to NaCl solutions with different concentrations 
were conducted and the TDR data for a 0.4 g/L NaCl solution showed a suitable signal to 
noise response. In addition, the density of a 0.4 g/L NaCl solution is 1.0011 g/cm3, and 
thus the density effect of the NaCl solution on the experiment is considered negligible. 
By design, density-induced aquifer dynamics which may occur in coastal aquifers are not 
considered in this experiment as the emphasis of this paper is directed to the contaminant 
transport discharging to the ocean. In other words, we are not investigating salt water 
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intrusion problems, but rather we seek to see how tidal fluctuations influence on the 
contaminated shallow aquifer where the density effect is less significant than in deep 
coastal aquifers. 
 
3.2.1.2 Wave generator 
 
A tidal boundary was generated using a wave generator designed and produced by 
DuPont in 2006. The apparatus as illustrated in Figure 3-2 was attached by tubing to the 
compartments connected to the downgradient end of the model (C and D in Figure 3-1). 
The actuator that moves the arm (and therefore the gate) vertically was programmed to 
generate a sinusoidal change in water level with a period of 12 hours. Amplitude of the 
tidal oscillation is adjustable by moving the actuator on the left side.  
 
Two valves were installed at each end of the column so that pure freshwater flows into 
the column through the inward access valve during high tide and mixed water flows out 
from the column through the outward exit valve during low tide. 
 
When there was no tidal motion, the saline water from chamber A entered, passed 
through the column, and then exited the downgradient reservoir to chamber D due to a 
head gradient from the upgradient end of the column to the downgradient end. When the 
tide-generating capability was active, the reservoir on the right side experienced the 
sinusoidal change in head. During low tide, water flowed into the head-controlled 
reservoir D and was discharged; during high tide, salt-free water (make-up water) 
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recharging into the downgradient end of the column flows upstream (against the average 
groundwater flow direction) by displacing the salt water. We remind the reader that salt 
water is used as the contaminant and is not identified with salt-free water entering from 
the tidal end.  
 
3.2.1.3 Experimental results 
 
In this section, we will show the pressure data in the downgradient reservoir which is a 
surrogate for the tidal fluctuation in coastal waters, and the chemical data affected by the 
tidal oscillations. A porosity measurement and a grain size analysis were performed 
before the sand was used to fill the column. Sand porosity was measured by a water 
saturation method as 0.367 using the same material as in the big column. From the grain-
size analysis, this sand is classified as poorly-graded coarse-grained sand. The saturated 
hydraulic conductivity of the sand was determined by measuring steady-state flux rates at 
three different hydraulic gradients imposed on the column. The K values were calculated 
as 330.0 cm/hr using Darcy’s law and linear regression applied to different flow 
measurements. 
 
3.2.1.3.1 Pressure data 
 
The pressure data at eight locations from the upgradient reservoir to the downgradient 
reservoir were observed continuously as shown in Figure 3-3. The average drop in head 
along the length of the column prior to starting the wave generator for this experiment 
was approximately 0.2 cm and the amplitude (A) of tidal fluctuation in the downgradient 
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reservoir was approximately 7.14 cm. The water level in the upgradient reservoir 
controlled by the weir was maintained constant, and the fluctuation of water level in the 
downgradient reservoir was controlled by the wave generator. As would be expected, the 
closer the transducer is located to the tidal end, the larger is the amplitude of the water 
level fluctuation. No fluctuation is observed at the salt-water end where the head is 
maintained at a constant level. 
 
3.2.1.3.2 Chemical data 
 
As noted, the concentration of salt in solution at the upgradient reservoir is 0.4 g/L. The 
evolution of concentrations as a function of time and the average concentrations 
calculated by numerical integration at selected locations are shown as the solid lines and 
dashed lines in Figure 3-4. At this scale one can see that the concentrations at the 
locations near to the downgradient end of the column are oscillating with the same period 
as the wave generator and the water level fluctuations in the downgradient reservoir. The 
further upstream the location is, the smaller is the amplitude of the concentration 
oscillation. No obvious concentration oscillation was observed beyond probe 10. The 
average concentrations of salt water at probes 10 through 15 decreased from 0.4 g/L to 
0.3965 g/L, 0.3771 g/L, 0.3504 g/L, 0.2423 g/L, 0.1698 g/L and 0.0610 g/L. Therefore, 
the average concentration was lowered most at the most downgradient point, which was 
closest to the tidal fluctuation where salt-free water enters the column. 
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The concentration oscillations at probes 10, 11 and 15 are magnified and shown in Figure 
3-5. By comparing these three curves, we can observe the following important 
phenomenon. The concentration oscillations at probe 15, closest to the downgradient 
reservoir, began to oscillate at approximately 6 hours; while at probe 11, the monitoring 
point further from the tidal boundary, it was observed that the concentration began to 
oscillate after 8 hours. Therefore, all the chemical oscillations from probe 15 to 11 started 
during the first high tide. During the first tidal cycle, no chemical oscillation was 
observed beyond probe 11.  
 
However, it was observed that the concentration at the probe 10, the probe upgradient of 
probe 11, began to oscillate after about 56 hours with a period that was the same as that 
found in the probe locations located closer to the tidal boundary. In other words, the salt-
free water moved from the tidal boundary to a location approximately 118 cm upstream 
in approximately 48 hours, although the net hydraulic gradient was from probe 1 to probe 
15. In general we observed the phenomenon that the chemical oscillation moved 
upstream in spite of a downgradient head gradient.  
 
3.2.2 Three-dimensional tank experiment 
3.2.2.1 Experiment design 
 
The phenomenon observed in the above described experiment was confirmed using a 
three-dimensional heterogeneous groundwater tank model. The model consists of a 4.22 
m by 2.74 m by 2.13 m intermediate-scale subsurface contaminant transport research 
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facility as illustrated in Figure 3-6. This facility includes a precisely characterized 
heterogeneous subsurface environment and a comprehensive monitoring network 
composed of a dense matrix of arrays of different types of sensors. Submersible pressure 
transducers measure the pore pressure and TDRs measure the bulk electrical conductivity 
(EC) of the soils (Dalton, et al., 1984). 
 
The steel tank with an impermeable plastic liner contains, from bottom to top, coarse 
sand, silt and a heterogeneous layer of medium sand with a fine-sand lens. On the left and 
on the right-hand-sides of the tank are reservoirs marked A and B on Figure 3-6. By 
adjusting the constant head values in reservoirs A and B, one can create a gradient from 
A to B or from B to A. The wave generator used to create the tidal fluctuation at the 
freshwater end of the tank was of the same design as the one used in the column 
experiment and the two generators are connected so that tidal experiments can, in theory, 
be run simultaneously in the two different groundwater models. 
 
In this work, a set of experiments was conducted, each experiment using a different 
gradient magnitude from A to B. In the initial experiment the water in reservoir A was 
maintained at a constant salt concentration (0.4 g/L) and the water in reservoir B was 
diluted to a near salt-free water concentration. Given a hydraulic gradient from A to B, 
salt-free water initially resident in the tank is displaced by salt water moving from 
upgradient (A) to downgradient (B) and eventually the tank only contains salt water. 
Once the model contained only salt water, we had the initial conditions for the 
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experiment; that is a model that contained water of a constant salt concentration and 
exhibiting flow from A to B.  
 
3.2.2.2 Experimental results 
3.2.2.2.1 Pressure data 
 
Consistent with the column results, the observed water levels in the upgradient reservoir 
were maintained constant during the experiment period, while a fluctuation of the water 
levels in the downgradient reservoir representing tidal behavior was created. The 
experiment was initiated by starting the wave generator just after the salt-free water was 
introduced. The average drop in head between A and B prior to starting the wave 
generator for this experiment was approximately 1.3 cm which yields a gradient of 3.3% 
and the amplitude of tidal fluctuation in the downgradient reservoir was approximately 
5.5 cm. 
 
3.2.2.2.2 Chemical data 
 
With the hydraulic conditions described above operative, the evolution of concentration 
as a function of time at selected locations in the bottom (coarse sand) layer is shown as 
black lines in Figure 3-7 with average concentrations as dotted lines. The behavior in the 
coarse sand layer of the three dimensional system was believed to be essentially one-
dimensional as the porous medium is designed to be homogeneous. At this scale one can 
see that the average concentration of salt water decreased at the downgradient end. It is 
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also seen that the concentration on the downgradient side is oscillating and the further 
upstream the well is, the smaller is the amplitude of the concentration oscillation.  
 
Magnification of the plots for the wells at location I and II, which are near the 
downgradient reservoir, reveals the information shown in Figure 3-8. At this scale it is 
seen more clearly that the average concentrations of salt water at the monitoring points I 
and II are decreased by the salt-free water from the downgradient reservoir from 0.4 g/L 
to 0.298 g/L and 0.379 g/L, respectively. The figure also shows that the further from the 
downgradient reservoir, the less is the decrease of the average concentration of salt water 
at the monitoring point. This behavior is attributable to the tidal fluctuations. 
 
By comparing these two oscillation curves, one can observe another phenomenon seen in 
the column experiment. The concentration in the well closest to the exit reservoir B 
begins to oscillate at approximately five hours which is as expected since according to 
calculations based on Darcy’s law the distance a water molecule would travel from the 
downgradient reservoir into the salt-water saturated model via convection over high tide 
during one tidal cycle is approximately the distance from the observation point to the 
downgradient reservoir. However, at the monitoring point II, the well further from the 
tidal boundary, it is observed that the concentration begins to oscillate after about 20 
hours into the experiment with a period that is the same as that found in the well closer to 
the tidal boundary. In essence, the salt-free water has moved from the boundary to a 
location approximately 81.3 cm upstream in approximately 20 hours, although the net 
flow is from A to B. The distance from the downgradient reservoir that water molecules 
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in this observation point have traveled is much further than the anticipated 45.7cm that 
one would expect over one tidal cycle.  
 
As in the case of the column experiment, observations that were made show that the tidal 
fluctuations in the downgradient reservoir decrease the average concentration of the salt 
water exiting the tank. In addition, there is once again an upward migration of the 
concentration oscillation in spite of a net downgradient flow. 
 
3.2.2.2.3 Effects of the amplitude of the tidal fluctuation 
 
Another experiment with all the factors unchanged but for the amplitude of the tidal 
fluctuation was also conducted. As the amplitude of the tidal fluctuation decreased from 
5.5 cm to 4.3 cm, the average salt concentration increased from the earlier experiment by 
0.108 g/L from 0.246 g/L to 0.354 g/L at the upper-most downgradient point III and 
increased by 0.085 g/L from 0.298 g/L to 0.383 g/L at the lower-most downgradient point 
I. In other words, comparison of these two cases (amplitudes of 5.5 and 4.3 cm) reveals 
that the less the amplitude of the tidal fluctuation, the less the dilution due to the surface-
water body on the contaminant concentration discharging to the surface-water body and 
the lower the amplitude of the salt concentration oscillations.  
 
3.3 Averaging theory  
3.3.1 Conceptualization of the porous medium 
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For a liquid saturated porous medium, the simplest case is the flow of a homogenous 
fluid phase in the presence of a solid phase. A liquid-saturated fractured porous medium 
may be divided into three pseudo-phases: the fracture fluid phase, the pore fluid phase 
and the solid phase. According to the classical definitions, the solid phase is easily 
distinguished from the liquid phases. The other two phases are considered chemically 
identical, but separable due to the geometry of the pores. The fluid in the fractures is 
evidently faster than the fluid in the pores (O'neill, 1977).   
 
In the classical water-saturated groundwater model, only a single fluid phase is used to 
describe groundwater flow and transport phenomena. However, we find that even in a 
saturated relatively homogenous porous media, the mobility of the liquid through the 
pores varies with the location. The liquid in the center of the flow path moves faster than 
that close to solid surface. Thus the fluid in the pore space can be divided into at least two 
phases by virtue of different mobility: a highly mobile liquid phase and a less mobile 
liquid phase. Based on physical-chemical properties, only two phases exist in the system: 
one solid phase and one liquid phase. The two liquid phases with different mobilities 
proposed here are not real phases, but are pseudo-phases which are false phases that 
behave like classical phases. 
 
In this conceptual model, the liquid in the center could move closer to the solid surface, 
thereby the water in the highly mobile phase becomes water in the less mobile phase. 
Accordingly, liquid near the boundaries of the pores could move to the center of the pore 
to become water in the  more  mobile phase. Generally, the total porous media has three 
 77
phases in this conceptual model: highly mobile liquid phase, less mobile liquid phase and 
solid phase. The two liquid phases are continuous and the solid phase provides multiply 
connected pore spaces that are accessible to the liquid.  
 
Figure 3-9 shows a representative elementary volume (REV) of the total porous medium. 
It is composed of one solid phase and two liquid phases with different mobilities. The 
mobility in the less mobile liquid phase (L) is lower than that in the highly mobile liquid 
phase(H). Mass transfer of salt will happen if the concentrations are different in these two 
liquid phases.  
 
3.3.2 Mass conservation equation 
 
'Multiphase' flow and transport is commonly modeled as a macroscale phenomenon. In 
order to obtain the mass conservation equation at the macroscale with adequate definition 
of variables and implicit approximations and assumptions, the mass conversation 
equation at the microscale is described first. Spatial and temporal averaging theorems are 
employed to express volume averages of derivatives in terms of derivatives of volume 
averages so as to create a mass conservation equation at the macroscale. 
 
3.3.2.1 Microscale mass conservation equation  
 
In this study, no chemical or biological reaction exists so the mass conservation equation 
at a microscale point is simplified to 
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kl;RkE + m ∙ loR;R = 0, (3.1)  
where ω
 is the mass fraction of species i at a microscale point;  ρ is the density of the 
fluid at this point and inherently continuous in time; v
  is the microscale velocity of 
species i and ρv
 is continuous in space.  
 
3.3.2.2 Averaging theorem 
 
Two averaging theorems are needed to transform the microscopic mass conversation 
equation to a macroscopic one: the spatial averaging theorem and temporal averaging 
theorem. 
 
The spatial averaging theorem, shown in equation (3.2), generally states that the average 
of the divergence of a microscale quantity is equal to the divergence of an average of the 
quantity (a macroscale quantity) and a quantity evaluated at the interface between the α 
phase and all other phases. 
 1pq r ∇ ∙ t quvw = ∇ ∙ x
1pq r t quvw y + 8
1pq r t|z ∙ {| }~wz9 , (3.2)  
where ψ is a microscale vector that is a function of time and location; nα is a unit vector 
normal to and outward from the boundary of the α phase. 
 
As described in equation (3.3) below, the temporal averaging theorem relates the 
macroscale average of a time derivative of a microscale function in phase α to the time 
derivative of the macroscale average of the function within the α phase minus the change 
created by the movement of the α phase boundary within the REV. 
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 1pq r kkE  quvw =
kkE x 1pq r  quvw y − 8
1pq r |z ∙ {| }~wz9 , (3.3)  
where φ|α  is the microscale quantity φ evaluated at the interface of α phase;  is the 
velocity of the phase interface within the REV. 
 
3.3.2.3 Definition of macroscopic quantities 
 
The boundary of the α phase is composed of the interface between phase α and other 
phases, and these interfaces are denoted as Sαβ . The boundary of the α phase on the 
exterior of the REV is represented by δSαα. 
 
The intrinsic phase average of any property ψ
α
 of a phase α is defined as 
 tz = 1pqz r tz qvw , (3.4)  
where ψ
α
 is a microscopic quantity and is only meaningful at points in the α phase , δVα is 
the volume of the α phase in an REV. It may be a function of time and location as the 
phases within the REV may move about during dynamic processes. 
 
The volume fraction of the α phase in an REV, εα, is defined as  
 z = pqαpq = 1pq r  q,uvw  (3.5)  




Combining equation (3.4) and equations (3.5), one can obtain another helpful average 
form  
 ztz = pqαpq 1pqz r tz qvw =
1pq r tz q.vw  (3.6)  
This equation converts the volume average of a microscopic quantity into a macroscopic 
quantity of  the α phase per volume of an REV. 
 
The sum of volume fractions must be 1 in an REV. In this study, for the porous medium 
composed of a solid phase, S, a highly mobile liquid phase, H, and a less mobile liquid 
phase, L, the volume fractions are defined as  
~ = pqSpq = 1pq r  quv , 
 = pqHpq = 1pq r  quv  
and 
 = pqLpq = 1pq r  quv  
and they satisfy the condition 
~ +  +  = 1. 
 
 
3.3.2.4 Macroscale mass conservation equation 
 
Volume averaged quantities can be obtained by integrating the microscale quantity over 
the volume of the α phase within the REV and then dividing the integral by the total 
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volume of the REV. In this way, the microscale mass conservation equation (3.1) can be 
expressed as  
 1pq r kl;RkE  quvw +
1pq r m ∙ loR;R quvw = 0. (3.7)  
 
The temporal averaging theorem can be applied to the first term of equation (3.7)to 
obtain: 
1pq r kl;RkE  quvw =
kkE x 1pq r l;R quvw y − 8
1pq r l;R|z ∙ {| }~wz9 . (3.8)  
 
The term in the brackets can be expressed as a macroscopic quantity using equation (3.6) 
to yield: 
1pq r kl;RkE  quvw =
kzlz;RzkE − 8 1pq r l;R|z ∙ {| }~wz9 . (3.9)  
 
Now apply the spatial averaging theorem to the second term of equation (3.7), so that 
1pq r m ∙ loR;R quvw
= m ∙ x 1pq r loR;R quvw y + 8
1pq r loR;R|z ∙ {| }~wz9 . 
(3.10)  
 
Again, the term in the brackets can be defined as a macroscopic quantity, so that 
1pq r m ∙ loR;R quvw = m ∙ zlz;RzoRz + 8
1pq r loR;R|z ∙ {| }~wz9 , (3.11)  
where v
α is the velocity of species i in the α phase at a macroscopic point.  
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Combine equation (3.9) and (3.11) to obtain the macroscale mass conversation equation: 
kzlz;RzkE + m ∙ zlz;RzRz + 8 1pq r l;R|z|z −  ∙ {| }~wz9 .= 0 (3.12)  
 
The second term in equation (3.12) can be expressed in terms of the phase velocity and 
dispersion term as  





α − vα  is due to the fact that velocity of species i in the α 
phase is different than the barycentric velocity of the α  phase observed at the 
macroscopic level. The third term in equation (3.12) shows the sum of the mass transfer 
over all interfaces and it can be divided into two terms: mass transfer between α phase 
and other phases, − ∑ eαβαα9β ; and mass transfer due to pumping or injection by wells. In 
this study, the assumption is made that no mass is removed from or added to the system 
through sources.  
 
Based on the discussion above, equation (3.12) becomes 
kzlz;RzkE + m ∙ zlz;Rzoz + zRz = 8 .zzz9 . (3.14)  
This equation means that the rate of change of mass of species i in the α phase per unit 
volume of REV per unit time is due to the flow and mass transfer between phases. 
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In this work ραω
α can be expressed as Cα for sodium chloride in the pores. Thus, the 
mass conservation equations for highly mobile and less mobile liquid phases can be 
shown as 
kgkE + m ∙ go +  = .  (3.15)  kgkE + m ∙ lo +  = . , (3.16)  
where e  represents the mass transfer of contaminant from phase L to phase H through 
the HL interface. 
 
We assume no salt enters or leaves from the sand so that ερC  is zero, that is there is no 
adsorption for the solid phase. The velocity of the solid phase with respect to the 
boundary is much less than the velocity of the liquid that flows within the porous media. 
Thus, the mass conservation equation for the solid phase is not considered here. 
 
3.3.3 Reduction in dimensionality 
 
In general, a model is most accurately described in terms of three space coordinate 
directions and time. However, it is convenient to reduce the dimensionality to simplify 
mathematical calculations where such simplifications are appropriate. The goal is to 
eliminate one or more areal dimensions while accounting for all physical processes 
inherent in the system. In the reduced one-dimensional system, the axial behavior of the 
system is of the primary interest. The mathematical approach we will use is areal 
averaging. 
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In the cylindrical coordinate system defined on r, θ, z, t, the axial dimension is denoted 
as z, the radial as r, the angle as θ, and the time as t. In this coordinate system, the 
gradient operator is defined as  
∙ ≡ k∙k  + 1 k∙k>  + k∙k  
where r, θ, and z are the unit vectors in the cylindrical coordinates; the operator  ∙ r +
K ∙θ θ can be denoted as ∇θ∙ so as to express the divergence as 
∙ = ∙ + k∙k . 
 
Consider integrating the fluid-mass conservation equation (3.15) in the r  and θ 
coordinates, so that the resultant equation has only z and t as independent variables; the 
algorithm for equation (3.16) will be the same. The areal r, θ plane perpendicular to the 
axial dimension within the overall three-dimensional domain is denoted by Ωθz, t . 
Then we have 
 
r kgkE +  ∙ g +  − .    > = 0.  (3.17)  
We have four terms to consider; the time term, the two terms associated with the 
divergence of convection and dispersion and the mass transfer term. 
 
For the divergence of the convective term, we will consider the r and θ derivative by 
applying Gauss' theorem 
 
r  ∙ g  > =  g ∙ { I. (3.18)  
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Employ the two-dimensional form of Leibnitz' rule for the differentiation of an integral 
for the z-coordinate component to obtain 
r kgok   > = kk r g  > −   ∙ { I ¡¢£ , (3.19)  
where k is the unit vector in the z coordinate direction and the surface integral is taken 
over the sides of the column; ¤ ∙ ¥¦§  equals zero so that all the surface integrals 
associated with it disappear. The advective flux term in equation (3.19) can be expanded 
as 
kk r g  > = kk r ¨ +  ©¨g + g ©  >,  
where q and g are areal averages defined below and q  and g  are deviations from 
the respective averages. 
  
g, E = 1F r g, >, , E  >   
 
, E = 1F r , >, , E  > .  
 
Since the areal averages q and C are constants in the process of integration over the r 
and θ coordinates, we can get 
kk r g  >
= kk r ¨ ∙ g + g + g +  g ©  >  
= F kk ¨ ∙ g© + kk r  g   >.  
(3.20)  
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The last term on the RHS of this equation is dispersion in nature and will be added to the 
dispersive term. The integration of the divergence of dispersive flux is processed in a 
similar way. Expansion of the divergence of the dispersive term provides 
r  ∙   > =  ∙ { I (3.21)  
r kk   > = kk r   > −   ∙ { I ¡¢£ , (3.22)  
where once again ¤ ∙ ¥ equals zero. 
 
The axial component of the dispersive flux and the dispersive term obtained from 
equation (3.20) form a new dispersive flux ª at the 'megascale' which is an average over  r and θ coordinates, as follows: 
 
1F kk r ¨ g + ©  >¡¢£« =  ∙ ª. (3.23)  
 
The integration of the mass transfer term forms an average as 
 
. = 1F r .   > . (3.24)  
 
The time derivative becomes 
 
r kgkE   > = kkE r g  > = F k
 ∙ gkE , (3.25)  
where an average value of ε is assumed as  ε to remove it from the spatial integration. 
 




k ∙ gkE + 1F  g ∙ { I + kk ¨ ∙ g©
+ 1F  ∙ { I + ª − . = 0. 
(3.26)  
 
We assume that there is no external convective and dispersive mass transport entering the 
system along the sides so that the mass conservation equation (3.26) becomes 
 
k ∙ gkE + kk ¨ ∙ g© +  ∙ ª = .. (3.27)  
 
Integration of the mass conservation equation (3.16) over the r  and θ  coordinates 
provides the one-dimensional mass conservation equation for less mobile liquid phase 
 
k ∙ gkE + kk ¨ ∙ g© +  ∙ ª* = .. (3.28)  
 
3.3.4 Closure relations 
3.3.4.1 Macroscopic conservation of momentum equation 
 
Additional information is required to solve the mass distribution with time. One 
important piece of information is Darcy's law, which provides the velocities of the α 
phase at the 'megascale' as  
z = −zmℎz, (3.29)  
where α can be replaced by H for the highly mobile liquid phase and by L for the less 
mobile liquid phase; hα is the areal averaged hydraulic head in the α phase. The hydraulic 
conductivity z measures the average ability of a fluid to flow through a porous medium 
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in the z coordinate direction. It depends on both the permeability of the porous medium 
and the property of the fluid within the pores. 
 
Reynolds number for the porous media flow is 
-. = lo !"6 , (3.30)  
where l is the density of the fluid (10! kg/cm!); o is the specific discharge which varies 
during the tidal fluctuation;  !" is the grain size corresponding to the percent passing of 
30%; 6 is the dynamic viscosity of the fluid which is 0.00095 kg/m ∙ s for the water at 
room temperature 22℃. Reynolds number for the conducted tidal experiments is within 
the range of 0 to 8.8 × 10J! where the Darcy's law is valid. 
 
Developed from the mass conservation equation of the liquid phase, the groundwater 
flow equation can be obtained by introducing the arealy averaged specific storage }*´   
which accounts for changes in the amount of water due to compressibility effects. In the 
liquid water saturated porous media, we can assume that 
ℎ = ℎ, 
so that the pressures in these two liquid phases at the 'megascale' are the same. Therefore 
only a single hydraulic head variable h& is needed to express the flow distributions in the 
pores occupied by both the highly mobile and less mobile liquid phases. Given zero head 
gradient between two liquid phases, no flow ccrosses the interface. The groundwater flow 
in terms of hydraulic head in the liquid phases can be shown as 
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}*´ kℎµkE − kk  kℎµk  = 0 (3.31)  
where 
 =  +  
and ℎµ denotes the hydraulic head in the liquid phases. The total hydraulic conductivity 
 is composed of the conductivities of the less mobile and highly mobile liquid phase 
in the porous media; V´ is defined as intrinsic permeability, describes the property of the 
porous medium and lz  and 6z  are the density and dynamic viscosity of the α phase, 
respectively. Given the flow equation, we can obtain the distribution of hydraulic head so 
as to calculate the fluid velocities in the equations (3.27) and (3.28).  
 
3.3.4.2 Dispersion vector 
 
Both dispersion and diffusion effects contribute to the hydrodynamic dispersion term in 
the mass transport equation. A constitutive equation for the new dispersion vector in the 
salt transport equation at the 'megascale'  in terms of concentration gradient can be 
expressed as 
ªz* = −¶z kgzk , (3.32)  
where  
¶z = ¶$R··z + ¸ |z|z  . 
 
3.3.4.3 Mass transfer 
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Next consider the closure relations for the mass transfer term in the mass conversation 
equation. Since the fluid in the highly mobile liquid phase moves faster than the one in 
the less mobile liquid phase, we hypothesize that the concentration of the fluid in these 
two phases can be different. The mass transfer between these pseudophases is herein 
assumed to be linearly related to the gradient of concentration between the two 
pseudophases across their interface. The mass transfer terms at the 'megascale' are 
approximated as  
. = g − g (3.33)  
. = −¨g − g©, (3.34)  
where the sum of  e and eequals zero and  represents the average mass transfer 
coefficeint. These equations  indicate that the mass flux into the phase H is exactly equal 
to the flux out of the phase L.  
 
3.3.4.4 Initial and boundary conditions 
 
Based on the discussion above, the transport equation is closed using closure relations for  
the dispersion term and mass transfer term. The coefficients appearing in the governing 
equations must be specified as functions of location and time. Now the initial and 
boundary conditions must be specified so as to determine how the hydraulic head and salt 
concentration changes in the system as a function of time and location.  The initial 
distribution of head and concentration can be obtained from the experimental setup.   
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Boundary conditions must be specified at each end of the sand column. The head at the 
boundary is either a constant head or a sine wave with a period of 12 hours. For 
breakthrough experiments, the transport boundary condition is a constant concentration at 
the upgradient end and zero dispersive mass flux at the downgradient end. For the tidal 
experiment, the concentration boundary condition is constant concentration at the 
upgradient end and the concentration boundary condition at the tidal end depends on the 
head gradient: zero concentration at high tide (negative head gradient) and zero 
dispersive mass flux at low tide (positive head gradient). 
 
Once the initial and boundary conditions are provided, the changes from the initial 
distribution of hydraulic head and concentration can be obtained by solving the 




Given the discussion above, the regular porous media is composed of a highly mobile 
liquid phase, a less mobile liquid phase and a solid phase. Averaging theory is used to 
obtain the macroscale species mass conservation equation and flow equations. Finally, 
the distribution of water flow and salt transport in the porous media can be achieved by 
combing two mass conservation equations (3.27) and (3.28), two velocity equations 
(3.29), a flow equation (3.31) and the closure relations (3.32), (3.33) and (3.34). In the 
next section, a finite volume method is employed to obtain the distributions of flow and 
salt concentration by solving the governing equations. 
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3.4 Numerical method 
3.4.1 Finite Volume method 
 
The transient governing equations for water flow and mass transport have been developed 
in the previous section.  For one-dimensional flow and transport problem, the flow 
equation is  
}*´ kℎµkE − ∂∂z  ∂ℎµ∂z  = 0 
and the two transport equations are 
∂Cα∂t + ∂∂z vα ∙ Cα − ∂∂z ¶z ∂Cα∂z  = eαβαεα* , 
where α  is H or L. The velocities in the convective term are evaluated as  
vα = − Kα
εα* ∂h&∂z . 
 
Various numerical solution methods have been applied in groundwater modeling studies, 
such as the finite difference, the finite element, the boundary element and finite volume 
(FV) methods. In this study, a one-dimensional FV method is chosen to solve the 
equations describing water flow and salt transport in the column experiment. In this 
section the mathematical development for this numerical model is presented and the 
model is verified by comparison with an analytical solution and the results from a finite 
difference model.   
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In the FV method, the first step is to divide the domain into number of elements where 
the variable of interest is located at the centroid of the element. Next, one can integrate 
the differentials of the governing equations over each element to obtain the discretized 
equation. The resulting solution from the discretized equations automatically satisfies the 
conservation of the variable inside the element because the flux entering a given element 
is identical to that leaving the given element.  
 
The FV method is one of the methods of weighted residuals based techniques. In this 
study, the weight functions, as shown in Figure 3-10 are  
w
x = º1       x ∈ [x
 − h2 , x
 + h2]0       x ∉ [x
 − h2 , x
 + h2]
¿            i = 0,1,2 … , n 
where h denotes the length of each element and is obtained by dividing the total length of 
the sand column, L, by the number of elements, n. 
 
To apply the FV method to the flow and transport governing equations, the linear 
Lagrange polynomials are selected as the basis functions. The dependent variables in the 
equations can be expressed as  
ℎµR, E ≈ ℎµÁ R, E = 8 ÂÃℎÃµEOÃT"  (3.35)  
gzR, E ≈ gzÁ ¨R,Ä© = 8 ÂÃgÃzEOÃT" , (3.36)  
where the variables at any given node point in the domain are linear combinations of the 
basis functions weighted by the coefficients h& (j = 0,1,2 … , n  . 
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3.4.2 Discretization of governing equations  
 
To apply this discretization technique, the residuals for the flow and transport equations 
can be expressed as 
-K = }*´ kℎµÁkE − ∂∂z Å ∂∂z ℎµÁ Æ 
-P = kgzÁkE + ∂∂z ¨vαgzÁ © − ∂∂z ¶z ∂gzÁ∂z  − eαβαεα* . 
 
Integrate the resulting product of residual and weighting functions over the domain and 
set the result to zero for each weighting function. For (n+1) weighting functions, one 
obtains 
r Ç}*´ kℎµÁkE − ∂∂z Å ∂∂z ℎµÁ ÆÈÉÊ ËR  = 0    < = 0,1,2 … , \ (3.37)  r ÇkgzÁkE + ∂∂z ¨vαgzÁ © − ∂∂z ¶z ∂gzÁ∂z  − eαβαεα* ÈÉÊ ËR  = 0    <= 0,1,2 … , \ (3.38)  < = 0,1,2 … , \  ¸ = Ì, Í  
 
By applying Green's theorem, the second derivatives of the basis functions can be 
converted into product of two first derivatives and an extra term, so that 
r ∂∂z  ∂ℎµÁ∂z ÉÊ ËR  = − r  kℎ
µÁk ∙  ËR ÉÊ   +   ∂ℎ
µÁ∂z ËR|ÊÉ (3.39)  
r ∂∂z ¶z ∂gzÁ∂z ÉÊ ËR  = − r ¶z ∂g
zÁ∂z ∙  ËR ÉÊ   +  ¶z ∂g
zÁ∂z ËR|ÊÉ (3.40)  < = 0,1,2 … , \     ¸ = Ì, Í  
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where z" and zÎ are boundary nodes located at each end of the sand column. The extra 
terms without integrals in equation (3.37) and (3.38) represents the approximated flow 
and mass fluxes through the boundary nodes, respectively. 
 
Apply equations (3.39)and (3.40) into equations (3.37) and (3.38), so as to obtain the 
following equations 
r }*´ kℎµÁkE ÉÊ ËR  + r  kℎ
µÁk ∙  ËR ÉÊ   −   ∂ℎ
µÁ∂z ËR|ÊÉ = 0 
 
(3.41)  
r ÇkgzÁkE + ∂∂x ¨vαgzÁ © − eαβαεα* ÈÉÊ ËR  + r ¶z ∂g
zÁ∂z ∙  ËR ÉÊ  −  ¶z ∂gzÁ∂z ËR|ÊÉ = 0 
(3.42)  
< = 0,1,2 … , \     ¸ = Ì, Í  
 
Introduce expressions for the dependent variables (3.35) and (3.36) into equations (3.41) 
and (3.32) to obtain  
Ïr }*´ ÂÃËR ÉÊ Ð ∙  ℎÃ
µ E + Ïr ÉÊ  ÂÃ  ∙ kËRk  Ð ∙ ℎÃµ −  kℎ
µÁk ËR|ÊÉ = 0  
Ïr ÂÃËR ÉÊ Ð ∙  gÃ
z E + Ïr Ç¶z  ÂÃ  ∙ kËRk + r ÃzÑÉÑÊ kÂÃk ∙ ËR − ÂÃËRÈ
É
Ê  Ð∙ gÃz+ Ïr ÂÃËRÉÊ  Ð ∙ gÃ − −¶z kg
zÁk ËR|ÊÉ = 0  <,  = 0,1,2 … , \     ¸ = Ì, Í 
such that matrix equations for flow and transport  become 
[Fµ] Ò ℎµ E Ó + [Ôµ]ÕℎµÖ + Õ×µÖ = 0 [Fz] Ò gz E Ó + [Ôz]ÕgzÖ + [Øz]ÙgÚ + Õ×zÖ = 0    ¸ = Ì, Í (3.43)  
in which 
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FRÃµ = r }*´ ÂÃËR ÉÊ      ÔRÃµ = r ÉÊ dÂÃdz ∙  ËR     ×Rµ = − ∂ℎµÁ∂z ËR|ÊÉ FRÃz = r ÂÃËR ÉÊ    ØRÃz = r ÂÃËR ÉÊ  ÔRÃz = r ¶zÉÊ  ÂÃ  ∙  ËR    +  r oÃz
É
Ê
 ÂÃ  ∙ ËR  − ØRÃz  
×Rz = −¶z ∂gzÁ∂z ËR|ÊÉ 
 
The term A
& associated with w
 at the first node for the first element can be solved as  
r }*´ÜÊ l"w"dz = r }*´
Ý/P
" l"dz = }*´ r h − zh dzÝ/P" = }*´ 3h8  r }*´ÜÊ l"wKdz = r }*´
Ý
Ý/P l"dz = r h − zh dzÝÝ/P = }*´ h8 
 
The term associated with w
 in B
α  at the first node for the first element can be solved as 
r "z  Â"  ∙ Ë" ÉÊ = r o"z  Â"  ∙ Ë" 
à/P
" = "z r Å− 1ℎÆ  à/P" = − "z2  r "z  Â"  ∙ ËK ÉÊ = r o"z  Â"  ∙ ËK 
à
à/P = "z r Å− 1ℎÆ  àà/P = − "z2  
All the other terms associated with the weighting function w
  can be obtained by the 
same method. 
 
The first derivative of the weighting function w
 at the first node for the first element is 
defined as  
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 Ë"  |Tá = −p" − h 
and 
 ËK  |Tá = pK − h 
where δ
z − a  is the Dirac delta function. Due to the definition of the Dirac delta 
function, the terms associated with the first derivative of weighting function w
 in B
& at 
the first node for the first element in matrix equations (3.43) are calculated such that 
r ÉÊ  Â"  ∙  Ë"    = r   Â" 
à/P
" [−p" − h]  = −  Â"  |Tá = ℎ  r ÉÊ  Â"  ∙  ËK    = r   Â" 
à
à/P [pK − h]  =   Â"  |Tá = − ℎ  
 
And for the same reason, the other terms associated with the first derivative of w
 can 
also be solved. 
 
Introduce equation (3.35) into the velocity equation to calculate the velocity of the α 
phase in the kCÝ element so as to calculate the elementwise velocity as  
oMz = − zz 8  ÂÃ  ℎÃµ
O
ÃT" = − 
zz ∙ ã ÂM  ℎMµ +  ÂMJK  ℎMJKµ ä 
oMz = − zz ∙ ãÅ1ℎÆ ℎMµ + Å− 1ℎÆ ℎMJKµ ä = − zz ∙ ℎM − ℎMJKℎ  
 V = 1,2, . . , \  ¸ = Ì, Í 
 
The nodewise velocity required in the transport equation is obtained by averaging the two 
elementwise velocities  associated with this node. 
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3.4.3 Approximation in the time domain 
 
In this approach, a backward-difference approximation is employed for the time 
derivative 
Ò å E ÓMbK = ÕåÖMbK − ÕåÖM∆E , 
so that the values of h& and Cα  at the kCÝ  time step are denoted as Õh&Öa  and ÕCαÖa , 
respectively. The initial conditions constitute the variable values at the first time step.  
The matrix equations become 
[Fµ] ÏÕℎµÖMbK − ÕℎµÖM∆E Ð + [Ôµ]ÕℎµÖMbK + Õ×µÖ = 0 [Fz] ÏÕgzÖMbK − ÕgzÖM∆E Ð + [Ôz]ÕgzÖMbK + [Øz]ÙgÚMbK + Õ×zÖ = 0 ¸ = Ì, Í 
(3.44)  
 
Rearrange the equations in (3.32) to obtain the solution for hydraulic heads and salt 
concentrations as  
ÕℎµÖMbK = Õ[Fµ] + ∆E[Ôµ]ÖJK[Fµ]ÕℎµÖM − ∆EÕ×µÖ 
Õ[Fz] + ∆E[Ôz]ÖÕgzÖMbK + ∆E[Øz]ÙgÚMbK = [Fz]ÕgzÖM − ∆EÕ×zÖ (3.45)  
The dependent variables on the right hand side can be obtained either from initial 
conditions or previous computational results, and ÕF&Ö and ÕFαÖ associated with the flow 
and mass fluxes are also known from the boundary conditions. Since all the terms at the 
right side are known, these equations can be solved to obtain values for the hydraulic 
head and concentration at the next time step. In this way, the distribution of flow and 




3.4.4.1 Mass balance 
 
The mass balances of both fluid flow and contaminants are considered in this model. The 
governing flow equation described in the previous section is based on the conservation of 
mass. Due to the approximations inherent in the numerical method, one needs to check 
the fluid balance. The fluid balance includes the change of fluid mass within the domain 
and the fluid flux across the boundary within the domain. 
 
The mass balance accounts for the change of mass in the α phase within the domain and 
the contaminant mass flux across the domain, which is composed of convective and 
dispersive fluxes. Convective flux happens at the boundary ends where the water flow 
across the boundary. The convective flux is the product of the fluid flux and the solute 
concentration in the liquid phase. The dispersive flux is accounted for by deriving an 
expression for the dispersive boundary flux. The rate of change in contaminant mass flux 
within the domain is determined by computing the change of mass associated with each 
node and dividing the change by the time step.  
 
With fixed elapsed time, the errors of mass balance for fluid flow and contaminants 
showed a decrease with decreasing space increments and decreasing time steps.  
 
3.4.4.2 Comparison with PTC Model  
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For a 15 meter-long column with background concentration of zero and input 
contaminant concentration as 1.0 g/L at −∞ ≤ x ≤ 0 for t ≥ 0, we solve the problem at 
x=4.0 m using the multi-mobility model with identical hydraulic conductivities and no 
mass transfer. Thus, the movement of these two pseudophases is identical to the single 
phase in the classical model. The Princeton Transport Code (PTC) was used for the 
classical model simulation. This model employs a unique splitting algorithm by hybrid 
coupling of the finite-element method within each layer and finite-difference method 
among vertical layers. By the comparison shown in Figure 3-11, the concentration curve 
from the multi-mobility model is consistent with analytical solution and the simulated 
results from the PTC model. 
 
3.5 Simulation and data discussion 
 
For both the sand column experiment and the 3-D tank experiment, the tidal waves at the 
downgradient end are initiated after the contaminant (NaCl) fills the study area. The 
average hydraulic gradient during the tidal fluctuation in the domain is constant and 
downgradient towards to the tidal end. Our primary interest is to examine the effect of 
tidal waves on the concentration of the contaminated groundwater at the sediment-water 
interface.  
 
The observation of the decrease of the average concentration of the contaminated 
groundwater discharging to the downgradient reservoir is consistent with the numerical 
simulations by Yim and Mohsen. As expected, the contaminated water is most diluted by 
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the tidal fluctuation at the exit point to the surface water body. The less the amplitude of 
the tidal fluctuation, the less the dilution on the solute concentration due to the surface-
water body. 
 
However, the upstream propagation of chemical oscillations is observed in spite of 
positive average hydraulic gradient, which indicates enhanced mass transport processes 
affected by the tidal waves. The tidally-induced mixing dominates over the net seaward 
flow inasmuch as the amplitude of the tidal fluctuations was large compared with the net 
flow gradient. During high tide with increasing downgradient head, the salt-free water is 
introduced into the porous medium by advection and mixing processes and the 
contaminant is displaced by the fresh water; during low tide with decreasing 
downgradient head, the mixed contaminated water transports into the downgradient 
reservoir. However we hypothesize that some salt-free water remains in the pores at the 
neutral point when the hydraulic gradient is very small. 
 
 Due to the dramatic dilution effect of the surface water body relative to the groundwater 
flow, almost salt-free water enters the aquifers at the groundwater-surface water interface 
during the next high tide and more contaminants are displaced in an upgradient direction 
by the salt-free water.  
 
Multiple experiments have been conducted with different net downstream gradient: the 
higher the gradient, the less upstream propagation of the concentration oscillation we 
observed. The mass transport in the coastal aquifer environment is mainly dependent on 
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advection and dispersion and the contaminant transport under the influence of tidal 
fluctuation is enhanced by tidal mixing processes.  
 
Numerical simulations were conducted using classical groundwater flow and mass 
transport models. The chemical data from breakthrough curves were utilized to calibrate 
the groundwater model and obtain the coefficient of dispersivity. At the most 
downgradient points, the concentration oscillations can be reproduced by the model 
simulation and the simulated average salt concentration is decreased. However, numerical 
simulation cannot fully capture the phenomena observed in the experiments, that is, the 
upstream migration of the concentration oscillation due to the tidal-induced mixing 
process and the simulated concentration oscillations are less diluted than the experiment 
data. The dispersivity applied for the tidal simulation is much larger than the one 
obtained from the salt front transport analysis. In other words, the classical groundwater 
model cannot fully capture the solute transport under the effect of tidal fluctuation.  
 
Here we introduce another tidally-induced process, rather than the classical dispersion 
mechanism, affecting the mass transport that we observed and standard groundwater 
models cannot capture. With the conceptual model and governing equations introduced in 
section 3, numerical simulation of the column experiment is conducted. As describe in 
section 2.1, the amplitude of the tidal fluctuation is 7.14 cm and the head gradient is 0.2 
cm. The hydraulic conductivity K which is composed of K and K is 329.67 cm/hr 
and the total porosity identified with the liquid phases ε + ε* ) is 0.367. Comparison of 
the optimal model simulation and the experimental data from the breakthrough curve for 
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a of 0.4 g/L salt solution moving through the sand column is shown in Figure 3-12. The 
dispersivity coefficients obtained from this salt front analysis are used in the simulation 
of the tidal experiments.  
 
For the simulation of tidal experiment, the key parameters are calculated from the multi-
mobility model given measured total hydraulic conductivity and porosity (Table 3-1). 
The concentration data observed at probe 14 is used as the boundary condition for 
transport model for more accurate simulation.  
 
Table 3-1 Best-fit values of the key parameters of the multi-mobility model 
Parameter  cm/hr K cm/hr ε ε*   1/ℎ 
Best-fit value 288.0 42.0 0.3 0.067 0.05 
 
As shown in Figure 3-13, the simulated results are compared with the experimental data 
from the column experiment and the simulated result from standard single-phase model. 
Because of the influence of the input boundary condition, at the most downgradient point 
probe 13, the concentration oscillation can be reproduced by both model simulations, and 
as observed in the experiment, the average salt concentration is decreased. However, the 
multi-mobility model captures upstream migration of the concentration oscillation better 
than the classical single-phase model. Using the conceptual model introduced in this 
paper, the enhanced tidal mixing process is explained by the mass transfer between two 
pseudophases with different hydraulic conductivities rather than mechanical dispersion 
alone. The oscillatory flow driven by a tidal fluctuation in combination with the sand 
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properties used in the tidal experiments allows one to use this multi-mobility model to 




The impact of tidal fluctuations on the quality of groundwater discharging to coastal 
water bodies was examined using two different-scale groundwater research facilities. 
Pertinent observations from both lab experiments are as follows: tidal fluctuations 
decrease the average concentration of groundwater contaminants discharging to coastal 
waters; the further the location is from the tidally influenced surface-water boundary, the 
smaller the amplitude of the water level and concentration oscillations and the smaller the 
decrease in the average concentration from the initial concentration; the larger the 
amplitude of the tidal fluctuation in the downgradient reservoir, the larger is the 
amplitude of the concentration oscillation at different locations; the concentration and 
water levels oscillate with the same period as the head fluctuations in the downgradient 
reservoirs; tidal fluctuation causes an upstream migration of the concentration oscillation 
in spite of a net downgradient fluid flow. 
 
The experiments indicate that, based upon the results of this particular experimental 
design, the concentration of contaminants entering a tidally influenced body are likely to 
be significantly lower on average than the concentration of the contaminant plume up-
gradient of the tidal influenced groundwater. In addition, due to the influence of the 
variation of the fluid velocity at the pore level, hydrodynamic dispersion is increased 
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unusually high and migration of contaminants up-gradient is observed. The classical 
groundwater flow and transport model cannot reproduce the phenomena we observed 
using the classical dispersion mechanism. An innovative multi-mobility model is 
proposed that uses fundamental equations that describe the flow and transport of two 
pseudophases, each with a different mobility in the subsurface, to simulate the tidal 
experiments. A porous medium averaging approach is used to obtain a macroscale mass 
conservation equation. To facilitate the reduction of the multi-phase model 
dimensionality from three to one, a spatial averaging is used. The numerical simulation 
obtained from the multi-mobility model confirms the existence of the enhanced tidally-
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Figure 3-1 As-built diagram of sand column experiment design. 
Figure 3-2 Diagram of wave generator. 
Figure 3-3 Pressure data along the length of the column (A=7.14 cm, h2-h1=0.2 cm). The 
locations of the eight pressure transducers are described in section 2.1. 
Figure 3-4 Chemical oscillations along the length of the column (A=7.14 cm and ∆j=0.2 
cm). 
Figure 3-5 Comparison of concentration oscillations observed at the probe 10, 11 and 15. 
Figure 3-6 As built diagram of intermediate research facility (Doris J., PowerPoint 
presentation, 2002). 
Figure 3-7 Chemical oscillations in coarse layer with tidal amplitude of 5.5 cm. 
Figure 3-8 Comparison of concentration oscillations observed at the locations I and II. 
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Figure 3-9 Diagram of macroscale system, REV and microscale system. 'H'--Highly 
mobile liquid phase; 'L'--Less mobile liquid phase; 'S'--solid phase. 
Figure 3-10 Diagram of weighting function éêand basis function ëìê. 
Figure 3-11 Comparison of simulated results from multi-mobility model and analytical 
solution, and simulated results from PTC model. 
Figure 3-12 Comparison of optimal model simulation and experimental data from the 
breakthrough curve of 0.4 g/L salt solution through the sand column. 
Figure 3-13 Comparison of simulated and measured concentration data in the sand 
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Figure 3-3 Pressure data along the length of the column (A=7.14 cm, h2-h1=0.2 cm). The 










Figure 3-5 Comparison of concentration oscillations observed at the probe 10, 11 and 15. 
 
 




































































































































































































































Figure 3-8 Comparison of concentration oscillations observed at the locations I and II. 
 





























Figure 3-9 Diagram of macroscale system, REV and microscale system. 'H'--Highly 
mobile liquid phase; 'L'--Less mobile liquid phase; 'S'--solid phase. 
 










Figure 3-11 Comparison of simulated results from multi-mobility model and analytical 
solution, and simulated results from PTC model. 
 






























Figure 3-12 Comparison of optimal model simulation and experimental data from the 
breakthrough curve of 0.4 g/L salt solution through the sand column. 
 



































Figure 3-13 Comparison of simulated and measured concentration data in the sand 





The purpose of this research was to satisfy the following research objectives: (1) to verify 
experimentally the concept demonstrated mathematically by Yim and Mohsen, that is the 
decrease of the average concentration of groundwater contaminant discharging to surface 
water due to the tidal fluctuation, (2) to investigate the migration of contaminants in the 
tidally-influenced aquifers near coastal waters by laboratory experiments, (3) to develop 
an innovative model so as to reproduce the experimental measurements using 
sophisticated mathematical tool, (4) to realize the model simulation using numerical 
method and Fortran programming. As described in this dissertation, the objectives have 
been realized and the conclusions are summarized below. 
 
Two different-scale groundwater research facilities were utilized to examine the impact 
of tidal fluctuations on the quality of groundwater discharging to coastal water bodies. 
One is the three-dimensional intermediate scale groundwater tank model; the other is a 
one dimensional homogeneous sand column model. Time Domain Reflectometry sensors 
and pressure transducers were used to collect continuous data on salt concentration and 
hydraulic head respectively. All of the measuring devices were connected to data 
acquisition hardware and with supporting software. A constant water level is imposed 
upgradient, and the downgradient water level is controlled by a wave generator that 
controls the hydraulic head to mimic a 12 hour tidal fluctuation. 
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Pertinent observations from both lab experiments are as follows: tidal fluctuations 
decrease the average concentration of groundwater contaminants discharging to coastal 
waters; the further the location is from the tidally influenced surface-water boundary, the 
smaller the amplitude of the water level and concentration oscillations and the smaller the 
decrease in the average concentration from the initial concentration; the larger the 
amplitude of the tidal fluctuation in the downgradient reservoir, the larger is the 
amplitude of the concentration oscillation at different locations; the concentration and 
water levels oscillate with the same period as the head fluctuations in the downgradient 
reservoirs; tidal fluctuation causes an upstream migration of the concentration oscillation 
in spite of a net downgradient fluid flow. 
 
In an effort to quantify this counter-gradient contaminant transport, Fourier analysis was 
utilized to conduct a frequency analysis of pressure and chemical data from the column 
experiment. Fourier analysis suggests that the dominant frequency of the peaks of 
pressure and chemical data at different locations along the length of the column is 
identically two cycles per day. Spatial evolution of the Fourier magnitudes and Fourier 
phases of pressure data shows that the amplitude of the water level fluctuations decreases 
almost linearly when the tidal wave propagates upstream. Spatial evolution of the Fourier 
magnitudes of chemical data indicates that the average concentration is lowered the most 
at the most downgradient point and the average decreases less and less when the 
oscillation propagates upstream. Temporal evolution of Fourier magnitudes of chemical 
data at the given dominant frequency shows that the amplitudes of the concentration 
oscillations increase with time at measurement locations at the upstream responding 
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probes. The results from Fourier analysis is consistent with the experimental 
observations. 
 
The experiments indicate that, based upon the results of this particular experimental 
design, the concentration of contaminants entering a tidally influenced body are likely to 
be significantly lower on average than the concentration of the contaminant plume up-
gradient of the tidally influenced groundwater. In addition, due to the influence of the 
variation of the fluid velocity at the pore level, hydrodynamic dispersion is increased 
unusually high and migration of contaminants up-gradient is observed. The classical 
groundwater flow and transport model cannot reproduce the phenomena we observed 
using the classical dispersion mechanism. An innovative multi-mobility model is 
proposed that uses fundamental equations that describe the flow and transport of two 
pseudophases, each with a different mobility in the subsurface, to simulate the tidal 
experiments. A porous medium averaging approach is used to obtain a macroscale mass 
conservation equation. The resulting three dimensional equations described the transient 
transport of mass in compressible saturated porous media wherein the fluid motion is 
oscillatory. In a second step an averaging method is used to integrate over r and θ 
coordinates to obtain a one-dimensional mass conservation equation. A new finite 
volume method is utilized to solve the resulting equations. The numerical simulation 
obtained from the multi-mobility model confirms the existence of the enhanced tidally-
induced mixing process which is attributed to mass transfer between the pseuophases. 
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APPENDIX A EVOLUTION OF THE EXPERIMENTAL APPARATUS 
A.1 Apparatus:  
 
The following Figure A-1 is a diagram of the experiment system in this research. It 
includes a plexi-glass sand column, reservoirs, wave generator, data acquisition system 
and corresponding accessories. DuPont corporation greatly supported us by building the 
plexi-glass column and wave generator. The sand column is composed of two plexi-glass 
tubes with 5'' inside diameter. From the Figure A-2, it is seen that the tube was carefully 
designed to have 15 locations for installation of TDR probes and 8 extendable holes for 
pressure transducers.  
 
Several important steps in the evolution of the experimental apparatus need to be 
mentioned in this section, including the check value controlling the flow direction, 
stainless screen holding the sand in the column, and the apparatus applied to facilitate the 
natural settling of the sand. 
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Figure A-1 As built diagram of sand column experiment design 
 
Figure A-2 Plexi-glass column (5'' ID) 
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A.1.1 Development of valves 
 
At the beginning, rubber valves were chosen to control the flow direction so that salt-free 
water flows into the column by the in-valve during high tide and mixed water flows out 
from the column through the out-valve during low tide. The cracking pressure (pressure 
needed to open the valve) of this type of valve was measured to be less than 0.2 cm. 
However, the differential pressure of these two valves needs to be maintained within 4 
feet. Once the pressure exceeded the limit, the in-valve became inverted as shown in 
Figure A-3(a) and then the valves failed to control the flow as expected. 
 
In order to reinforce the rubber valves, a stainless steel washer (Figure A-3(b)) was 
utilized to  prevent inversion of the valves without noticeable increase of cracking 
pressure. With the continuous pressure on the surface of the valve, the rubber valve will 
flatten and then fail to work. As the valves were located inside the column, it is difficult 
to notice the deformation and inconvenient to replace it frequently.  
 
Due to these reasons, a new balloon valve (Figure A-3(c)) was invented with low 
cracking pressure and flexible location outside of the column. A yellow balloon was 
inserted into the tygon tubing with 1/2'' ID and a piece of plastic is positioned at the 
narrower end to flatten the end. With positive hydraulic gradient, the balloon will swell 
and open at the end to allow the flow in the direction shown in Figure A-3(c); with 













Screens at each end of the column were required to hold the granular material in place. A 
falling head test was applied to measure the hydraulic conductivity of the porous stainless 
plate.  The K value was measured as ~19 cm/hr, which is much smaller than the hydraulic 
conductivity of the sand. In other words, the effect of the less permeable screen on the 
hydraulic gradient cannot be negligible. Therefore, the original design of the plate 
required modification.  
 
 Figure A-4 Original and new screens used to hold the sand in the plexi
 
The new screen, show in 
inch wire diameter; this acted as 
inch wire diameter. Pressure loss across the screens was determined to be negligible. 
strength of the two-layer structure also fits the requirement to hold the sand in the 
column. 
 
A.1.3 Inclination settling of the column
 
The sand column was initially positioned with an angle of 30 degrees. However, 
significant preferential flow and void space on the upper sur
observed. Inclination of 30 degrees was not good enough to help the fast settling of the 
sand in the column. Next, the column was tilted 
than the friction angle of sand and was selected to facil
end of the column (Bowles, 1996
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Figure A-4, consists of one layer of 9X9 heavy mesh with
support for another layer of 40X40 fine mesh with 0.01
 
face of the column were 
to 43 degrees, which is more inclined 
itate natural settling






 towards the 
a block 
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and tackle with ceiling suspension was located at the top of the column (Figure A-5) to 
adjust the inclination angle of the column. Also, a vibrator was built to facilitate the sand 
settling (Figure A-6). 
 
 




Figure A-6 Vibrator used to facilitate the settling of the sand 
 
A.1.4 Selection of contaminant tracer 
 
An appropriate electrolyte needs to be selected so as to obtain chemical data using the 
TDR data acquisition system. Several factors were considered in selecting an electrolyte: 
(1) the tracer can induce a suitable signal to noise response; (2) the chemical reaction and 
retardation of the tracer can be negligible; (3) the density effect of the tracer can be 
negligible. NaCl was selected as the tracer and tests for the response of TDR probes to 
NaCl solutions with different concentrations were conducted. The TDR data of a 0.4 g/L 
NaCl solution showed a efficient response. In addition, the density of a 0.4 g/L NaCl 
solution is 1.0011 g/cm3, and thus the density effect of the NaCl solution on the 
experiment is considered negligible. 
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A.2 Laboratory measurement of sand properties 
 
Porosity measurement and grain size analysis were performed before the sand was used 
to fill the column. Sand porosity is 0.367 and the final grain-size distribution is shown in 
Figure A-7. From the grain-size analysis, this sand is classified as poorly-graded coarse-
grained sand and  !" as a representative grain diameter for the porous medium is 0.42 
mm. 
 
Figure A-7 Grain size analysis of the coarse sand 
 
The saturated hydraulic conductivity of the sand was determined by measuring steady-
state flux rates at three different hydraulic gradients imposed on the column. The coarse 
sand was packed uniformly into a smaller column with 2-inch inside diameter. A constant 
flow rate was applied to the column and water levels were measured at both ends of the 
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values were calculated using Darcy’s law and linear regression applied to different flow 
measurements.  
 
The K value obtained from the linear regression was 329.67 cm/hr (Figure A-8). 
 






























APPENDIX B GUIDE TO USING TDR DATA ACQUISITION SYSTEM 
 
This appendix is a guide for collecting data using the TDR data acquisition system and 
post-processing of EC data using Matlab codes. The detailed specifications of the 





The TDR measurement system, shown in Figure B-1, is composed of one Time-Domain 
Reflectometer (TDR 100), one 'measurement and control' datalogger (CR1000), two 50-
Ohm coaxial multiplexers (SDMX50SP), fifteen 3-rod 7.5 cm TDR probes (CS 640) and 
a 12-V power supply (PS100-SW). A user-specific configuration provides flexibility for 
accurate and reliable soil water content and EC measurement. Instruction manuals for all 




Figure B-1 TDR data acquisition system 
 
B.1.1 CR1000 and PS100 
 
The CR1000 Measurement and Control System (Figure B-2) provides precision 
measurement capabilities in a rugged, battery-operated package. It consists of a 
measurement and control module and a wiring panel. The datalogger is easily 
programmed for automatic control of the TDR100 and SDMX50 multiplexers as well as 




Common mode range for the datalogger CR1000 is ±5.0V. The sensor power ground and 
the CR1000 ground should be connected, creating one ground for the system. If more 
than one AC socket is used to power various sensors, then the power grounds cannot be 
assumed to be the same. 
 
The PS100 lead acid power supply (Figure B-3) includes a rechargeable lead acid battery, 
an AC transformer (18V) and a regulator. The AC transformer should be connected to the 
PS100 power supply at all times. Note that lead acid batteries generate a small amount of 
H2 gas. If the batteries are shorted or overcharged, hydrogen gas can be hazardous. The 
small electrical fans in the gray cabinet in the hydraulics lab are used to avoid the gas-
tight enclosure. 
 
Figure B-2 CR1000 Measurement and Control system (Campbell Scientific, Inc). 
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Figure B-3 PS100 power supply used with CR1000 power supply. 
(Source: http://www.campbellsci.com/ps100) 
 
B.1.2 TDR100 and SDMX50 
 
The TDR100 (Figure B-4) generates a very short rise time electromagnetic pulse that is 
applied to a coaxial system which includes a TDR probe for soil water measurements and 
digitizes the resulting reflection waveform for analysis or storage. The elapsed travel time 
and pulse reflection amplitude contain information used by the onboard processor to 
quickly and accurately determine soil volumetric water content, soil bulk electrical 
conductivity, rock mass deformation or a user-specific time-domain measurement . 
 
 
Figure B-4 TDR100 Time-Domain Reflectometer 
 (Source: http://www.campbellsci.com/tdr100) 
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SDMX50 (Figure B-5) consists of a multiplexer circuit board mounted in a 10" x 12" x 5" 
environmental enclosure equipped with a back plate that provides a strain relief point for 
coaxial cables. The clicking sound from the multiplexers is the sound of the mechanical 
relays inside the multiplexer closing as the multiplexer advances to the correct channel.  
 
 
Figure B-5 SDMX50 multiplexer 
http://www.campbellsci.com/sdmx50 
 
From Figure B-1, probe 1 to 8 are connected to the eight channels of the second level 
multiplexer which is connected to the first channel of the first level multiplexer. Probe 9 
to 15 are connected to the remaining seven channels of the first level multiplexer. The 
addressing for the second level multiplexer needs to be modified in order to collect data 
correctly for the fifteen probes. The jumper shown in Figure B-6 has to be moved one 
space to the right. 
 149
 
Figure B-6 Addressing for the multiplexers 
 
B.1.3 CS 640 TDR probe 
 
The CS 640 TDR probe (Figure B-7) consists of three 7.5 cm-long stainless rods and one 
4.5 cm-long probe head. The EC of the salt solution used in the experiments is smaller 
than the maximum measurable soil bulk EC of the probe.  The TDR probe can be 
installed in any orientation, however, probe rods need to be inserted into the sand 
carefully so as to minimize the sand compaction around the rods. The air voids along the 
length of the rods can be a significant source of error.  
 
The stainless hose clamp is used to hold the TDR probe into the sand column. To avoid 




For each set of experiments, the chemical data from the salt water front or freshwater 
front experiments are used to calibrate the EC data from TDR measurement to obtain the 





The waveforms of the 
software PCTDR was used to calculate probe offset parameters by immersing the TDR 
probe rods in DI water. Two parameters are needed for data collection: cable length 
window length. It was recommended to use a cable length of 9.25
of 2 m for the probes on level 1 multiplexer and use 
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B-7 Time domain reflectometry (TDR) probe 
 
TDR probe with TDR100 are displayed using PCTDR. The 
 m and a window length 
a cable length of 10.4 
 
and 
m and a 
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window length of 2 m for the probes on the level 2 multiplexer according to the 
waveforms in Figure B-8 and Figure B-9. 
 
 
Figure B-8 Waveform from TDR100 on first level multiplexer 
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Figure B-9 Waveform from TDR100 on second level multiplexer 
 
B.2.2 CRBasic Editor 
 
Campbell Scientific has two software applications to create CR1000 programs: the 
ShortCut and CRBasic editor. In this study, the CRBasic editor (Figure B-10) is chosen 
by applying LoggerNet software. Section 4 of CR1000 manual provides an introduction 
to CRBasic programming and several examples of CRBasic code. 
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Figure B-10 CRBasic Editor Interface 
 
The CRBasic program to collect EC data is as follows. 
'CR1000 Series Datalogger 




  'type IEEE4 gives much better resolution 
  '  Sample (15,LaL(1),FP2) 
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  '  Sample (15,VWC(1),FP2) 





  SDMSpeed (50) 
  Scan (60,Sec,0,0) 
    SW12 (1 ) 'If TDR100 is on SW12 channel, set it high to turn on TDR100 
    Delay (1,2,Sec) 
    'measure water content 
    TDR100 (LaL(1),0,0,1108,4,1.0,251,10.4,2,.075,.035,1,0) 
    TDR100 (LaL(9),0,0,2007,4,1.0,251,9.25,2,0.075,0.035,1,0) 
    'Convert to water content with Topps equation 
    For i = 1 To 15 
      VWC(i)=-0.053 + 0.0292* LaL(i)^2 -0.00055* LaL(i)^4 + 0.0000043*LaL(i)^6 
    Next i 
    'measure EC, Siemens/meter 
    TDR100 (EC(1),0,3,1108,4,1.0,251,10.4,2,.075,.035,6.40,0) 
    TDR100 (EC(9),0,3,2007,4,1.0,251,9.25,2,0.075,0.035,6.40,0) 
    SW12(0)'turn off SW12 channel to turn off TDR100 and save power 
    CallTable EC_Data 
  NextScan 
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EndProg 
The code to measure the water content can be ignored in this experiment as only the EC  
data are required to obtain concentration data.  
 
B.2.3 Guide to using LoggerNet Software 
 
LoggerNet is applied to do programming for measurement and automation of the TDR 
data acquisition system. In order to collect EC data, one needs to run LoggerNet as 
shown in Figure B-11. LoggerNet is a software application that enables users to set up, 
configure and receive data from CR1000 datalogger. The data will always be appended to 
the former file 'CR1000_EC_Data.dat' in the directory ‘C:\Campbellsci\LoggerNet’. If 
this data file is deleted from this folder, then a new file with the same filename will be 
created automatically and only the data from this time point will be saved in the file. It is 




Figure B-11 Main interface of LoggerNet software 
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Figure B-12 'Connect Screen' in the LoggerNet software 
 
The panel 'Connect Screen' (Figure B-12) is used to collect the data. Click 'Connect' to 
connect with datalogger station; click 'Send' to send a CRBasic program to the station; 
click 'Collect Now' to collect all the EC data. Real time data can be shown by Graphics or 
Numeric. Note that all the data files on the station will be deleted if a CRBasic program is 
sent to the datalogger. This is the way to clean the space in the CR1000 datalogger as the 
storage space in the datalogger is limited. Sampling rate of the data collection currently is 
once every two minutes for all 15 channels. More information on the operation of  
different components can be found from LoggerNet introduction manual.  
 
B.2.4 Guide to data plotting 
 
 157
This section provides a guide to plotting the EC data from the TDR data acquisition 
system. The following steps should be taken to analyze the EC data. 
(1) Use Microsoft Excel to open the data file 'CR1000_EC_Data.dat' in the directory 
'C:\Campbellsci\LoggerNet'.  
(2) Choose 'Delimited' as the file type at the first step in the 'Text Import Wizard'; choose 
'Tab' and 'Comma' as the delimiters at the second step in the 'Text Import Wizard'. 
 
 
Figure B-13 Text Import Wizard in Excel 
 
(3) Delete second column and first four rows of the data set and save the file as 
‘filename.xml’ in a user-specified folder. 
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(4) Use the Matlab program 'TDRECdata_normalized.m' to convert the EC data into 
concentration data. One needs to modify the filename and directory before running 
the code according to the set up in the third step. 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Main program: TDRECdata_normalized.m 
% Copyright by Hua Chen 2008/04/11 
% Functions: 
% (1)Import experiment data from CR1000_EC_Data.dat 
% (3)Transfrom time to be days and normalize time based on 
the start time 
% (4)Substract the background from each probe value  (not 
yet) 
% (5)devided the value by the highest concentration--
normalize c(0~Cmax) 
% (6)Save the workspace to be tdrec.mat 
%    % col 1 -- time 
%    % col 2 -- probeID 
%    % col 3 -- converted EC 
%    % col 4 -- converted EC into concentration(g/L) 
% Subroutine used: none 
% 
% Three things need to be changed before you reuse this 
program: 
% 1. Change the directory in line 25 
% 2. Change the directory of the data file in line 27 




fdir='M:\New experiment\Data\TDRdata\2010\030910\';  % 
directory 
C=0.4; %NaCl solution concentration (g/L) 
filename='CR1000_EC_Data.dat'; 
datafilename=strcat(fdir,filename);  %create the filename 
where the raw TDR data are 
[txt,num]=xlsread(datafilename); 
clear datafilename filename; 
  
%%%%%%%%%%%%%%%%%%%%%% 
% Transform time string to day 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% (1) Obtain the start time 
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% Output: t_start 
% Function used: datenum 
% datenum is a function that convert time string into days 
% Output: t_start (number)=start time in days 
num_start=num(1,:);       % When does the experiment start? 
t_start=datenum(num_start);   %Convert date and time to 




% (2) Transform the total array of time strings into day 
% Output: t (1d array) = time (days) from time. 
t=datenum(num);    % Convert date and time to serial date 
number 
t=t-t_start;       % substract the start time so normalize 
the time 
tmax=max(t);       % find the maximum time 




% (3)Load the background TDR EC 
 bgfilename=strcat(fdir,'Background.txt'); %create the 
filename where the raw background data are 
[bgid,bgcmax,bgcmin]=textread(bgfilename,'%d %f %f');    %r
ead background data (each probe ID, each background data) 
bg(:,1)=bgid; 
bg(:,2)=bgcmax;bg(:,3)=bgcmin;             %create a 63*2 
matrix contains the background data 
clear bgfilename bgcmax bgcmin;                  % clear 
the old variable that will not be used anymore 
% (4)Normalize the data to get concentration 
% Convert EC into concentration(max=0.4 g/L) 
for i=1:15 
    txt(:,i)= (txt(:,i) - bg(i,3))/(bg(i,2)-




clear t  
save TDRconc.mat   % save the workspace to tdrec.mat under 
the current directory 
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(5) Plot the concentration data at the 15 TDR probes using the following Matlab code 
'TDRplotter_loop.m'. 
 
%SCRIPT FILE: TDRplotter_loop.m. 






    figure 
    plot(t,txt(:,No),'k-') 
    title(['Concentration at probe 
',num2str(No)],'FontSize',18); 
    ylim([-0.1  0.73]); 
    xlabel('Time(hour)','FontSize',18); 
    ylabel('Concentration(g/L)','FontSize',18); 
    grid on; 
    filename=['Concentration at probe ',num2str(No),' on 
',num2str(date)]; 





APPENDIX C GUIDE TO USING PRESSURE DATA ACQUISITION 
SYSTEM 
 
This appendix is a guide for collecting data using the pressure data acquisition system 
and post-processing of pressure data using Matlab codes. The detailed specifications of 
the pressure transducer system and the positional transducer and description of how to 
use the data acquisition software are provided in this section.  
 
C.1 Hardware 
C.1.1 Pressure transducer system 
 
The pressure transducer system for the column experiment, shown in Figure C-1, is 
composed of a USB-6210 bus-powered datalogger (National Instruments, Austin, TX), 
eight PX26-001 pressure transducers (Omega, Stamford, CT) and a 12-V Power Supply. 
Labview is applied for graphical programming for measurement and automation of the 
transducer systems.  
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Figure C-1 Pressure transducer data acquisition system 
 
Differential pressure transducers (Omega PX26), with a measurement range of 0-1 psi 
(0~70.3 cm water), shown in Figure C-2, were used to measure changes in water 
pressures. The measurement range of the pressure transducer is much less than the 
elevation of the reservoirs over the column. The original idea to install the transducers on 
the column failed to work. After that, all pressure transducers were attached to the metal 
bar at the same level under the reservoirs by 1/8'' ID tygon tubing. Within the range of the 
measurement, the pressure  transducer data acquisition system provides accurate data 
with little noise. It is important to clean the air out from the tygon tubing as  the residual 
air in the tubing would result in inaccurate measurement of the water pressure. 
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Figure C-2 Differential pressure transducers (Omega PX26) 
 
 
C.1.2 Positional transducer 
 
All the changes of water pressure in the sand column and reservoirs is measurable. 
However, no signal data could confirm the behavior of the tidal gate which is controlled 
by the wave generator to create 12-hour period tidal fluctuation. Later on, the positional 
transducer with measurement range of 0~6'', shown in Figure C-3, was added to the 
system to measure the movement of the gate which faciliates the analysis of the gate 
movement. The amplitude of the tidal fluctuation in this research is less than 5.63 inches, 
close to the measurable extension of the transducer stream. The positional transducer 
needs to be installed properly so that the extension is in the range. Otherwise, the voltage 
reading from the data acquisition software will be false. 
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The positional transducer is attached to the same USB-6210 datalogger as the pressure 
transducers with a different power supply. The problem of electrical noise was solved by 
changing the power supply and the grounding methods.  
 
 
Figure C-3 Positional transducer for the tidal gate 
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C.2 Software 
C.2.1 Guide to using the Labview program 
 
This section provides a guide for using Labview program to collect pressure data. Once 
the hydraulic and chemical conditions of the column experiment have been set up, the 
Labview program needs to be started immediately. The graphic programming software 
Labview was used and the program was saved as ‘Pressure transducer reading.vi’, which 
writes the voltage data to an Excel file in a location the user specifies. A windowed filter 
is added to eliminate the noise of the original voltage signals. The fourth channel of the 
NI USB datalogger is currently connected to the positional transducer.  
 
The following steps should be taken to collect the pressure data using the Labview 
program. 
(1) Start the Labview program and then open the data collection program ‘Pressure 




Figure C-4 Getting Started interface of Labview software 
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(2) Click the arrow at the upper left corner of the Block Diagram (Figure C-5) to run the 
program. Once the program is started, one window will come up in several seconds to 




Figure C-5 Block diagram of Labview program to collect pressure data 
 
It is recommended to create a new lvm file to save the pressure data. If the existing file is 
selected, then new data will be appended to the old file. When a new file is created, an 
error message might appear. This problem can be solved by clicking 'Stop', running the 
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program and saving the file again. Once the file is selected, the real-time data of voltages 
at eight channels will be graphically displayed in the Front Panel (Figure C-6). The real 





Figure C-6 Front Panel of Labview program 
 
(3) One can stop the program by clicking the icon indicated below. It is strongly 
recommended not to stop the program until the experiment is terminated. 
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Figure C-7 Stop sign in the Front Panel 
 
C.2.2 Guide to data plotting 
 
Two Matlab programs were created for post-processing of the pressure data. The 
following Matlab code (‘Pressurereadings.m’) is used to read and plot the pressure data. 
The directory and filename need to be modified before running the code. 
 
% SCRIPT FILE:Pressurereadings.m. 
% Plot raw pressure data 
% Copyright Hua Chen 08/19/2008 
% 1. Change the directory in line 5 
% 2. Change the filename 
close all; 
fdir='C:\experiment\Pressure transducer codes\'; % 
directory where pressure data are saved 
filename='Pressuredata022510.lvm'; 
datafilename=strcat(fdir,filename);  %create the filename 
where the raw pressure data are 
% Import voltage(pressure) Data 
[t,v1,t2,v2,t3,v3,t4,v4,t5,v5,t6,v6,t7,v7,t8,v8]=textread(d
atafilename);%read data 
clear filename datafilename  t2 t3 t4 t5 t6 t7 t8;  % clear 
the filename that no long in use 
  
V=[v1,v2,v3,v4,v5,v6,v7,v8]; %Voltages from 8 channels 
save Pressure.mat; 
% Plot pressure data for 8 channels 
for i=1:8 
    figure 
    plot(t/60/60,V(:,i)) 
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    title(['Voltages at probe ',num2str(i)],'FontSize',18); 
%     xlim([0 24]); %X,Y limits can be modified 
%     ylim([0.008 0.012]); 
    xlabel('Time(Hours)','FontSize',18); 
    ylabel('Volts','FontSize',18); 
    filename=['Pressure data at probe',num2str(i),' on 
',num2str(date)]; 
    saveas(gcf,filename,'jpg');%The pressure curve is saved 
as jpg file where this Matlab code is located 




APPENDIX D ONE-DIMENSIONAL MULTI-MOBILITY MODEL 
 
The Intel visual Fortran complier professional edition for windows is used to make 
program for the multi-mobility model with Microsoft Visual Studio 2008 shell and 
libraries. The interface of the Fortran compiler software is shown in Figure D-1. The data 




Figure D-1 Software interface for Microsoft Visual Studio 
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D.1 Single phase model 
 
The classical single phase 1-D groundwater flow and transport model was created first. 
The user can specify any length unit and time unit that are consistent in the simulation. 
The parameters one can set up in the file 'in.txt' for the simulation are: 
(1) Size of the 1-D domain;  
(2) Hydraulic head at saltwater end before tidal fluctuation; 
(3) Hydraulic head at saltwater end during tidal fluctuation; 
(4) Hydraulic head at freshwater end; 
(5) Initial hydraulic head within the domain; 
(6) Amplitude of tidal fluctuation at freshwater end; 
(7) Concentration of salt solution; 
(8) Concentration of freshwater; 
(9) Initial concentration; 




(14) Diffusion coefficient; 
(15) Number of tidal cycles; 
(16) Time step; 
(17) Total time for salt front; 
(18) Output hydraulic head or not(T/F). 
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In the Microsoft Visual Studio workspace, the following items are required to run the 
single phase model and the codes are shown below. 
(1) Fortran source code -- 'OneDSinglePhaseModel.FOR' 
(2) Resource file-- 'MODELsiz.INC' 





       program GWMODEL 
c*********************************************************************** 
C 
C ONE DIMENSIONAL GROUNDWATER FOW AND TRANSPORT MODEL 
C     'OneDSinglePhaseModel.FOR' 




C PROGRAMS FOR INITIALIZATION AND COMPLETION: 
C GWMODEL  
C PROGRAMS FOR FLOW AND TRANSPORT CALCULATION 
C MKFLOW MKCONC VELOCITY   
C PROGRAMS FOR CREATING MATRIX 
C MATRIX_ABC MATRIX_DEF  
C PROGRAMS FOR SOLVING SETS OF LINEAR EQUATIONS 
C MATRIXSOLVER MATRIXSOLVER2 INVMA LUDCM ATIMEX MSCAL ludcmp lubksb 
C 
************************************************************************************ 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
      character*16 filename 
 
      open (1, file="in.txt") 
C READ INPUT DATA 
 read(1,*)TL 




 read(1,*)C1,C2,CONC0  
 








C TIME CONSTANT PARAMETERS (TIME UNIT IS HOUR) 
 read(1,*)NCYCLE,DELTAT,T1 
 read(1,*)YHEAD 





C APPLY INITIAL  VALUES FOR WATER LEVEL VECTOR 
 DO 130 J=1,NNODE 
  IF (J==1) THEN 
   HEAD(J)=H11 
  ELSEIF (J==NNODE) THEN 
   HEAD(J)=H2 
  ELSE 
   HEAD(J)=HEAD0   !INITIAL HEADS 
  ENDIF 
130 CONTINUE 
 
C APPLY INITIAL  VALUES FOR CONCENTRATION VECTOR 
C CONC VALUE AT LEFT BOUNDARY WON'T BE CHANGED ANY MORE 
C CONC VALUE AT RIGHT BOUNDARY WILL BE CHANGED GIVEN POSITIVE GRADIENT 
 DO 131 K=1,NNODE 
  IF(K==1) THEN 
   CONC(K)=C1 
  ELSEIF(K==NNODE) THEN 
   CONC(K)=C2 
  ELSE 
   CONC(K)=CONC0 
  ENDIF 
131 CONTINUE 
C 
C CREATE NECESSARY MATRICES 
 CALL MATRIX_ABC(AFLOW,1,2,-1,NNODE) 
 CALL MATRIX_ABC(BFLOW,3,6,1,NNODE) 
 CALL MATRIX_DEF(CFLOW,-1,0,1,-1,NNODE) 
C 
C SIMULATION LOOP 
C 
 DO 15 I=1,NTIME 
  TIMEX=I*DELTAT   !RECORD SIMULATION TIME 
C 
C DEFINE TIME-DEPENDENT HEAD VALUE AT DOWNGRADIENT BOUNDARY   
C HEAD VALUES AT BOUNDARY WON'T BE CHANGED ANY MORE 
  IF (TIMEX<=T1) THEN 
   HEAD(NNODE)=H2 
  ELSE 
   HEAD(1)=H12 
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   HEAD(NNODE)=H2-AMPLITUDE* SIN((TIMEX-T1)/12*2*PI) !TIDAL FLUCTUATION WITH 
A PERIOD OF 12 HOURS 
  ENDIF 
C  
  CALL MKFLOW 
  CALL VELOCITY 
  CALL MKCONC 
C PRINT HEAD AND CONCENTRATION VALUES INTO FILES. 
  DINDX=FLOAT(I)/2.0 
  NINDX=I/2 
  IF(I.EQ.1.OR.DINDX==NINDX) then 
   PRINT*,'OUTPUT FLOW AND TRANSPORT RESULTS WHEN TIME=' ,TIMEX 
C   OUTPUT HEAD VALUES 
   IF(YHEAD) THEN 
    WRITE(FILENAME,'(A6,I5.5,A4)' )'Heads_',NINDX,'.txt' 
 
    OPEN(UNIT=NINDX+20,FILE=FILENAME,STATUS= 'unknown', 
     &    IOSTAT=MERROR) 
    IF(MERROR/=0) THEN 
     WRITE(*,*)'OPEN HEADS.TXT FAIL.' 
     STOP 
    ENDIF 
!    WRITE(UNIT=NINDX+20,FMT='(A,F12.6)') 'TIME=',TIMEX 
    WRITE(UNIT=NINDX+20,FMT= '(F12.6)') HEAD 
   ENDIF 
 
C   OUTPUT CONCENTRATION VALUES 
!   IF(TIMEX.GE.T1.AND.DINDX.EQ.NINDX)THEN 
    FILENAME= 'Concs.txt' 
 
!    OPEN(UNIT=NINDX+20,FILE=FILENAME,STATUS='unknown', 
!    &    IOSTAT=MERROR) 
    OPEN(UNIT=20,FILE=FILENAME,STATUS= 'unknown', 
     &    IOSTAT=MERROR) 
    IF(MERROR/=0) THEN 
     WRITE(*,*)'OPEN CONCS.TXT FAIL.' 
     STOP 
    ENDIF 
!   WRITE(UNIT=NINDX+20,FMT='(A,F12.6)') 'TIME=',TIMEX 
   WRITE(UNIT=NINDX+20,FMT= '(F12.6)') CONC   !Write all conc results 
C   Write conc output at the nodes where measurements are available 
!   DO 678 J=2,128,9 
!    PROBE=J/9+1 
!   WRITE(UNIT=NINDX+20,FMT='(F3.0,F12.6)')PROBE,CONC(J*2-1)  
!678   CONTINUE 
!    WRITE(UNIT=20,FMT='(10F12.6)')(CONC(J), J=11,101,10) 
!   ENDIF 
  ENDIF 
15 CONTINUE 
       
 Print*, 'This code runs successfully!' 
 END 
************************************************************************************ 
 SUBROUTINE VELOCITY 
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************************************************************************************ 
C CALCULATE VELOCITY AT EACH NODE BY FIRST ORDER DIFFERENCE METHOD  
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 DO 121 I=1,NNODE 
  IF(I.EQ.1) THEN 
   VX(I)=-(HEAD(I+1)-HEAD(I))*CKX/(THETA*DELTAL) 
  ELSEIF(I.EQ.NNODE) THEN 
   VX(I)=VX(I-1) !V(N+1)=V(N) 
  ELSE 
   VX(I)=-(HEAD(I+1)-HEAD(I-1))*CKX/(2*THETA*DELTAL)   
  ENDIF 
! Print*,'node=',i,'velocity=',VX(I) 
121 CONTINUE 
C     CALCULATE ELEMENTWISE VELOCITIES 
! DO 121 I=1,NEL 
!   VX(I)=-(HEAD(I+1)-HEAD(I))*CKX/(THETA*DELTAL) 
!121 CONTINUE 
C     CALCULATE NODEWISE VELOCITIES 
!      DO 122 J=2,NNODE 
!        VX(J)=(VX(J)+VX(J-1))/2.0   
!122 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MKFLOW 
************************************************************************************ 
C CALCUALTE CONCENTRATION 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 INTEGER D,N   
! REAL*8 AFLOW(NNODE,NNODE),BFLOW(NNODE,NNODE) 
 REAL*8 MATRIXA(NNODE,NNODE),MATRIXB(NNODE,NNODE)  ! TEMPORARY MATRIX 
 REAL*8 VECTORF(NNODE), VECTORH(NNODE) ! TEMPORARY VECTOR 




c MATRIX A(MA)=K/H*AFLOW 
 DO 181 II=1,NNODE 
  DO 182 JJ=1,NNODE 
   MATRIXA(II,JJ)=AFLOW(II,JJ)*CKX/DELTAL 
182  CONTINUE 
181 CONTINUE 
c 
C MATRIX B=H*BFLOW/8 
 DO 175 I=1,NNODE 
  DO 176 J=1,NNODE 
   MATRIXB(I,J)=BFLOW(I,J)*STORE*DELTAL/8.0   
176  CONTINUE 
175 CONTINUE 
C 
C [A]=[B]+DELTAT*[A] ORIGINAL MATRIX A IS SAVED IN 'MA' FOR FLOW BALANCE. 
C SIZES OF NEW [A] AND [B] ARE DIFFERENT 
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 DO 135 I=2,NNODE-1 
  DO 136 J=2,NNODE-1 
   MATRIXA(I-1,J-1)=MATRIXB(I,J)+DELTAT*MATRIXA(I,J) 
   MATRIXB(I-1,J-1)=MATRIXB(I,J) 
136  CONTINUE 
135 CONTINUE 
C 
C CREATE VECTOR F & VECTOR H 
C 
 DO 125 I=2,NNODE-1 
  IF(I==2) THEN 
   VECTORF(I-1)=-CKX*HEAD(1)/DELTAL 
  ELSE IF (I==NNODE-1) THEN 
   IF (TIMEX<T1) THEN 
    VECTORF(I-1)=-CKX*HEAD(NNODE)/DELTAL 
   ELSE 
    VECTORF(I-1)=-CKX*HEAD(NNODE)/DELTAL-STORE*DELTAL/8* 
     &   COS((TIMEX-T1)/12*2*PI)*AMPLITUDE*PI/6  !COS 
   ENDIF 
  ELSE 
   VECTORF(I-1)=0 
  ENDIF 
  VECTORH(I-1)=HEAD(I) 
125 CONTINUE 
C 
C SOLVE THE EQUATION 
 CALL MATRIXSOLVER(MATRIXA,MATRIXB,VECTORF,VECTORH,N,NNODE) 
C 
C GET HEAD VALUES FROM VECTORH 
      HEADPREV=HEAD  !RECORD head values for previous time step 
 DO 126 II=2,NNODE-1 
   VECTORL(II)=DELTAL   
  HEAD(II)=VECTORH(II-1)      !Head solution at the time step 
126 CONTINUE 
C     DO A FLOW BALANCE 
      VECTORL(1)=DELTAL/2.0 
      VECTORL(NNODE)=DELTAL/2.0 
C     Rate of change of fluid OVER the domain 
      SUM=0 
      DO 127 NI=1,NNODE 
        SUM=SUM+(HEAD(NI)-HEADPREV(NI))*VECTORL(NI)*STORE/DELTAT 
127   CONTINUE 
C     Fluid flux in 
      Qin=-CKX*(HEAD(2)-HEAD(1))/DELTAL 
C     Fluid flux out 
      Qout=-CKX*(HEAD(NNODE)-HEAD(NNODE-1))/DELTAL 
C     Total mass change 
      SUM=SUM+(Qout-Qin) 
C      Print*,'Fluid balance check',sum       
      return 
      END 
************************************************************************************ 
 SUBROUTINE MKCONC 
************************************************************************************ 
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C CALCUALTE WATER LEVELS 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 INTEGER N,NODEEND   
 REAL*8 MATRIXA(NNODE,NNODE),MATRIXB(NNODE,NNODE)  ! TEMPORARY MATRIX 
 REAL*8 VECTORF(NNODE), VECTORC(NNODE)  
 REAL*8 CONCPREV(NNODE),VECTORL(NNODE) 
!!! Temp settings for mass balance check 
c      VX=0.0 
C CALCULATE D VALUE AT EACH NODE (DISPERSION+DIFFUSION) 
C DX=ALPHA*|VX|+DIFF 
 DO 122 I=1,NNODE 
  DX(I)=ALPHA* ABS(VX(I))+DIFF  
122 CONTINUE 
C 
C MATRIX B=H*BFLOW/8.0 
 DO 175 I=1,NNODE 
  DO 176 J=1,NNODE 
   MATRIXB(I,J)=BFLOW(I,J)*DELTAL/8.0    
176  CONTINUE 
175 CONTINUE 
c 
c MATRIX A=D/H*AFLOW+V/2*CFLOW 
 DO 181 II=1,NNODE 
  DO 182 JJ=1,NNODE 
   MATRIXA(II,JJ)=AFLOW(II,JJ)*DX(JJ)/DELTAL 
     &   +VX(JJ)/2.0*CFLOW(II,JJ)   !May be wrong. 
182  CONTINUE 
181 CONTINUE 
c 
c DEFINE END NODE ACCORDING TO DOWNGRADIENT BOUNDARY CONDITION 
C 
 IF(HEAD(1)>HEAD(NNODE)) THEN  !POSTIVE GRADIENT (DC/DT=0) 
  NODEEND=NNODE 
 ELSE        !NEGATIVE GRADIENT  (C=0) 
  NODEEND=NNODE-1 
!  CONC(NNODE)=0 
 ENDIF 
! TEST FOR ZERO CONCENTRATION AT RIGHT BOUNDARY 
c NODEEND=NNODE-1 
C  
C [A]=[B]+DELTAT*[A] ORIGINAL MATRIX A WON'T BE USED ANY MORE. 
C SIZES OF NEW [A] AND [B] ARE DIFFERENT 
 DO 135 I=2,NODEEND 
  DO 136 J=2,NODEEND 
   MATRIXA(I-1,J-1)=MATRIXB(I,J)+DELTAT*MATRIXA(I,J)  !May be wrong. 
   MATRIXB(I-1,J-1)=MATRIXB(I,J) 
136  CONTINUE 
135 CONTINUE 
C 
C CREATE VECTOR F & VECTOR H 
C 
 DO 125 I=2,NODEEND 
  IF(I==2) THEN 
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   VECTORF(I-1)=-((DX(2)/DELTAL+VX(2)/2.0)*CONC(1)) 
  ELSE 
   VECTORF(I-1)=0 
  ENDIF 
  VECTORC(I-1)=CONC(I) 
125 CONTINUE 
C 
C SOLVE THE EQUATION 
 N=NODEEND-1 
 CALL MATRIXSOLVER(MATRIXA,MATRIXB,VECTORF,VECTORC,N,NNODE) 
C CALL MATRIXSOLVER3(MATRIXA,MATRIXB,VECTORF,VECTORC,N,NNODE)  !Test steady state 
C 
C GET CONCENTRATION VALUES FROM VECTORC 
      CONCPREV=CONC  !RECORD CONC values for previous time step 
 DO 126 II=2,NODEEND 
     VECTORL(II)=DELTAL       !Calculation for mass balance  
  CONC(II)=VECTORC(II-1)   !CONC solution at the time step 
126 CONTINUE 
 
C     DO A MASS BALANCE 
      VECTORL(1)=DELTAL/2.0 
      VECTORL(NNODE)=DELTAL/2.0 
C     Rate of change of fluid OVER the domain 
      SUM=0 
      DO 127 NI=1,NNODE 
        SUM=SUM+(CONC(NI)-CONCPREV(NI))*VECTORL(NI)/DELTAT 
127   CONTINUE 
C     Fluid flux in (Dispersive and convective flux) 
      QCin=-DX(1)*(CONC(2)-CONC(1))/DELTAL+VX(1)*CONC(1) 
      Qcinprev=-DX(1)*(CONCprev(2)-CONCprev(1))/DELTAL+VX(1)*CONCprev(1) 
      QCin=(QCin+Qcinprev)/2.0 
C     Fluid flux out 
      QCout=-DX(NNODE)*(CONC(NNODE)-CONC(NNODE-1))/DELTAL 
     &      +VX(NNODE)*CONC(NNODE) 
      QCoutprev=-DX(NNODE)*(CONCprev(NNODE)-CONCprev(NNODE-1))/DELTAL 
     &      +VX(NNODE)*CONCprev(NNODE) 
      QCout=(QCout+QCoutprev)/2.0 
C     Total mass change 
      SUM=SUM+(QCout-QCin) 
C      Print*,'Mass balance check',sum       
      return 
      END 
************************************************************************************ 
      SUBROUTINE ludcmp(a,n,np,indx,d) 
************************************************************************************ 
c Given a matrix a(1:n,1:n), with physical dimension np by np, this routine replaces it by 
c the LU decomposition of a rowwise permutation of itself. a and n are input. a is output, 
c arranged as in equation (2.3.14) above; indx(1:n) is an output vector that records the 
c row permutation effected by the partial pivoting; d is output as ±depending on whether 
c the number of row interchanges was even or odd, respectively. This routine is used in 
c combination with lubksb to solve linear equations or invert a matrix.      INTEGER 
i,imax,j,k 
      include 'impltype.inc' 
      INTEGER n,np,indx(N),NMAX 
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      REAL*8 d,a(np,np),TINY 
      PARAMETER (NMAX=500,TINY=1.0e-20)  !Largest expected n, and a smaller number 
      REAL*8 aamax,dum,sum,vv(NMAX) 
      d=1. 
      do 12 i=1,n 
        aamax=0. 
        do 11 j=1,n 
          if (abs(a(i,j)).gt.aamax) aamax= abs(a(i,j)) 
11      continue 
        if (aamax.eq.0.) pause 'singular matrix in ludcmp' 
        vv(i)=1./aamax 
12    continue 
      do 19 j=1,n 
        do 14 i=1,j-1 
          sum=a(i,j) 
          do 13 k=1,i-1 
            sum=sum-a(i,k)*a(k,j) 
13        continue 
          a(i,j)=sum 
14      continue 
        aamax=0. 
        do 16 i=j,n 
          sum=a(i,j) 
          do 15 k=1,j-1 
            sum=sum-a(i,k)*a(k,j) 
15        continue 
          a(i,j)=sum 
          dum=vv(i)* abs(sum) 
          if (dum.ge.aamax) then 
            imax=i 
            aamax=dum 
          endif 
16      continue 
        if (j.ne.imax) then 
          do 17 k=1,n 
            dum=a(imax,k) 
            a(imax,k)=a(j,k) 
            a(j,k)=dum 
17        continue 
          d=-d 
          vv(imax)=vv(j) 
        endif 
        indx(j)=imax 
        if(a(j,j).eq.0.)a(j,j)=TINY 
        if(j.ne.n)then 
          dum=1./a(j,j) 
          do 18 i=j+1,n 
            a(i,j)=a(i,j)*dum 
18        continue 
        endif 
19    continue 
      return 
      END 
************************************************************************************ 
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      SUBROUTINE lubksb(a,n,np,indx,b) 
************************************************************************************ 
c Solves the set of n linear equations A ·X = B. Here a is input, not as the matrix A but 
c rather as its LU decomposition, determined by the routine ludcmp. indx is input as the 
c permutation vector returned by ludcmp. b(1:n) is input as the right-hand side vector B, 
c and returns with the solution vector X. a, n, np, and indx are not modified by this 
routine 
c and can be left in place for successive calls with different right-hand sides b. This 
routine 
c takes into account the possibility that b will begin with many zero elements, so it is 
efficient 
c for use in matrix inversion. 
      include 'impltype.inc' 
      INTEGER n,np,indx(n) 
      REAL*8 a(np,np),b(n) 
      INTEGER i,ii,j,ll 
      REAL*8 sum 
      ii=0 
      do 12 i=1,n 
        ll=indx(i) 
        sum=b(ll) 
        b(ll)=b(i) 
        if (ii.ne.0) then 
          do 11 j=ii,i-1 
            sum=sum-a(i,j)*b(j) 
11        continue 
        else if (sum.ne.0.) then 
          ii=i 
        endif 
        b(i)=sum 
12    continue 
      do 14 i=n,1,-1 
        sum=b(i) 
        do 13 j=i+1,n 
          sum=sum-a(i,j)*b(j) 
13      continue 
        b(i)=sum/a(i,i) 
14    continue 
      return 
      END 
************************************************************************************ 
      SUBROUTINE MSCAL(N,CA,CX) 
************************************************************************************ 
*     .. Scalar Arguments .. 
      include 'impltype.inc' 
      INTEGER N 
*     .. 
*     .. Array Arguments .. 
      REAL*8 CX(*) 
*     .. 
 DO 30 I = 1,N 
          CX(I) = CA*CX(I) 
   30 CONTINUE 
      RETURN 
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      END 
************************************************************************************ 
 SUBROUTINE MATRIX_DEF(DEF,A11,AII,A12,A21,N) 
************************************************************************************ 
C REPRESENT THE ASYMMETRIC MATRIX RALATED TO FIRST DERIVATIVE TERM  
C WHICH IS THE CONVECTION TERM IN TRANSPORT EQUATION 
C [-1 1 0.... 
C  -1 0 1...   
C  0  -1 0 1... 
C .............. 
C            -1 0 1 
C ...   0 -1 1] 
      include 'impltype.inc' 
 INTEGER A11,ANN,AII,A21,A12,N 
 REAL*8 DEF(N,N) 
 DO 14 I=1,N 
  DO 15 J=1,N 
   DEF(I,J)=0 
   IF ((ABS(ABS(I-J)-1)<1E-6)) THEN  
    IF(I>J) THEN  
     DEF(I,J)=A21 
    ELSE 
     DEF(I,J)=A12 
    ENDIF 
   ENDIF 
15  CONTINUE 
  IF(I==1)THEN 
   DEF(I,I)=A11 
  ELSEIF(I==N)THEN 
   DEF(I,I)=A12 
  ELSE 
   DEF(I,I)=AII 
  ENDIF 
14 CONTINUE 
      RETURN 
 END   
************************************************************************************ 
 SUBROUTINE MATRIX_ABC(ABC,A11,AII,AIJ,N) 
************************************************************************************ 
C REPRESENT THE SYMMERTIC MATRIX RALATED TO SECOND DERIVATIVE TERMS IN FLOW AND TRANSPORT 
EQUATIONS. 
C [1 -1 0.... 
C  -1 2 1...   
C  0  -1 2 -1... 
C .............. 
C            -1 2 -1 
C ...   0 -1 1] 
      include 'impltype.inc' 
 INTEGER A11,AII,AIJ,N 
 REAL*8 ABC(N,N) 
 DO 12 I=1,N 
  DO 13 J=1,N 
   ABC(I,J)=0 
   IF (ABS(ABS(I-J)-1)<1E-6) THEN  
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    ABC(I,J)=AIJ 
   ENDIF 
13  CONTINUE 
  IF ((I==1).OR.(I==N)) THEN 
   ABC(I,I)=A11 
  ELSE 
   ABC(I,I)=AII 
  ENDIF 
12 CONTINUE 
      RETURN 
 END   
************************************************************************************ 
 SUBROUTINE ATIMEX(A,X,N,NP) 
************************************************************************************ 
      include 'impltype.inc' 
 REAL*8 A(NP,NP),X(N),VECTORX(N) 
C 
 DO 151 I=1,N 
  V=0 
  DO 152 J=1,N 
   V=V+A(I,J)*X(J) 
152  CONTINUE 
  VECTORX(I)=V 
151 CONTINUE 
C    
 DO  153 I=1,N 
  X(I)=VECTORX(I)  !X=AX 
153 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE LUDCM(A,MATRIXL,MATRIXU,N,NP) 
************************************************************************************ 
C LU COMPOSTION FOR MATRIX A, RESULTANT L&U SAVED IN MATRIX A 
      include 'impltype.inc' 
 REAL*8 A(N,N),MATRIXL(N,N),MATRIXU(N,N) 
 INTEGER INDX(NP),NP 
 CALL ludcmp(A,N,NP,INDX,d)  
C 
C GET L (MATRIXL) AND U (MATRIXU) FROM MATRIXA 
C 
 DO 237 IK=1,N 
  DO 238 JK=I,N 
   MATRIXU(IK,JK)=A(IK,JK) 
238  CONTINUE 
  DO 239 JK=1,I 
   MATRIXL(IK,JK)=A(IK,JK) 
239  CONTINUE 
  MATRIXL(IK,IK)=1 
237 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE INVMA(A,N,NP,Y) 
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************************************************************************************ 
C GET INVERSE MATRIX OF MATRIX A 
C THE MATRIX Y WILL CONTAIN THE INVERSE OF ORIGINAL MATRIX A, WHICH WILL HAVE BEEN 
DESTROYED.  
      include 'impltype.inc' 
 REAL*8 A(NP,NP),Y(NP,NP) 
 INTEGER NP,INDX(NP) 
C 
C SET UP AN IDENTITY MATRIX 
C 
 DO 12 I=1,N 
  DO 11 J=1,N 
   Y(I,J)=0 
11  CONTINUE 
  Y(I,I)=1. 
12 CONTINUE 
C  
 CALL LUDCMP(A,N,NP,INDX,D) !DECOMPOSE MATRIX A JUST ONCE 
C 
 DO 13 J=1,N 
  CALL LUBKSB(A,N,NP,INDX,Y(1,J)) 
C Note that FORTRAN stores two-dimensional matrices by column, so y(1,j) is the 
C address of the jth column of y. 
13 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MATRIXSOLVER(MATRIXA,MATRIXB,VF,VH,N,NP) 
************************************************************************************ 
C H=[B]^(-1)*[A]*H-DEALTA*F BACKWARD DIFFERENCE (UNCONDITIONALLY STABLE) 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 REAL*8 MATRIXA(NP,NP),MATRIXB(NP,NP) 
 REAL*8 VF(NP),VH(NP),INVA(NP,NP) 
 CALL ATIMEX(MATRIXB,VH,N,NP)  !H=[B]*H  
 CALL INVMA(MATRIXA,N,NP,INVA)    !GET INVA=[A]^(-1) 
 CALL ATIMEX(INVA,VH,N,NP)   !GET H=INVA*H 
 CALL MSCAL(N,DELTAT,VF)   !GET F=DELTAt*F 
 CALL ATIMEX(INVA,VF,N,NP)        !GET F=INVA*F 
 DO 145 I=1,N 
  VH(I)=VH(I)-VF(I)   
145 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MATRIXSOLVER2(MATRIXA,MATRIXB,VF,VH,N,NP) 
************************************************************************************ 
C H=[B]^(-1)*[A]*H-DEALTA*F  FOWARD DIFFERENCE  (UNSTABLE)(NOT USED NOW) 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 REAL*8 MATRIXA(NP,NP),MATRIXB(NP,NP) 
 REAL*8 VF(NP),VH(NP),INVB(NP,NP) 
 CALL ATIMEX(MATRIXA,VH,N,NP)  !H=[A]*H  
 CALL INVMA(MATRIXB,N,NP,INVB)    !GET INVB=[B]^(-1) 
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 CALL ATIMEX(INVB,VH,N,NP)   !GET H=INVB*H 
 CALL MSCAL(N,DELTAT,VF)   !GET F=DELTAt*F 
 CALL ATIMEX(INVB,VF,N,NP)        !GET F=INVB*F 
 DO 149 I=1,N 
  VH(I)=VH(I)-VF(I)   
149 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MATRIXSOLVER3(MATRIXA,MATRIXB,VF,VH,N,NP) 
************************************************************************************ 
C     Solve steady state solutions 
C H=[B]^(-1)*[A]*H-DEALTA*F 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 REAL*8 MATRIXA(NP,NP),MATRIXB(NP,NP) 
 REAL*8 VF(NP),VH(NP),INVB(NP,NP) 
 CALL INVMA(MATRIXA,N,NP,INVb) 
 CALL ATIMEX(INVb,VF,N,NP) 
 DO 145 I=1,N 
  VH(I)=-VF(I)   
145 CONTINUE 
      return 








c                       One-D Single phase 
c                  ------------------------------ 
c               transient flow and mass transport code 




c     to dimension the code to match your problem 
c   set the following parameters according to your estimate of: 
c 
c      mnnd     = limit on number of nodes in a layer 
c      mnel     = limit on number of elements in a layer 
c*********************************************************************** 
c 
      parameter (mnnd = 1000) 
      parameter (mnel = 2000) 
      parameter (mnt = 2000) 
c 
      parameter (PI=3.141592) 
      parameter (NEL=150)  !128 FOR COLUMN 
      parameter (NNODE=NEL+1) 
 185
c   
   dimension CONC(NNODE),HEAD(NNODE),VX(NNODE),DX(NNODE) 
   DIMENSION AFLOW(NNODE,NNODE),BFLOW(NNODE,NNODE),CFLOW(NNODE,NNODE)   
c 
c problem data - geometry and physical parameters 
c 
      COMMON/DIMEN/ TIMEX,DELTAL,DELTAT,T1 
      COMMON/WATERLEVEL/ HEAD,VX,DX,CONC 
      COMMON/MATRIX/ AFLOW,BFLOW,CFLOW 
      COMMON/HEAD/H11,H12,H2,HEAD0,AMPLITUDE 
      COMMON/CONC/ C1,C2,CONC0 
      COMMON/PHYSICAL/CKX,STORE,THETA,ALPHA,DIFF 
c*********************************************************************** 
    
D.1.3 'impltype.inc' 
 
      implicit logical(y),character*1(z),real*8(a-h,o-x) !real*4 for single precision, real*8 
for double precision  
 
 
D.2 Multi-mobility model 
 
The dual phase 1-D groundwater flow and transport code is demonstrated in this section. 
The user can specify any length unit and time unit that are consistent in the simulation. 
The parameters one can set up in the file ' OneDmodel.txt' for the model simulation are: 
(1) Size of the 1-D domain;  
(2) Hydraulic head at saltwater end before tidal fluctuation; 
(3) Hydraulic head at saltwater end during tidal fluctuation; 
(4) Hydraulic head at freshwater end; 
(5) Initial hydraulic head within the domain; 
(6) Amplitude of tidal fluctuation at freshwater end; 
(7) Concentration of salt solution; 
(8) Concentration of freshwater; 
(9) Initial concentration; 
 186
(10) Hydraulic conductivity at all the observation points; 
(11) Difference of hydraulic conductivity between the H and L phases ∆ 
(12) Dispersivity at all the observation points; 
(13) Coefficient b for the dispersivity; 
(14) Storativity; 
(15) Total porosity and the porosity for highly mobile liquid phase; 
(16) Is it MIM(mobile-immobile) model? (F/T) 
(17) Diffusion coefficient; 
(18) Coefficient of mass transfer term; 
(19) Number of tidal cycles; 
(20) Time step; 
(21) Total time for salt front; 
(22) Output hydraulic head or not(T/F). 
 
For the simulation of tidal experiments, the experimental observation of concentration at 
probe 14 are chosen as the transport boundary condition for accurate comparison among 
experimental data, simulated results from the single phase model and the simulated 
results from the dual phase model. As the domain is shorter than the column, the 
hydraulic gradient, the amplitude of the tidal fluctuation and the size of 1-D domain need 
to be modified accordingly.  
 
The parameter ∆K describes the difference of mobility between the two liquid phases. 
The hydraulic conductivity in the less mobile liquid phase is calculated as 
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K =  − ∆ε*
ε* + ε  
while the hydraulic conductivity in the highly mobile liquid phase is calculated as 
 =  − K 
 
 
The simulated concentration data are saved in three files: 'Concs.txt' for the average 
concentration, 'Concs1.txt' for the concentration data in the highly mobile liquid phase 
and 'Concs2.txt' for the concentration data in the less mobile liquid phase. In the 
Microsoft Visual Studio workspace, the following items are required to run the dual 
phase groundwater flow and transport model and the codes are shown below.  
(1) Fortran source code -- ' OneDDualPhaseModel.FOR' 
(2) Resource file-- 'MODELsiz.INC' 





       program GWMODEL 
c*********************************************************************** 
C 
C ONE DIMENSIONAL GROUNDWATER FOW AND TRANSPORT MODEL 
C       'OneDDualPhaseModel.FOR' 




C PROGRAMS FOR INITIALIZATION AND COMPLETION: 
C GWMODEL  
C PROGRAMS FOR FLOW AND TRANSPORT CALCULATION 
C MKFLOW MKCONC VELOCITY   
C PROGRAMS FOR CREATING MATRICES 
C MATRIX_ABC MATRIX_VX MATRIX_K MATRIX_GHI MATRIX_DX MATRIX_JKL 
C PROGRAMS FOR SOLVING SETS OF LINEAR EQUATIONS 




      include 'impltype.inc' 
      include 'MODELsiz.inc' 
      character*16 filename1,filename2,filename3 
C 





      open (1, file="OneDmodel.in" ) 
C READ INPUT DATA 
 read(1,*)TL 
C 






C Read hydraulic conducitivity for all probe points 
 DO 325 I=1,NOPROBE 
  read(1,*) CKX(I)   
325 CONTINUE 
      read(1,*) DeltaK   !Difference of K between two phases 
C       
C     Read dispersivity for all probe points 
 DO 326 J=1,NOPROBE 
  read(1,*) ALPHA(J) 
326 CONTINUE 
C 
 read(1,*)b        !Exponential coefficient for dispersivity 
 read(1,*)STORE    !Storativity 
 read(1,*)THETA,THETAh !Porosity,Porosity for highly mobile phase 
 read(1,*)YMOBILE      !Is it MIM(Mobile Immobile) Model? 
 THETAL=THETA-THETAh    !Calcuate porosity for less moblie phase 
 read(1,*)DIFF         !Diffusion coefficient 
 read(1,*)CKMASS       !Mass transfer coefficient 
C  
C TIME CONSTANT PARAMETERS (TIME UNIT IS HOUR) 
 read(1,*)NCYCLE,DELTAT,T1 
 read(1,*)YHEAD        !Output head values? 
 close (1) 
C 
C DISTRIBUTE K AND ALPHA VALUES   
 DO 246 KI=1,NOPROBE-2 
  DO 247 JI=1,9 
   CKXX((KI-1)*9+JI+1)=CKX(KI) 
   ALPHAX((KI-1)*9+JI+1)=ALPHA(KI) 















c Read boundary concentration from experimental data  
      open (1, file="boundary_conc.txt" ) 
 DO 327 KI=1,NTIME 
  read(1,*) CONC_B(KI) 
327 CONTINUE 
 close (1) 
C GET DC/DT AT BOUNDARY 
 DO 328 K=1,NTIME 
  IF(K==1)THEN 
   DCONC_B(K)=(CONC_B(K+1)-CONC_B(K))/DELTAT 
  ELSE 
c  iF(K==NTIME)THEN 
   DCONC_B(K)=(CONC_B(K)-CONC_B(K-1))/DELTAT 
c  ELSE 
c   DCONC_B(K)=(CONC_B(K+1)-CONC_B(K-1))/DELTAT/2.0 
  ENDIF 
328 CONTINUE 
C 
C APPLY INITIAL  VALUES FOR WATER LEVEL VECTOR 
 DO 130 J=1,NNODE 
  IF (J==1) THEN 
   HEAD(J)=H11 
  ELSEIF (J==NNODE) THEN 
   HEAD(J)=H2 
  ELSE 
   HEAD(J)=HEAD0   !INITIAL HEADS 
  ENDIF 
130 CONTINUE 
 
C APPLY INITIAL  VALUES FOR CONCENTRATION VECTOR 
C CONC VALUE AT LEFT BOUNDARY WON'T BE CHANGED ANY MORE 
C CONC VALUE AT RIGHT BOUNDARY WILL BE CHANGED GIVEN POSITIVE GRADIENT 
 DO 131 K=1,NNODE 
  IF(K==1)THEN 
   CONC(2*K-1)=C1 
   CONC(2*K)=C1 
!  ELSEIF(K==NNODE) THEN 
!   CONC(2*K-1)=C2 
!   CONC(2*K)=C2 
  ELSE 
   CONC(2*K-1)=CONC0 
   CONC(2*K)=CONC0 




C CREATE NECESSARY MATRICES 
 CALL MATRIX_K(AKFLOW,1,-1,CKXX,NNODE) !Create matrix for d(kdh/dx)/dx(includes k) 
 CALL MATRIX_ABC(BFLOW,3,1,NNODE) !Create coefficient matrix for time derivative term 
dh/dt 
C 
 CALL MATRIX_GHI(BBFLOW,3,1,NNODE) !Create coefficient matrix for time derivative term 
dc/dt 
 CALL MATRIX_JKL(DDFLOW,-1,1,THETAh,THETAL,NNODE) !Create coefficient matrix for mass 
transfer term 
C 
C SIMULATION LOOP 
C 
 DO 15 I=1,NTIME 
  TIMEX=I*DELTAT   !RECORD SIMULATION TIME 
C 
C DEFINE TIME-DEPENDENT HEAD VALUE AT DOWNGRADIENT BOUNDARY   
C HEAD VALUES AT BOUNDARY WON'T BE CHANGED ANY MORE 
  IF (TIMEX<=T1) THEN 
   HEAD(NNODE)=H2 
  ELSE 
   HEAD(1)=H12 
   HEAD(NNODE)=H2-AMPLITUDE* SIN((TIMEX-T1)/12*2*PI) !TIDAL FLUCTUATION WITH 
A PERIOD OF 12 HOURS 
  ENDIF 
C  
  CALL MKFLOW 
  CALL VELOCITY(YMOBILE) 
  CALL MKCONC(CONC_B,DCONC_B) 
C PRINT HEAD AND CONCENTRATION VALUES INTO FILES. 
  DINDX=FLOAT(I)/5.0 
  NINDX=I/5 
  IF(I.EQ.1.OR.DINDX==NINDX) then 
   PRINT*,'OUTPUT RESULTS WHEN TIME=' ,TIMEX 
C   OUTPUT HEAD VALUES OR NOT 
   IF(YHEAD) THEN 
    WRITE(FILENAME,'(A6,I5.5,A4)' )'Heads_',NINDX,'.txt' 
 
    OPEN(UNIT=NINDX+20,FILE=FILENAME,STATUS= 'unknown', 
     &    IOSTAT=MERROR) 
    IF(MERROR/=0) THEN 
     WRITE(*,*)'OPEN HEADS.TXT FAIL.' 
     STOP 
    ENDIF 
    WRITE(UNIT=NINDX+20,FMT= '(F12.6)') HEAD 
   ENDIF 
C           Create filenames for concentration output 
   FILENAME1= 'Concs1.txt'   !Less mobile phase 
   FILENAME2= 'Concs2.txt'   !Highly mobile phase 
   FILENAME3= 'Concs.txt' !Average Conc 
C 
   OPEN(UNIT=20,FILE=FILENAME1,STATUS= 'unknown',IOSTAT=MERROR) 
   OPEN(UNIT=21,FILE=FILENAME2,STATUS= 'unknown',IOSTAT=MERROR) 
   OPEN(UNIT=22,FILE=FILENAME3,STATUS= 'unknown',IOSTAT=MERROR) 
C   
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   IF(MERROR/=0) THEN 
    WRITE(*,*) 'OPEN CONCS.TXT FAIL.' 
    STOP 
   ENDIF 
C     Write concentration data to the files 
   WRITE(UNIT=20,FMT= '(15F9.5)')(CONC(J*2-1), J=2,119,9) !high permeable 
phase 119 for node 14 
   WRITE(UNIT=21,FMT= '(15F9.5)')(CONC(J*2), J=2,119,9)  !low 
permeable phase  
!   WRITE(UNIT=22,FMT='(15F9.5)')((CONC(J*2-1)*THETAH*  !Flux 
concentration 
!     &  VX(J*2-1)+CONC(J*2)*THETAL*VX(J*2))/(THETAH*VX(J*2-1) 
!     &  +THETAL*VX(J*2)), J=2,119,9) 
   WRITE(UNIT=22,FMT= '(15F9.5)')((CONC(J*2-1)*THETAH 
 !Resident concentration 
     &   +CONC(J*2)*THETAL)/THETA, J=2,119,9) 
  ENDIF 
15 CONTINUE 
 Print*, 'This code runs successfully!' 
 END 
************************************************************************************ 
 SUBROUTINE MKFLOW 
************************************************************************************ 
C CALCUALTE CONCENTRATION 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 INTEGER D,N   
 REAL*8 MATRIXA(NNODE,NNODE),MATRIXB(NNODE,NNODE)  ! TEMPORARY MATRIX 
 REAL*8 VECTORF(NNODE), VECTORH(NNODE) ! TEMPORARY VECTOR 




c MATRIX A=K/H*AFLOW 
 DO 181 II=1,NNODE 
  DO 182 JJ=1,NNODE 
!   MATRIXA(II,JJ)=AFLOW(II,JJ)*CKX/DELTAL 
   MATRIXA(II,JJ)=AKFLOW(II,JJ)/DELTAL 
182  CONTINUE 
181 CONTINUE 
c 
C MATRIX B=H*BFLOW/8 
 DO 175 I=1,NNODE 
  DO 176 J=1,NNODE 
   MATRIXB(I,J)=BFLOW(I,J)*STORE*DELTAL/8.0   
176  CONTINUE 
175 CONTINUE 
C 
C [A]=[B]+DELTAT*[A] ORIGINAL MATRIX A WON'T BE USED ANY MORE. 
C SIZES OF NEW [A] AND [B] ARE DIFFERENT 
 DO 135 I=2,NNODE-1 
  DO 136 J=2,NNODE-1 
   MATRIXA(I-1,J-1)=MATRIXB(I,J)+DELTAT*MATRIXA(I,J) 
   MATRIXB(I-1,J-1)=MATRIXB(I,J) 
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136  CONTINUE 
135 CONTINUE 
C 
C CREATE VECTOR F & VECTOR H 
C 
 DO 125 I=2,NNODE-1 
  IF(I==2) THEN 
   VECTORF(I-1)=-CKXX(1)*HEAD(1)/DELTAL 
  ELSE IF (I==NNODE-1) THEN 
   IF (TIMEX<T1) THEN 
    VECTORF(I-1)=-CKXX(NNODE)*HEAD(NNODE)/DELTAL 
   ELSE 
    VECTORF(I-1)=-CKXX(NNODE)*HEAD(NNODE)/DELTAL-STORE 
     &   *DELTAL/8* COS((TIMEX-T1)/12*2*PI)*AMPLITUDE*PI/6  !COS 
   ENDIF 
  ELSE 
   VECTORF(I-1)=0 
  ENDIF 
  VECTORH(I-1)=HEAD(I) 
125 CONTINUE 
C 
C SOLVE THE EQUATION 
 CALL MATRIXSOLVER(MATRIXA,MATRIXB,VECTORF,VECTORH,N,NNODE) 
C 
      HEADPREV=HEAD  !RECORD head values for previous time step 
C GET HEAD VALUES FROM VECTORH 
 DO 126 II=2,NNODE-1 
  HEAD(II)=VECTORH(II-1) 
126 CONTINUE 
C 
C     DO A FLUID BALANCE CHECK(Same to Sing-phase model) 
      VECTORL(1) = DELTAL/2.0 
      VECTORL(NNODE)=DELTAL/2.0 
C     Rate of change of fluid OVER the domain 
      SUM=0 
      DO 127 NI=1,NNODE 
        SUM=SUM+(HEAD(NI)-HEADPREV(NI))*VECTORL(NI)*STORE/DELTAT 
127   CONTINUE 
C     Fluid flux in 
      Qin=-CKXX(1)*(HEAD(2)-HEAD(1))/DELTAL 
C     Fluid flux out 
      Qout=-CKXX(NNODE)*(HEAD(NNODE)-HEAD(NNODE-1))/DELTAL 
C     Total mass change 
      SUM=SUM+(Qout-Qin) 
C      Print*,'Fluid balance check',sum       
      return 
      END 
************************************************************************************ 
 SUBROUTINE VELOCITY(YMOBILE) 
************************************************************************************ 
C CALCULATE VELOCITY AT EACH NODE BY FIRST ORDER DIFFERENCE METHOD  
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 DIMENSION CKXL(NNODE),CKXH(NNODE) 
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C  
C CALCULATE PERMEABILITIES OF HIGH MOBILE PHASE AND LOW MOBILE PHASE 
C Hydraulic Conductivity is affected by volumetric fraction. 
C 
 IF(YMOBILE) THEN 
  CKXL=0    !K FOR IMMOBILE PHASE 
  CKXH=CKXX*THETAH/THETA   !k FOR MOBILE PHASE 
 ELSE 
!  CKXL=(CKXX)*THETAL/THETA  !K FOR LOW MOBILE PHASE for background 
(ADE MODEL) 
!  CKXH=(CKXX)*THETAH/THETA  !K FOR High MOBILE PHASE for background 
(ADE MODEL) 
  CKXL=(CKXX-DeltaK)*THETAL/THETA !K FOR LOW MOBILE PHASE UPDATE ON 06/04/09 




C CALCULATE VELOCITY FOR HIGH MOBILE PHASE AND LOW MOBILE PHASE 
 DO 121 I=1,NNODE 
  IF(I.EQ.1) THEN 
   VX(2*I-1)=-(HEAD(I+1)-HEAD(I))*CKXH(I)/(THETAH*DELTAL) 
   VX(2*I)=-(HEAD(I+1)-HEAD(I))*CKXL(I)/(THETAL*DELTAL) 
  ELSEIF(I.EQ.NNODE) THEN 
   VX(2*I-1)=VX(2*I-3) !V(N+1)=V(N) 
   VX(2*I)=VX(2*I-2) !V(N+1)=V(N) 
  ELSE 
   VX(2*I-1)=-(HEAD(I+1)-HEAD(I-1))*CKXH(I)/(2*THETAH*DELTAL)   
   VX(2*I)=-(HEAD(I+1)-HEAD(I-1))*CKXL(I)/(2*THETAL*DELTAL)   
  ENDIF 
121 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MKCONC(CONC_B,DCONC_B) 
************************************************************************************ 
C CALCUALTE WATER LEVELS 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 INTEGER N,NODEEND,NNODE2,NODEEND2   
 REAL*8 ADFLOW(2*NNODE,2*NNODE),CCFLOW(2*NNODE,2*NNODE) 
 REAL*8 MATRIXA(2*NNODE,2*NNODE),MATRIXB(2*NNODE,2*NNODE)  ! TEMPORARY MATRIX 
 REAL*8 VECTORF(2*NNODE),VECTORC(2*NNODE),DX(2*NNODE) 
 REAL*8 CONC_B(*),DCONC_B(*) 
 NTIMESTEP=TIMEX/DELTAT 





 DO 122 I=1,NNODE 
  DX(2*I-1)=ALPHAX(I)* ABS(VX(I*2-1))**b+DIFF  !UPDATED ON 06/04/09 
  DX(2*I)=ALPHAX(I)* ABS(VX(2*I))**b+DIFF     !UPDATED ON 06/04/09  
122 CONTINUE 
C Create necessary matrices 
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 CALL MATRIX_DX(ADFLOW,1,-1,DX,NNODE) !create coefficient matrix for d(Ddc/dx)/dx 
(Variable Dx) 
 CALL MATRIX_VX(CCFLOW,VX,NNODE)  !Create coefficient matrix for vdc/dx (Variable Vx) 
C 
C MATRIX B=H*BFLOW/8 
 DO 175 I=1,NNODE2 
  DO 176 J=1,NNODE2 
   MATRIXB(I,J)=BBFLOW(I,J)*DELTAL/8    
176  CONTINUE 
175 CONTINUE 
C 
C MATRIX A=D/H*ADFLOW+V/2*CCFLOW 
 DO 181 II=1,NNODE2 
  DO 182 JJ=1,NNODE2 
   MATRIXA(II,JJ)=ADFLOW(II,JJ)/DELTAL 
     &   +CCFLOW(II,JJ)/2.0+CKMASS*DDFLOW(II,JJ)   !DDFLOW FOR MASS TRANSFER TERM. 
182  CONTINUE 
181 CONTINUE 
c 
c DEFINE END NODE ACCORDING TO DOWNGRADIENT FLOW BOUNDARY CONDITION 
C 
C IF(HEAD(1)>HEAD(NNODE)) THEN  !POSTIVE GRADIENT (DC/DT=0) 
C  NODEEND=NNODE 
C ELSE        !NEGATIVE GRADIENT  (C=0) 
C  NODEEND=NNODE-1 
C  CONC(NNODE2)=0 
C  CONC(NNODE2-1)=0    
C ENDIF 
C     Observation data is input as the boundary condition.No selection of end node is required. 
 NODEEND=NNODE-1 
C  
C [A]=[B]+DELTAT*[A] ORIGINAL MATRIX A WON'T BE USED ANY MORE. 
C SIZES OF NEW [A] AND [B] ARE DIFFERENT 
 NODEEND2=NODEEND*2 
 DO 135 I=3,NODEEND2 
  DO 136 J=3,NODEEND2 
   MATRIXA(I-2,J-2)=MATRIXB(I,J)+DELTAT*MATRIXA(I,J)  !May be wrong. 
   MATRIXB(I-2,J-2)=MATRIXB(I,J) 
136  CONTINUE 
135 CONTINUE 
C 
C CREATE VECTOR F & VECTOR H 
C 
 DO 125 I=3,NODEEND2 
  IF(I<5) THEN !I==3 OR I==4 
   VECTORF(I-2)=-(DX(I)/DELTAL+VX(I)/2)*CONC(I-2) 
  ELSEIF(I>NODEEND2-2) THEN 
   VECTORF(I-2)=-(DX(I)/DELTAL-VX(I)/2) 
     &        *CONC_B(NTIMESTEP)+DELTAL*DCONC_B(NTIMESTEP)/8.0 
  ELSE 
   VECTORF(I-2)=0 
  ENDIF 




C SOLVE THE EQUATION 
 N=NODEEND2-2 
 CALL MATRIXSOLVER(MATRIXA,MATRIXB,VECTORF,VECTORC,N,NNODE2) 
C CALL MATRIXSOLVER3(MATRIXA,MATRIXB,VECTORF,VECTORC,N,NNODE2)  !Test steady state 
C 
C GET CONCENTRATION VALUES FROM VECTORC 
 DO 126 II=3,NODEEND2 
  CONC(II)=VECTORC(II-2) 
126 CONTINUE 
      return 
      END 
************************************************************************************ 
      SUBROUTINE ludcmp(a,n,np,indx,d) 
************************************************************************************ 
c Given a matrix a(1:n,1:n), with physical dimension np by np, this routine replaces it by 
c the LU decomposition of a rowwise permutation of itself. a and n are input. a is output, 
c arranged as in equation (2.3.14) above; indx(1:n) is an output vector that records the 
c row permutation effected by the partial pivoting; d is output as ±depending on whether 
c the number of row interchanges was even or odd, respectively. This routine is used in 
c combination with lubksb to solve linear equations or invert a matrix.      INTEGER 
i,imax,j,k 
      include 'impltype.inc' 
      INTEGER n,np,indx(N),NMAX 
      REAL*8 d,a(np,np),TINY 
      PARAMETER (NMAX=500,TINY=1.0e-20)  !Largest expected n, and a smaller number 
      REAL*8 aamax,dum,sum,vv(NMAX) 
      d=1. 
      do 12 i=1,n 
        aamax=0. 
        do 11 j=1,n 
          if (abs(a(i,j)).gt.aamax) aamax= abs(a(i,j)) 
11      continue 
        if (aamax.eq.0.) pause 'singular matrix in ludcmp' 
        vv(i)=1./aamax 
12    continue 
      do 19 j=1,n 
        do 14 i=1,j-1 
          sum=a(i,j) 
          do 13 k=1,i-1 
            sum=sum-a(i,k)*a(k,j) 
13        continue 
          a(i,j)=sum 
14      continue 
        aamax=0. 
        do 16 i=j,n 
          sum=a(i,j) 
          do 15 k=1,j-1 
            sum=sum-a(i,k)*a(k,j) 
15        continue 
          a(i,j)=sum 
          dum=vv(i)* abs(sum) 
          if (dum.ge.aamax) then 
            imax=i 
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            aamax=dum 
          endif 
16      continue 
        if (j.ne.imax) then 
          do 17 k=1,n 
            dum=a(imax,k) 
            a(imax,k)=a(j,k) 
            a(j,k)=dum 
17        continue 
          d=-d 
          vv(imax)=vv(j) 
        endif 
        indx(j)=imax 
        if(a(j,j).eq.0.)a(j,j)=TINY 
        if(j.ne.n)then 
          dum=1./a(j,j) 
          do 18 i=j+1,n 
            a(i,j)=a(i,j)*dum 
18        continue 
        endif 
19    continue 
      return 
      END 
************************************************************************************ 
      SUBROUTINE lubksb(a,n,np,indx,b) 
************************************************************************************ 
c Solves the set of n linear equations A ·X = B. Here a is input, not as the matrix A but 
c rather as its LU decomposition, determined by the routine ludcmp. indx is input as the 
c permutation vector returned by ludcmp. b(1:n) is input as the right-hand side vector B, 
c and returns with the solution vector X. a, n, np, and indx are not modified by this 
routine 
c and can be left in place for successive calls with different right-hand sides b. This 
routine 
c takes into account the possibility that b will begin with many zero elements, so it is 
efficient 
c for use in matrix inversion. 
      include 'impltype.inc' 
      INTEGER n,np,indx(n) 
      REAL*8 a(np,np),b(n) 
      INTEGER i,ii,j,ll 
      REAL*8 sum 
      ii=0 
      do 12 i=1,n 
        ll=indx(i) 
        sum=b(ll) 
        b(ll)=b(i) 
        if (ii.ne.0) then 
          do 11 j=ii,i-1 
            sum=sum-a(i,j)*b(j) 
11        continue 
        else if (sum.ne.0.) then 
          ii=i 
        endif 
        b(i)=sum 
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12    continue 
      do 14 i=n,1,-1 
        sum=b(i) 
        do 13 j=i+1,n 
          sum=sum-a(i,j)*b(j) 
13      continue 
        b(i)=sum/a(i,i) 
14    continue 
      return 
      END 
************************************************************************************ 
      SUBROUTINE MSCAL(N,CA,CX) 
************************************************************************************ 
*     .. Scalar Arguments .. 
      include 'impltype.inc' 
      INTEGER N 
*     .. 
*     .. Array Arguments .. 
      REAL*8 CX(*) 
*     .. 
  
 DO 30 I = 1,N 
          CX(I) = CA*CX(I) 
   30 CONTINUE 
      RETURN 
      END 
************************************************************************************ 
 SUBROUTINE MATRIX_ABC(ABC,A11,AIJ,N) 
************************************************************************************ 
C REPRESENT THE SYMMERTIC MATRIX RALATED TO SECOND DERIVATIVE TERMS IN FLOW AND TRANSPORT 
EQUATIONS. 
C [1 -1 0.... 
C  -1 2 1...   
C  0  -1 2 -1... 
C .............. 
C            -1 2 -1 
C ...   0 -1 1] 
      include 'impltype.inc' 
 INTEGER A11,AIJ,N 
 REAL*8 ABC(N,N) 
 DO 12 I=1,N 
  DO 13 J=1,N 
   ABC(I,J)=0 
   IF (ABS(ABS(I-J)-1)<1E-6) THEN  
    ABC(I,J)=AIJ 
   ENDIF 
13  CONTINUE 
  IF ((I==1).OR.(I==N)) THEN 
   ABC(I,I)=A11 
  ELSE 
   ABC(I,I)=A11*2 
  ENDIF 
12 CONTINUE 
      RETURN 
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 END   
************************************************************************************ 
 SUBROUTINE MATRIX_K(ABC,A11,AIJ,KD,N) 
************************************************************************************ 
C REPRESENT THE SYMMERTIC MATRIX RALATED TO SECOND DERIVATIVE TERMS IN FLOW AND TRANSPORT 
EQUATIONS. 
C [1 -1 0.... 
C  -1 2 1...   
C  0  -1 2 -1... 
C .............. 
C            -1 2 -1 
C ...   0 -1 1] 
      include 'impltype.inc' 
 INTEGER A11,AIJ,N 
 REAL*8 ABC(N,N),KD(N) 
 DO 12 I=1,N 
  DO 13 J=1,N 
   ABC(I,J)=0 
   IF (ABS(ABS(I-J)-1)<1E-6) THEN  
    IF(I>J) THEN 
     ABC(I,J)=AIJ*KD(J) 
    ELSE 
     ABC(I,J)=AIJ*KD(I) 
    ENDIF 
   ENDIF 
13  CONTINUE 
  IF ((I==1)) THEN 
   ABC(I,I)=A11*KD(I) 
  ELSEIF(I==N)THEN 
   ABC(I,I)=A11*KD(I-1) 
  ELSE 
   ABC(I,I)=A11*(KD(I-1)+KD(I)) 
  ENDIF 
12 CONTINUE 
      RETURN 
 END   
************************************************************************************ 
 SUBROUTINE MATRIX_VX(GHI,VX,N) 
************************************************************************************ 
C REPRESENT THE ASYMMETRIC MATRIX RALATED TO FIRST DERIVATIVE TERM  
C WHICH IS THE CONVECTION TERM IN TRANSPORT EQUATION 
C DOUBLED 
 
C [-1 0 1 0.... 
C  0 -1 0 1 0 
C  -1 0 0 0 1...   
C  0  -1 0 0 0 1... 
C .............. 
      include 'impltype.inc' 
 INTEGER N 
 REAL*8 GHI(2*N,2*N),VX(2*N) 
 DO 15 I=1,N 
  I1=2*I-1 
  I2=2*I 
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  DO  16 J=1,N 
   J1=2*J-1 
   J2=2*J 
   GHI(I1,J1)=0 
   GHI(I2,J2)=0 
   IF(ABS(I-J)==1)THEN 
    IF(I<J)THEN 
     GHI(I1,J1)=VX(I1) 
     GHI(I2,J2)=VX(I2) 
    ELSE 
     GHI(I1,J1)=-VX(J1) 
     GHI(I2,J2)=-VX(J2) 
    ENDIF 
   ENDIF 
16  CONTINUE 
  IF(I==1)THEN 
   GHI(I1,I1)=-VX(I1) 
   GHI(I2,I2)=-VX(I2) 
  ELSEIF(I==N)THEN 
   GHI(I1,I1)=VX(I1-2) 
   GHI(I2,I2)=VX(I2-2) 
  ELSE 
   GHI(I1,I1)=-VX(I1)+VX(I1-2) 
   GHI(I2,I2)=-VX(I2)+VX(I2-2) 
  ENDIF 
15 CONTINUE 
      RETURN 
 END  
************************************************************************************ 
 SUBROUTINE MATRIX_GHI(GHI,A11,AIJ,N) 
************************************************************************************ 
C REPRESENT THE SYMMETRIC MATRIX RALATED TO DUAL PHASE TRANSPORT 
C WHICH IS THE CONVECTION TERM IN TRANSPORT EQUATION (DUAL PHASES) 
C [3 0 1 0 
C  0 3 0 1 0...  
C  1 0 6 0 1 0... 
C    1 0 6 0 1 0...  
      include 'impltype.inc' 
 INTEGER A11,AIJ,N 
 REAL*8 GHI(2*N,2*N) 
 DO 245 I=1,2*N 
  DO  246 J=1,2*N 
   GHI(I,J)=0 
   IF(ABS(I-J)==2)THEN 
    GHI(I,J)=AIJ 
   ENDIF 
246  CONTINUE 
  IF(I<3.OR.(I>2*(N-1))) THEN 
   GHI(I,I)=A11 
  ELSE 
   GHI(I,I)=A11*2 
  ENDIF 
245 CONTINUE 
      RETURN 
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 END   
************************************************************************************ 
 SUBROUTINE MATRIX_DX(GHI,A11,AIJ,DX,N) 
************************************************************************************ 
C REPRESENT THE SYMMETRIC MATRIX RALATED TO DUAL PHASE TRANSPORT 
C WHICH IS THE CONVECTION TERM IN TRANSPORT EQUATION (DUAL PHASES) 
 INTEGER A11,AIJ,N 
 REAL*8 GHI(2*N,2*N),DX(2*N) 
 DO 245 I=1,N 
  I1=2*I-1 
  I2=2*I 
  DO  246 J=1,N 
   J1=2*J-1 
   J2=2*J 
   GHI(I1,J1)=0 
   GHI(I2,J2)=0 
   IF(ABS(I-J)==1)THEN 
    GHI(I1,J1)=AIJ*DX( MIN(I1,J1)) 
    GHI(I2,J2)=AIJ*DX( MIN(I2,J2)) 
   ENDIF 
246  CONTINUE 
  IF(I==1)THEN 
   GHI(I1,I1)=DX(I1) 
   GHI(I2,I2)=DX(I2) 
  ELSEIF(I==N)THEN 
   GHI(I1,I1)=DX(I1-2) 
   GHI(I2,I2)=DX(I2-2) 
  ELSE 
   GHI(I1,I1)=DX(I1)+DX(I1-2) 
   GHI(I2,I2)=DX(I2)+DX(I2-2) 
  ENDIF 
245 CONTINUE 
      RETURN 
 END  
************************************************************************************ 
 SUBROUTINE MATRIX_JKL(JKL,A11,A12,ThetaH,thetaL,N) 
************************************************************************************ 
C REPRESENT THE SYMMETRIC MATRIX RALATED TO DUAL PHASE TRANSPORT 
C WHICH IS THE CONVECTION TERM IN TRANSPORT EQUATION (DUAL PHASES) 
C [-1 1 0 0 
C  1 -1 0 1 0...  
C  0  0 -1 1 0... 
C  0  0  1 -1 0...  
      include 'impltype.inc' 
 INTEGER A11,A12,N 
 REAL*8 thetaH,thetaL 
 REAL*8 JKL(2*N,2*N) 
C INITIALIZE MATRIX JKL 
 DO 97 I=1,2*N 
  DO 98 J=1,2*N 
   JKL(I,J)=0 
98  CONTINUE 
97 CONTINUE 
C MODIFY THE MATRIX JKL FOR MASS TRANSFER TERM 
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 DO 99 I=1,N 
  JKL(2*I-1,2*I-1)=A11/thetaH 
  JKL(2*I,2*I)=A11/thetaL 
  JKL(2*I,2*I-1)=A12/thetaL 
  JKL(2*I-1,2*I)=A12/thetaH 
99 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE ATIMEX(A,X,N,NP) 
************************************************************************************ 
      include 'impltype.inc' 
 REAL*8 A(NP,NP),X(N),VECTORX(N) 
C 
 DO 151 I=1,N 
  V=0 
  DO 152 J=1,N 
   V=V+A(I,J)*X(J) 
152  CONTINUE 
  VECTORX(I)=V 
151 CONTINUE 
C    
 DO  153 I=1,N 
  X(I)=VECTORX(I)  !X=AX 
153 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE LUDCM(A,MATRIXL,MATRIXU,N,NP) 
************************************************************************************ 
C LU COMPOSTION FOR MATRIX A, RESULTANT L&U SAVED IN MATRIX A 
      include 'impltype.inc' 
 REAL*8 A(N,N),MATRIXL(N,N),MATRIXU(N,N) 
 INTEGER INDX(NP),NP 
 CALL ludcmp(A,N,NP,INDX,d)  
C 
C GET L (MATRIXL) AND U (MATRIXU) FROM MATRIXA 
C 
 DO 237 IK=1,N 
  DO 238 JK=I,N 
   MATRIXU(IK,JK)=A(IK,JK) 
238  CONTINUE 
  DO 239 JK=1,I 
   MATRIXL(IK,JK)=A(IK,JK) 
239  CONTINUE 
  MATRIXL(IK,IK)=1 
237 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE INVMA(A,N,NP,Y) 
************************************************************************************ 
C GET INVERSE MATRIX OF MATRIX A 
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C THE MATRIX Y WILL CONTAIN THE INVERSE OF ORIGINAL MATRIX A, WHICH WILL HAVE BEEN 
DESTROYED.  
      include 'impltype.inc' 
 REAL*8 A(NP,NP),Y(NP,NP) 
 INTEGER NP,INDX(NP) 
C 
C SET UP AN IDENTITY MATRIX 
C 
 DO 12 I=1,N 
  DO 11 J=1,N 
   Y(I,J)=0 
11  CONTINUE 
  Y(I,I)=1. 
12 CONTINUE 
  
 CALL LUDCMP(A,N,NP,INDX,D) !DECOMPOSE MATRIX A JUST ONCE 
 
 DO 13 J=1,N 
  CALL LUBKSB(A,N,NP,INDX,Y(1,J)) 
C Note that FORTRAN stores two-dimensional matrices by column, so y(1,j) is the 
C address of the jth column of y. 
13 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MATRIXSOLVER(MATRIXA,MATRIXB,VF,VH,N,NP) 
************************************************************************************ 
C H=[C]^(-1)*[B]*H-[C]^(-1)*DEALTA*F BACKWARD DIFFERENCE (UNCONDITIONALLY STABLE) 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 REAL*8 MATRIXA(NP,NP),MATRIXB(NP,NP) 
 REAL*8 VF(NP),VH(NP),INVA(NP,NP) 
 CALL ATIMEX(MATRIXB,VH,N,NP)  !H=[B]*H  
 CALL INVMA(MATRIXA,N,NP,INVA)   !GET INVA=[A]^(-1) 
 CALL ATIMEX(INVA,VH,N,NP)   !GET H=INVA*H 
 CALL MSCAL(N,DELTAT,VF)   !GET F=DELTAt*F 
 CALL ATIMEX(INVA,VF,N,NP)       !GET F=INVA*F 
 DO 145 I=1,N 
  VH(I)=VH(I)-VF(I)  ! 
145 CONTINUE 
      return 
      END 
************************************************************************************ 
 SUBROUTINE MATRIXSOLVER3(MATRIXA,MATRIXB,VF,VH,N,NP) 
************************************************************************************ 
C H=[B]^(-1)*[A]*H-DEALTA*F 
      include 'impltype.inc' 
      include 'MODELsiz.inc' 
 REAL*8 MATRIXA(NP,NP),MATRIXB(NP,NP) 
 REAL*8 VF(NP),VH(NP),INVB(NP,NP) 
 CALL INVMA(MATRIXA,N,NP,INVb) 
 CALL ATIMEX(INVb,VF,N,NP) 
 DO 145 I=1,N 
  VH(I)=-VF(I)  ! 
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145 CONTINUE 
      return 








c                       One-D Dual phase 
c                  ------------------------------ 
c               transient flow and mass transport code 




c     to dimension the code to match your problem 
c   set the following parameters according to your estimate of: 
c 
c      mnnd     = limit on number of nodes in a layer 
c      mnel     = limit on number of elements in a layer 
c*********************************************************************** 
c 
      parameter (mnnd = 1000) 
      parameter (mnel = 2000) 
      parameter (mnt = 2000) 
C   
      parameter (PI=3.141592) 
      parameter (NEL=118)  !128 FOR TOTAL COLUMN  118 FOR PROBE 1 TO PROBE 14 
      parameter (NNODE=NEL+1) 
 
   DIMENSION CONC(NNODE*2),HEAD(NNODE),VX(2*NNODE) 
   DIMENSION CKXX(NNODE),ALPHAX(NNODE) 
   DIMENSION AKFLOW(NNODE,NNODE),BFLOW(NNODE,NNODE) 
   DIMENSION BBFLOW(2*NNODE,2*NNODE) 
   DIMENSION DDFLOW(2*NNODE,2*NNODE) 
c 
c Model data - geometry and physical parameters 
c 
      COMMON/DIMEN/ TIMEX,DELTAL,DELTAT,T1 
      COMMON/WATERLEVEL/ HEAD,VX,CONC,CKXX,ALPHAX 
   COMMON/MATRIX/ AKFLOW,BFLOW 
   COMMON/DOUBLE/BBFLOW,DDFLOW 
c    
   COMMON/HEAD/H11,H12,H2,HEAD0,AMPLITUDE 
   COMMON/CONC/ C1,C2,CONC0 
   COMMON/PHYSICAL/STORE,THETAh,THETAL,THETA 





      implicit logical(y),character*1(z),real*8(a-h,o-x) !real*4 for single precision, real*8 
for double precision  
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APPENDIX E ADDITIONAL DATA ANALYSIS 
 
This appendix describes numerical simulation results of tank and column experiments 
using the classical single phase groundwater flow and transport model. In each section of 
the numerical simulation, the mathematical model was proposed and simulation results 
were compared with experimental data. The wavelet analysis of the chemical data of 
column experiments is also added in this appendix.  
 
 
E.1 PTC simulation of Tank experiment 
 
As noted, a 3-D groundwater flow and contaminant transport model, the Princeton 
Transport Code (PTC), was used to simulate the flow and salt transport process using the 
same conditions as described in the section on the tank experiment, that is, the amplitude 
of the tidal fluctuation was 5.5 cm, and the average drop in head from A to B was 1.3 cm. 
The hydraulic conductivity and porosity in the coarse layer were 200 cm/hour and 0.397, 
respectively.  
 
The governing equations and boundary conditions for groundwater flow and transport 
under the influence of tidal fluctuation are shown in Eqs. (B. 1) and (B. 2), respectively. 
For the purpose of simulation, the following boundary conditions were applied. At the 
downgradient boundary B, concentration was zero for inward flow when nearly salt-free 
water enters the aquifer during high tide; and dC/dx was equal to zero during low tide 





ðò S0 ∂h∂t = ∇ ∙ K∇hh0, y, z, t = hKhl, y, z, t = hP + Asin 2πT thx, y, z, 0 = h"
¿









∂C∂t = ∇ ∙ D∇C − ∇ ∙ CVC0, y, z, t = 0.4    tϵ[0, ∝Cl, y, z, t = 0.4  tϵhigh tide∂Cl, y, z, t∂x   tϵlow tideCx, y, z, 0 = 0
¿
 (B. 2)  
 
Results of the concentration simulation in the coarse layer are shown in Figure E-1. First, 
as shown in Figure E-1(a), the chemical data from the salt front propagation test were 
utilized to calibrate the groundwater model and obtain the value of dispersivity (¸) as 1 
cm. Thereafter, dispersivity was set as 1 cm to simulate the chemical oscillations affected 
by the tidal fluctuation. According to the comparison shown in Figure E-1(b), at the 
points nearest to the downgradient reservoir the amplitudes of the simulated 
concentration oscillations are smaller than experimental data, and there are no oscillations 
at upstream points. Another simulation was conducted by increasing the dispersivity to 
15 cm, as shown in Figure E-1(c). Then at the most downgradient points, the 
concentration oscillations can be reproduced by the model simulation and, as observed, 
the average salt concentration is decreased. In addition, Figure E-1(c) shows that 
numerical simulation can reproduce the phenomena observed in the experiments, that is, 
the upstream migration of the concentration oscillation due to the tidal fluctuation in the 
 downgradient reservoir. However, the dispersivit
defined as 15 cm which wa
 
A sensitivity analysis conducted using the numerical model showed that the effect of 
diffusion on the contaminant transport in this case was not significant. Therefore, there is 
a phenomenon at work other than classical dispersion that the numerical model cannot 
capture.  
(a)Comparison of simulated results and experimental salt front data given constant head 
gradient from the upgradient
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y near the downgradient
s much larger than it should be.  
 reservoir (A) to the downgradient reservoir (B).
 reservoir was 
 
 
 (b)Comparison of simulated results and experimental of chemical oscillation data when 




downgradient reservoir is 5.5 
 
cm and α is 1 
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 (c)Comparison of simulated results and experimental chemical oscillation data when 
amplitude is 5.5 cm and ¸ is 15 cm. 
Figure E-1 Comparison of simulation results and experimental data in coarse layer. 
 
E.2 Numerical simulation of column experiment using the classical model 
 
A 1-D classical groundwater flow and transport model, created using the finite volume 
method, was employed to simulate the flow and salt transport process for the column 
experiments. The chemical data of the salt-free water propagation test were applied 
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initially to obtain the value of dispersivity. The head gradient from the salt-free water end 
to the salt water end was 7.6 cm, so that the salt-free water flowed through the column to 
replace the salt water in the column. By comparison between the experimental data and 
simulated results shown in Figure E-2, the dispersivity was determined as 0.2 cm to best-
fit the data. 
 
Thereafter, dispersivity was set as 1 cm to simulate the chemical oscillations affected by 
the tidal fluctuation. The physical conditions used in the numerical simulation of the 
chemical oscillation were the same as described above, that is, the amplitude of the tidal 
fluctuation was 7.14 cm, and the average drop in head was 0.2 cm. The hydraulic 
conductivity and porosity in the coarse layer were 330 cm/hour and 0.367, respectively. 
The 1-D governing equations and boundary conditions for the flow and salt transport 





ðò S0 ∂h∂t = ∂∂x ÅK ∂h∂xÆh0, t = hKhl, t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¿









∂C∂t = ∂∂x ÅD ∂C∂xÆ − ∂∂x CVC0, t = 0.4    tϵ[0, ∝Cl, t = 0.4  tϵhigh tide∂Cl, t∂x   tϵlow tideCx, 0 = 0
¿
 (B. 4)  
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The comparisons between experimental data and simulated results for the chemical 
oscillations are shown in Figure E-3. At the most downgradient points, the concentration 
oscillations can be reproduced by the model simulation and, as observed, the average salt 
concentration is decreased, and there are no oscillations beyond probe 10. In addition, 
numerical simulation can reproduce the phenomena observed in the experiments, that is, 
the upstream migration of the concentration oscillation due to the tidal fluctuation. 
However, we can observe that the simulated concentration oscillations are less diluted 
than the experiment data, especially at probe 11 and 10. The simulation doesn’t capture 
the first chemical oscillation at probe 11 and probe 10. The first experimental chemical 
oscillation started during the first high tide, and the simulated oscillation started at the 
second high tide. Therefore, the classical groundwater model cannot fully capture the 
solute transport under the effect of tidal fluctuation. We believe there is another 
phenomenon rather than classical dispersion affecting the salt transport that standard 
groundwater models cannot capture. 
 
In chapter three, a conceptual multi-mobility model is proposed with development of 
fundamental equations and reduction of dimensionality using averaging theory. The 
simulation results from our new model show that the 'multiphase model' with mass 
transfer between two pseudophases captures the enhanced tidal mixing process better 
than the single phase model. 
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Figure E-2 Comparison of simulated results and experimental salt-free water flux data 
given constant head gradient from downgradient reservoir (chamber B) to the upgradient 




Figure E-3 Figure B-3 Comparison of simulated results and experimental chemical 
oscillation data when amplitude is 7.14 cm and α is 0.2 cm. 
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E.3 Sensitivity analysis of the multi-mobility model 
 
In this section, the concentration data at probe 11 are used as the response to conduct 
sensitivity analysis of three parameters in the multi-mobility model. As shown in Table 
E-1, three values are selected for each parameter for the sensitivity analysis. Since the 
total porosity is fixed as 0.367, the variation of volume fraction of highly mobile phase 
ε will correspond to specific values for the volume fraction of less mobile phase ε* .  
 
Table E-1 Parameter values for sensitivity analysis 
∆Kcm/hr 200 100 50 ε 0.3 0.2 0.1 −K 0.5 0.05 0.005 
 
 
E.3.1 Effect of the parameter ∆û 
 
The parameter ∆K  introduced in the section D.2 represents the variation of mobility 
between the highly mobile and less mobile liquid phases. Given three different volume 
fractions of highly mobile phase (ε) and mass transfer coefficients (K) respectively, 
nine simulations are conducted to analyze the sensitivity of the variation of mobilities 
between two phases ∆K. It's consistent among the nine simulations that the bigger the 
variation of mobilities between two phases (∆K), the stronger the mixing process is and 
the lower the average concentration is. From Figure E-4, the effect of mobility variation 
between two phases (∆K) is least significant when ε is 0.3 and most significant when ε 
is 0.1. The variation of the concentration data due to the variation of ∆K is strongest when 
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the K is 0.05 and the sensitivities of ∆K are similar when the mass transfer coefficients 
are 0.5 and 0.005. 
 
E.3.2 Effect of the volume fraction ü 
 
Given three different mobility variations between the two phases (∆K) and mass transfer 
coefficients (K) respectively, nine simulations are conducted to analyze the sensitivity 
of the volume fraction of highly mobile phase (ε). It's consistent among the nine 
simulations that the smaller the volume fraction of highly mobile phase, the stronger the 
mixing process is and the lower the average concentration is. From Figure E-5, the effect 
of volume fraction of highly mobile phase (ε) is least significant when ∆K is 50 and 
most significant when ∆K is 200. The variation of the concentration data due to the 
variation of ε is strongest when the K is 0.05 and smallest when the mass transfer 
coefficient is 0.005. 
 
E.3.3 Effect of the mass transfer coefficient ûý 
 
Given three different mobility variations between the two phases (∆K ) and volume 
fractions of highly mobile phase (ε) respectively, nine simulations are conducted to 
analyze the sensitivity of the mass transfer coefficient (K). From Figure E-6, it's 
consistent among the nine simulations that the mixing process is strongest when mass 
transfer coefficient (K) is 0.05. When the mass transfer coefficients are 0.5 and 0.005, 
the concentration data are similar except for the cases in Figure E-6 (b) and (c). The 
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effect of the mass transfer coefficient (K) is least significant when ∆K is 50 and most 
significant when ∆K is 200. The variation of the concentration data due to the variation of 
K is strongest when the εis 0.1 and smallest when εis 0.3.  
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(a)  = 0.3,  = 0.5. 
 
 
(b)  = 0.3,  = 0.05. 
 
 
(c)  = 0.3,  = 0.005. 



















































































 (d)  = 0.2,  = 0.5. 
 
 
(e)  = 0.2,  = 0.05. 
 
 
(f)  = 0.2,  = 0.005.  





















































































 (g)  = 0.1,  = 0.5. 
 
(h)  = 0.1,  = 0.05. 
 
(i)  = 0.1,  = 0.005. 
 
Figure E-4 Effect of the variation of mobility between two phases ∆þ. 






















































































(a) ∆ = 200,  = 0.5. 
 
 
(b) ∆ = 200,  = 0.05. 
 
 
(c) ∆ = 200,  = 0.005. 



















































































(d) ∆ = 100,  = 0.5. 
 
 
(e) ∆ = 100,  = 0.05. 
 
 
(f) ∆ = 100,  = 0.005. 






















































































(g) ∆ = 50,  = 0.5. 
 
(h) ∆ = 50,  = 0.05. 
 
(i) ∆ = 50,  = 0.005. 
 
Figure E-5 Effect of the volume fraction of highly mobile phase  . 



















































































(a) ∆ = 200,  = 0.3. 
 
 
(b) ∆ = 200,  = 0.2. 
 
 
(c) ∆ = 200,  = 0.1. 





















































































(d) ∆ = 100,  = 0.3. 
 
 
(e) ∆ = 100,  = 0.2. 
 
 
(f) ∆ = 100,  = 0.1. 




















































































(g) ∆ = 50,  = 0.3. 
 
 
(h) ∆ = 50,  = 0.2. 
 
 
(i) ∆ = 50,  = 0.1. 
Figure E-6 Effect of the mass transfer coefficient þ. 


















































































E.4 Continuous wavelet transform 
 
In this study, the Haar function is used as the wavelet function to analyze the chemical 
data from the tidal column experiment. The Haar wavelet's mother wavelet function ψ(t), 
shown in Figure E-7, can be expressed as 
ψt = º 1, 0 ≤ E < 1/2−1, 12 ≤ t < 10,            otherwise ¿ 
and its scaling function φ(t) can be expressed as 
φt = 1, 0 ≤ t < 1,0       otherwise. ¿ 
 
Figure E-7 Haar wavelet function (http://cnx.org/content/m10764/latest/). 
 
Nine-level Haar wavelets were applied to analyze the chemical data at probe 14. The 
experimental data at probe 14 were interpolated so that the number of the sampling points 
in one period is 2 , that is 512. The dominant frequency of the concentration data from 
the FFT time frequency analysis is 12 hours. By Figure E-8,  the analysis shows that the 
amplitude at the 9th level decreases with time, which is consistent with the observation 
that the amplitude of the concentration oscillation decreases with time. In other words, 
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the salt water close to the tidal end becomes more diluted so that the decrease of the 
average concentration discharging to the surface water body due to the tidal mixing force 




Figure E-8 CWTs of concentration data at probe 14.  
