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Abstract
Let Sn be the positive real symmetric matrix of order n with (i, j ) entry equal to(
i + j − 2
j − 1
)
, and let x be a positive real number. Eigenvalues of the Hadamard (or entry
wise) power S(x)n are considered. In particular for k a positive integer, it is shown that both the
Perron root and the trace of S(k)n are approximately equal to 4
k
4k−1
(
2n − 2
n − 1
)k
.
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1. Introduction
The symmetric Pascal matrix of order n is the real symmetric matrix Sn = (sij )
with
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sij =
(
i + j − 2
j − 1
)
for i, j = l, 2, . . . , n.
Since Sn can be factored as Sn = UTn Un where Un is an involutory matrix [1], it
is easy to see that the eigenvalues of Sn have a number of special properties. For
example, Sn has n distinct positive eigenvalues λ1, λ2, . . . , λn, and {1/λ1, 1/λ2,
. . . , 1/λn} = {λ1, λ2, . . . , λn}.
We wondered what could be said about the maximal eigenvalue (that is, the Per-
ron root) of the positive matrix Sn. Using MATLAB, it was seen that the Perron
root of Sn increased quite rapidly as n increased. With such a rapid increase, it did
not seem possible to find a recognizable pattern for these values. In order to get
more revealing numbers, it was decided to transform Sn by multiplying it by a rap-
idly decreasing positive function of n. The chosen function for this transformation
was the reciprocal of the (n, n) entry of Sn. Thus we considered the Perron root
µn of the regularized symmetric Pascal matrix Rn =
(
2n − 2
n − 1
)−1
Sn. Although the
use of this particular regularization was based more on convenience than insight,
it was found to be an excellent choice. Both µn and the trace τn of Rn seemed to
be converging. Based on data such as that found in Table 1, we conjectured that
limn→∞ µn = limn→∞ τn = 43 . It was not difficult to prove the conjecture for τn,
but a proof of the one for µn was more elusive. Fortunately MATLAB computations
lead to a diagonal matrix D that yielded a useful lower bound for the row sums of the
matrix D−1RnD. Thus limn→∞ µn = limn→∞ τn = 43 , which implies that for large
values of n the positive definite matrix Sn has a dominant eigenvalue that is much
larger than the sum of all of the n − 1 other eigenvalues.
These results have natural extensions to Hadamard powers. Let x be a real number
and let A = (aij ) be a nonnegative matrix of order n. The matrix A(x) = (axij ) of
order n obtained by raising each entry of A to the power x is a Hadamard power of
A. For each x > 0, let µn(x) and τn(x), respectively, denote the Perron root and the
trace of the Hadamard power R(x)n .
In Section 2, it is shown that limn→∞ inf µn(x)  4
x
4x−1 for each x > 0. In the
next section, it is shown that limn→∞ τn(x) = 4x4x−1 for each x > 0, and that
Table 1
Perron root and trace of Rn
n µn τn
20 1.3296 1.3457
40 1.3315 1.3392
60 1.3321 1.3372
80 1.3324 1.3362
100 1.3326 1.3356
120 1.3327 1.3352
140 1.3328 1.3349
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limn→∞ µn(k) = 4k4k−1 when k is a positive integer. The paper concludes with two
equivalent conjectures and a brief look at a related matrix.
2. A lower bound for the Perron root
The following lemmas will be used in obtaining a bound on the lower limit of the
sequence {µn(x)} when x > 0. For i and n positive integers with i  n, let
rni(x) = 1(
n + i − 2
n − 1
)x (2n − 2
n − 1
)x
n∑
j=1
(
i + j − 2
j − 1
)x (
n + j − 2
j − 1
)x
.
Lemma 2.1. For each x > 0 and integer n  2, rn1(x) > rn2(x) > · · · > rnn(x).
Proof. Let x > 0 and n  2. Let
wij (x) =
(
i + j − 2
j − 1
)x
(
n + i − 2
n − 1
)x for 1  i, j  n.
Using the convention that an empty product is equal to 1, we see that
wij (x) =
i∏
k=2
(
i + j − k
i + n − k
)x
for 1  i, j  n.
Thus win(x) = 1 for 1  i  n, and
w1j (x) > w2j (x) > · · · > wnj (x) for 1  j < n.
Therefore, since
rni(x) = 1(2n − 2
n − 1
)x
n∑
j=1
wij (x)
(
n + j − 2
j − 1
)x
for 1  i  n,
it follows that rn1(x) > rn2(x) > · · · > rnn(x). 
We now write rn(x) = rnn(x) and consider the sequence {rn(x)}.
Lemma 2.2. For each x > 0, there exists a positive number Lx such that
lim
n→∞ rn(x) = Lx 
4x
4x − 1 .
A. Ashrafi, P.M. Gibson / Linear Algebra and its Applications 405 (2005) 60–66 63
Proof. Let x > 0 and let n be a positive integer. We have
rn(x) = 1(
2n − 2
n − 1
)2x
n∑
j=1
(
n + j − 2
j − 1
)2x
=
n∑
k=1


(
2n − k − 1
n − k
)
(
2n − 2
n − 1
)


2x
=
n∑
k=1
k∏
i=2
(
n + 1 − i
2n − i
)2x
.
Hence, for n = 1, 2, . . . , it follows that rn(x) < rn+1(x) and
rn(x) 
n∑
k=1
(
1
4x
)k−1
=
4x
(
1 −
(
1
4x
)n)
4x − 1 .
Thus {rn(x)} is a bounded increasing sequence, and
lim
n→∞ rn(x)  limn→∞

4
x
(
1 −
(
1
4x
)n)
4x − 1

 = 4x4x − 1 . 
Lemma 2.3. For each x > 0,
lim
n→∞ rn(x) =
4x
4x − 1 .
Proof. Let x > 0. The subsequence {rn2(x)} of {rn(x)} also converges to Lx of
Lemma 2.2. However, we see that for each positive integer n,
rn2(x)
n∑
k=1


(
2n2 − k − 1
n2 − k
)
(
2n2 − 2
n2 − 1
)


2x

n∑
k=1
((
n2 − n + 1
2n2 − n
)2x)k−1
=
(
2n2−n
n2−n+1
)2x (
1 −
((
n2−n+1
2n2−n
)2x)n)
(
2n2−n
n2−n+1
)2x − 1 ,
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and it follows that
4x
4x − 1  limn→∞ rn(x) = Lx = limn→∞ rn2(x) 
4x
4x − 1 . 
Theorem 2.4. For each x > 0,
lim
n→∞ inf µn(x) 
4x
4x − 1 .
Proof. Let x > 0, let D be the diagonal matrix of order n whose diagonal entries are
the entries of the last column of S(x)n , and let B = D−1Rn(x)D. Then the positive
matrix B has Perron root µn(x) and row sums rni(x) for i = 1, 2 . . . , n. The theorem
now follows from Lemmas 2.1 and 2.3, since it is well known (for example, see [4])
that the Perron root µn(x) is at least as large as the minimal row sum rn(x). 
3. The trace and positive integer Hadamard powers
We now consider the sequence {τn(x)} when x > 0.
Lemma 3.1. For each x > 0,
τn+1(x) = 1 +
(
1
2(2 − 1/n)
)x
τn(x) for n = 1, 2, . . .
Proof. Let x > 0. For each positive integer n, we have
τn+1(x) = 1(2n
n
)x trace(S(x)n+1)
= 1 + 1(
2n
n
)x trace(S(x)n )
= 1 +
(
2n − 2
n − 1
)x
(
2n
n
)x τn(x)
= 1 +
(
1
2(2−1/n)
)x
τn(x). 
Lemma 3.2. For each x > 0, one of the following holds:
(a) τn(x) < τn+1(x) for n = 1, 2, . . . ,
(b) there exists a positive integer m such that τn(x) > τn+1(x) for n  m + 1.
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Proof. Let x > 0. Suppose that (a) does not hold. Then there exists a positive inte-
ger m such that τm(x)  τm+1(x). Using induction and Lemma 3.1, we see that
τn(x) > τn+1(x) for all integers n  m + 1. 
Theorem 3.3. For each x > 0,
lim
n→∞ τn(x) =
4x
4x − 1 .
Proof. Let x > 0. Clearly {τn(x)} is a bounded sequence, and Lemma 3.2 implies
that this sequence is monotone for sufficiently large n. Thus limn→∞ τn(x) exists,
and the theorem now follows from Lemma 3.1. 
We now consider positive integer Hadamard powers of Rn.
Theorem 3.4. For each positive integer k,
lim
n→∞ µn(k) =
4k
4k − 1 .
Proof. Let k be a positive integer. Since positive integer Hadamard powers of sym-
metric positive definite matrices are positive definite (for example, see [3]), R(k)n
is positive definite. Thus µn(k)  τn(k) for n = 1, 2, . . . , and the theorem follows
from Theorems 2.4 and 3.3. 
Let k be a positive integer. Theorems 3.3 and 3.4 imply that for large values of n
the positive definite matrix S(k)n has a dominant eigenvalue that is much larger than
the sum of all of its n − 1 other eigenvalues.
4. Conjectures and a related matrix
Can Theorem 3.4 be extended to other Hadamard powers of Rn? We propose the
following.
Conjecture 4.1. For each positive real number x, limn→∞ µn(x) = 4x4x−1 .
Theorem 3.3 implies that Conjecture 4.1 is equivalent to the following.
Conjecture 4.2. For each positive real number x, limn→∞ µn(x)τn(x) = 1.
If Pn = (pij ) is the real lower triangular matrix of order n with
pij =
(
i − 1
j − 1
)
for 1  j  i  n,
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then Sn = PnP Tn [2]. Since the positive matrix Sˆn = P Tn Pn has the same eigenvalues
as Sn, Theorems 3.3 and 3.4 for x = k = 1 imply the following.
Theorem 4.3. If qn and tn, respectively, denote the Perron root and trace of Sˆn, then
lim
n→∞
qn(
2n − 2
n − 1
) = 4
3
= lim
n→∞
tn(
2n − 2
n − 1
) .
Let qn(x) and tn(x), respectively, denote the Perron root and trace of the Had-
amard power Sˆ(x)n . Theorem 4.3 implies that limn→∞ qn(x)tn(x) = 1. We propose the
following.
Problem 4.4. Determine the positive real numbers x for which limn→∞ qn(x)tn(x) = 1.
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