Summarization is a process that converts the original text into summarized form without changing the meaning of its contents. It finds its usefulness in many areas when the time to go through a large content is limited. This paper presents a comparative evaluation of statistical methods in extractive text summarization. Top score method is taken to be the bench mark for evaluation. Modified weighing method and modified sentence symmetric feature method are implemented with additional characteristic features to achieve a better performance than the benchmark method. Thematic weight and emphasize weights are added to conventional weighing method and the process of weight updation in sentence symmetric method is also modified in this paper. After evaluating these three methods using the standard measures, modified weighing method is identified as the best method with 80% efficiency.
I. INTRODUCTION
Text summarization falls under the area of text mining and information retrieval where the main objective is to retrieve valued information from text. In the process of summarization the input could be text documents or multimedia files such as audio, image or video. Text Summarization is used to save time in text mining and information retrieval. Automatic summarization is the process by which computer program creates a shortened version of text. The goal of automatic summarization is reducing the size or volume of source text into a short version that holds the overall meaning and information content.
There are two approaches in automatic summarization systems namely extractive and abstractive. The former approach works by selecting important sentences/phrases/subset of existing words. The selection of important sentences forms the key idea in these methods. Based on a predefined function, each sentence is evaluated and most important ones are extracted from the original text in the original form. On the other hand, abstractive methods construct an internal semantic representation of the text. In these techniques, the intention is to generate a summary which is close to what a human would generate. Unlike in the extractive approaches, the sentences are reformed or regenerated based on the semantic relationships in the original text. This work focuses on automatic summarization of text documents using extractive methods.
In extractive approaches, one of the most important phases in text summarization process is identifying significant words of the text. Significant words play an important role in specifying the best sentences for summary. The top score method [10] extracts significant sentences by giving score to every sentence based on the significant words. A combination of techniques like statistical methods and semantic relationship methods are used to identify significant words.
The rest of paper is organized as follows: Section 2 describes the Literature survey related on Document Summarization. Section 3 presents the architecture of the system and improved methodologies. This section also presents the comparative study of the proposed methods with various summarization techniques. Section 4 describes the Results and Performance Analysis followed by conclusion and future work in section 5.
II. RELATED WORK

A. Back ground work related to document summarization
Text summarization is the process of reducing the text with a computer program to create a summary that keep the most important points of the original document. At first Text summarization was done by Hans Peter Luhn [1] [3] proposed a neural net model used to pre-process an input string and match with the user defined string. They extracted featured words from the given text with the user defined words .If there is a match then the value of that word increases. This process repeats until it attains a constant value and total sentence score is then calculated. Therefore, a sentence with higher score will be the first one. Another important characteristic is to integrate a semantic module to refine the search words like detecting association among search words, etc.J Jagadeesh et al [4] proposed Sentence Extraction Based Single Document Summarization. In their research they discussed about the techniques to achieve readable and coherent summaries. Arman Kiani et al [5] proposed Text summarization using Hybrid Fuzzy systems which is based on summarizing a text on the fusion of Genetic System. Saeedeh Gholamrezazadeh et al [6] presented different types of summarization methods and a common summarized system was implemented. They also discussed the most important issues in evaluating a summary and presented common criterion for evaluating a summarized system.Ladda Suanmali et al [7] proposed a Fuzzy logic method for improving text summarization approach. They improvised summary by using general statistic method. Rasim Alguliev et al [8] proposed a sentence based extraction method by using new functions for finding the sentence clustering approach. This is most probably used for document summarization. Vishal Gupta et al [9] presented a survey on different extractive summarization methods. Maryam Kiabod et al [10] proposed a Top Score algorithm where they calculate the local and global scores for the words and also identified the significant words for the given text. Masrah Azrifah Azmi Murad et al [11] proposed a similarity method with topic similarity by using fuzzy sets and probabilities. Based on these scores they extracted the important sentences from the given document. Rafeeq Al-Hashemi [12] proposed the text summarization using extracted keywords. In this work operation is performed in four stages. In the first stage pre-processing was done, key phrases are identified in the second stage, sentences were extracted in the third stage and in fourth stage summary is produced. Shaidah Jusoh et al [13] proposed various techniques used in text summarization like Information retrieval etc. and also proposed about the applications and challenging issues in text summarization approach.
B. Existing Summarization tools
There are some summarization tools to generate summaries .Some of them are:
It is a tool that generates the summary based on the number of sentences required in the summary. The disadvantage of this tool is that the summary is not efficient.
Auto summarizer:
It is a tool that also generates the summary on the number of sentences required in the summary. The disadvantage of this tool is that semantic relation is missing in the summary.
Online Summarizer:
It is a tool that generates the summary based on the threshold value. The summary varies according to the threshold value. The disadvantage of online summarizer is when document doesn't contain good summary sentences it summarizes poorly and also when user provides url or text it can't get the right abstract document.
Open text summarizer:
It is a tool to summarize texts. The program reads texts and conforms which sentences are important and which are not. The Open Text Summarizer is both library and a command line tool. The main disadvantage with this tool is it doesn‗t indicate the important sentences because of the repetition. The main sentences are missing in the summary.
Text compactor:
It is a tool in which there are three steps to be followed namely uploading the document, dragging the required percentage and summarizing the document. Whenever the input text is too long text compactor unable to summarize it.
III. PROPOSED SYSTEM
Linguistic roles identification is the first module in this work where linguistic roles are identified to make the task of researcher easy. This is performed using methods of keywords extraction and based is on fonts. Fig. 1 shows the flow of execution. Initially the documents are uploaded in IEEE format. In the first step a document is selected based on the rhetorical roles from the set of documents which are present in the repository and the text besides the keywords is extracted. The extracted text is fed to Text Processing stage where the whole text is divided into number of sentences and tokens. Later, it goes to the Intermediate stage where it performs all the pre-processing steps i.e. Stop word removal, Stemming etc. After that it calculates sentence scores for respective algorithms based on their formulas. Based on the sentence score the sentence extraction is performed, i.e. the highest ranked sentence will be the first one in the summary. Then final output of system generated summary is given. The comparison ratio is found by comparing the system generated summary with manual summary by using relevance measures. The following important rhetorical roles are used in this paper.
Abstract:
This Keyword is found after the title of the paper and names of the authors. It contains the text which is of around 200 words which gives the essence of the whole document This abstract can be further summarized so that user can get the essence of the paper by reading only a few lines.
Introduction:
This keyword is found after the keywords or index terms. This contains text which is of 3 to 4 paragraphs. It gives information related to domain, existing system, proposed system and the sections that will be further dealt in the paper. Once the -Introduction‖ keyword is identified based on rhetorical roles, the text beside -Introduction‖ is extracted and it undergoes all the phases till summarization. The output text of this -Introduction‖ contains domain of the paper and important points are to be extracted based on scoring factor.
Conclusion:
This keyword is identified by the word -conclusion‖. The text besides this undergoes all the stages and finally a summarized text will be produced which gives information about the work done in the paper and also the future work.
A. Implementation details
In this paper three summarization algorithms are implemented which mainly focuses on research papers of the given area. The three algorithms are, as follows:
 Top-Score Algorithm  Modified Sentence symmetric feature Algorithm  Modified Weighing method Algorithm Top score algorithm [10] is an existing well defined method. In this work sentence symmetric algorithm is used in a modified way to be compared with the top score method. The modifications are done to include more features like thematic weight and emphasize weight. Weighing method is used in the conventional manner but the way in which weights are given is changed and also a graphical matrix representation is used.
B. Modified Sentence Symmetric Feature Method
In Sentence Symmetric feature algorithm the following attributes are used to calculate the sentence score.
To calculate the sentence score the formula S= aC+bK+cT+dL is used.
Where The main disadvantage of using this method is irrelevant data is also being displayed. To overcome this disadvantage, a modified version of the above scheme is used in which instead of calculating the key weight, two more features are added i.e., 
Cue Weight for sentences:
The Cue Weight for sentences is calculated by adding the cue weight of its constituent words, it is a quantitative description. This depends up on the hypothesis that has significant implications for language acquisition, and is applicable for the specification of a particular sentence by the its existence or nonexistence of particular cue words in the cue dictionary. Total number of cue words present in a sentence s is denoted by Cwj (Sj) and total number of cue words in the document is denoted by Cwi.
Thematic Weight for sentences:
Thematic words are defined as most frequent words. The functions of the thematic words frequencies are Sentence scores.
Where indicates Total number of thematic words present in a sentence s is denoted by Thej(Si) and total number of thematic words present in the document is denoted by Thei.
Title Weight for sentences:
Here the sentence weight is calculated by the addition of all the words in the content which are given in the title and sub title of a text.
Total number of title words present in that sentence s is denoted by Tij(Si) and total number of title words in the document is denoted by Tii.
Location Weight for sentences:
The importance of sentence is indicated by its location, sentences tend to occur at the beginning or in the end of documents or paragraphs based on the hypothesis. A greatest correlation is achieved between the human-made exception and automatic exception by adding the three latter methods and the results are shown.
Location of the sentence s is denoted by Lj(Si) and total number of sentences present in the document is denoted by Si.
The proposed algorithm is presented below. 
Algorithm
Step 1: Sentence segmentation is performed.
Step 
C. Modified Weighing Method a) Pre-processing:
The first step in text summarization involves preparing text document to be analyzed by the text summarization algorithm. First of all we perform sentence segmentation to separate text document into sentences. Then sentence tokenization is applied to separate the input text into individual words. Some words in text document do not play any role in selecting relevant sentences of text for summary, Such as stop words ("a", "an", the"). For this purpose, part of speech tagging is used to recognize types of the text words. Finally, nouns of the text document are separated.
b) Calculating word local score:
Local score of a word is calculated by using term frequency and sentence count Term frequency is defined as frequency of the word normalized by total number of words. Sentence count is the no of sentences containing the word normalized by total no of sentences.
c) Title Weight for sentences:
Total number of title words present in that sentence s is indicated by Tij(Si) and total number of title words in the document is indicated by Tii. 
Algorithm
Step 2: for each sentence do Title word score(f1)= Σ Tij(Si) /ΣTii Global keyword score(f2)=no of global keywords present in a sentence Local keyword score(f3)= no of local key words present in a sentence Sentence weight(f4)= Σ a[i,j] /ΣΣ a[p,q] End.
Step 3:for each sentence do Sentence score= (f2*s)+(f3*s)+(f4*s) + f1 Total no of words in sentence i
Where s=1 for title words S=0.9 for global keywords S=0.8 for local keywords. End
Step 4: Return sentence score.
IV. RESULTS AND PERFORMANCE EVALUATION
Initially selected document is uploaded and the linguistic roles in it are identified. Later the sentence scores for the given document are calculated. Next, extract the sentences of the document based on their sentence scores.
Once the summarized text for the three algorithms is achieved then the precision and recall values are calculated to find the best method.
The performance of the proposed system is evaluated based on available manual summaries as the dataset using the evaluation measures. For experimentation, the summary is generated for different compression rate and is evaluated on the extractive summary provided in the dataset using the evaluation measures.
By comparing the average of precision, recall and Fmeasure scores of the three algorithms, the best method among the methods is found to be Modified weighing method.
The table 3 presents the values collected while measuring the performance of all the systems.
A. Performance comparison
To test the summarization process, different research documents have been used as input. The purpose was to test the context understanding by the summarizers developed in this work. The table gives the results of three approaches with their average precision, recall and f-measure. Therefore it is observed that Modified Weighing method is the best method among the other two methods. By comparing Fig. 5 and Fig. 7 , Modified Weighing with Modified Sentence Symmetric Method (MSSM) an observation can be made that recall value remained same for an increase in precision for MSSM. Whereas for Modified Weighing Method, the behaviour of recall with precision is linear as should be for a perfect system. By comparing Figure 6 and Figure 5 , Top score method with Modified Weighing method, both are behaving similarly. But for a text summarization system, a system with better precision is preferred. And if both the graphs of Modified Weighing Method and Top score method are observed, for the Top score method the precision dipped for a higher recall but in the Modified Weighing method the increase in precision is consistent.
Hence, an observation can be made that Modified Weighing Method is a better and consistent method. And as the average Precision (P) and Recall(R) numbers are suggesting, the Modified Weighing Method is suitable.
V. CONCLUSION AND FUTURE WORK
This paper mainly focused on summarization of research papers. Three different algorithms for summarization are implemented and the performance is observed. Keywords are used for identifying the rhetorical roles in the document. For the calculation of sentence scores and their feature scores for summarizing the text all these three methods are used based on statistical approaches. The work with text data is difficult at times due to vast amount of data to be summarized. While using extractive methodologies sometimes the sentences that are not important to be included in the summary also get included. In the proposed work this limitation was overcome, by using compression ratio to find out the important sentences.
The scope of the paper is maintained to Extractive summarization approaches only. In future, the scope of this work can be extended to abstractive summarization approaches, so that the system can be more efficiently used by all the researchers by giving semantic meanings to the sentences. Also hybrid approaches of extractive and abstractive methods can also be tried.
