Abstract. Declarative approaches have been proposed to counter the limited flexibility of the traditional imperative modeling paradigm, but little empirical insights are available into their actual strengths and usage. In particular, it is unclear whether end-users are really capable of adjusting a particular plan to execute a business process when using a declarative approach. Our paper addresses this knowledge gap by describing the design, execution, and results of a controlled experiment in which varying levels of constraints are imposed on the way a group of subjects can execute a process. The results suggest that our subjects can effectively deal with increased levels of constraints when relying on a declarative approach. This outcome supports the viability of this approach, justifying its further development and application.
Introduction
In today's dynamic business environment the economic success of an enterprise depends on its ability to react to various changes, like shifts in customers' attitudes or the introduction of new laws [1] . Process-aware information systems (PAISs) offer a promising perspective on shaping this capability, resulting in a growing interest to align information systems in a process-oriented way [2] . Yet, a critical success factor in applying a PAIS is that it can flexibly deal with process changes [3] . To address the need for flexible PAISs, competing paradigms enabling process changes and process flexibility have been developed, e.g., adaptive processes [4] , case handling [5] , declarative processes [6] , and late binding and modeling [7] -for an overview see [8] . All of these approaches relax the strict separation of build-time (i.e., modeling or planning) and run-time (i.e., execution), which is typical for plan-driven planning approaches as realized in traditional workflow management systems (cf. Fig. 1 ). By closely interweaving planning and execution the above mentioned approaches allow for a more agile way of planning. In particular, users are empowered to defer decisions regarding the exact control-flow to run-time, when more information is available.
Depending on the concrete approach, planning and execution are interweaved to different degrees, resulting in different levels of decision deferral. The highest degree of decision deferral is fostered by Late Composition [8] (e.g., as enabled through a declarative approach) which describes activities that can be performed as well as constraints prohibiting undesired behavior. An example of a constraint in an aviation process would be that crew duty times cannot exceed a predefined threshold. A declarative approach, therefore, seems to be particularly promising to support highly dynamic processes [6, 9] . The support for partial workflows [9] allowing users to defer decisions to run-time [8] , the absence of over-specification [6] , and more maneuvering room for end users [6] are all advantages commonly attributed to declarative processes. Although the benefits of declarative approaches seem rather evident, such approaches are not widely adopted yet in practice. In addition, there is a lack of empirical evidence on how well declarative approaches perform in real-world settings. In particular, it is unclear how well users can cope with the gained flexibility provided by declarative approaches, especially when processes and their context become rather complex.
The goal of this paper is to pick up on the demand for more empirical insights into the use of declarative approaches. Specifically, we aim to investigate how different levels of constraints may impede on the success that end users will have using a declarative approach for handling a particular business case (i.e., process instance). While it might be expected that the declarative approach will be effective to deal with business cases when few constraints apply, it is not clear whether end users are capable of translating a large number of constraints into effective updates on their initial plans. Because all constraints must be satisfied, one can argue that the sheer number of constraints will obscure from an end user's view what proper actions are still available. But proponents of declarative approaches to process planning and execution expect that end users will have little difficulty in doing this. In fact, this would exactly be one of its strengths [10, 11, 12] , although this has not been established yet in an empirical setting.
To test whether end users can indeed deal with constraints, we conducted a controlled experiment with 41 students from both the Eindhoven Univ. of Technology and the Univ. of Innsbruck. In that test, we have been particularly interested in the potential impact of such constraints on the effectiveness of executing a process. This paper reports on the results of what we assume to be the first empirical work testing the declarative modeling paradigm. The structure of this paper is as follows. Section 2 provides backgrounds, while Section 3 describes our experimental framework. Section 4 covers the execution and results of our experiment. Finally, Section 5 discusses related work, followed by a conclusion.
Background
This section provides background information on planning approaches, presents different techniques for decision deferral, introduces declarative processes as well as the software we used for our experiment, the Alaska Simulator.
Planning Approaches
The flexibility of existing PAISs is significantly influenced by the underlying planning approach. In the following, we differentiate between plan-driven, agile and chaotic planning approaches, each of which assumes a completely different view on planning. Both plan-driven and agile approaches consider planning to be an essential activity, while chaotic approaches often lack a sufficient degree of planning and regard plans as unnecessary paperwork. In plan-driven approaches, the planning is usually done at the beginning and is not a repeated effort like in agile approaches (cf. Fig. 1 ). Although in both plan-driven and agile approaches the value of planning is appreciated, they have entirely different perceptions of a plan. In the former a plan is viewed as a schema for execution. Uncertainty is addressed by carefully planning everything upfront, which is appropriate for highly predictable processes. In contrast, agile approaches use a plan more like a guideline supporting decision making and recognize that in dynamic environments plans are quickly outdated and become inaccurate [13] . Decisions are made at the last responsible moment, when most information is available [1] . 
Dealing with Uncertainty by Deferring Decisions
When examining existing PAISs, four different patterns for deferring decisions to the last responsible moment can be identified [8] . The Multi-Instance Activity pattern offers the least amount of freedom during run-time. It allows users to defer the decision on how often a specific activity should be executed to runtime, while the activity itself needs to be predefined. The Late Binding pattern offers slightly more flexibility by deferring the selection of the implementation of a particular process activity to run-time. Prior to execution, only a placeholder activity has to be provided; the concrete implementation is selected during runtime from a set of predefined fragments. The Late Modeling pattern goes one step beyond this and allows for the modeling of selected parts of the process schema at run-time. Prior to execution, a placeholder activity as well as a set of modeling constraints has to be defined. Most flexibility is offered by the Late Composition pattern, which allows users to compose process fragments from the process repository on the fly. No predefined model is required, as the business case can be created in an ad-hoc way by selecting activities from a repository, while respecting all existing constraints. Consequently, Late Composition allows users to freely switch between process modeling and execution. The focus of this paper will be on Late Composition as enabled by declarative processes, which allows for the maximum level of flexibility.
Declarative Processes
There is a long tradition of modeling business processes in an imperative way. Process modeling languages supporting this paradigm, like BPMN, BPEL and UML Activity Diagrams, are widely used. Recently, declarative approaches have received increased interest and suggest a fundamentally different way of describing business processes [14] . While imperative models specify exactly how things have to be done, declarative approaches only focus on the logic that governs the interplay of actions in the process by describing (1) the activities that can be performed, as well as (2) constraints prohibiting undesired behavior. Imperative models take an 'inside-to-outside' approach by requiring all execution alternatives to be explicitly specified in the model. Declarative models, in turn, take an 'outside-to-inside' approach: constraints implicitly specify execution alternatives as all alternatives have to satisfy the constraints [15] . Adding additional constraints means discarding some execution alternatives (cf. Fig. 2 ). This results in a coarse up-front specification of a process, which can then be refined iteratively during run-time. Typical constraints described in literature can be roughly divided into three classes (e.g., [7, 14] ): constraints restricting the selection of activities (e.g., the minimum or maximum occurrence of activities, mutual exclusion, co-requisite), the ordering of activities (e.g., pre-requisite or response constraints) or the use of resources (e.g., execution time of activities, time difference between activities, budget, etc.). 
The Alaska Simulator
To foster the comparison of different approaches for process flexibility the Alaska Simulator 1 has been implemented, which takes a journey as metaphor for a business process. The similarities being exploited here are that regardless whether a journey or a business process is executed, various steps must be planned and carried out, even if the actual execution of those steps may be different from what is initially foreseen. Furthermore, journey planning is an attractive context for many people to become engaged in, which highly improves their willingness to use the system for experimental purposes.
In the Alaska Simulator, a plan can either be created in a plan-driven or in a more agile way (cf. Section 2.1). The Alaska Simulator also provides support for Late Composition as enabled by declarative processes. The actions of a journey, like travel activities, routes and overnight stays correspond to activities in the business process. For optimizing the execution of a particular business case, information about benefits (i.e., business value), cost and duration of activities is essential. Incomplete information prior to execution is a characteristic of both journeys and highly flexible business processes and is best handled by waiting until more information is available (cf. Section 2.2). The business value of a travel activity is not predefined, but can vary depending on the weather conditions during the journey. Thereby, the degree of variation depends on the activity's reliability. When composing a concrete business case, different constraints like selection constraints, ordering constraints or resource constraints have to be considered (cf. Section 2.3), similar constraints also exist when planning a journey (e.g., mandatory activities, dependencies between activities). (2) and have to be considered when composing a concrete journey. After each user action, the journey is validated and the user is informed about any constraint violations and plan inconsistencies(5).
Experiment Definition and Planning
The main goal of our experiment is to evaluate the outcome of end-users executing a business process that is guided by a declarative approach under varying numbers of constraints. This section explains the setup of our experiment (cf. Section 3.1) and introduces its specific design (cf. Section 3.2). Factors threatening the validity of the experiment results, as well as potential mitigations, are discussed in Section 3.3. We follow the recommendations given in [16] in setting up and describing an experiment throughout this section.
Experiment Setup
This section describes the subjects, objects and selected variables of our experiment, introduces our hypothesis and presents the instrumentation and data collection procedure.
Subjects: Subjects are 25 students of a graduate course on Business Process Management at Eindhoven University of Technology and 16 students of a similar course at the University of Innsbruck.
Objects: The objects to be modeled and executed are two declarative process models representing two journeys that must be planned and executed (referred to as Configuration Alaska and Configuration California). These configurations comprise activities to be executed, constraints that restrict their execution as well as their ordering, and events that might occur during run-time. For example, between a Diving activity and a Flightseeing activity there must be a rest period of two days to prevent aeroembolism. For each of the configurations, two variants are created: A and B, differing in the number of constraints only. To be specific, variant A contains a true subset of the constraints of variant B. An overview of the different variant characteristics is given in Fig. 4 . Note that in addition to the constraints mentioned, in both variants all travel activities but one could be executed at most once, e.g., not visiting the Golden Gate bridge twice. To cover a broad and representative set of constraints we ensured that both configurations comprise constraints belonging to all three typical constraint classes (i.e., selection, ordering and resource constraints).
Factor and Factor Levels:
The number of constraints in the model is the considered factor with levels "low" and "high". Variant A of a configuration corresponds to factor level "low" and variant B to factor level "high".
Response Variable: The response variable is the business value the subjects achieve when executing the journey. Thereby, the maximum achievable business value for each activity is known upfront, whereas the value actually gained depends on the weather conditions during the journey (in the upfront phase only statistical data about the weather and the degree to which the business value can vary are known)
2 . To ensure comparability of results, weather conditions are the same for each subject.
Hypothesis Formulation: In our experiment we investigate whether adding additional constraints has an influence on the response variable business value. Based on this the following hypothesis is derived:
-Null hypothesis H 0,1 : There is no significant difference in the business values of configurations with a low and a high level of constraints. -Alternative hypothesis H 1,1 : There is a significant difference in the business values of configurations with a low and a high level of constraints.
Instrumentation:
To precisely measure our response variable we have implemented a logging function in the Alaska Simulator, which automatically records the required data.
Data Analysis Procedure:
For data analysis well-established statistical methods and standard metrics are applied (cf. Section 4.2 for details).
Experiment Design
Literature on software experiments provides various design guidelines for setting up an experiment (e.g., [17] ). Considering these design criteria, we accomplish our experiment as a balanced single factor experiment with repeated measurement (cf. Fig. 5 ). Our experiment is denoted as single factor experiment, since it investigates the effects of one factor (i.e., number of constraints in a configuration) on a common response variable (e.g., business value). Our experiment design also allows us to analyze variations of a factor called factor levels (i.e., configurations with few and with many constraints). The response variable is determined when the participants of the experiment (i.e., subjects) apply the factor or factor levels to an object (i.e., Configuration Alaska or Configuration California). We denote our experiment as balanced, as all factor levels are used by all participants of the experiment, i.e., each subject has to plan a journey with both few and many constraints. This enables repeated measurements and thus the collection of more precise data, since every subject generates data for every treated factor level. Generally, repeated measurements can be realized in different ways. We use a frequently applied variant which is based on two subsequent runs (cf. Fig. 5 ). During the first run, half of the subjects (referred to as Group 1) apply few constraints to the treated object, while the other half (referred to as Group 2) uses many constraints. After having completed the first run, the second run begins. During this second run each subject applies the factor level not treated so far to the object. In order to avoid learning effects we use two different configurations for the two runs. Each subject was randomly assigned to either Group 1 or Group 2. 
Risk Analysis and Mitigations
When accomplishing experimental research related risks have to be taken into account as well. Generally, factors exist that threaten the internal validity ("Are the claims we made about our measurements correct?"), as well as the external validity ("Can the claims we made be generalized?") of an experiment. In our context, threats to internal validity are:
People: The students participating in our experiment differ in their skills and productivity. In particular, different experience levels in terms of process modeling, planning and scheduling may have an influence on the students' performance. This issue can only be balanced by conducting the experiment with a sufficiently large and representative set of students and to perform replications of the experiment. The number of 41 students seems sufficiently large to achieve such a balance. Furthermore, the experiment was replicated in the setting of the Innsbruck students after its initial conduct in the Eindhoven setting. Besides, there are threats to the external validity of experiment results:
Students instead of professionals: Involving students instead of professionals can be critical. However, [18] has shown before that the results of student experiments are transferable and can provide valuable insights into an analyzed problem domain. Moreover, for a journey planning and execution exercise as in this experiment, which requires no knowledge of a business domain, graduate students will probably have a similar ability as professionals.
Investigation of tools instead of concepts:
In our experiment, the Alaska Simulator was used as a representative for a tool providing modeling and execution support for declarative business processes. Obviously, the achieved results to some degree depend on the quality of the used tool. Problems in understanding the tool as well as poor user support might influence the results. To mitigate this risk, considerable effort was put into designing an intuitive and easy to use user interface. As the Alaska Simulator was used at the 2008 Austrian Research Night by around 300 lay users of all ages (i.e., 7 to 70) without any considerable problems, tool understandability is not a major issue. However, it has to be recognized that our results cannot be automatically transferred to tools with less elaborated user support.
Choice of object:
To mitigate the risk that the two variants of a configuration (i.e., few and many constraints) do not differ enough in terms of complexity, we performed pre-tests with several subjects (who did not further participate in the experiment) and repeatedly refined the configurations based on their feedback. We involved test persons both with in-depth knowledge of the Alaska Simulator and novices.
Performing the Experiment
By now, the set-up of the experiment has been explained. Section 4.1 describes the preparation and execution of the experiment. Then, the analysis and interpretation of the experiment data is presented in Section 4.2. Finally, in Section 4.3, a discussion of the experiment results is provided.
Experimental Operation
Experimental Preparation: As part of the set-up of the intended experiment, we prepared two travel configurations, i.e., Configuration California and Configuration Alaska. For each of the configurations, two variants were created: A (few constraints) and B (many constraints). To ensure that each configuration is correct and can be executed in the available amount of time, we involved several persons with different backgrounds in its pre-tests. Based on their feedback, the configurations were refined in several iterations. Finally, we compiled a "starter kit" for each participant, consisting of a screencast explaining the main features of the simulator and a test configuration to casually explore.
Experimental Execution:
The experiment was conducted at two distinct, subsequent events. The first event took place during October 2008 in Eindhoven, a replication was performed three weeks later in Innsbruck. Prior to the start of the experiment, all students had to attend an introductory lecture to obtain an overview on declarative processes. During this lecture, we further informed them about the goals and rules of the experiment. Afterwards, each student received his/her "starter kit". Having watched the screencast and having gone through the test configuration, the actual experiment started. In the first run, the students had to model and execute Configuration California. Half of them were assigned to the A variant of the configuration (containing few constraints), the other half to the more complex B variant. For all students, a familiarization phase of 25 minutes was available, in which they could explore the configuration and gather relevant domain knowledge. After this phase, the students had another 20 minutes to plan and execute the journey exactly once, with the goal to optimize the business value of the journey. In the second run of the experiment, Configuration Alaska had to be executed and the variants for the groups were switched, i.e., the students who had worked on an A variant had to work on the B variant and vice versa. Again, the actual execution of the configuration to obtain a high business value was preceded by a familiarization phase of 25 minutes.
Data Validation:
After having conducted the experiment, the logged data was analyzed. We discarded the data of one Eindhoven student as the journey could not be properly executed due to a bug in the software that occurred only for this student. In addition, we did not consider the data of one Innsbruck student who performed the wrong variant of Configuration Alaska (A instead of B) in the second run. Finally, data provided by 25 Eindhoven students and 16 Innsbruck students were used in our data analysis.
Data Analysis
In this section, we describe the analysis of the gathered data and interpret the obtained results.
Descriptive Analysis: Based on raw data from the log of the Alaska Simulator we calculated some descriptive statistics for the response variable business value (cf. Fig. 6 ). By analyzing Fig. 6 -For the Eindhoven sample, the mean business value for Configuration California A is higher than that for Configuration California B. -For the Eindhoven sample, the mean business values for Configurations Alaska A and Alaska B are rather similar. -For the Innsbruck sample the mean business value for Configuration California A is rather similar to that for Configuration California B. -For the Innsbruck sample the mean business value for Configuration Alaska B is higher that that for Configuration Alaska A.
The question is whether the noted differences are statistically significant.
Data Plausibility:
We analyzed data plausibility based on box-whisker-plot diagrams, which visualize the distribution of a sample and particularly show outliers. The diagram takes the form of a box that spans the distance between the 25% quartile and the 75% quartile (the so called interquartile range -IQR) surrounding the median which splits the box into two parts. The "whiskers" are straight lines extending from the ends of the box, the length of a whisker is at most 1.5 times the interquartile range. All results outside the whiskers can be considered as outliers. Fig. 7A shows the outliers for the Eindhoven sample. For all configurations except for California B outliers exist with respect to the obtained business values. As can be seen in Fig. 7B , for the Innsbruck sample only outliers exist for Configuration California A, while all data from the remaining configurations lie within the boxed areas. At a first glance, the number of outliers may appear rather high. However, this result can be explained by the fact that journeys which were finished with constraint violations were assigned a business value of 0. When these values are not considered, only one outlier remains for the Eindhoven sample and no outliers for the Innsbruck sample. Thus, plausible data distributions seem to be in effect.
Testing for Differences in Business Value:
To test for differences in business values, we compare the business values obtained by the subjects using Configuration California A in the first run with those using California B. Furthermore, we compare the business values for the Alaska variants in the second run.
Eindhoven Experiment: Data for Configuration California A from the Eindhoven sample is not normally distributed, with standardized skewness and standardized kurtosis values outside the normal range. Therefore, a t-test cannot be applied to determine any differences in this case and the non-parametric MannWhitney test [19] -which can be thought of as comparing the medians of the distributions -is applied. Overall Conclusion: Considering the results, strong support emerges for the conclusion that hypothesis H 0,1 cannot be rejected, i.e., no significant difference can be found between obtained business values in configurations with a low and a high level of constraints.
Discussion of Results
The major finding from our data analysis is that through our experiment no statistically significant differences can be found in the outcome of planning and executing a journey when we considerably vary the level of constraints that endusers have to take into account. This is supportive of the argument that end-users can use agile planning as enabled by a declarative approach to effectively deal with substantially varying levels of constraints. The most plausible alternative explanation for the absence of any differences is that the configuration variants were not sufficiently distinguishable. We would like to recall, however, that we refined the various configurations and their variants until the involved subjects in our pre-tests perceived a notable and considerable difference in difficulty between them (see Section 3.3).
Another alternative explanation, and a more technical one, is that the range of potential business values does not have enough spread to identify any differences. Yet, the coefficient of variation across the obtained business values for the various samples has ranged from 14% to 91%. This potentially offers sufficient variation to identify statistical differences, if there is any.
Considering that the alternative explanations do not appear stronger than the explanation we propose, i.e., the suitability and robustness of agile planning, the question that needs to be raised is to what extent our findings can be generalized.
First of all, planning a journey in the Alaska Simulator is not quite the same as collectively executing a business process. Furthermore, business processes can take on widely different forms and the required mix of support and flexibility may vary likewise. At the same time, the journey metaphor seems not to be a major threat to the validity of our results as similarities outweigh existing differences and the configurations used in the experiment range well beyond the size of toy examples, as they typically cover 22 to 26 actions to be planned and executed. It is clear to us that additional work is required to extend the scope and content of the experiment matter towards even more realistic settings. As is often the case, raising the level of external validity may be difficult without affecting the internal validity. In other words, it is questionable how the size and duration of a similar experiment could be extended to better reflect a realistic scenario without suffering from bad responses. Therefore, alternative empirical evaluations, such as gaming or case studies, may be more attractive instruments for further empirical research in this area.
Secondly, the Alaska Simulator provides its users means for creating a rough plan which is then incrementally validated. As such, users are well supported to become aware of constraint violations and resolve them. From a manual analysis of the planning actions (which were all logged during the experiment) we can establish that every subject created such a rough plan at the beginning. Based on some earlier experiences using the Alaska Simulator where subjects were unsuccessful when not following this approach, we suspect that the incremental validation of constraint violations and the ability to create a rough plan is essential for a good performance. So, it is unlikely that our results can be replicated by using a declarative system that does not provide this support, e.g., DECLARE [6] , which is a clear restriction on generalizing our results.
Related Work
Most existing work about flexibly dealing with exceptions, changes, and uncertainty in the context of PAISs and related technologies is strongly designcentered, i.e., aiming at the development of tools, techniques, and methodologies. For overviews and discussions of these approaches, see [8, 20, 21] .
Only few empirical investigations exist that aim to establish the suitability of the various proposed artifacts. In [22] , the results of a controlled experiment comparing a traditional workflow management system and case-handling are described. The systems are compared with respect to their associated implementation and maintenance efforts. In turn, the impact of workflow technology on PAIS development and PAIS maintenance is investigated in [23] . However, these existing works primarily focus on traditional workflow technology, while this paper is the first one investigating the declarative modeling paradigm. Other empirical works with respect to PAISs mainly deal with establishing its contribution to business performance improvement, e.g. [24, 25] , and the way end-users appreciate such technologies, e.g. [26, 27] .
Worth mentioning here is a stream of research that relates to so-called change patterns [8] . It provides a framework for the qualitative comparison of existing flexibility approaches. This paper is complementary to that work by providing empirical findings in addition to the qualitative data presented earlier.
Summary and Outlook
Although the advantages attributed to declarative processes are manifold (e.g., support for partial workflows allowing users to defer decisions to run-time, the absence of over-specification as well as more room for end users to maneuver), their practical application is still limited. Furthermore, strengths and weaknesses of the declarative modeling paradigm are not yet well understood. In particular, it is unclear how well users can cope with the flexibility gained, especially when processes and their context become rather complex as the number of constraints increases. This paper reports on the results from what is presumably the first controlled experiment on the declarative process modeling paradigm. Our results indicate end-users can effectively use agile planning as enabled by a declarative approach over a considerable spectrum of constraints. However, incremental validation of constraint violations and the ability to create a rough plan seem essential ingredients for a good performance.
Our future work will aim at further investigating the practical suitability of declarative processes, in particular their maintainability. Although declarative workflows allow for easy changes of both business cases and process models by modifying constraints [6] , it is notoriously difficult to determine which constraints have to be modified and then to test the newly adapted set of constraints. Acceptance testing, which is well established in software engineering, is known to facilitate communication regarding the intent of the developed software. To ensure that constraint changes are performed as intended, we consider transferring ideas from acceptance testing to the modeling of constraints.
In addition to this future line of research, we aim to investigate different techniques for improving understandability of declarative process models (e.g., through modularization or the definition of higher-level constraints) and we plan to validate our approach through further experiments.
Finally, we believe that there is a need for a benchmark to compare different declarative approaches. After all, it can be noted that different declarative approaches vary in respect to the extent that they hide procedural information from the modeler or the end user. It can be expected that results as we have reported in this paper may vary along that spectrum.
To conclude this paper, we wish to express our hope that the presented results will serve as an incentive for others to continue the promising development and application of declarative approaches for the planning and execution of business processes.
