Abstract-We present distributed random projected gradient algorithms for Support Vector Machines (SVMs) that can be used by multiple agents connected over a time-varying network. The goal is for the agents to cooperatively find the same maximum margin hyperplane. In the primal SVM formulation, the objective function can be represented as a sum of convex functions and the constraint set is an intersection of multiple halfspaces. Each agent minimizes a local objective subject to a local constraint set. It maintains its own estimate sequence and communicates with its neighbors. More specifically, each agent calculates weighted averages of the received estimates and its own estimate, adjust the estimate by using gradient information of its local objective function and project onto a subset of its local constraint set. At each iteration, an agent considers only one halfspace since projection onto a single halfspace is easy. We also consider the convergence behavior of the algorithms and prove that all the estimates of agents converge to the same limit point in the optimal set.
. , n}
If the optimal solution to this problem exists (if the data set is linearly separable), the solution is unique due to the strongconvexity of f and is the maximum-margin hyperplane [1] . There are many SVM algorithms (see http:// www.support-vector-machines.org/ and references therein) but no algorithm solves the problem (1) as it is due to the complicated constraint set. Existing SVM algorithms can be broadly classified into two categories. Algorithms in the first category solve the dual problem of (1) and transform the dual solutions to primal solutions.
s.t. α i ≥ 0, for i = 1, . . . , n
The second author gratefully acknowledges the NSF support of this work under the grant NSF CMMI 07-42538.
Note that the only constraints here are the nonnegativity constraints. Such a constraint set is easy to handle if we use projection-based algorithms. However, an ϵ-accurate solution of the dual problem does not necessarily imply an ϵ-accurate solution of the primal problem. Also, the formulation (2) is not suitable for applying gradient-based algorithms since O(n 2 ) space is required to save the gradient of the function W (α).
Algorithms in the other category solve the problem in the primal space, but they transform the primal problem (1) to the following unconstrained optimization problem with a penalty parameter γ > 0:
where L(x; (a j , b j ) is a non-negative loss function representing the violation of the inequality constraint associated with the data (a j , b j ). There is a threshold valueγ such that for all γ ≥γ, the minimum of (1) coincides with the minimum of (3). However, finding suchγ is not easy. In this paper, we solve the constrained optimization problem (1) as it is by using gradient descent methods and random feasibility updates proposed in the paper [2] . The random feasibility updates are performed based on projecting onto the random observations of the constraint components. That is, instead of projecting on the whole constraint set, we consider a single constraint observed at a time and project onto that constraint. The algorithm addressed here is therefore, by nature an online algorithm. In the SVMs, each constraint is just a halfspace so projection onto such constraint set is easy (a closed-form solution exists).
Moreover, to deal with scalability issues, we distribute the problem over a network so that multiple agents cooperatively solve the problem with limited information and yet achieve a common goal. We propose to solve the problem in online settings without additional consensus constraints or any approximations of the original problem.
A number of distributed SVM algorithms have been also developed. To name a few, PSVM [3] performs rowbased matrix factorization to perform a parallel computation, consensus-based distributed SVM [4] introduces additional consensus constraints to enforce consistency across agents, DSSVM [5] and DPSVM [6] solve a local SVM at each node to figure out support vectors and communicate these among agents. To the best of our knowledge, none of the existing distributed SVM algorithms are applicable in online settings or solve the problem (1) without additional changes. This paper is organized as follows. In Section II, we formulate a convex distributed optimization problem, describe our algorithm and discuss how to apply the algorithm on two different SVM formulations. In Section III, we state some results from previous literature that we use in the analysis and study the convergence behavior of our algorithm when applied on the SVM formulations. In Section IV, we present some experimental results on text classification benchmarks. Section V contains some concluding remarks and future directions. Notation A vector is viewed as a column. We write x T to denote the transpose of a vector x. The scalar product of two vectors x and y is either ⟨x, y⟩ or x T y. We use a superscript i to denote an agent i. For example, x i k is the kth iterate of an agent i. We use ∥x∥ to denote the standard Euclidean norm. We write dist(x, X ) for the distance of a vector x from a closed convex set X , i.e., dist(x, X ) = min v∈X ∥v − x∥. We use Π X [x] to denote the projection of a vector x on the set X , i.e., Π X [x] = arg min v∈X ∥v −x∥ 2 . We use Pr{Z} and E[Z] to denote the probability and the expectation of a random variable Z. We abbreviate almost surely and independent and identically distributed as a.s. and iid, respectively.
II. DISTRIBUTED RANDOM PROJECTION ON SVMS
We consider the problem of optimizing the sum of convex objective functions corresponding to m agents connected over a time-varing topology. The goal of the agents is to cooperatively solve the following optimization problem when the constraint set X is not known a priori:
where each f i : R d → R is a convex function, representing the local objective function of agent i, and each X i ⊆ R d is a closed convex set, representing the local constraint set of agent i. We assume the local objective function f i and the local constraint set X i are known to agent i only. In the case of SVM, each X i is an intersection of simple sets. i.e.,
where each X ij is a halfspace. In online settings, an agent i does not know X i in advance, but it is revealed to the agent through a random realization of its components X ij (i.e. an inequality associated with one training sample) in time.
To solve the problem, we propose gradient descent methods with random feasibility updates. Each agent i starts with an initial estimate x i 0 ∈ X i . At iteration k, an agent i updates its estimate by combining the estimates received from its neighbors, taking a gradient step to minimize its objective function f i , and projecting on a random realization X iΩ i k of the sets X ij to minimize the feasibility violation. Here, {Ω i k } k≥1 is a sequence of iid random variables drawn from the set of indices I i .
Formally, each agent i updates according to the following rule:
where the scalars w ij k−1 , for all k, i and j are nonnegative weights and the scalar α k > 0 is a stepsize. We refer to the method (5a)-(5b) as distributed random projection algorithm or as DrSVM (Distributed Random Projection on SVM) when applied on SVMs.
A. DrSVM on Linearly Separable Datasets
For a distributed optimization, we define f i and X i in (1) as follows:
Here,
. . , n} and j ∈ I i if and only if X i contains the inequality constraint associated with the jth training sample (a j , b j ). Note that each set X ij is a halfspace, the projection onto which has a closed form solution.
B. DrSVM on Linearly Nonseparable Datasets
If the given data set of example-label pairs
, is non-separable, a feasible solution to the problem (1) does not exists. Therefore, we change the hard-constraints into soft-constraints by introducing slack variables ξ j , for j = 1, . . . , n.
For a distributed optimization, we define f i and X i as follows:
Here, I i is defined such that
. . , n}; j ∈ I i if and only if X i contains the inequality constraint associated with the jth training sample (a j , b j ) and the nonnegativity constraint associated with the slack variable ξ j . Note that each set X ij is an intersection of two halfspaces, the projection onto which can be computed in a few steps.
III. CONVERGENCE ANALYSIS

A. Assumptions and Definitions
We next discuss assumptions that we use to prove the convergence behavior of the distributed random projection algorithm (5a)-(5b).
The first assumption requires the agents to communicate sufficiently often so that all the component constraint sets directly or indirectly influence the iterate of any agent. We define N i k as the set of agents that agent i communicates with at iteration k. Define (V, E k ) to be the graph with nodes V = {1, . . . , m} and edges 
T satisfy:
for all j and k. Assumption 3(a) states that each agents takes a convex combination of its own estimate and the estimates of its neighbors. Assumption 3(b) ensures that the estimate of every agent is influenced by the estimates of every other agent.
Let W k be the matrix with the (i, j)th entry equal to w ij k . As a consequence of Assumptions 2-3, the matrix W k is doubly stochastic. Define for all k, s with k ≥ s,
[Φ(k, s)] ij denotes the (i, j)th entry of the matrix Φ(k, s). Next, we state the convergence property of Φ(k, s) (see [7] for details). The convergence is geometric and the rate of convergence is given by
for all i and j, (9) and for all k > s, where
For the random sequence {Ω Next assumption is crucial for our convergence analysis. One can verify it holds by using the results in [8] .
Assumption 5: For all i ∈ {1, . . . , m}, for a random variable Ω i ∈ I i , there exists a constant c > 0 such that
B. Preliminaries
The objective function f in problem (1) and (7) are differentiable and has Lipschitz gradients with constant L over the set R d . i.e.,
We can easily verify that L = 1 for both cases. Next, we state a projection theorem which will be used in the convergence analysis (see [9] for its proof).
Theorem 6: [Projection Theorem] Let X ⊆ R d be a nonempty closed convex set. The function Π X : R d → X is continuous and nonexpansive, i.e.,
In the next lemma, we state a result for our convergence analysis of the method (5a)-(5b) (see [2] 
Also, let the function f be differentiable over the set R 
where A η = 8L 2 + 16ηL 2 , B η = 8η + 8 and η > 0 is arbitrary.
We also make use of two lemmas from the paper [7, Lemma 3.1(a), Lemma 4.1]. For a scalar β and a scalar sequence {γ k }, we consider the convolution sequence
The next lemma measures the agent disagreements with respect to the average
Let Assumptions 1-3 hold. Also, let the set X is closed and convex. Define for all j ∈ {1, . . . , m} and all k, e
For the proof of our distributed random projection algorithm, we use the following supermartingale theorem. (see [10, Lemma 11, p. 50]).
Theorem 10: Let {v k }, {u k }, {a k } and {b k } be sequences of nonnegative random variables such that We prove our main convergence result for the distributed random projection algorithm on problem (1) . As the function f is strongly-convex, an optimal solution always exists and is unique.
Proposition 11: Let Assumptions 1-5 hold. Let x * be an optimal solution of f . Let {x i k } be the iterates generated by the algorithm (5a)-(5b). Let the stepsize be such that Proof: Using Lemma 7 with the following identification:
, L = 1 and η = c where c is the constant from the relation (10). Thus, for allx ∈ X , k ≥ 1 and i ∈ {1, . . . , m},
with A = 8 + 16c and B = 8c + 8, where c is the constant from Assumption 5.
, using the convexity of the norm square function, we have
Combining the preceding two relations, we obtain for all x ∈ X , k ≥ 1 and i ∈ {1, . . . , m},
By summing the preceding relation over i = 1, . . . , m and using the doubly stochasticity of the weights, i.e.,
we obtain for allx ∈ X and k ≥ 1,
From the relation of f and f i , and the convexity of f , we have
Using these relations, we have for allx ∈ X and k ≥ 1,
By the definition of x
Using these relations, we obtain for allx ∈ X and k ≥ 1,
By taking the expectation conditioned on F k−1 , and noting that x i k−1 andz k−1 are fully determined by F k−1 , we have almost surely for allx ∈ X and k ≥ 1,
Since
Moreover, since α k → 0, by choosingk large enough so that 2α k ≤ 1 8c , we have for all k ≥k,
Therefore, we have almost surely for allx ∈ X and k ≥ k,
∥ for all i and the strong convexity of f , we obtain almost surely for all k ≥k,
Since the problem (1) is convex, the gradient mapping ∇f (x * ) is constant and so is ∇f i (x * ) = 1 m ∇f (x * ). Therefore, the relation (11) satisfies all the conditions for the supermartingale theorem. As results of the theorem, we have that the sequence {∥x i k − x * ∥} is convergent almost surely for i = 1, . . . , m and
The condition ∑ ∞ k=1 α k = ∞ and the preceding relations imply that lim inf
Next, we prove the following claim:
We relate the sequences {x
. Using this and the projection theorem 6, the following relation holds for all i ∈ {1, . . . , m}.
From (6) 
Next, we use lemma 9. The result is reproduced here for convenience.
Q is a network constant. As 0 < β < 1, the first term on the right hand side converges to zero as k → ∞. From the result (16), we have lim ℓ→∞ ∑ m j=1 ∥e j ℓ ∥ = 0. Therefore, from Lemma 8, the third term also converges to zero. Thus, the claim (13) is proved.
From
, and the relation (12b), we obtain that
From the doubly stochasticity of the weights, we havex k = v k for all k. Also, from (12b) and the fact that {∥x k − x * ∥} and {∥v k − x * ∥} are convergent, {∥z k − x * ∥} is convergent. From this, (17), (12a) and (13), the sequences {x Due to the lack of space, we do not provide a convergence result for problem (7) , which is very similar to the result of problem (1) . The only difference is that the sequences {x i k }, i = 1, . . . , m, almost surely converge to an optimal (random) point x * ∈ X * when problem (7) has a nonempty optimal set X * . 
IV. EXPERIMENTAL RESULTS
In the section, we perform some experiments with our distributed random projection algorithm. The purpose of the experiments is to verify the convergence and to show in how many iterations the proposed method can actually arrive at consensus in distributed settings. For simplicity, we use the algorithm (5a)-(5b) with α k = We use 3 text classification data sets for our experiments. The data sets were kindly provided by Thorsten Joachims (see [11] for their descriptions). Table I lists the statistics of the data sets. All of the data sets are from binary document classification. Since the data sets used here are very unlikely separable, we use the formulation (7) with C = 1. To estimate the generalization (or testing) performance, we split the data and use 80% for training and 20% for testing.
DrSVM is implemented with C/C++ and all experiments were performed on a 64-bit machine running Fedora 16 with an Intel Core 2 Quad Processor Q9400 and 8G of RAM. The experiments are not performed on a real networked environment so we do not consider delays and node/link failures that may exist on networks.
For stopping criteria, we use i) the relative error between an average estimate and an estimate from each agent and ii) the relative error of objective values in two consecutive iterations. i.e., If both criteria are satisfied, we consider that the agents arrived at consensus and the algorithm converged at iteration k. Table II shows the results. As the number of agents increases, it seems that more iterations are needed for DrSVM to converge. This is because the stopping criteria become harder to be satisfied. In general, we can observe that the algorithm converge very quickly for all three data sets. For example, CCAT with m = 10 requires 5118 iterations for convergence. This means DrSVM performs at most 51,180 projections, which is much less than the number of training examples (804,414).
V. CONCLUSIONS AND FUTURE WORK
We studied distributed random projection algorithms on SVMs for a network of agents with time-varying connectiv- ity. Each agent i's estimate is constrained on a closed convex set X i and in the case of SVM, the projection onto the subset of X i is simple. Under some assumptions on the network connectivity, we proved that each of the estimates converge to the same limit point in X = ∩ m i=1 X i . Experiments on three text classification benchmarks were performed to verify the performance of the proposed algorithms.
There are a few directions to extend this research. First, we can extend this idea to nonlinear SVMs to deal with more general types of data sets. Second, more robust algorithms can be developed to also handle asynchronous networks with communication delays, noise and/or failures in links/nodes. Third, an implementation of a real parallel computing environment will be needed to handle large-scale data sets.
