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Introduction
Cette thèse s’intéresse aux courbes elliptiques et hyperelliptiques et à leur
utilisation en cryptographie. Je rappellerai donc dans cette introduction leurs
places dans l’histoire des mathématiques, avant de les resituer dans un contexte
cryptographique. Ceci fait, j’évoquerai les principaux articles qui m’ont poussé à
choisir mes axes de recherche. Enﬁn, je donnerai un plan détaillé de ce document.
0.1 Histoire des courbes elliptiques
0.1.1 Le début de l’histoire avec Diophante
Les courbes elliptiques sont de vieux objets d’étude mathématique. Outre la
géométrie algébrique d’où elles proviennent, ces courbes apparaissent aussi bien
en théorie des nombres qu’en analyse. On verra dans cette thèse quelques ap-
plications de leur loi de groupe en cryptographie, mais on peut noter qu’elles
interviennent également en mécanique des ﬂuides, science des matériaux ou élec-
trostatique. Pour résumer la riche histoire de ces courbes, je me suis basé sur [24],
[46], [8], [40].
La première apparition de ces courbes se trouve dans l’oeuvre la plus impor-
tante du mathématicien grec du IIIième siècle Diophante : les Arithmétiques.
Cette somme en 13 livres ne sera "redécouverte" en occident qu’après la chute
de Constantinople. Après plus de 1000 ans d’absence, cet ouvrage inﬂuencera
énormément les savants de la Renaissance et du siècle des Lumières, faisant par
exemple réﬂéchir Newton ou Euler. Fermat travailla beaucoup sur les problèmes
posés par Diophante : c’est d’ailleurs dans une traduction latine de ces Arith-
métiques que Fermat livrera en annotations son fameux dernier théorème. Mais
n’allons pas trop vite, et revenons à Diophante.
Diophante étudia à la Bibliothèque d’Alexandrie les mathématiques de son époque :
géométrie, trigonométrie, mécanique. Il s’intéressa à trouver des méthodes de
construction (aujourd’hui on dirait des algorithmes) de solutions rationnelles à
des équations algébriques à plusieurs variables.
7
8 INTRODUCTION
C’est dans ce cadre qu’il inventa, sans le savoir, la méthode "corde-et-tangente"
pour l’addition sur une courbe. Pour comprendre ce coup de force, prenons
d’abord l’exemple des équations quadratiques. C’est un problème bien plus vieux
que Diophante : les babyloniens par exemple connaissaient déjà les triplets py-
thagoriciens 1. Diophante ﬁt pourtant une découverte importante :
Proposition 0.1.1. Soit f(x, y) ∈ Q[x, y] un polynôme quadratique. Si l’équation
f(x, y) = 0 admet au moins une solution rationnelle, alors elle en admet une
inﬁnité.
En eﬀet, si on note P cette solution initiale, alors toute droite de pente ration-
nelle coupe la courbe d’équation f(x, y) = 0 en une autre solution rationnelle.
Diophante appliqua cette même méthode aux cubiques. Plus précisément, le pro-
blème 24 du livre IV de ses Arithmétiques se réécrit de façon moderne ainsi :
Étant donné un paramètre a, trouver les solutions rationnelles à l’équation
y(a− y) = x3 − x.
Diophante traite le cas a = 6 en faisant le changement de variable x = 3y − 1 :
autrement dit, Diophante a regardé l’intersection entre la courbe et sa tangente
au point (−1, 0). C’est bien la méthode de doublement d’un point sur une courbe
elliptique.
Par la suite, il faudra attendre le XVIIième siècle pour que Fermat donne en
toute généralité les formules algébriques pour l’addition et le doublement ; puis
ce sera Newton qui donnera l’interprétation géométrique (corde-et-tangente) de
ces formules.
0.1.2 Ellipses et intégrales elliptiques
La seconde partie de l’histoire débute au XVIIième avec Wallis (qui le premier
parla d’intégrales elliptiques) pour ﬁnir au XIXième siècle avec Jacobi, Abel,
Weierstrass et Eisenstein. Commençons par introduire la déﬁnition suivante :
Déﬁnition 0.1.2. Soit R ∈ C(x, y) une fonction rationnelle et f ∈ C[t] sans
facteur carré. La diﬀérentielle R(t,
√
f(t))dt est dite hyperelliptique. Elle est dite
elliptique si f est de degré 3 ou 4.
1. Pythagore vécut au VIième siècle av. JC, les Babyloniens environ 3000 ans avant cela.
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Ces quantités apparaissent naturellement dans les problèmes de rectiﬁcation d’une
courbe, c’est-à-dire de calcul de longueur d’arc. Ainsi, si y = f(x) est une courbe
C1 sur un intervalle [a, b], alors la longueur d’arc est donnée par la formule
Lba =
∫ b
a
√
1 + f ′(x)2dx.
On comprend maintenant pourquoi Wallis parla d’intégrales elliptiques : il vou-
lait dire par là intégrales dont le calcul permet de calculer la longueur d’arc d’une
ellipse. Voyons rapidement leur histoire.
Au bout de 40 ans de travail, Legendre publia entre 1825 et 1828 un traité en
trois volumes 2 dans lequel il conclut notamment que toute intégrale provenant de
la rectiﬁcation d’une ellipse peut s’exprimer comme une des trois types suivants,
qu’il appela naturellement intégrales elliptiques de première, seconde et troisième
espèce :
F (x) =
∫ x
0
dt√
(1− t2)(1− k2t2)
,
G(x) =
∫ x
0
(1− k2x2)dt√
(1− t2)(1− k2t2)
,
Π(x) =
∫ x
0
dt
(1 + nx2)
√
(1− t2)(1− k2t2)
.
0.1.3 Des intégrales aux fonctions elliptiques
Par la suite, Abel réalisa que plutôt que d’essayer de calculer ces intégrales, par
exemple u = F (x), il était bien plus intéressant de regarder les fonctions inverses :
x = f(u). Cette idée provient de la trigonométrie : ainsi, si la fonction
x 7→
∫ x
0
dt√
1− t2
est importante, son inverse, la fonction sinus, est elle fondamentale. Il appela
ainsi fonctions elliptiques les inverses des intégrales elliptiques.
Jacobi partit de cette idée et trouva le résultat suivant :
Théorème 0.1.3. Aucune fonction méromorphe ne peut avoir plus de deux pé-
riodes indépendantes.
Les fonctions méromorphes doublement périodiques sont exactement les fonctions
elliptiques.
2. Traité des fonctions elliptiques et intégrales Eulériennes.
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C’est bien là la déﬁnition moderne des fonctions elliptiques, celle que l’on retrouve
dans le livre de Silverman [42] par exemple. Il ne reste qu’une dernière étape pour
retrouver nos courbes elliptiques.
0.1.4 Des fonctions aux courbes elliptiques
Utilisant cette double périodicité, Eisenstein décrivit les fonctions elliptiques
comme des séries entières :
Théorème 0.1.4. La série suivante
y(z) =
∞∑
m,n=−∞
(z +mω1 + nω2)−2 −
∞∑
m,n=−∞
(mω1 + nω2)−2
où ω1, ω2 ∈ C et ω1/ω2 /∈ R déﬁnit une fonction elliptique.
Elle vériﬁe une équation diﬀérentielle de la forme
y′(z)2 = p(y(z)),
pour un polynôme p de degré 3 sans facteur carré.
Finalement, en 1863, Weierstrass introduisit sa fameuse fonction ℘ :
℘(z) = z−2 +
∞∑
m,n=−∞
(m,n) 6=(0,0)
[(z +mω1 + nω2)−2 − (mω1 + nω2)−2].
Théorème 0.1.5. Toute fonction elliptique de double période ω1 et ω2 est une
fonction rationnelle en ℘ et ℘′.
Ces deux fonctions vériﬁent l’équation
℘′(z)2 = 4℘(z)3 − g2℘(z)− g3,
où g2 et g3 sont des constantes ne dépendant que de ω1 et ω2.
Ces courbes cubiques, on les a déjà rencontrées avec Diophante et Fermat. New-
ton avait montré la méthode corde-et-tangente d’addition de points. Et Weiers-
trass montra qu’eﬀectivement ses fonctions ℘ et ℘′ admettaient bien une formule
d’addition qui est celle des points de la courbe. Ainsi, ces courbes cubiques pa-
ramétrées par les fonctions elliptiques prirent elles le nom de courbes elliptiques.
La boucle est bouclée.
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0.2 Les courbes elliptiques en cryptographie
En 1976, Diﬃe et Hellman inventèrent la cryptographie à clef publique. En-
core appelée cryptographie asymétrique, elle repose sur l’existence supposée de
fonctions à sens unique, qui permettent de chiﬀrer facilement des messages, mais
dont le calcul de l’inverse doit être impossible pour qui ne connaît pas le secret.
On peut grosso modo diviser les protocoles de cryptographie asymétrique en deux
familles.
Le très célèbre RSA, inventé en 1977, fut la première réalisation pratique à clef
publique. Le protocole commence par la multiplication de deux grands nombres
premiers, et repose sur la diﬃculté, connaissant seulement le résultat du produit,
de retrouver les deux facteurs.
Les protocoles de la seconde famille reposent sur le problème suivant, dit du
logarithme discret : me donnant un groupe (G,×) et deux éléments g et g′ de ce
groupe reliés par la relation
g′ = gx,
comment puis je retrouver x ?
Il est par exemple à la base du protocole d’échange de clefs Diﬃe-Hellman (1976)
ou du chiﬀrement Elgamal (1989). Dans les implémentations originales de ces
protocoles, le groupe utilisé est le groupe multiplicatif d’un corps ﬁni F∗p, pour un
grand premier p.
En 1985, Koblitz et Miller proposèrent tous deux de façon indépendante d’utili-
ser un autre groupe : celui des points d’une courbe elliptique déﬁnie sur un corps
ﬁni. La raison à cela est l’absence d’algorithme en temps sous-exponentiel pour
attaquer le problème du logarithme discret sur ces groupes (plus de détails sont
donnés dans le chapitre 4). Ainsi, à niveau de sécurité égal, la taille du groupe de
points d’une courbe elliptique à utiliser est plus petite que celle du groupe mul-
tiplicatif d’un corps ﬁni. En pratique, cela signiﬁe de plus petites tailles de clefs
et de messages chiﬀrés échangés. Ces avantages sont particulièrement signiﬁcatifs
dans le domaine des systèmes embarqués qui sont très restreints en capacité de
mémoire et de borne passante.
Comme rappelé dans [26], la cryptographie basée sur courbes elliptiques 3 divisa
d’abord les cryptographes : du fait de son exotisme (les courbes elliptiques étant
alors peu connues et peu étudiées par les cryptographes), elle suscita chez certains
enthousiasme et curiosité, et chez d’autres scepticisme et méﬁance. Ces derniers
arguèrent que les problèmes de la factorisation et du logarithme discret sur corps
ﬁnis avaient été à ce moment là déjà intensivement étudiés, et qu’il faudrait at-
3. en anglais, ECC pour elliptic curve cryptography.
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tendre un certain temps avant que la communauté cryptographique s’empare et
comprenne vraiment la nature des courbes elliptiques.
Ainsi, ECDSA (Elliptic Curve Digital Signature Algorithm), proposé en 1992
([51]), ne fut ﬁnalement unanimement accepté et inclus dans les standards que
presque 10 ans plus tard (en 2000 par la NSA : [37]).
Finalement, juste quand l’utilisation des courbes elliptiques en cryptographie fut
bien acceptée, apparurent les premiers protocoles basés sur les couplages 4. Vieil
outil mathématique, le couplage de Weil n’était pas à ce moment là inconnu des
cryptographes, puisque Menezes, Okamoto et Vanstone dans [32] en 1993 avaient
déjà montré comment transporter le problème du logarithme discret des points
d’une courbe elliptique vers un groupe F∗qk (ici k est le degré de plongement, no-
tion déﬁnie dans le chapitre 1). Cet article avait d’ailleurs à l’époque jeté un peu
plus la suspicion sur les courbes elliptiques, notamment celles de petit degré de
plongement.
Ces nouveaux protocoles ([25], [6] et [7], présentés plus en détail au chapitre
1) marquèrent les esprits en répondant de façon simple et élégante à de vieilles
questions cryptographiques. Ainsi, les schémas d’échange de clef Diﬃe-Helman
étaient bien connus et étudiés avant Joux ([25]), mais ils nécessitaient tous plus
d’un tour d’échanges de données. Quant au chiﬀrement basé sur l’identité, c’est
une vielle question posée par Shamir en 1984 à laquelle Boneh et Franklin ([6])
répondirent pour la première fois.
Ces articles ouvrirent une décennie de recherches actives sur les couplages :
constructions de nouvelles primitives cryptographiques, impossibles sans l’uti-
lisation de couplages, nouvelles techniques pour accélérer le calcul de couplages,
nouvelles méthodes de sélections de courbes adaptées aux couplages (au passage,
les courbes admettant un petit degré de plongement furent à cette occasion ré-
habilitées)...
En 1989, soit quelques années seulement après l’introduction des courbes ellip-
tiques en cryptographie, Koblitz suggéra pour la première fois dans [27] d’utiliser
leurs généralisations aux genres plus élevés : les courbes hyperelliptiques. Contrai-
rement à la situation dans le cas elliptique, l’ensemble des points de ces courbes
ne forme pas un groupe. Par contre, on peut toujours associer à chacune de ces
courbes un groupe algébrique : sa jacobienne (la déﬁnition précise, et plus de
détails seront donnés dans le chapitre 1). L’intérêt de considérer ces nouveaux
groupes réside dans leur cardinal : en eﬀet, une courbe hyperelliptique de genre
g déﬁnie sur un corps ﬁni Fq admet une jacobienne de cardinal environ qg. Ainsi,
utiliser une courbe de grand genre permet, à niveau de sécurité comparable, de
travailler sur des corps ﬁnis plus petits, et ainsi de diminuer la taille des clefs et
4. pairing en anglais.
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des messages chiﬀrés.
Pour savoir si un groupe est utilisable en cryptographie, un critère majeur à
considérer est l’eﬃcacité de sa représentation et de son arithmétique. Et malheu-
reusement, pendant longtemps, les courbes hyperelliptiques futrent considérées
comme inutilisables en cryptographie en pratique à cause de la grande diﬃculté
de leur arithmétique (voir par exemple [44]). Le premier algorithme pour calculer
dans la jacobienne d’une courbe hyperelliptique fut proposé par Cantor ([11]).
Comme on le verra dans le chapitre 1, cet algorithme repose sur la représentation
dite de Mumford des éléments de la jacobienne. Des améliorations de cet algo-
rithme furent progressivement obtenus en étudiant les formules explicites pour
un genre ﬁxé (voir par exemple [29] pour le cas g = 2). Dans [21], Gaudry uti-
lisa les fonctions thêta au lieu de la représentation de Mumford pour donner un
algorithme très compétitif pour calculer sur les jacobiennes des courbes de genre 2.
Il nous faut maintenant évoquer la sécurité des courbes hyperelliptiques en cryp-
tographie, c’est-à-dire la diﬃculté du problème du logarithme discret dans leur
jacobienne. Pour résoudre ce problème, il y a deux familles d’algorithmes : les
algorithmes dits génériques, parce qu’ils fonctionnent dans n’importe quel autre
groupe, dont la complexité est exponentielle ; et les algorithmes de type calcul
d’index, de complexité sous-exponentielle, qui exploitent l’arithmétique particu-
lière des courbes hyperelliptiques. Le principe de ces algorithmes sera rappelé
dans le chapitre 4. Ces algorithmes ﬁrent leur apparition pour la première fois en
1994 dans [1], mais n’étaient valables que quand le genre était suﬃsamment grand
par rapport à la taille du corps de déﬁnition. Depuis, de nombreuses variantes et
améliorations de ces algorithmes furent publiées : aujourd’hui, les algorithmes de
type calcul d’index sont plus eﬃcaces que les algorithmes génériques dès lors que
le genre vaut au moins 3.
Ainsi, aujourd’hui, comme le souligne [2], tant la sécurité que les performances
arithmétiques des courbes hyperelliptiques de genre 2 en font une alternative
solide aux courbes elliptiques.
0.3 Quatre articles à la genèse d’une thèse en
deux parties
Je venais tout juste de débuter ma thèse lorsque je trouvai deux articles ([45]
et [30]) proposant deux nouvelles méthodes de calcul de couplages, originales
car totalement indépendantes du traditionnel algorithme de Miller. Après une
lecture même superﬁcielle, une chose frappe très nettement : la similitude entre
les formules de calcul de couplages introduites dans ces articles. Pourtant, ces
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deux travaux semblaient totalement déconnectés, et n’utilisaient pas les mêmes
objets : alors que David Lubicz et Damien Robert parlent de fonctions thêta
et de formules d’addition, Katherine Stange, elle, introduit des elliptic nets 5,
qu’elle inscrit très clairement dans la théorie des suites récurrentes, les reliant
par exemple aux elliptic divisibility sequences.
Trois mois plus tard, à l’heure de faire un premier bilan de mon travail, voilà où
j’en étais arrivé :
— En réalité, les fonctions thêta d’une courbe elliptique E ne sont pas des
fonctions proprement déﬁnies sur E : on ne peut pas les évaluer indivi-
duellement sur un point P ∈ E , il faut ou bien eﬀectuer un quotient
de fonctions thêta pour obtenir une véritable fonction elliptique, ou bien
considérer ensemble tout un paquet de fonctions thêta bien choisies (on
parle alors de coordonnées thêta). Pour schématiser, la première méthode
est utilisée dans [45], et la seconde dans [30].
— Les fonctions thêta d’une courbe elliptique vériﬁent toute une série de for-
mules d’addition, dérivées des relations de Riemann, qui traduisent l’arith-
métique de la courbe. Ce sont ces formules d’addition qui sont à la base
de l’algorithme donné dans [30], qui permet par un double-and-add de
calculer les coordonnées thêta d’un point Q+ rP , pour un grand entier r.
— La fonction σ de Weierstrass est une fonction thêta particulière, qui per-
met de construire tous les elliptic nets. Or, il se trouve que la relation de
récurrence déﬁnissant les elliptic nets est une conséquence des formules
d’addition vériﬁées par cette fonction thêta. Quant aux autres fonctions
thêta, ce sont presque des elliptic nets : elles vériﬁent une relation de
récurrence assez similaire à celles des elliptic nets, mais un peu plus com-
pliquée. Ceci explique la similitude relevée plus haut entre les formules de
couplages données dans les deux articles [45] et [30].
— Une autre application des elliptic nets est mise en avant dans [41] : il
s’agit d’attaquer le problème du logarithme discret sur une courbe ellip-
tique. Plus précisément, il s’agit de décider quand un ensemble de n points
P1, . . . , Pn d’une courbe vériﬁe une relation du type
P1 ± · · · ± Pn = O.
Ces relations se détectaient en pratique via les polynômes de Semaev
([43]) : le but de [41] est justement de relier elliptic nets et polynômes
de Semaev.
Ces notions se généralisent aux genres supérieurs : le travail de [30] concerne
d’ailleurs les variétés abéliennes en toute généralité, tandis que [50], paru au
5. aucune traduction française de ce terme ne sera proposé dans ce document.
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printemps 2012, généralise la notion d’elliptic nets aux courbes hyperelliptiques.
Ainsi, en partant de ces quatre articles [30], [45], [50] et [41], j’avais mes deux
thèmes de recherche pour ma thèse : travailler sur les couplages d’une part, et sur
la recherche de relations pour les algorithmes de type calcul d’index attaquant le
logarithme discret.
0.4 Résumé du document
Cette thèse s’organise en quatre chapitres : un premier chapitre de rappels,
et trois autres dans lesquels je donne mes résultats.
Chapitre 1
Dans ce chapitre je rappelle les notions mathématiques nécessaires à la
lecture du manuscrit. Je commence par donner la déﬁnition des courbes
hyperelliptiques et de leur jacobienne, ainsi que la représentation de Mum-
ford des diviseurs. Je rappelle ensuite la déﬁnition des fonctions de Miller,
et leur utilisation pour le calcul de couplages. Enﬁn, je rappelle la théorie
des fonctions thêta, et celle des elliptic (et hyperelliptic) nets.
Chapitre 2
Ce chapitre traite de calcul de couplages. Après avoir rappelé la méthode
de calcul de couplages via les fonctions thêta donnée dans [30], je donne
l’algorithme basé sur [45] permettant de calculer les couplages sur une
courbe hyperelliptique avec les hyperelliptic nets. Cet algorithme est le
premier résultat neuf énoncé dans cette thèse. Il admet deux variantes, se-
lon que le genre de la courbe vériﬁe g ≡ 1, 2 (mod 4) ou g ≡ 0, 3 (mod 4).
Ces deux variantes sont énoncées respectivement dans les sections 2.2.1 et
2.2.2. Je donne une analyse des coûts de ces deux variantes dans la section
2.2.4. Enﬁn, ce chapitre se termine par une comparaison des coûts pour
l’utilisation des elliptic nets et celle des fonctions thêta en genre 1 (section
2.3).
Chapitre 3
Jusqu’à présent, les méthodes de calcul de couplages par les fonctions thêta
([30]) et par les nets ([45] et [50]) étaient traitées comme si elles étaient
indépendantes. Le chapitre 3 est dédié à leur réuniﬁcation. Je mets ainsi
en évidence le fait que tout système de coordonnées de niveau l pair admet
une loi d’addition (théorème 3.4.1), et que ces formules d’addition ont pour
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conséquence une relation de récurrence (théorème 3.4.2), que j’appelle ré-
currence des hyperelliptic nets généralisés (en particulier, pour l = 2 on
retombe sur la récurrence des hyperelliptic nets classiques).
Chapitre 4
Dans ce chapitre, je passe à ma deuxième thématique de recherches : la
recherche de relations dans l’algorithme de calcul d’index. Contrairement
à [41], je ne réécris pas les polynômes de Semaev en fonction des elliptic
nets, mais directement avec la fonction sigma de Weierstrass : je montre
en eﬀet que c’est bien la loi d’addition vériﬁée par cette fonction qui lui
permet de détecter des relations. Je construis ainsi des polynômes avec la
fonction sigma dans le lemme 4.3.4 puis le théorème 4.3.5. Puis je montre
que ces polynômes sont bien les polynômes de Semaev dans la proposition
4.3.8 et le corollaire 4.3.9. A partir de ce travail préparatoire en genre 1,
je généralise la notion de polynômes de sommation aux genres supérieurs
(théorème 4.4.7), ce qui n’avait pas été fait jusque là. J’étudie ensuite
l’impact de ces nouveaux polynômes dans la complexité de l’algorithme
de calcul d’index (section 4.4.5). Je termine le chapitre par la construction
de polynômes de sommation alternatifs (section 4.5), toujours basés sur
la fonction sigma et ses lois d’addition. En eﬀet, ma construction origi-
nelle des polynômes de sommation était dictée par les choix et le travail
de Semaev dans [43]. Il s’agit alors pour moi de discuter de la pertinence
de ces choix. Hormis dans un cas particulier, ces polynômes alternatifs ne
semblent pas être plus eﬃcaces que les originaux.
Notations
Dans l’ensemble de cette thèse :
— K est un corps, dont K dénote une clôture algébrique ;
— Fq le corps ﬁni à q éléments ; sa caractéristique sera notée p ;
— E désignera toujours une courbe elliptique, C une courbe hyperelliptique
et J la jacobienne d’une courbe ;
— les courbes considérées seront toujours dans le modèle imaginaire (voir
déﬁnition 1.1.1) ; ∞ désigne le point à l’inﬁni de la courbe, et O l’élément
neutre de J ;
— si f : C → C′ est une application rationnelle non constante entre deux
courbes déﬁnies sur un corps K, on note f ∗ : K(C ′) → K(C) son pullback
déﬁni par
f ∗(r′) = r′ ◦ f ;
— avec les mêmes notations, est également déﬁni l’homomorphisme
f ∗ : Div(C ′)→ Div(C)
(Q) 7→ ∑
P∈C
f(P )=Q
ef (P )(P ),
où ef (P ) est l’index de ramiﬁcation de f en P ;
— un homomorphisme classique qui sera utilisé dans cette thèse est le mor-
phisme de translation ; si P ∈ E est un point de la courbe elliptique E ,
alors τP : E → E est le morphisme déﬁni par
τP (Q) = P +Q;
— a ∈R A signiﬁe que l’on doit choisir un élément a uniformément aléatoire-
ment dans l’ensemble ﬁni A ;
— {0, 1}∗ désigne l’ensemble des chaînes de bits de longueur ﬁnie ;
— pour un entier n et un point P ∈ E , la multiplication scalaire de n et P
est notée [n]P :
[n]P = P + P + · · ·+ P︸ ︷︷ ︸
n
;
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— pour un entier n, J [n] est la n-torsion de J , i.e.
J [n] = {D ∈ J | [n]D = O}.
Chapitre 1
Préliminaires
Dans cette partie, je commencerai par rappeler des notions basiques sur
l’arithmétique des courbes. Je consacrerai ensuite une section aux couplages,
avant de rappeler les résultats de [30] sur le calcul de couplages via les fonctions
thêta d’une part, et de [45] et [50] sur leur calcul par les (hyper)elliptic nets
d’autre part.
1.1 Arithmétique des courbes
Cette section est volontairement succincte. Plus de détails seront trouvés dans
les références classiques que sont par exemple le chapitre 4 de [3], [18] ou les deux
premiers chapitres de [42].
Déﬁnition 1.1.1. Une courbe hyperelliptique C de genre g sur un corps K est
une courbe non singulière donnée par une équation du type
C : y2 +H(x)y = F (x),
avec H et F ∈ K[x], 2g + 1 ≤ deg(F ) ≤ 2g + 2, deg(H) ≤ g + 1.
Je ne considérerai que les courbes hyperelliptiques imaginaires 1 , c’est à dire avec
F de degré 2g + 1 et deg(H) ≤ g. Dans ce cas, C a un point à l’inﬁni, noté ∞.
Remarque 1.1.2. Si on travaille sur un corps de caractéristique diﬀérente de
2, via la transformation y 7→ y + H(x)/2, la courbe C donnée dans 1.1.1 est
isomorphe à
y2 = F ′(x)
avec deg(F ′) = 2g + 1.
1. Plus précisément, les cryptographes ne considèrent généralement que les courbes imagi-
naires. La raison à cela est que l’arithmétique de ces courbes est plus rapide.
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À chacune de ces courbes, est associé un groupe abélien : sa jacobienne. Je com-
mence par rappeler la notion de diviseur.
Déﬁnition 1.1.3. Soit C/K une courbe hyperelliptique. Un diviseur D de C est
une somme formelle ﬁnie de points de C :
D =
∑
Pi∈C
ni(Pi),
où les ni sont des entiers relatifs presque tous nuls.
L’ensemble des diviseurs muni de la somme formelle de points est un groupe
commutatif noté Div(C).
Déﬁnition 1.1.4. Le degré d’un diviseur est la somme de ses coeﬃcients :
deg

∑
Pi∈C
ni(Pi)

 =∑ni.
L’ensemble des diviseurs de degré 0 forme un sous groupe Div0(C) de Div(C).
Parmi les diviseurs de degré zéro, on distingue les diviseurs principaux :
Déﬁnition 1.1.5. Si f ∈ K(C), on lui associe un diviseur de degré 0 :
div(f) =
∑
PiC
ordPi(f)(Pi).
Un diviseur D de C est dit principal s’il existe une fonction f ∈ K(C) tel que
D = div(f).
L’ensemble Princ(C) des diviseurs principaux forme un sous groupe de Div0(C).
Finalement, voici la jacobienne de C :
Déﬁnition 1.1.6. La jacobienne J de C est le groupe des diviseurs de degré zéro
quotienté par le groupe des diviseurs principaux :
J = Div0(C)/Princ(C).
L’élément neutre de J est noté O.
Deux diviseurs D et D′ sont dits linéairement équivalents s’ils sont dans la même
classe modulo Princ(C). On note alors
D ∼ D′.
Arithmétique des courbes 21
Le théorème de Riemann Roch est un outil essentiel pour l’étude des courbes
algébriques. Pour le moment, il va nous servir à énoncer la représentation de
Mumford. Avant l’énoncé de ce théorème, il faut rappeler deux déﬁnitions.
Déﬁnition 1.1.7. Un diviseur D est dit eﬀectif si tous ses coeﬃcients sont
positifs. On note D ≥ 0.
Plus généralement, pour deux diviseurs D et D′, on note D ≥ D′ si le diviseur
D −D′ est eﬀectif.
Déﬁnition 1.1.8. Soit D un diviseur de C. L’espace de Riemann Roch associé
à D est l’espace vectoriel
L(D) = {f ∈ K(C)∗ | div(f) ≥ −D} ∪ {0}.
C’est un K-espace vectoriel de dimension ﬁnie, sa dimension est notée l(D).
Exemple 1.1.9 ([42]).
— Si D < 0, alors L(D) = {0}.
— Si D ∼ D′, alors L(D) ≃ L(D′).
Théorème 1.1.10 (Riemann-Roch). Il existe un diviseur KC de C appelé diviseur
canonique tel que pour tout D ∈ Div(C),
l(D)− l(KC −D) = deg(D)− g + 1.
Si deg(D) > 2g − 2, alors
l(D) = deg(D)− g + 1.
Munis de ce théorème, nous avons le résultat suivant :
Proposition 1.1.11. Toute classe D ∈ J admet un représentant unique de la
forme
D ∼
r∑
i=1
(Pi)− r(∞)
avec r ≤ g et pour tout i 6= j, Pi 6= −Pj.
Déﬁnition 1.1.12. Une telle écriture de D est appelée forme réduite de D. Elle
sera notée ρ(D).
Corollaire 1.1.13. Tout D ∈ J se représente de façon unique par une paire de
polynômes u, v ∈ K[x] tels que
— u est unitaire ;
— deg(v) < deg(u) ≤ g ;
— u|v2 + vh− f.
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En pratique, cela signiﬁe que pour
D ∼
r∑
i=1
(Pi)− r(∞),
où pour tout i, Pi = (xi, yi), on a
— u(x) =
∏
i(x− xi) et
— pour tout i, v(xi) = yi.
Déﬁnition 1.1.14. Une telle paire de polynômes (u, v) est la représentation de
Mumford de D.
Dans [11], Cantor donne un algorithme prenant en entrée deux diviseurs réduits
D1 et D2 pour donner en sortie la représentation réduite de D1 +D2.
J’aurai besoin dans la suite de la notation suivante :
Déﬁnition 1.1.15. Pour D =
∑
Pi ni(Pi) ∈ J , on note ǫ(D) la partie eﬀective
de D, c’est-à-dire
ǫ(D) =
∑
Pi
ni>0
ni(Pi).
Exemple 1.1.16. Si D est réduit, alors D =
∑r
i=1(Pi)− r(∞) pour un r ≤ g, et
alors on a simplement
ǫ(D) =
r∑
i=1
(Pi).
Enﬁn, un dernier objet à déﬁnir ici : le diviseur Θ.
Déﬁnition 1.1.17. Le diviseur Θ ⊂ J est l’ensemble des diviseurs dont la forme
réduite admet r < g points. Ainsi,
J \Θ = {D ∼ (P1) + · · ·+ (Pg)− g(∞)|∀i 6= j, Pi 6= −Pj}.
On note également pour i < g, les sous ensembles
Θ[i] = {D ∼
j∑
k=1
(Pk)− r(∞) | j ≤ i}.
On a donc
{O} = Θ[0] ⊂ Θ[1] = {(P )− (∞)} ⊂ · · · ⊂ Θ = Θ[g−1].
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Exemple 1.1.18. Les courbes qu’on étudiera le plus ici sont les courbes ellip-
tiques et les courbes hyperelliptiques de genre 2.
Pour g = 1, on a Θ = {O}.
Pour g = 2,
Θ[1] = {O} ⊂ Θ = {(P )− (∞) | P ∈ C},
tandis que
J \Θ = {(P1) + (P2)− 2(∞) | P1 6= −P2}.
1.2 Couplages
Je commence par rappeler ce qu’est un couplage 2 en cryptographie, et par
donner quelques brefs exemples de protocoles les utilisant.
J’expliquerai ensuite comment sont calculés ces couplages en pratique. Il existe
plusieurs résumés récents de l’état de l’art sur les couplages, tel que [4] et [19]
par exemple.
1.2.1 Déﬁnition
Déﬁnition 1.2.1. En cryptographie, un couplage est une application bilinéaire
non dégénérée
e : G1 ×G2 → GT ,
où (G1,+), (G2,+) et (GT ,×) sont trois groupes.
Remarque 1.2.2. En pratique, ces groupes seront supposés cryptographiques,
c’est-à-dire dont l’arithmétique soit assez rapide pour permettre les calculs, mais
sur lesquels le problème du logarithme discret soit diﬃcile.
1.2.2 Exemples d’utilisation
En 2000, Joux ([25]) présenta le premier protocole cryptographique utilisant
les couplages. Depuis, des centaines d’articles 3 ont démontré l’utilité de cet ou-
til. Ici, je présenterai rapidement, outre l’échange de clef tripartite à un tour de
Joux, le chiﬀrement basé sur l’identité de Boneh et Franklin ([6]) et le schéma de
signature courte de Boneh, Lynn et Shacham ([7]). Ces protocoles sont en eﬀet
les plus souvent cités dans les articles résumant la cryptographie basée sur les
couplages.
Dans tous ces exemples, r sera un grand nombre premier, et le cardinal des trois
groupes G1, G2 et GT . Le point P ∈ G1 sera un générateur du groupe.
2. en anglais, pairing.
3. le chapitre 10 de [5] en recensait 28 mi-2002 et environ 100 début 2004.
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1.2.2.1 Le protocole de Joux [25]
Dans ce protocole, on suppose que G1 = G2. Trois parties A1, A2, et A3
ont chacune une clef secrète ai ∈ Z/rZ, et une clef publique correspondante
[ai]P ∈ G1.
Durant le tour d’échange, chaque participant envoie simplement sa clef publique
aux deux autres participants.
Chaque participant Ai ayant reçu les deux autres clefs publiques [aj]P et [ak]P
est alors en mesure de calculer avec sa propre clef secrète la clef commune :
e([aj]P, [ak]P )ai = e(P, P )aiajak .
1.2.2.2 Le chiﬀrement de Boneh et Franklin [6]
Dans un schéma de chiﬀrement basé sur l’identité, la clef publique de chaque
utilisateur est dérivée de son identité (typiquement, de son adresse mail), ce qui
règle le problème de la distribution des clefs.
Dans un schéma de chiﬀrement basé sur l’identité, si Alice veut envoyer un mes-
sage à Bob, elle chiﬀre son message avec l’identité de Bob. Recevant le message,
ce dernier s’authentiﬁe auprès d’une autorité de conﬁance, le PKG (private key
generator), qui lui remet sa clef privée.
Voici le premier protocole de chiﬀrement basé sur l’identité, proposé par Boneh
et Franklin :
Setup On suppose que G1 = G2. On se donne un point P ∈ G1. Soient s ∈R
Z/rZ, et Ppub = [s]P . On se donne également deux fonctions de hachage
H1 : {0, 1}∗ → G1 et H2 : GT → {0, 1}n,
où n est la taille des messages. La clef maîtresse est s, et la clef publique
globale est Ppub.
Extraction Étant donnée une identité (publique) Bob ∈ {0, 1}∗, la clef pu-
blique se calcule parQBob = H1(Bob) ∈ G1, et la clef privée par SBob = [s]QBob.
Chiﬀrement Alice commence par calculer
gBob = e(QBob, Ppub)
Soit k ∈R Z/rZ, le message M se chiﬀre en
C = 〈[k]P,M ⊕H2(gkBob)〉.
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De´chiﬀrement Bob reçoit C = 〈U, V 〉 de la part d’Alice. Il calcule alors
V ⊕H2(e(SBob, U))
pour retrouver le message M .
1.2.2.3 La signature courte de Boneh Lynn et Shacham [7]
Ge´ne´ration On se donne une fonction de hachage H : {0, 1}∗ → G2, une clef
secrète s ∈R Z/rZ, et une clef publique Ppub = [s]P ∈ G1.
Signature Étant donné le secret s et le message m ∈ {0, 1}∗, la signature se
calcule simplement par
σ = [s]H(m).
Ve´riﬁcation Bob reçoit le couple 〈m,σ〉. Il accepte la signature si et seulement
si l’égalité
e(P, σ) = e(Ppub, H(m))
est vériﬁée.
1.2.3 Le couplage de Tate
Les couplages sont des outils mathématiques importants pour l’étude de la
théorie des courbes. Ainsi, Weil introduisit son couplage en 1940 ([55]), et en
1985, Miller ([33]) publia son algorithme pour le calculer, et montra comment
l’utiliser pour réduire le problème du logarithme discret sur la courbe elliptique
au même problème sur le groupe multiplicatif d’un corps ﬁni.
Les couplages utilisés en cryptographie sont le couplage de Tate et ses avatars
(ate, ate-i, Rate...), dont voici la déﬁnition :
Déﬁnition 1.2.3. Soit C une courbe hyperelliptique de genre g déﬁnie sur le
corps Fq, et J sa jacobienne. Soit r un grand diviseur premier de ♯J (Fq). On
suppose que r est premier à q.
Le degré de plongement 4 est le plus petit entier k tel que r|(qk − 1). Cela signiﬁe
que Fqk est la plus petite extension de Fq à contenir les racines r-ièmes de l’unité
µr.
On avait supposé que r|♯J (Fq), on doit maintenant également demander que
r2 ∤ ♯J (Fq) : ceci permet d’identiﬁer J (Fqk)[r] et J (Fqk)/rJ (Fqk).
Alors, pour D1 ∈ J (Fqk)[r], on note fr,D1 la fonction 5 de diviseur
div(fr,D1) = rD1.
4. en anglais, embedding degree.
5. fr,D1 est uniquement définie à constante multiplicative près.
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Soit D2 ∈ J (Fqk)[r]. On suppose que supp(D1)∩supp(D2) = ∅. Alors la quantité
(fr,D1(D2))
qk−1
r =
(∏
P
fr,D1(P )
vP (D2)
) qk−1
r
déﬁnit une application bilinéaire non dégénérée
t : J (Fqk)[r]× J (Fqk)[r]→ µr.
Comme noté dans [20], siD1 est correctement choisi, on a l’amélioration suivante :
Lemme 1.2.4 ( [20]). On suppose que k > 1, et que D1 ∈ J (Fq)[r]. Alors
t(D1, D2) = fr,D1(ǫ(D2))
qk−1
r .
Ainsi, pour des raisons d’eﬃcacité, le domaine de déﬁnition du couplage de Tate
est réduit à G1 ×G2, où les groupes G1 et G2 sont déﬁnis de la façon suivante :
Déﬁnition 1.2.5. On note π le morphisme de Frobenius π : C → C donné par
π(x, y) = (xq, yq), qui se prolonge naturellement sur J .
Les groupes notés G1 et G2 sont alors :
G1 = J [r] ∩Ker(π − [1]) = J (Fq)[r] et G2 = J (Fqk)[r] ∩Ker(π − [q]).
Ainsi, G1 6= G2 sont deux Z/rZ espaces vectoriels de dimension au moins 1, et
G1 ×G2 ⊂ J (Fqk) est au moins de dimension 2.
Dans la suite, G1 et G2 désigneront toujours les groupes introduits dans la déﬁ-
nition 1.2.5, et on aura toujours D1 ∈ G1 et D2 ∈ G2.
Voyons maintenant l’algorithme de Miller ([33]) pour calculer fr,D1(D2).
Déﬁnition 1.2.6. Pour tout i ∈ N, notons Di = ρ(iD). Par déﬁnition, Di ∼ iD,
et la i-ième fonction de Miller fi,D est déﬁnie par
div(fi,D) = iD −Di.
Le but est alors de calculer fr,D, ce qui se fait par un algorithme double-and-add,
via la relation
fi+j,D = fi,D · fj,D · hDi,Dj ,
où hDi,Dj est la fonction apparaissant dans l’addition de Di et Dj :
div(hDi,Dj) = Di +Dj − ρ(Di +Dj).
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1.2.4 Une variante : le couplage ate
Il s’agit d’une variante, plus rapide à calculer, du couplage de Tate. Avant
de la présenter, il faut commencer par évoquer la normalisation des fonctions de
Miller.
Déﬁnition 1.2.7. Soit f ∈ K(C) avec v∞(f) = −n. Soit u∞ une uniformisante
en ∞. 6
Le coeﬃcient dominant de f en ∞ est
lc∞(f) = (un∞f)(∞).
Ainsi, si f est déﬁnie en ∞, on a simplement lc∞(f) = f(∞).
Alors la normalisation de f est le multiple de f
fnorm = f/lc∞(f)
qui a pour coeﬃcient dominant 1 en l’inﬁni.
Muni de cette déﬁnition, voici le couplage ate :
Théorème 1.2.8. L’application
a : G2 ×G1 → µr
(D2, D1) 7→ fnormq,ρ(D2)(ǫ(D1))
est un couplage bilinéaire non dégénéré. .
Dans le cas malheureux où
supp(ǫ(D1)) ∩ supp(ρ(D2)) 6= ∅,
on est obligé de remplacer ǫ(D1) par un autre diviseur D′ ∼ D1.
Déﬁnition 1.2.9. Ce couplage a(D2, D1) est appelé couplage ate.
Voyez les deux grandes diﬀérences entre Tate et ate : dans le premier couplage, il
faut calculer fr,D, tandis que dans le second on ne va que jusqu’à fq,D. Je rappelle
que r|♯J (Fq) ≈ qg, ainsi la boucle de Miller est de l’ordre de g fois plus courte
pour le calcul de ate que pour le calcul de Tate.
Ensuite, on remarquera qu’il n’y a pas d’exponentiation ﬁnale pour le calcul de
ate.
Remarque 1.2.10. Toujours dans l’optique de diminuer la taille de la boucle de
Miller, d’autres variantes de Tate et ate ont été introduit, tels que les couplages
R-ate, ou ate-i. Je ne le présente pas ici : quel que soit le couplage choisi, il est
nécessaire de calculer une quantité du type
fs,D(D′).
6. par exemple, on peut prendre u∞ = x
2g/y.
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1.3 Fonctions thêta
On a vu précédemment que l’algorithme de Miller est le moyen traditionnel
de calcul de couplages. Je présente maintenant la théorie des fonctions thêta, qui
est à la base de la méthode alternative introduite par Lubicz et Robert dans [30].
Pour plus de clarté, je présente d’abord ces outils en genre 1, avant de généraliser
à g quelconque. La référence classique est [34].
1.3.1 Le cas elliptique
1.3.1.1 Déﬁnition et premières propriétés
Provisoirement, je me place sur une courbe elliptique E déﬁnie sur le corps
des complexes C. Je rappelle que cela signiﬁe qu’il y a un réseau Λ ⊂ C tel que
E ∼= C/Λ.
Concrètement, Λ est déﬁni par :
Λ = (Z+ τZ) ,
où τ ∈ C est traditionnellement choisi avec Im(τ) > 0.
Pour z ∈ C, z (mod Λ) est le représentant de z dans le parallélogramme fonda-
mental, c’est-à-dire celui engendré par 1 et τ .
Proposition 1.3.1. Soit a, b ∈ Q. La série
θ
[
a
b
]
(z, τ) =
∑
n∈Z
exp
(
πi(a+ n)2τ + 2πi(n+ a)(z + b)
)
déﬁnit une fonction holomorphe sur C.
Déﬁnition 1.3.2. Cette fonction est appelée fonction thêta avec caractéristiques
a et b.
L’évaluation d’une fonction thêta en z = 0 est appelée une constante thêta.
Remarque 1.3.3.
— Si a = b = 0, θ
[
0
0
]
est simplement noté θ.
— En pratique, on considérera a, b ∈ {0, 1
2
}, c’est-à-dire les fonctions thêta
avec caractéristiques semi entières.
Parmi les fonctions thêta, il y en a une particulière qu’on utilisera souvent : la
fonction sigma, dont voici la déﬁnition :
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Déﬁnition 1.3.4. Le produit inﬁni
z
∏
ω∈Λ
ω 6=0
(
1− z
ω
)
e(z/ω)+
1
2
(z/ω)2
déﬁnit une fonction holomorphe sur tout C appelée fonction σ de Weierstrass
(attachée à E).
C’est une fonction θ dans le sens où il existe des constantes (que je ne précise
pas) C et K telles que :
σ(z) = C.exp
(
K.z2
)
θ
[
1/2
1/2
]
(z, τ).
L’importance de cette fonction vient du fait qu’elle permet de construire n’im-
porte quel fonction elliptique. Plus de détails sur σ pourront être trouvées dans
[42], chapitre 6.
Proposition 1.3.5. Pour tout n ∈ Z,
θ
[
a
b
]
(z + n, τ) = exp(2πian) θ
[
a
b
]
(z, τ),
et
θ
[
a
b
]
(z + nτ, τ) = exp
(
−2πibn− πin2τ − 2πinz
)
θ
[
a
b
]
(z, τ).
Déﬁnition 1.3.6. Toute fonction vériﬁant les égalités de la proposition 1.3.5 est
dite quasi périodique modulo Λ.
En particulier, cette proposition signiﬁe que les fonctions θ ne sont pas des fonc-
tions elliptiques :
si z ≡ z′ (mod Λ), on n’a pas θ
[
a
b
]
(z, τ) = θ
[
a
b
]
(z′, τ), parce que ces deux termes
diﬀèrent d’un terme exponentiel.
Par contre, ce terme exponentiel n’empêche pas leur lieu d’annulation d’être bien
déﬁni sur E :
Proposition 1.3.7. On ﬁxe les caractéristiques a et b.
Alors, dans le parallélogramme fondamental, θ
[
a
b
]
(z, τ) admet comme seul zéro
le point (a+ 1
2
) + (b+ 1
2
)τ .
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Remarque 1.3.8. En particulier, θ
[
1/2
1/2
]
(et donc la fonction σ) admet un zéro
simple en chaque point du réseau Λ et nulle part ailleurs.
Chacune des trois autres θ
[
a
b
]
avec a, b ∈ {0, 1
2
} semi entières s’annule sur un des
trois autres points de 2-torsion de E.
Pour P ∈ E , comme la quantité θ
[
a
b
]
(P ) seule n’a pas de sens, la stratégie de
[30] est alors de calculer ensembles plusieurs évaluations de fonctions thêta bien
choisies.
Déﬁnition 1.3.9. Soit l ∈ N. Une fonction f sur C est quasi Λ-périodique de
niveau l si, pour tout z ∈ C et n ∈ Z,
f(z + n) = f(z), and f(z + nτ) = exp
(
−πiln2τ − 2πilnz
)
f(z).
L’ensemble de ces fonctions est un espace vectoriel de dimension ﬁnie noté Rτl .
Les fonctions thêta avec caractéristiques nous donnent des bases de ces espaces :
Proposition 1.3.10. [[34] p. 124] On ﬁxe un niveau l ∈ N.
— Les ensembles{
θ
[
a/l
0
]
(lz, lτ) | 0 ≤ a ≤ l − 1
}
et
{
θ
[
0
b/l
](
z, l−1τ
)
| 0 ≤ b ≤ l − 1
}
sont deux bases de Rτl .
— Si 2|l, alors l’ensemble

(
θ
[
0
b/l
]
(z, 2τ/l)
)2
| 0 ≤ b ≤ l − 1


est une autre base de Rτl .
— Enﬁn, si l = k2 est un carré, alors une base alternative de Rτl est :{
θ
[
a/k
b/k
]
(kz, τ) | 0 ≤ a, b ≤ k − 1
}
.
Remarque 1.3.11. Pour faire le lien avec ce qui a été rappelé en 1.1, notons
que Rτl est isomorphe à l’espace de Riemann-Roch L(lO).
J’ai dit avant la déﬁnition 1.3.9 qu’il allait nous falloir évaluer plusieurs fonctions
thêta d’un coup en un point de la courbe. La proposition suivante nous explique
comment :
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Proposition 1.3.12. [[34] p. 127] On ﬁxe un niveau l ∈ N. Soit φ(l)1 , . . . , φ(l)l une
base de Rτl . Alors la fonction suivante est bien déﬁnie :
Φl : C/Λ→ Pl−1
z 7→
(
φ
(l)
1 (z), . . . , φ
(l)
l (z)
)
.
Si l ≥ 3, Φl est un plongement.
Ce n’est pas tout à fait le cas pour l = 2 : Φ2 est en fait un plongement de K vers
P1, où K désigne la variété de Kummer associée à E, i.e. K ∼= E/{±1}.
En pratique, on utilise les fonctions thêta de niveau 2 et 4. Les relations de
Riemann (voir [34] p.20) nous donnent alors des formules d’addition satisfaites par
les fonctions thêta avec caractéristiques semi entières. On a aussi la proposition
suivante :
Proposition 1.3.13. Soit z1, z2 ∈ C. Pour tout b ∈ {0, 1/2},
θ
[
0
b
]
(z1 + z2; τ)θ
[
0
b
]
(z1 − z2; τ) =
∑
a∈{0,1/2}
(−1)4abθ
[
a
0
](
z1;
τ
2
)
θ
[
a
0
](
z2;
τ
2
)
.
Résumons ce que l’on a énoncé sur les fonctions thêta.
Soit P,Q ∈ E . La proposition 1.3.12 nous explique que ces points peuvent être
représentés par l’évaluation de certaines fonctions thêta bien choisies en eux.
La proposition 1.3.13 nous explique comment représenter le point P +Q, dès lors
qu’on a la représentation des points P , Q et P −Q via les fonctions thêta.
Avant de rappeler le calcul de couplages expliqué dans [30], je donne quelques
formules pour expliciter mon propos.
Remarque 1.3.14. On aura remarqué que j’ai présenté ici la théorie classique
des fonctions thêta, déﬁnies sur C. Evidemment, pour une utilisation cryptogra-
phique, il est nécessaire de la transposer aux corps ﬁnis. Cela se fait via le principe
de Lefschetz. Ainsi, les propositions 1.3.10, 1.3.12 et 1.3.13 restent vraies pour
une courbe E déﬁnie sur un corps ﬁni. Comment se calculent alors les fonctions
thêta ? C’est ce que j’énonce dans la proposition suivante 1.3.15.
1.3.1.2 Arithmétique des fonctions thêta
Dans cette section, on travaille sur un corps ﬁni Fq. On supposera toujours
que la caractéristique p de Fq est diﬀérente de 2.
Tout d’abord, voyons comment faire le passage entre la représentation de Weiers-
trass usuelle d’une courbe et sa représentation par les fonctions thêta. La propo-
sition suivante est le cas g = 1 du théorème 7.6 de [35] (p. 3.113).
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Proposition 1.3.15. Soit E/Fq une courbe elliptique. On suppose que E est
donnée par une équation de Weierstrass
y2 = (x− a1)(x− a2)(x− a3).
Si tous les aj − ai, 1 ≤ i < j ≤ 3 sont des carrés dans Fq, alors on a :
— si P ∈ E\O :


θ
[
0
0
]
(P, τ)
θ
[
1/2
1/2
]
(P, τ)


2
=
xP − a2√
(a2 − a1)(a3 − a2)
,


θ
[
1/2
0
]
(P, τ)
θ
[
1/2
1/2
]
(P, τ)


2
=
xP − a3√
(a3 − a1)(a3 − a2)
,


θ
[
0
1/2
]
(P, τ)
θ
[
1/2
1/2
]
, τ)


2
=
xP − a1√
(a3 − a1)(a2 − a1)
;
— si P = O :


θ
[
0
0
]
O, τ)
θ
[
1/2
0
]
(O, τ)


2
=
√
a3 − a1√
a2 − a1 ,


θ
[
0
1/2
]
(O, τ)
θ
[
1/2
0
]
(O, τ)


2
=
√
a3 − a2√
a2 − a1 ,
θ
[
1/2
1/2
]
(O, τ) = 0.
Les bases décrites dans la proposition 1.3.10 de niveau deux seront désignées
ainsi :
— [uP : vP ] =
[
θ
[
0
0
]
(P, τ)2 : θ
[
1/2
0
]
(P, τ)2
]
,
— [u′P : v
′
P ] =
[
θ
[
0
0
]
(2P, 2τ) : θ
[
1/2
0
]
(2P, 2τ)
]
,
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— [u˜P : v˜P ] =
[
θ
[
0
0
]
(P, τ/2) : θ
[
0
1/2
]
(P, τ/2)
]
,
Et les constantes thêta ainsi :
— a = θ
[
0
0
]
(O, τ/2), b = θ
[
0
1/2
]
(O, τ/2) ;
— α = θ
[
0
0
]
(O, 2τ), β = θ
[
1/2
0
]
(O, 2τ) ;
En niveau 4, la même proposition 1.3.10 nous donne la base suivante :
[XP : YP : ZP : TP ] =
[
θ
[
0
0
]
(2P,Ω) : θ
[
1/2
0
]
(2P,Ω) : θ
[
0
1/2
]
(2P,Ω) : θ
[
1/2
1/2
]
(2P,Ω)
]
.
Les constantes thêta sont désignées ainsi :
A = θ
[
0
0
]
(O,Ω),
B = θ
[
1/2
0
]
(O,Ω),
C = θ
[
0
1/2
]
(O,Ω).
Remarque 1.3.16. Notons que θ
[
1/2
1/2
]
(O,Ω) = 0.
La proposition 1.3.13 nous donne les formules de changement de bases suivantes :
Proposition 1.3.17. Pour tout point P ∈ E,
— uP = 12(au˜P + bv˜P ), vP =
1
2
(au˜P − bv˜P ) ;
— u′P =
1
2
(u˜P + v˜P ), v′P =
1
2
(u˜P − v˜P ).
En particulier, en prenant P = O, on obtient les relations entre les constantes
thêta.
Les formules d’addition que vériﬁent les bases de niveau 2 décrivent l’arithmétique
de K :
Proposition 1.3.18. Soient P et Q ∈ E.
— pour la base (u, v), on a :
uP+QuP−Q =
(
(uP + vP )(uQ + vQ) +
α2
β2
(uP − vP )(uQ − vQ)
)2
,
vP+QvP−Q =
(
(uP + vP )(uQ + vQ)− α
2
β2
(uP − vP )(uQ − vQ)
)2
;
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— pour (u′, v′) :
u′P+Qu
′
P−Q = (u
′2
P + v
′2
P )(u
′2
Q + v
′2
Q) +
A2
B2
(u′2P − v′2P )(u′2Q − v′2Q),
v′P+Qv
′
P−Q = (u
′2
P + v
′2
P )(u
′2
Q + v
′2
Q)−
A2
B2
(u′2P − v′2P )(u′2Q − v′2Q);
— enﬁn, pour (u˜, v˜) :
u˜P+Qu˜P−Q = (u˜2P + v˜
2
P )(u˜
2
Q + v˜
2
Q) +
A2
B2
(u˜2P − v˜2P )(u˜2Q − v˜2Q),
v˜P+Qv˜P−Q = (u˜2P + v˜
2
P )(u˜
2
Q + v˜
2
Q)−
A2
B2
(u˜2P − v˜2P )(u˜2Q − u˜2Q).
Regardons maintenant ce qui se passe en niveau 4 :
La courbe E peut alors être décrite avec les fonctions de niveau 4 par le théorème
suivant :
Théorème 1.3.19. On reprend notre courbe E d’équation y2 = (x − a1)(x −
a2)(x − a3). On demande maintenant à ce que les aj − ai soient des puissances
quatrièmes dans Fq. Alors, l’application
E → T
P = [xP : yP ] 7→ [XP : YP : ZP : TP ]
O 7→ [A : B : C : 0]
établit une équivalence birationnelle entre E et la courbe
T :
{
X2A2 = Z2C2 + Y 2B2
T 2A2 = Z2B2 − Y 2C2
Explicitement, ce morphisme est :
XP = (xP − a2)2 + (a2 − a1)(a3 − a2),
YP = (xP − a1)2 + (a3 − a2)(a3 − a1),
ZP = (xP − a3)2 + (a3 − a1)(a2 − a1),
TP =
((a3 − a1)(a3 − a2)(a2 − a1))
1
4
2
yP .
Proposition 1.3.20. Les formules d’addition sur T sont données par les rela-
tions de Riemann :
XP+QXP−QA
2 = X2PX
2
Q + T
2
PT
2
Q
YP+QYP−QB
2 = X2PX
2
Q − Z2PZ2Q
Fonctions thêta 35
ZP+QZP−QC
2 = X2PX
2
Q − Y 2PY 2Q
TP+QTP−QA
2 = T 2PX
2
Q −X2PT 2Q
Pour le doublement, si on remplace Q par P dans la dernière équation, on n’ob-
tient rien d’autre que 0 = 0. À la place, il faut utiliser la formule suivante :
T2PABC = 2XPYPZPTP
Remarque 1.3.21.
— Sur T , l’opposé du point [X : Y : Z : T ] est [X : Y : Z : −T ].
— Le lien entre niveau 2 et niveau 4 peut se faire via les relations de Rie-
mann : par exemple
XA3 =u2 + t2 = v2 + w2
Y B3 =u2 − w2 = v2 − t2
ZC3 =u2 − v2 = w2 − t2
TA2B2C2 =4uvwt.
L’application [X : Y : Z : T ] 7→ [u : v] est donc bien 2 : 1, et la ﬁbre au
dessus de chaque point [u : v] consiste en un couple
{[X : Y : Z : T ], [X : Y : Z : −T ]}.
1.3.2 Fonctions thêta en tout genre
Après cette longue introduction en genre 1, il va être plus simple de com-
prendre la généralisation au cas hyperelliptique. Le parcours est le même : je
commence par rappeler ce que sont les fonctions thêta, j’évoque ensuite les fonc-
tions de niveau l, et ﬁnalement j’explique les coordonnées thêta, c’est-à-dire le
plongement projectif de la jacobienne (ou de la kummer) donné par les fonctions
thêta. Encore une fois, plus de détails se trouveront dans [34].
Comme en genre 1, on commence par travailler sur C avant de revenir à nos corps
ﬁnis. Ainsi, soit C/C une courbe hyperelliptique de genre g. Alors
J ∼= Cg/ (Zg + ΩZg) ,
où Ω est une matrice symétrique de taille g, que l’on choisit avec Im(Ω) déﬁnie
positive. Le réseau Zg + ΩZg est noté Λ.
Déﬁnition 1.3.22. Soient a, b ∈ Qg. La fonction thêta de caractéristiques ra-
tionnelles (a, b) est la fonction analytique sur Cg déﬁnie par la série :
θ
[
a
b
]
(z; Ω) =
∑
n∈Zg
exp
(
πit(a+ n)Ω(n+ a) + 2πit(n+ a)(z + b)
)
.
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Exemple 1.3.23. En genre 1, il y avait 4 fonctions thêta avec caractéristiques
semi entières. En genre 2, on voit qu’il y en a maintenant 16.
Toujours comme en genre 1, ces fonctions nous donnent des bases des espaces de
fonctions de niveau l (c’est l’équivalent de la proposition 1.3.10) :
Déﬁnition 1.3.24. Soit l ∈ N. Une fonction f sur Cg est quasi Λ-périodique de
niveau l si, pour tout z ∈ Cg et m,m′ ∈ Zg,
f (z +m+ Ωm′) = f(z)exp
(
−πiltm′Ωm′ − 2πiltzm′
)
.
Proposition 1.3.25 ([34] p. 124). L’ensemble des fonctions de niveau l forme
un espace vectoriel de dimension lg noté RΩl .
Fixons un niveau l. Les fonctions thêta nous donnent plusieurs bases de RΩl . On
a par exemple les bases suivantes :
—
{
θ
[
a
0
]
(lz, lΩ) | a ∈
(
1
l
Zg/Zg
)}
,
—
{
θ
[
0
b
]
(z, l−1Ω) | b ∈
(
1
l
Zg/Zg
)}
,
— si 2|l,
{
θ
[
a
b
](
2z, 4Ω
l
)
| a ∈
(
1
2
Zg/Zg
)
, b ∈
(
2
l
Zg/Zg
)}
,
— si l = k2,
{
θ
[
a
b
]
(kz,Ω) | a, b ∈
(
1
k
Zg/Zg
)}
.
Remarque 1.3.26. Pour g = 1, on avait vu le lien entre les fonctions de niveau
l et les espaces de Riemann Roch. Pour g quelconque, ce lien demeure :
RΩl = L(lΘ).
Voici maintenant l’équivalent de la proposition 1.3.12 : le plongement projectif
induit par les fonctions thêta.
Proposition 1.3.27 ([34] p. 127). On ﬁxe un niveau l ∈ N. Soit φ(l)1 , . . . , φ(l)lg
une base de RΩl . Alors la fonction suivante est bien déﬁnie :
Φl : Cg/Λ→ Plg−1
z 7→
(
φ
(l)
1 (z), . . . , φ
(l)
lg (z)
)
.
Si l ≥ 3, Φl est un plongement.
Ce n’est pas le cas pour l = 2 : Φ2 est en fait un plongement de K vers P2g−1, où
K est la variété de Kummer associée à J :
K ≃ J /{±1}.
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Exemple 1.3.28. Les formules d’addition vériﬁées par les fonctions thêta en
genre 2, et les algorithmes dérivés se trouvent par exemple dans [21].
Enﬁn, faisons le lien entre les fonctions θ et le diviseur Θ :
Proposition 1.3.29 ([35] pp. 3.80-3.82). Soit
δ = t
(1
2
, . . . ,
1
2
)
, δ′ = t
(
g
2
,
g − 1
2
, . . . ,
1
2
)
∈ Qg.
On note
θ
[
δ
δ′
]
.
Alors
div(θ′) = Θ
Exemple 1.3.30. Pour g = 1, on a θ′ = θ
[
1/2
1/2
]
, et on retrouve le fait que θ′
admet un unique zéro simple en O.
Je rappelle que quand on étudiait le cas g = 1, on avait spéciﬁé une fonction
thêta spéciale : la fonction sigma de Weierstrass.
Quand g > 1, son équivalent s’appelle fonction sigma de Klein. Comme pour
g = 1, elle est reliée à θ′ :
Déﬁnition 1.3.31 ([39]). Pour déﬁnir sigma, on a besoin des diﬀérentielles sui-
vantes : pour 1 ≤ j ≤ g
ηj =
1
2y
2g−j∑
k=j
(k + 1− j)fk+1+jxkdx,
où les fi sont les coeﬃcients de l’équation de C :
y2 = f(x) = x2g+1 + f2gx2g + · · ·+ f0.
On réunit ces diﬀérentielles dans un vecteur : η = (ηj)1≤j≤g. Alors, il y a une
constante c telle que la fonction sigma hyperelliptique soit la fonction de Cg
déﬁnie par :
σ(z) = cexp(
1
2
tzηz)θ
[
δ
δ′
]
(z; Ω) .
Une dernière proposition utile à garder en tête est la suivante :
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Proposition 1.3.32 ([34] proposition 3.14 p.167).
La fonction θ
[
a
b
]
est paire ou impaire si et seulement si ses caractéristiques a et
b sont semi entières.
Elle est alors de la parité de 4tab.
En particulier, σ est impaire pour g ≡ 1, 2 (mod 4), et paire dans les deux autres
cas. Étudions encore un peu σ avant d’aller plus loin :
Déﬁnition 1.3.33. Pour i, j, k ∈ {1, 2, . . . , g} et u ∈ Cg, les ℘−fonctions hyper-
elliptiques sont déﬁnies de la façon suivante :
℘ij(u) = − ∂
2
∂ui∂uj
logσ(u), ℘ijk(u) = − ∂
3
∂ui∂uj∂uk
logσ(u).
Ce sont des fonctions bien déﬁnies sur J ≃ Cg/Λ.
Proposition 1.3.34. [10]
Soit D1, D2 ∈ J . Il existe des polynômes
Fg(D1, D2) et Gg(D1) ∈ Z[℘ij(D1), ℘ijk(D1), ℘ij(D2), ℘ijk(D2)]
tels que
σ(D1 +D2)σ(D1 −D2)
σ(D1)2σ(D2)2
= Fg(D1, D2).
σ(2D1)
σ(D1)4
= Gg(D1).
Remarque 1.3.35.
• Les ℘ fonctions sont un moyen alternatif de représenter les éléments de J . Elles
sont reliées à la représentation de Mumford via
u = xg −
g∑
l=1
℘lg(D)xl−1, v =
g∑
l=1
℘lgg(D)
2
xl−1.
Plus de détails se trouveront dans [9].
• En réalité, cette propriété n’est pas simplement une propriété d’existence : les
polynômes Fg sont bien construits. Comme je n’ai pas besoin de leurs valeurs
exactes, je ne les donne pas ici. Elles se trouvent par exemple dans [10].
Le corollaire suivant est à la base de la théorie des hyperelliptic nets :
Corollaire 1.3.36. [50] Soitm > 2g un entier. On se donnem points u(1), . . . , u(m) ∈ Cg.
La matrice (
σ(u(i) + u(j))σ(u(i) − u(j))
)
1≤i,j≤m
est de déterminant nul.
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1.4 La théorie des hyperelliptic nets
Dans cette section, je rappelle une autre théorie permettant le calcul des
couplages : celle des hyperelliptic nets 7. Comme je l’ai fait pour les fonctions
thêta, je commencerai par présenter le cas elliptique avant sa généralisation aux
genres supérieurs.
1.4.1 Le cas elliptique
Cette section rappelle les résultats de Stange dans [45].
Déﬁnition 1.4.1. Soit G un groupe abélien libre de type ﬁni, et A un anneau
intègre. Une fonction W : G→ A est appelé elliptic net si pour tout quadruplet
(a, b, c, d) ∈ G4 :
W (a+ b)W (a− b)W (c+ d)W (c− d)
+W (a+ c)W (a− c)W (d+ b)W (d− b)
+W (a+ d)W (a− d)W (b+ c)W (b− c) = 0.
Remarque 1.4.2. On notera pour faire le lien avec le cas hyperelliptique que
ceci est équivalent à demander à ce que pour tout quadruplet (u1, . . . , u4) ∈ G4,
on ait
det (W (ui + uj)W (ui − uj))1≤i,j≤4 = 0.
Dans un cadre cryptographique, et dans le but de calculer des couplages, G sera
Z2 et A le corps sur lequel l’on travaille : C dans un premier temps pour mettre
en place la théorie, un corps ﬁni Fqk ensuite pour faire les calculs en pratique.
Soit donc E une courbe elliptique, que je suppose pour le moment déﬁnie sur
C. Utilisant la fonction σ de Weierstrass, Stange commence par construire un
premier elliptic net :
Proposition 1.4.3 ([45]). Pour tout couple v = (v1, v2) ∈ Z2,
Ψ
v
(z1, z2) =
σ(v1z1 + v2z2)
σ(z1)v
2
1
−v1v2σ(z1 + z2)v1v2σ(z2)v
2
2
−v1v2
est une fonction bien déﬁnie E × E.
7. dans ce document, le terme hyperelliptic nets regroupera les cas g = 1 et g > 1.
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Remarque 1.4.4.
• Je précise le sens de cette proposition : à priori σ (comme les autres
fonctions theta) est déﬁnie sur C, et quasi Λ-périodique. Cette proposi-
tion signiﬁe qu’en prenant un quotient bien choisi de fonctions sigma, on
construit une fonction bien déﬁnie sur E, c’est-a-dire qui soit vraiment
Λ-périodique.
• Dans son article [45], Stange déﬁnit des nets sur Zn en toute généralité.
Mais comme je l’ai signalé précédemment, pour le calcul de pairings, nous
n’aurons besoin que du cas n = 2.
Ainsi, dans la proposition précédente, le couple v = (v1, v2) ∈ Z2 est ﬁxé pour
construire une fonction Ψ
v
sur E × E . L’idée maintenant est d’inverser les rôles
des zi et des vi :
Proposition 1.4.5 ([45]). Fixons donc z1 et z2 ∈ C, avec z1, z2 et z1 + z2 /∈ Λ.
La fonction
W : Z2 → C
v 7→ Ψ
v
(z1, z2)
est un elliptic net.
Remarque 1.4.6. Remarquons dès à présent qu’elle vériﬁe :
W (1, 0) =W (0, 1) =W (1, 1) = 1.
Je rappelle que σ admet un zéro simple en O. Cette information permet d’avoir
facilement le diviseur de Ψ
v
:
Théorème 1.4.7 ([45]). Soit s : E2 → E et, pour i = 1 or 2, pi : E2 → E res-
pectivement la somme des composantes et la projection sur la i-ième composante.
Leurs pullbacks sont notés s∗ et p∗i . Avec ces notations, le diviseur de Ψv est :
DE,v = (([v1]× [v2])∗s∗O)− v1v2 (s∗O)− (v21 − v1v2)p∗1O − (v22 − v1v2)p∗2O.
Remarque 1.4.8. En langage humain, ce théorème signiﬁe en particulier que
pour (z1, z2) ∈ C correspondant aux points (P1, P2) ∈ E,
W (v1, v2) = 0⇔ [v1]P1 + [v2]P2 = O.
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Ce théorème a des conséquences importantes. D’abord, Stange établit le théorème
de transport de C vers les autres corps (et notamment les corps ﬁnis) suivant :
Théorème 1.4.9 ([45]). Soit E une courbe elliptique déﬁni sur un corps K quel-
conque. Soient P1 et P2 deux points de E. Il existe un elliptic net
WE,(P1,P2) : Z
2 → K
avec les propriétés suivantes :
— WE,(P1,P2)(0, 1) =WE,(P1,P2)(1, 0) =WE,(P1,P2)(1, 1) = 1 ;
— WE,(P1,P2)(v1, v2) = 0⇔ [v1]P1 + [v2]P2 = O sur la courbe E.
Déﬁnition 1.4.10. Un elliptic net vériﬁant les propriétés du théorème 1.4.9 est
dit associé à la courbe E et aux points P1 and P2.
Ensuite, elle montra comment calculer les couplages avec ces nets. Je rappellerai
ce théorème dans le chapitre 2, justement dédié aux couplages.
Passons maintenant à la généralisation de cette théorie aux genres plus grands.
1.4.2 Le cas hyperelliptique
Ici, je rappelle les résultats qu’Uchida et Uchiyama ont énoncé dans [50]. Le
point de départ de leur article est de généraliser la proposition 1.4.3. Comme
dans le travail de Stange, la théorie débute sur C :
Proposition 1.4.11. Soit C/C une courbe hyperelliptique de genre g.
Pour v = (v1, v2) ∈ Z2,
Ψ
v
(z1, z2) =
σ(v1z1 + v2z2)
σ(z1)v
2
1
−v1v2σ(z1 + z2)v1v2σ(z2)v
2
2
−v1v2
est une fonction bien déﬁnie sur J × J .
Remarque 1.4.12. Les mêmes remarques que pour le genre 1 sont ici valables.
Vient ensuite la généralisation du théorème 1.4.7 :
Théorème 1.4.13. Soient s : J 2 → J et, pour i = 1 et 2, pi : J 2 → J
respectivement la somme de toutes les composantes et les projections sur la i-
ième composante. Pour v 6= 0 ∈ Z2, le diviseur de Ψ
v
est :
DC,v = (([v1]× [v2])∗s∗Θ)−v1v2 ((p∗1 × p∗2)s∗Θ)− (v21−v1v2)p∗1Θ− (v22−v1v2)p∗2Θ.
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Enﬁn, voici le théorème de transport (équivalent du théorème 1.4.9)
Théorème 1.4.14. Soit C/K une courbe hyperelliptique déﬁnie sur un corps
quelconque K, et D1et D2 deux diviseurs de C. Alors il existe une application
WC,(D1,D2) : Z
2 → K vériﬁant les deux propriétés suivantes :
— WC,(D1,D2) = 0⇔ [v1]D1 + [v2]D2 ∈ Θ.
— Soit m > 2g un entier. On se donne v1, . . . vm, et w1, . . . wm dans 1/2Z
tels que pour tout i et j, vi ± vj et wi ± wj ∈ Z. Alors, la matrice(
WC,(D1,D2)(vi + vj, wi + wj)WC,(D1,D2)(vi − vj, wi − wj)
)
1≤i,j≤m
est de déterminant nul.
Déﬁnition 1.4.15. La fonction WC,(D1,D2) établie dans le théorème précédent
1.4.14 est appelée hyperelliptic net associé à C et (D1, D2).
Exemple 1.4.16. Pour g = 1 et m = 4, on retrouve la déﬁnition initiale des
elliptic nets.
Le fait que v 7→ Ψ
v
soit un hyperelliptic net est une conséquence du corollaire
1.3.36. Plus précisément, et comme dans la proposition 1.4.5 en genre 1 :
Théorème 1.4.17. Fixons z1 et z2 ∈ Cg. La fonction
W : Z2 → C
v 7→ Ψ
v
(z1, z2)
est un hypelliptic net.
Chapitre 2
Deux méthodes de calculs de
couplages
Dans le chapitre précédent, j’ai rappelé les théories des fonctions thêta et des
hyperelliptic nets, sous-jacentes respectivement à [30] et [50]. Ici, je m’intéresse
maintenant aux méthodes de calculs de couplages qui y sont exposées. Après avoir
rappelé les résultats déjà existants (théorèmes 2.1.1 et 2.2.1 1 ), je donnerai mes
propres résultats : l’algorithme de calcul de couplages en tout genre utilisant les
hyperelliptic nets. Enﬁn, je ferai une comparaison des coûts théoriques en genre
1.
De prime abord, cette juxtaposition de deux théories à priori indépendantes
pourra sembler décousue, mais ce sera justement l’objet du troisième chapitre
d’expliquer les liens profonds les unissant.
2.1 Couplages et fonctions thêta
Maintenant que les déﬁnitions et propriétés des fonctions thêta ont été rap-
pelées, voici le résultat principal de [30] :
Théorème 2.1.1 ([30], théorème 2). On se replace dans la situation de la déﬁ-
nition 1.2.3 : C est une courbe hyperelliptique de genre g déﬁnie sur le corps Fq,
et J sa jacobienne ; r est un grand diviseur premier de ♯J (Fq) premier à q ; k
est le degré de plongement ; D1 est un élément de J (Fqk)[r].
On se donne θ
[
a
b
]
de niveau l, où l et r sont premiers entre eux. Alors on a la
1. en fait, comme expliqué plus bas, 2.2.1 est ma version améliorée du théorème énoncé dans
[50].
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formule suivante pour le couplage de Tate de D1 et D2 :
(t(D1, D2))
l =
θ
[
a
b
]
(D2 + rD1)
θ
[
a
b
]
(D2)
θ
[
a
b
]
(0)
θ
[
a
b
]
(D1 +D2)
.
Ainsi, dans [30], la stratégie pour calculer le couplage de D1 et D2 avec la
formule 2.1.1 est de chercher les coordonnées thêta du point D2 + rD1.
Remarque 2.1.2. Rappelons que les fonctions thêta ne sont pas Λ-périodiques.
Ainsi, même si D1 est dans la r-torsion de J , nous n’avons pas forcément
θ
[
a
b
]
(D2 + rD1) = θ
[
a
b
]
(D2)
Cela se fait par une échelle de Montgomery construite avec les formules d’addition
satisfaites par les fonctions thêta : à chaque étape, connaissant les coordonnées
de jD1, (j+1)D1 et jD1+D2, on va chercher les coordonnées de 2jD1, (2j+1)D1
et 2jD1+D2 ou celles des points (2j+1)D1, (2j+2)D1 et (2j+1)D1+D2, selon
la décomposition binaire de r. En pratique, les fonctions thêta les plus eﬃcaces
sont celles de niveau 2 et 4, c’est-à-dire celles qui ont été exposées dans la seconde
partie de la section 1.3.1.1.
2.2 Couplages et nets
Grâce au théorème 1.4.13, Uchida et Uchiyma ([50]) ont exprimé les couplages
en fonction des hyperelliptic nets, généralisant par là le travail de Stange :
Théorème 2.2.1. On reste dans la situation de la déﬁnition 1.2.3. Soit W l’hy-
perelliptic net associé à D1 ∈ G1 et D2 ∈ G2 déﬁni dans le théorème 1.4.17
(c’est-à-dire issu de la fonction Ψ déﬁnie dans la proposition 1.4.11). Le cou-
plage de Tate de D1 et D2 peut se calculer grâce à W :
t(D1, D2) =
(
W (r + 1, 1)
W (1, 1)
) qk−1
r
.
Ceci est une légère amélioration du théorème donné dans [50] : en eﬀet, la formule
initiale est
fr,D1(D2) =
W (r + 1, 1)W (1, 0)
W (r + 1, 0)W (1, 1)
.
Pour simpliﬁer cette formule, j’utilise le lemme suivant :
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Lemme 2.2.2. Dans les conditions du théorème, en particulier avec W l’hyper-
elliptic net associé à D1 ∈ G1 et D2 ∈ G2 déﬁni dans le théorème 1.4.17, le fait
que D1 soit dans J (Fq) nous assure que, pour tout i ∈ N, W (i, 0) ∈ Fq.
Démonstration. Grâce à la proposition 1.3.34, pour tout a, b ∈ Z :
W (a+ b, 0)W (a− b, 0)
W (a, 0)2W (b, 0)2
= Fg([a]D1, [b]D1),
W (2a, 0)
W (a, 0)4
= Gg([a]D1).
Or, comme
Fg(D1, D2),Gg(D1) ∈ Z[℘ij(D1), ℘ijk(D1), ℘ij(D2), ℘ijk(D2)],
si D1 ∈ J (Fq) , alors Fg([a]D1, [b]D1) ∈ Fq.
Enﬁn, dans le théorème 1.4.14 déﬁnissant les nets, je peux choisir W (1, 0) ∈ Fq
(en pratique, on prendra même W (1, 0) = 1) pour s’assurer par récurrence qu’on
ait bien tous les W (i, 0) dans Fq.
Ainsi, avec ce lemme et l’exponentiation ﬁnale, j’obtiens la formule donnée dans
le théorème 2.2.1.
Maintenant que le lien entre couplages et nets est établi, il faut expliquer comment
construire les algorithmes exploitant ce théorème. Ils sont dérivés de la formule
déﬁnissant les nets :
det (W (vi + vj, wi + wj)W (vi − vj, wi − wj))1≤i,j≤m = 0. (2.1)
Ce travail a été fait en genre 1 par Stange dans [45], et en genre 2 par Uchida et
Uchiyama dans [50]. J’ai par la suite généralisé pour tout genre dans [48], ce que
j’expose maintenant.
Soient D1 et D2 les deux diviseurs dont je veux calculer le couplage. L’hyperellip-
tic net associé à ces deux diviseurs est noté W . L’algorithme se déroule en deux
phases :
Initialisation Dans cette phase, on utilise les polynômes Fg et Gg pour calculer
un certain nombre (je préciserai plus loin) de valeurs W (a, 0) et W (a, 1),
via :
W (a+ b, 0)W (a− b, 0)
W (a, 0)2W (b, 0)2
= Fg([a]D1, [b]D1),
W (2a, 0)
W (a, 0)4
= Gg([a]D1).
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Double− and− add Une fois cela fait, on utilise l’équation 2.1 pour obtenir
les formules qui donneront au ﬁnal la quantité W (r, 1) souhaitée.
Il faut signaler ici que ces formules utilisées dans la seconde phase diﬀèrent selon
que g ≡ 1, 2 (mod 4) ou g ≡ 0, 3 (mod 4).
En eﬀet, dans le premier cas, σ est impaire, donc les nets v 7→ Ψ
v
construits dans
1.4.11 aussi. Ainsi, la matrice apparaissant dans l’équation 2.1 est antisymétrique.
Cela implique deux choses : d’abord, si on choisit une taillem de matrice impaire,
la seule équation que l’on obtient est 0 = 0 (une matrice antisymétrique de taille
impaire est toujours de déterminant nul). Ceci explique en particulier pourquoi
dans le cas g = 1, Stange a travaillé avec m = 4. D’autre part, pour m = 2n, le
déterminant d’une matrice antisymétrique A est le carré d’un polynôme de degré
n, son pfaffien, noté Pf(A) :
Pf(A) =
1
2nn!
∑
σ∈S2n
sgn(σ)
n∏
i=1
aσ(2i−1),σ2i ,
où S2n est le groupe symétrique et sgn(σ) est la signature de σ.
Dans le cas g ≡ 0, 3 (mod 4) au contraire σ est paire, la matrice de 2.1 est
symétrique, et il faudra trouver d’autres formules.
2.2.1 Le cas g ≡ 1, 2 (mod 4)
Avant de donner les théorèmes formels, j’explique le type de formules qu’on
utilisera. Notons A la matrice apparaissant dans l’équation 2.1 :
A = (W (vi + vj, wi + wj)W (vi − vj, wi − wj))1≤i,j≤m .
Comme signalé plus haut, la taille m de la matrice doit vériﬁer deux propriétés :
m est paire et m > 2g. Evidemment, pour avoir les formules les plus simples
possibles, on prend la valeur m = 2g + 2 minimale.
Choisissons les familles d’indices (vi) et (wi) de façon à rendre l’équation
Pf(A) = 0
intéressante. Par exemple, pour a un entier, on choisit :
• pour tout i, wi = 0 ;
• v1 = a+ 1, v2 = a− 1 ;
• pour tous les autres i /∈ {1, 2}, vi = m− i.
Je l’ai déjà signalé plus haut : A est antisymétrique. En particulier, ses termes
diagonaux sont nuls, et ses autres coeﬃcients valent
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• A12 = W (2a, 0)W (2, 0), et pour i ≥ 3,
A1i = W (a+ 1 +m− i, 0)W (a+ 1−m+ i, 0);
• A21 = −A12, et pour i ≥ 3,
A2i = W (a+m− i− 1, 0)W (a−m+ i− 1, 0);
• enﬁn, pour i et j ∈ {3, . . . ,m}, les autres Aij valent
Aij = W (2m− i− j, 0)W (j − i, 0).
Autrement dit, l’équation Pf(A) = 0 est une relation polynomiale permettant de
calculer W (2a, 0) à partir
• des W (a+ i, 0), pour −(m− 2) ≤ i ≤ m− 2 ;
• des W (j, 0), pour 1 ≤ j ≤ m− 3 2.
On voit donc se dégager l’idée de l’algorithme : c’est bien un double-and-add,
mais il faut faire attention au fait que W (2a, 0) ne s’obtient pas à partir de seule-
ment W (a, 0) et de quelques valeurs initiales. On a également besoin de termes
autour de W (a, 0).
Par ailleurs, je rappelle que pour le calcul de couplage je dois calculer le terme
W (r + 1, 1). Autrement dit, il faut que je donne les formules permettant de cal-
culer des termes du type W (2a, 1) ou W (2a + 1, 1). Cela se fait naturellement
avec d’autres choix d’indices vi et wi que j’expliciterai plus loin. Pour le moment,
il me suﬃra de dire que le même phénomène observé intervient : on n’aura pas
seulement besoin de W (a, 0) ou W (a, 1), mais également de tout un tas d’autres
valeurs de W autour de (a, 0).
Muni de cette observation, déﬁnissons comme l’ont fait Stange, puis Uchida et
Uchiyama respectivement pour les genres 1 et 2 la notion de bloc centré autour
d’un entier a :
Déﬁnition 2.2.3. Les termes dits initiaux du net W sont :
— les 2m − 7 termes {W (i, 0) | 1 ≤ i ≤ 2m − 7} (ou dans le cas g = 1 et
m = 4, les deux termes W (1, 0) and W (2, 0)),
— les 2m− 2 termes {W (i, 1) | 1−m ≤ i ≤ m− 2}.
Soit a ∈ N, le bloc centré autour de a est formé des
— 4m− 8 termes {W (k + i, 0) | − 2m+ 4 ≤ i ≤ 2m− 5},
2. Je rappelle que W est impaire : W (−j, 0) = −W (j, 0).
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— 2m− 5 termes {W (k + i, 1) | 3−m ≤ i ≤ m− 3}.
Remarque 2.2.4.
• Dans mon exemple, j’avais décomposé 2a en (a+1)+(a−1). On pourrait
se demander s’il n’aurait pas été plus simple de tout simplement écrire
2a = a+ a, autrement dit de faire le choix (v1, w1) = (v2, w2) = (a, 0). En
réalité, un tel choix est impossible, et ce pour deux raisons : tout d’abord,
parce qu’en faisant ainsi, on aurait eu les deux premières lignes de ma
matrice A égales, et donc en calculant son pfaﬃen, on n’aurait pas obtenu
d’autre équation que 0 = 0 ; et de toute manière, on aurait eu A12 =
W (2a, 0)W (0, 0), et je rappelle que W (0, 0) = 0 : ainsi, le terme W (2a, 0)
ne serait en réalité pas apparu dans l’équation.
• Toujours dans l’exemple, on peut observer que j’ai arbitrairement placé le
terme intéressant à calculer dans la case A12 de ma matrice ; que les autres
coeﬃcients des deux premières lignes sont formés de termes qui sont dans
le bloc calculé à l’étape précédente du double-and-add ; et que les autres
coeﬃcients de la matrice sont des termes initiaux.
• Ces termes initiaux sont apparus du fait de mon choix
∀3 ≤ i ≤ m, vi = m− i.
De façon triviale, on peut dire que les deux indices vraiment intéressants
sont v1 et v2, puisque ce sont avec eux que j’obtiens le terme à calculer
W (2a, 0). Les autres vi ne sont en somme que du remplissage, et je rappelle
qu’il ne m’est pas possible de prendre pour deux indices i et j diﬀérents
(vi, wi) = (vj, wj), ce qui explique mon choix pour ces valeurs de vi : j’ai
pris les m− 2 plus petits entiers.
• Une remarque sur la déﬁnition maintenant. On remarquera qu’un bloc
est constitué de deux niveaux : le niveau 0, constitué des termes du type
W (i, 0), et le niveau 1 avec tous les termes du type W (i, 1). Les termes
W (i, 0) ne dépendent que de D1 et des coeﬃcients de la courbe C, et vivent
donc dans le corps de base Fq, tandis que les W (i, 1) dépendent de D1 et
de D2, et seront donc des éléments de Fqk . Ainsi, le calcul d’un bloc se
déroulera en deux temps : d’abord on calculera les termes de niveau 0, et
ces opérations seront peu couteuses puisque dans Fq ; puis on réglera le
compte du niveau 1, et pour cela il faudra payer un peu plus, puisqu’on
évoluera dans Fqk .
• Enﬁn, on remarquera qu’avec g = 1 et 2, ma déﬁnition de bloc coïncide
bien avec celles de [45] et [50].
Déﬁnition 2.2.5 (Paramétrages). Voici les diﬀérents choix des paramètres vi et
wi qu’on va utiliser dans notre algorithme.
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Pour le niveau 0, c’est-à-dire pour le calcul des termes W (2a + c, 0), 4 − 2m ≤
c ≤ 2m− 4, on utilise le choix suivant :
— pour tout 1 ≤ i ≤ m, wi = 0,
— v1 = l + l′ + 1,
— v2 = l − 1,
— pour tout 3 ≤ i ≤ m, vi = m− i,
où
l = a+
⌈
c
2
⌉
et l′ =
{
0 si c est pair.
− 1 sinon.
Un tel choix sera désormais appelé parame´trage (l, l′,0), et vériﬁe
a− (m− 2) ≤ l ≤ a+ (m− 2).
Pour le niveau 1 maintenant, on calcule W (2a + c, 1) (−(m − 3) ≤ c ≤ m − 2)
avec le choix suivant :
— w1 = 1 et tous les autres wi valent 0 ;
— v1 = a ;
— v2 = a+ c ;
— for 3 ≤ i ≤ m, vi = m− i.
Un tel choix est appelé parame´trage (a, c,1).
Regardons maintenant précisément les formules que l’on obtient avec ces diﬀérents
paramétrages.
Je note Aˆij la matrice carrée de taille m − 2 obtenue en retirant les lignes et
colonnes numéro i et j de A. De même, Aˆijkl est la matrice de taille m − 4
obtenue en retirant les 4 lignes et 4 colonnes numéro i, j, k et l de A. Le pfaﬃen
de A se développe alors de la façon suivante :
Pf(A) = A12Pf(Aˆ12) +
m∑
i=3
(−1)iA1iPf(Aˆ1i)
= A12Pf(Aˆ12) +
m∑
i=3
∑
j 6=i
3≤j≤m
(−1)i+jA1iA2jPf(Aˆ12ij).
Or, on remarquera que dans tous les paramétrages (l, l′, 0) et (a, c, 1), les lignes
3 à m de A sont identiques (seules les 2 premières varient). Ainsi, les coeﬃcients
Pf(Aˆ12) et Pf(Aˆ12ij) de nos équations sont constants tout le long de l’algorithme :
il faudra les précalculer.
Finalement, les formules obtenues sont les suivantes :
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Déﬁnition 2.2.6 (Formules).
— Pour −m+ 2 ≤ b ≤ m− 2,
W (2a+ 2b, 0) =
∑
j 6=i
3≤i,j≤m
(−1)i+j+1Pf
(
Aˆ12ij
)
Pf
(
Aˆ12
)
W (2, 0)
A1iA2j
avec A1i = W (a+ b+m+ 1− i, 0)W (a+ b+ 1 + i−m, 0) et
A2j = W (a+ b+m− 1− j, 0)W (a+ b− 1 + j −m, 0) ;
— pour −m+ 3 ≤ b ≤ m− 2,
W (2a+ 2b+ 1, 0) =
∑
j 6=i
3≤i,j≤m
(−1)i+j+1Pf
(
Aˆ12ij
)
Pf
(
Aˆ12
)
W (1, 0)
A1iA2j
avec A1i = W (a+ b+m+ 1− i, 0)W (a+ b+ 1 + i−m, 0) et
A2j = W (a+ b+m− j, 0)W (a+ b+ j −m, 0) ;
— pour −m+ 3 ≤ b ≤ m− 2,
W (2a+ b, 1) =
∑
j 6=i
3≤i,j≤m
(−1)i+j+1Pf
(
Aˆ12ij
)
Pf
(
Aˆ12
)
W (−b, 1)
A1iA2j
avec A1i = W (a+m− i, 1)W (a+ i−m, 1) et
A2j = W (a+ b+m− j, 0)W (a+ b+ j −m, 0).
A partir de ces formules, on obtient notre algorithme de type double-and-add,
ce qu’énonce le théorème suivant :
Théorème 2.2.7. Soit a un entier. On suppose qu’aucun des termes suivants
n’est nul :
— W (1, 0) et W (2, 0) ;
— W (b, 1), pour −m+ 2 ≤ b ≤ m− 3 ;
— Pf
(
Aˆ12
)
.
Dans ces conditions, si on dispose des termes initiaux de W et du bloc centré en
a, alors on est en mesure de calculer le bloc centré en 2a et celui centré en 2a+1.
Démonstration. Les conditions du théorème permettent de s’assurer que les dé-
nominateurs des formules énoncées ne s’annulent pas. Une fois ces précautions
prises, il ne reste alors plus qu’à vériﬁer que les termes apparaissant dans les
membres de droite des diﬀérentes formules sont bien tous ou bien initiaux, ou
bien dans le bloc centré en a.
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Remarque 2.2.8.
— Comme signalé dans la preuve du lemme 2.2.2, en pratique on aura
W (1, 0) =W (0, 1) = 1.
— Pour g = 1 et m = 4, on a tous les Pf
(
Aˆ12ij
)
égaux à 1, ce qui nous
redonne les équations de [45].
Enﬁn, remarquons que parmi tous ces coeﬃcients A1j et A2j dont on a besoin,
certains sont redondants :
— les A1j du paramétrage (l+1,−1, 0) sont les mêmes que ceux du paramé-
trage (l, 0, 0),
— les A2j du paramétrage (l,−1, 0) sont les mêmes que ceux du paramétrage
(l, 0, 0),
— les A2j du paramétrage (l+ 2,−1, 0) sont les A1j du paramétrage (l, 0, 0),
— les A1j du paramétrage (k, c, 1) sont indépendants de c,
— les A2j du paramétrage (a, c, 1) sont les mêmes que ceux du paramétrage
(a+ c+ 1, 0, 0).
Ainsi, les seuls coeﬃcients à calculer sont :
— les A1j, 3 ≤ j ≤ m, pour les 2m− 4 paramétrages (l, 0, 0) ;
— les A2j, 3 ≤ j ≤ m, pour les paramétrages (a−m+2, 0, 0) et (a−m+3, 0, 0),
ou (a−m+ 3, 0, 0) et (a−m+ 4, 0, 0) ;
— les A1j, 3 ≤ j ≤ m, du paramétrage (a,−m+ 3, 1).
2.2.2 Le cas g ≡ 0, 3 (mod 4)
La stratégie est la même que précédemment : étant donné un bloc centré en
a, on désire calculer le bloc centré en 2a ou celui centré en 2a + 1, de façon à
ﬁnalement sortir W (r + 1, 1).
Les diﬀérences avec le cas g ≡ 1, 2 (mod 4) sont les suivantes :
— la matrice A est maintenant symétrique ;
— on n’a plus besoin de prendre m pair, donc je peux prendre m = 2g + 1 ;
— malheureusement, on ne dispose plus du pfaﬃen, mais seulement du dé-
terminant. Ceci va alourdir les équations qu’on obtiendra.
La nouvelle déﬁnition de termes initiaux et de bloc est la suivante :
Déﬁnition 2.2.9. Les termes initiaux sont les
— 2m− 3 termes {W (i, 0) | 0 ≤ i ≤ 2m− 4},
— 2m− 2 termes {W (i, 1) | 0 ≤ i ≤ 2m− 3}.
Pour a un entier, le bloc centré en a est constitué des
— 4m− 6 valeurs {W (a+ i, 0) | − 2m+ 4 ≤ i ≤ 2m− 3},
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— 2m− 2 valeurs {W (a+ i, 1) | 0 ≤ i ≤ 2m− 3}.
On donne maintenant la déﬁnition des paramétrages choisis :
Déﬁnition 2.2.10 (Paramétrages).
Pour calculer W (2a+ 2b, ǫ), on prend
— pour tout 1 ≤ i ≤ m, wi = ǫ/2,
— v1 = a+ b,
— pour 2 ≤ i ≤ m, vi = m− i.
Ce réglage sera noté (b,0, ǫ), pour ǫ = 0, 1, et −m+ 2 ≤ b ≤ m− 1 si ǫ = 0, ou
0 ≤ b ≤ m− 1 si ǫ = 1.
Pour calculer W (2a+ 2b+ 1, ǫ), où ǫ = 0, 1, et −m+ 2 ≤ b ≤ m− 2 si ǫ = 0, ou
0 ≤ b ≤ m− 2 si ǫ = 1, on prend le réglage (b,1, ǫ), à savoir :
— pour tout 1 ≤ i ≤ m, wi = ǫ/2,
— v1 = a+ b+ 1/2,
— pour 2 ≤ i ≤ m, vi = m− i+ 1/2.
Comme pour g ≡ 1, 2 (mod 4), il faut maintenant donner les formules précises
qui découlent de ces réglages.
Je note Aˆi,j la matrice carrée de taille m− 1 obtenue en ôtant la i-ième ligne et
la j-ième colonne de A. De même, j’obtiens Aˆij,kl en retirant les lignes numéro i
et j et les colonnes k et l de A.
Je développe alors le déterminant de A de la façon suivante :
0 = A11det
(
Aˆ1,1
)
+
∑
1≤i,j≤m
(−1)i+jA1iA1jdet
(
Aˆ1i,1j
)
.
Les coeﬃcients det
(
Aˆ1,1
)
et det
(
Aˆ1i,1j
)
sont précalculés.
Malheureusement, et contrairement au cas g ≡ 1, 2 (mod 4), ces déterminants
diﬀèrent selon le réglage utilisé. Je les noterai donc respectivement par les lettres
B, C, D et E pour les réglages (b, 0, 0), (b, 1, 0), (b, 0, 1) and (b, 1, 1).
Les formules obtenues sont alors les suivantes :
Déﬁnition 2.2.11 (Formules).
— Pour −m+ 2 ≤ b ≤ m− 1,
W (2a+ 2b, 0) =
∑
2≤i,j≤m
(−1)i+j+1det
(
Bˆ1j,1i
)
det
(
Bˆ1,1
)
W (0, 0)
A1iA1j
avec A1i = W (a+ b+m− i, 0)W (a+ b+ i−m, 0) ;
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— pour −m+ 2 ≤ b ≤ m− 2,
W (2a+ 2b+ 1, 0) =
∑
2≤i,j≤m
(−1)i+j+1det
(
Cˆ1j,1i
)
det
(
Cˆ1,1
)
W (0, 0)
A1iA1j
avec A1i = W (a+ b+m+ 1− i, 0)W (a+ b+ i−m, 0) ;
— pour 0 ≤ l ≤ m− 1,
W (2k + 2l, 1) =
∑
2≤i,j≤m
(−1)i+j+1det
(
Dˆ1j,1i
)
det
(
Dˆ1,1
)
W (0, 0)
A1iA1j
avec A1i = W (a+ b+m− i, 1)W (a+ b+ i−m, 0) ;
— pour 0 ≤ l ≤ m− 2,
W (2k + 2l + 1, 1) =
∑
2≤i,j≤m
(−1)i+j+1det
(
Eˆ1j,1i
)
det
(
Eˆ1,1
)
W (0, 0)
A1iA1j
avec A1i = W (a+ b+m+ 1− i, 1)W (a+ b+ i−m, 0).
Alors, avec le même raisonnement que dans le cas g ≡ 1, 2 (mod 4), on obtient à
partir de ces formules notre algorithme en double-and-add :
Théorème 2.2.12. Si aucune des valeurs det
(
Bˆ1,1
)
, det
(
Cˆ1,1
)
, det
(
Dˆ1,1
)
et
det
(
Eˆ1,1
)
ne s’annule, alors, à partir des termes initiaux et du bloc centré en a,
on est en mesure de calculer le bloc centré en 2a et celui centré en 2a+ 1.
Hélas, une autre diﬀérence pénible avec le cas g ≡ 1, 2 (mod 4) apparaît : il n’y a
aucune redondance parmi les coeﬃcients A1i et A2j, et il faudra tous les calculer.
2.2.3 Un exemple en genre 3
En genre 3, notre courbe a pour équation
C : y2 = x7 + λ6x6 + · · ·+ λ0.
La représentation de Mumford d’un diviseur D ∈ J \Θ est
D = [U, V ] avec U = x3 + U2x2 + U1x+ U0, V = V2x2 + V1x+ V0.
On se donne une courbe C et deux diviseurs D1 et D2 dont on veut calculer le
couplage. Comme expliqué plus haut, on commence par la phase d’initialisation,
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c’est-à-dire par le calcul des {W (i, 0) | i = 0, . . . , 14} et {W (i, 1) | i = 0, . . . , 15}.
Pour cela, on prend W (1, 0) = W (0, 1) = 1, et on obtient les autres avec les
polynômes F3 et G3 (voir proposition 1.3.34) :
∀a, b, i ∈ Z,


W (a+ b, i)W (a− b, i)
W (a, i)2W (b, 0)2
= F3([a]D1 + [i]D2, [b]D1),
W (2a, 0)
W (a, 0)4
= G3([a]D1).
Les valeurs de F3 et G3 se trouvent par exemple dans [10] et [49] :
F3(u, v) = (℘31(v)− ℘31(u))(℘22(v)− ℘22(u))− (℘31(v)− ℘31(u))2
+ (℘32(v)− ℘32(u))(℘21(v)− ℘21(u)) + (℘33(v)− ℘33(u))(℘11(v)− ℘11(u)),
G3(u) = ℘113(u)℘223(u) + ℘133(u)℘122(u)− 2℘133(u)℘113(u)
− ℘123(u)2 − ℘233(u)℘112(u) + ℘133(u)℘113(u) + ℘333(u)℘111(u).
Je rappelle que les ℘i3 et ℘i33, 1 ≤ i ≤ 3 d’un diviseur D se lisent directement sur
ses coordonnées de Mumford. Les autres évaluations des ℘ fonctions s’obtiennent
à partir des formules se trouvant dans l’appendice C de [13]. Plus précisément, on
utilise les trois premières formules pour calculer successivement ℘22, ℘12 et ℘11.
Puis on utilise les formules de poids (−18) de ce même document pour obtenir
les sept produits ℘ijk℘lmn intervenant dans le calcul de G3.
Par exemple, considérons la courbe C d’équation
y2 = x7 + 3x6 + 2x5 + 10x4 + 9x3 + 3x2 + 11
déﬁnie sur F29. Avec r = 41, le degré de plongement est 40, donc l’exponentiation
ﬁnale est
e =
2940 − 1
41
= 764075121631975351615803381072559018207546756758889888800.
Soit a ∈ F29 une racine de
X40 +X5 + 4 ∈ F29[X],
alors F2940 ≃ F29(a).
Soit D1 ∈ J (F29)[41] donné par sa représentation de Mumford :
[x3 + 2x2 + 9x+ 24, 23x2 + 24x+ 4].
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Soit D2 ∈ J (F2940) donné par :
U =x3 + (27a5 + 27a2 + 28a+ 16)x2 + (4a7 + 2a6 + 21a5 + 2a3 + 21a2 + 5a+ 10)x+
25a8 + 26a7 + 24a6 + 18a5 + 24a3 + 18a2 + a+ 8
V =(26a39 + 16a38 + 14a37 + 7a36 + 27a35 + 19a34 + 7a33 + 19a32 + 15a31 + a30+
21a29 + 2a28 + 5a27 + 22a26 + 27a25 + 21a24 + 4a23 + 5a22 + 6a21 + 27a20 + 6a19+
27a18 + 13a17 + 12a16 + 15a15 + 10a14 + 23a13 + 23a12 + 25a11 + 2a10 + 4a9 + 14a8+
a26 + 21a25 + 26a24 + 28a23 + 10a22 + 14a21 + 3a20 + 23a19 + 14a18 + 26a17 + 7a16+
23a7 + 3a6 + 28a5 + 2a4 + 26a3 + 12a2 + 27a+ 4)x2 + (a39 + 15a38 + 6a37 + 13a36+
20a35 + 5a34 + 23a33 + 28a32 + 8a31 + 20a30 + 16a29 + a28 + 12a27 + 13a15 + 28a14+
15a13 + 25a12 + a11 + 19a10 + 11a9 + 17a8 + 21a7 + 11a6 + 12a5 + 16a4 + 8a2 + 21a+
22)x+ 15a39 + 14a38 + 23a37 + 25a36 + 27a35 + 14a34 + 13a33 + 10a31 + 3a30+
14a29 + 13a28 + 27a27 + 14a26 + 21a25 + 13a24 + 8a23 + 25a22 + 27a21 + 23a19+
24a18 + 11a17 + 6a16 + a15 + 3a14 + 18a13 + a12 + 21a11 + 2a10 + 26a9+
26a8 + 11a7 + 4a6 + 18a5 + 9a4 + 28a3 + 5a2 + 4a+ 6.
On trouve alors que
(WD1,D2(42, 1))e = 4a39 + 14a38 + 21a37 + · · ·+ 5a2 + 4a+ 16.
On peut vériﬁer que
τ : J (Fq)[r]× J (Fqk)/rJ (Fqk) → µr
(D1, D2) 7→ (WD1,D2(r + 1, 1))e
est bien bilinéaire :
— on prend D3 ∈R J (Fqk) et vériﬁe que
(WD1,D2+rD3(r + 1, 1))
e = (WD1,D2(r + 1, 1))
e ;
— on prend deux entiers aléatoires m and n et vériﬁe que
(WmD1,nD2(r + 1, 1))
e = (WD1,D2(r + 1, 1))
emn .
2.2.4 Analyse théorique de coûts
Comptons le nombre d’opérations eﬀectuées à chaque itération de notre double-
and-add.
Il faudra distinguer les opérations faisant intervenir uniquement les coordonnées
de P ∈ J (Fq) et ceux faisant également intervenir Q ∈ J (Fqk). Ainsi, je note M
et S les coûts respectifs d’une multiplication et d’une mise au carré dans Fqk , M
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et S les coûts de ces opérations dans Fq, etMk le coût d’une multiplication mixte,
c’est-à-dire entre un terme dans Fqk et un autre dans Fq. Le coût des additions
sera négligé.
Je rappelle qu’à chaque itération il faudra calculer tous les termes d’un bloc. Ce
bloc est constitué de termes de la forme W (a, 0) ∈ Fq et de termes de la forme
W (a, 1) ∈ Fqk . Ces termes se calculent avec les formules données dans les sous
sections 2.2.1 et 2.2.1.
Ces formules sont toutes de la forme
W (a, b) =
∑
KijA1iA2j
avec
• W (a, b) le terme à calculer ;
• les coeﬃcients Kij ∈ Fq si b = 0 et Fqk si b = 1 ;
• dans le cas où g ≡ 1, 2 (mod 4), ces Kij sont précalculés avant de rentrer
dans la boucle du double-and-add ; dans l’autre cas, il faudra les recalculer
à chaque fois ;
• enﬁn, les éléments A1i et A2j de la matrice sont dans Fq si b = 0 ; certains
d’entre eux sont dans Fqk sinon.
L’analyse tiendra ainsi compte du coût de calcul des termes Kij, A1i et A2j des
équations, puis du coût des opérations à eﬀectuer entre ces termes. Je rappelle
que dans le cas où g ≡ 1, 2 (mod 4) il y aura moins de termes A1i et A2j à calculer
que dans le cas où g ≡ 0, 3 (mod 4).
On obtient ﬁnalement le nombre suivants d’opérations :
— 8 · 23g − 9 · 22g + 5 · 2g − 2 M ,
— 2g+1 + 2 S,
— 2g(2g − 1)(2g+1 − 1) + 2 Mk,
— 2g+1 + 2g − 4 M,
— 1 S
si g ≡ 1, 2 (mod 4) ; et
— (4m3 − 8m2 + 4m− 4) M ,
— 2(m− 1)2 Mk,
— (2m3 − 6m2 + 8m− 4) M,
— 2(m− 1)2 S
si g ≡ 0, 3 (mod 4).
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2.3 Résultats en genre 1
Ici, je compare les coûts des algorithmes basés respectivement sur les fonctions
thêta ([30]) et sur les nets ([45]) pour le genre 1.
Dans le premier cas, je rappelle que les bases de fonctions de niveau 2 introduites
dans la partie 1.3.1.1 sont les suivantes :
— [uP : vP ] =
[
θ
[
0
0
]
(P,Ω)2 : θ
[
1/2
0
]
(P,Ω)2
]
,
— [u′P : v
′
P ] =
[
θ
[
0
0
]
(2P, 2Ω) : θ
[
1/2
0
]
(2P, 2Ω)
]
,
— [u˜P : v˜P ] =
[
θ
[
0
0
]
(P,Ω/2) : θ
[
0
1/2
]
(P,Ω/2)
]
.
La stratégie a été rappelée dans la section 2.1 : c’est un double-and-add, et, à
chaque itération, à partir des coordonnées de jD1, (j + 1)D1 et jD1 +D2, on va
chercher les coordonnées de 2jD1, (2j + 1)D1 et 2jD1 +D2 ou celles des points
(2j + 1)D1, (2j + 2)D1 et (2j + 1)D1 +D2, selon la décomposition binaire de r.
Ainsi, à chaque itération, on utilise toujours les formules données dans la pro-
position 1.3.18 pour eﬀectuer deux additions et un doublement. En étudiant ces
formules, on remarque que les coûts de l’arithmétique des coordonnées (u′, v′)
sont les mêmes que ceux pour les coordonnées (u˜, v˜).
Avec les notations de la section précédente, nous avons donc les coûts suivants
pour une itération :
Coordonnées (u, v) (u′, v′) ou (u˜, v˜)
Coûts 2S+ 1M+ 3Mk + 6S + 6M 2S+ 1M+ 2Mk + 10S + 7M
Du côté elliptic net, dans [45], le coût d’une étape est de 1S+2M+6Mk +6S +
26M .
Pour comparer ces coûts, plusieurs approximations sont faites. Ainsi, en pratique,
on considère généralement que 1Mk ≃ kM .
De plus, en cryptographie, le corps Fqk est construit à partir de Fq comme une
tour d’extensions. On prendra volontiers k comme un entier de la forme 2i3j, et
ainsi Fqk s’obtient grâce à une succession d’extensions quadratiques et cubiques.
Grâce aux méthodes de Karatsuba et Toom-Cook, on a donc M ≃ 3i6jM et
S ≃ 2iM5jS (voir par exemple [12] pour plus de détails). Si ﬁnalement on admet
l’approximation M ≃ S, on obtient le tableau suivant pour les premières valeurs
de k :
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k Coordonnées (u, v) Coordonnées (u′, v′) ou (u˜, v˜) Méthode Elliptic Nets
4 41M 42M 78M
6 65M 64M 108M
8 79M 76M 142M
12 143M 136M 214M
16 173M 162M 306M
18 274M 261M 406M
24 299M 280M 486M
36 644M 613M 996M
48 721M 678M 1210M
Si on compare le coût d’utilisation des coordonnées (u, v) avec celui pour les deux
autres jeux de coordonnées, on remarque qu’un petit nombre d’opérations dans
le corps de base (4S et 1M) est échangé contre une multiplication mixte. Cela
explique que pour les grandes valeurs de k, les coordonnées (u′, v′) et (u˜, v˜) sont
plus eﬃcaces que les coordonnées (u, v). Pour les petites valeurs de k par contre
la diﬀérence est négligeable.
Concernant l’algorithme des elliptic nets, le nombre prohibitif de multiplications
mixtes le rend non compétitif par rapport à l’algorithme basé sur les formules
d’addition des fonctions thêta.
Enﬁn, comparons les performances de ces algorithmes avec celles des méthodes
traditionnelles de calcul de couplage, basées sur l’algorithme de Miller. Selon [28],
le coût d’une étape est de 1S+ 1M+ 1Mk + 11M . Ainsi que noté dans [31], ces
résultats rendent les algorithmes étudiés dans ce chapitre très peu compétitifs
en genre 1. Ainsi, le coût de l’utilisation de l’algorithme de type Miller donné
dans [28] varie selon les valeurs de k entre 68 et 86% celui de l’utilisation des
coordonnées (u′, v′).
Chapitre 3
Uniﬁcation de ces deux méthodes
Observant les théorèmes 2.1.1 et 2.2.1, on remarque une grande similitude
entre la formule de couplages fournie par les nets, et celle donnée par les fonctions
thêta. L’objet de ce chapitre est d’expliquer cette ressemblance.
Plus exactement, je montre ici que les deux théorèmes 2.1.1 et 2.2.1 sont en fait
des "sous cas" des propriétés suivantes des fonctions de niveau l (i.e. des bases
des espaces de Riemann L(lO)) :
(i) si l est pair, alors tout ensemble de coordonnées de niveau l vériﬁe une loi
d’addition, à partir de laquelle on peut en extraire un algorithme tel que
celui de [30] ;
(ii) si l est pair, cette loi d’addition a pour conséquence que ces coordonnées
forment ce que j’appelle des generalized hyperelliptic nets ; en particulier,
si l = 2, ce sont des hyperelliptic nets au sens classique de [50] (cette dé-
ﬁnition est rappelée dans le théorème 1.4.14).
Dans ce chapitre, et comme je l’ai déjà fait plusieurs fois, je m’intéresserai d’abord
au cas elliptique. Il sera ensuite aisé de généraliser le résultat aux genres supé-
rieurs.
3.1 Réécriture des elliptic nets
Je rappelle qu’un des théorèmes fondamentaux de Stange dans [45] est le théo-
rème 1.4.7, établissant le diviseur de sa fonction Ψ, à partir de laquelle sont bâtis
ses elliptic nets. Ainsi, ce théorème lui-a-t’il permis de reconstruire les fonctions
de Miller, puisque ceux-ci sont eux mêmes déﬁnis par leur diviseur.
Son théorème 1.4.7, elle l’a établi connaissant le diviseur de sigma : cette fonction
admet un zéro simple en O, et rien d’autre. Il est aisé de faire le même travail en
utilisant une autre fonction thêta. Ainsi, dans le théorème suivant, nous allons
étendre la construction des fonctions Ψ de Stange :
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Théorème 3.1.1. Soit E une courbe elliptique, pour le moment déﬁnie sur C.
Soient a, b ∈ {0, 1/2} des caractéristiques semi-entières.
Pour v = (v1, v2) ∈ Z2,
Ψ
v
(z1, z2) =
θ
[
a
b
]
(v1z1 + v2z2)
θ
[
a
b
]
(z1)v
2
1
−v1v2θ
[
a
b
]
(z1 + z2)v1v2θ
[
a
b
]
(z2)v
2
2
−v1v2
est une fonction bien déﬁnie sur E × E.
Démonstration. Pour le premier point, il s’agit de montrer que pour tout couple
(N1, N2) ∈ N2, on a
Ψ
v
(z1 +N1, z2 +N2) = Ψv(z1, z2) et Ψv(z1 +N1τ, z2 +N2τ) = Ψv(z1, z2).
Etudions la première égalité. En se servant du fait que pour tout entier n,
θ
[
a
b
]
(z + n, τ) = exp(2πian) θ
[
a
b
]
(z, τ),
on a
Ψ
v
(z1 +N1, z2 +N2) = exp(2πiaA)Ψv(z1, z2),
avec
A =v1N1 + v2N2 − (v21 − v1v2)N1 − v1v2(N1 +N2)− (v22 − v1v2)N2
=(v1 − v21)N1 + (v2 − v22)N2.
On remarque alors que A ≡ 0 (mod 2), ce qui nous permet bien de conclure que
Ψ
v
(z1 +N1, z2 +N2) = Ψv(z1, z2).
On passe maintenant à la seconde égalité. La formule dont on doit se servir est
la suivante : pour tout entier n,
θ
[
a
b
]
(z + nτ, τ) = exp
(
−2πibn− πin2τ − 2πinz
)
θ
[
a
b
]
(z, τ).
Ainsi, on a
Ψ
v
(z1 +N1τ, z2 +N2τ) = exp(−2πibA− πiτB − 2πiC)Ψv(z1, z2),
où A est l’entier calculé plus haut (on a donc toujours exp(−2πibA) = 0), alors
que B et C sont deux quantités qui restent à calculer, et que nous allons voir
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nuls.
En eﬀet, on a
B =(v1N1 + v2N2)2 − (v21 − v1v2)N21 − v1v2(N1 +N2)2 − (v22 − v1v2)N22
=0.
et
C =(v1N1 + v2N2)(v1z1 + v2z2)− (v21 − v1v2)N1z1 − v1v2(N1 +N2)(z1 + z2)− (v22 − v1v2)N2z2
=0.
Ainsi, on a bien
Ψ
v
(z1 +N1τ, z2 +N2τ) = Ψv(z1, z2),
et donc Ψ
v
est bien une fonction bien déﬁnie sur E × E .
Il reste alors à faire le lien entre ces nouvelles fonctions Ψ et les elliptic nets :
Proposition 3.1.2. Soient a, b ∈ {0, 1/2}, et P,Q ∈ E. La fonction
W : Z2 → C
(p, q) 7→ Ψp,q(P,Q)
déﬁnie dans le théorème précédent 3.1.1 est un elliptic net au sens de Stange.
Démonstration. Pour 1 ≤ i ≤ 4, soient ui,1 et ui,2 ∈ Z. Il faut voir que
det (W (ui,1 + uj,1, ui,2 + uj,2, )W (ui,1 − uj,1, ui,2 − uj,2, )) = 0.
En utilisant les formules de Riemann, (qui se trouvent par exemple dans [34]
p.22), cela peut se faire via un logiciel de calcul formel.
Ainsi, on a vu que les fonctions thêta de caractéristiques semi entières fournissent
des elliptic nets. On passe maintenant aux autres fonctions de niveau l, pour l
pair, en commençant par le cas l = 2.
3.2 Fonctions de niveau 2 et elliptic nets
Dans cette section et la suivante, je travaille avec E/K une courbe elliptique
déﬁnie sur un corps quelconque K. La variété de Kummer de E est notée K (je
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rappelle que K ∼= E/{±1}).
Les deux théorèmes suivants nous donnent deux méthodes possibles en double-
and-add pour obtenir des quantités du type κ1([r]P +Q) pour un grand premier
r. La première est d’utiliser la loi d’addition vériﬁée par {κ1, κ2} :
Théorème 3.2.1. On reprend κ = [κ1 : κ2] : E → P1 un plongement projectif de
la variété de Kummer de E, avec {κ1, κ2} une base de L(2O).
Alors il existe des applications bilinéaires B11, B12 et B22 telles que, pour tous
points P et Q ∈ E, l’on ait
• κ1(P +Q)κ1(P −Q) = B11
(−−−→
κ(P )2,
−−−→
κ(Q)2
)
,
• κ1(P +Q)κ2(P −Q) + κ1(P −Q)κ2(P +Q) = B12
(−−−→
κ(P )2,
−−−→
κ(Q)2
)
,
• κ2(P +Q)κ2(P −Q) = B22
(−−−→
κ(P )2,
−−−→
κ(Q)2
)
,
où
−−−→
κ(P )2 et
−−−→
κ(Q)2 désignent les vecteurs colonnes suivants :
−−−→
κ(P )2 =

 κ1(P )
2
κ1(P )κ2(P )
κ2(P )2

 ,−−−→κ(Q)2 =

 κ1(Q)
2
κ1(Q)κ2(Q)
κ2(Q)2

 ,
Démonstration. Si on prouve l’existence de telles Bi pour une base particulière
{v1, v2} de L(2O), alors le résultat sera vrai pour toutes les autres bases. Il se
trouve justement que la proposition 1.3.18 nous donne trois bases diﬀérentes
satisfaisant cette propriété.
La seconde est d’utiliser l’algorithme des elliptic nets :
Théorème 3.2.2. Dans le même contexte, κ1 et κ2 vériﬁent la récurrence des
elliptic nets :
det (κ1(xi + xj)κ1(xi − xj))1≤i,j≤4 = det (κ2(xi + xj)κ2(xi − xj))1≤i,j≤4 = 0.
Démonstration. Notons :
— A11 et A22 les matrices associées aux applications bilinéaires B11 et B22
établies dans le théorème précédent,
— pour 1 ≤ i ≤ 4, −→κi =
−−−→
κ(xi)2.
On a donc, pour tout 1 ≤ i, j ≤ 4,
κ1(xi + xj)κ1(xi − xj) = t−→κiA11−→κj .
κ2(xi + xj)κ2(xi − xj) = t−→κiA22−→κj .
Les deux matrices (t−→κiA11−→κj )1≤i,j≤4 et (t−→κiA22−→κj )1≤i,j≤4 sont de rang ne dépassant
pas 3, et donc de déterminant nul.
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3.3 Fonctions de niveau l (pair) et elliptic nets
D’un point de vue pratique, le cas l = 2 est le plus eﬃcace. Toutefois, il n’est
pas compliqué de généraliser les théorèmes 3.2.1 et 3.2.2 aux niveaux plus élevés.
Ce sont les deux théorèmes suivants :
Théorème 3.3.1. Soit m = l(l+1)/2. On ﬁxe deux indices 1 ≤ i, j ≤ l. Il existe
alors une application bilinéaire Bi,j telle que pour tous P et Q ∈ E l’on ait
κi(P +Q)κj(P −Q) + κj(P +Q)κi(P −Q) = Bi,j
(−−−→
κ(P )2,
−−−→
κ(Q)2
)
,
où
−−−→
κ(P )2 et
−−−→
κ(Q)2 sont les vecteurs colonnes m× 1 :
−−−→
κ(P )2 =


κ1(P )2
...
κa(P )κb(P )
...
κl(P )2


,
−−−→
κ(Q)2 =


κ1(Q)2
...
κa(Q)κb(Q)
...
κl(Q)2


,
Démonstration. Comme précédemment, il suﬃt d’établir le résultat pour un choix
particulier de bases et il sera vrai pour toutes les autres. Et, comme précédem-
ment, les fonctions thêta nous donnent les relations voulues : le résultat se trouve
par exemple dans le théorème 1 de [30].
Théorème 3.3.2. Avec les notations précédentes, on a pour tout n > m
det (κi(xa + xb)κi(xa − xb))1≤a,b≤n = 0.
Démonstration. C’est exactement la même preuve que pour le théorème 3.2.2.
Remarque 3.3.3.
• Si l est impair, on peut toujours calculer les fonctions de Miller avec les
fonctions de niveau l. Par contre, on ne dispose plus du théorème 3.3.1
établissant les formules d’addition pour mes fonctions de niveau l : on est
donc privé de tout moyen pour aller chercher la quantité κ1(rP +Q).
• Pour l = 2 on a m = 3 et donc, avec n > m, la matrice du théorème
3.3.2 est de taille au moins 4 : on retombe bien sur la déﬁnition des elliptic
nets. Si l > 2 par contre, on obtient un résultat moins fort, qui nécessite de
prendre des matrices de plus grande taille, et donnent donc des formules
plus compliquées à utiliser.
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3.4 Fonctions de niveau l (toujours pair) et hy-
pelliptic nets
Jusqu’ici dans ce chapitre, j’ai travaillé en genre 1 : c’est la situation la plus
courante en cryptographie, et c’est la plus simple à comprendre. En réalité, les
résultats s’étendent de façon immédiate au cas hyperelliptique. J’énonce donc ici
les équivalents des théorèmes 3.3.1 et 3.3.2.
Dans cette section, je travaille donc sur une courbe C de genre g. Je me donne
un entier l ≥ 2 pair, et {κ1, . . . , κl2} une base de L(lΘ).
Théorème 3.4.1. On pose m = lg(lg + 1)/2. On ﬁxe deux indices 1 ≤ i, j ≤ lg.
Il existe une application bilinéaire Bi,j telle que pour tous D1 et D2 ∈ J on ait
κi(D1 +D2)κj(D1 −D2) + κj(D1 +D2)κi(D1 −D2) = Bi,j
(−−−−→
κ(D1)2,
−−−−→
κ(D2)2
)
,
avec
−−−−→
κ(D1)2 et
−−−−→
κ(D2)2 les vecteurs m× 1 suivants :
−−−−→
κ(D1)2 =


κ1(D1)2
...
κa(D1)κb(D1)
...
κl2(D1)2


,
−−−−→
κ(D2)2 =


κ1(D2)2
...
κa(D2)κb(D2)
...
κl2(D2)2


,
Démonstration. Les formules d’addition de Riemann montrent que les fonctions
thêta admettent bien de telles relations bilinéaires. Ainsi, par exemple, le théo-
rème 1 de [30] montre que le théorème est vrai pour la base{
θ
[
0
b
] (
z, l−1Ω
)
| b ∈
(1
l
Zg/Zg
)}
.
Comme on a démontré le résultat pour une base donnée, il est vrai pour toutes
les bases.
Théorème 3.4.2. Avec les notations du théorème précédent, κi vériﬁe ce que
j’appelle la récurrence des hyperelliptic nets généralisés : pour tout n > m,
det (κi(xa + xb)κi(xa − xb))1≤a,b≤n = 0.
Démonstration. Reprenons la démonstration du théorème 3.2.2, et notons :
— Aij les matrices associées aux applications bilinéaires Bij établies dans
le théorème précédent,
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— pour 1 ≤ a ≤ n, −→κa le vecteur m× 1
−−−−→
κ(Da)2.
Autrement dit, pour tout couple (a, b) avec 1 ≤ a, b ≤ lg, et pour tout entier
1 ≤ i ≤ l, la situation est la suivante :
κi(Da +Db)κi(Da −Db) = t−→κaAii−→κb .
Or, les matrices (t−→κaAii−→κb)1≤a,b≤n, pour tout 1 ≤ i ≤ l, sont de rang ne dépassant
pas m, et on a pris soin dans les hypothèses du théorème de prendre ces matrices
de taille n > m : leur déterminant est nul.
3.5 Conclusion
Dans ce chapitre, on a commencé par voir que la construction des hyperelliptic
nets avec la fonction sigma pouvaient se généraliser aux autres fonctions thêta de
caractéristiques semi entières. Plus encore, toutes les fonctions de niveau 2 nous
fournissent des hyperelliptic nets, tandis que les fonctions de niveau pair supé-
rieur aboutissent à une relation plus faible, appelée ici relation des hyperelliptic
nets généralisée.
Surtout, ce chapitre permet de faire le lien entre l’algorithme des fonctions thêta
pour le calcul de couplages, et celui des nets : la formule de récurrence des nets
est une conséquence directe des formules d’addition qui sont à la base de l’algo-
rithme des fonctions thêta.
Ainsi, pour un même outil (un ensemble de coordonnées de niveau pair), il existe
deux méthodes pour le calcul de couplages. Nous avons vu dans le chapitre pré-
cédent que, pour les fonctions thêta, les formules d’addition donnaient un algo-
rithme bien plus eﬃcace que la relation des nets. Une question ouverte serait
de trouver une famille de coordonnées pour laquelle les formules d’addition sont
optimales.
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Chapitre 4
Polynômes de sommation
4.1 Introduction
La sécurité de l’utilisation des courbes hyperelliptiques en cryptographie re-
pose sur la diﬃculté du problème du logarithme discret. Les algorithmes pour
traiter ce problème sur un groupe G se classent en deux catégories :
1. les algorithmes génériques, c’est-à-dire qui sont valables sur tout groupe ;
si G est un groupe cyclique d’ordre premier n, ces algorithmes ont un coût
en O(
√
n), aussi sont-ils également appelés algorithmes en racine carré ;
2. et puis il y a les algorithmes sous-exponentiels, qui utilisent la structure du
groupe étudié pour aller plus vite.
Ainsi, pour les courbes elliptiques déﬁnies sur une extension Fqn/Fq, Gaudry com-
bina dans [22] les polynômes de sommation de Semaev ([43]) et la descente de
Weil pour produire un algorithme de calcul d’index dont la complexité est sous-
exponentielle.
Dans le cas des courbes hyperelliptiques, l’idée générale de l’algorithme de Gau-
dry reste valable. Malheureusement, jusqu’ici aucun équivalent des polynômes de
Semaev ne fût trouvé. Ainsi, Nagao ([36]) passa par les espaces de Riemann-Roch
pour exhiber des systèmes polynomiaux à résoudre pour la phase de recherche de
relations dans le calcul d’index.
Dans ce chapitre, je vais commencer par rappeler la construction des polynômes
de sommation par Semaev et leur utilisation par Gaudry pour le calcul d’index.
Dans le but d’étendre ces polynômes aux courbes hyperelliptiques, je vais avoir
besoin de donner une construction alternative en genre 1, utilisant la fonction
sigma de Weierstrass. Je montrerai ensuite l’impact des nouveaux polynômes
de sommation hyperelliptique sur le problème du logarithme discret. Enﬁn, je
discuterai de divers choix possibles de polynômes alternatifs.
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4.2 Rappels sur les travaux de Gaudry et Se-
maev
4.2.1 Cadre général : le calcul d’index
Je commence par rappeler le principe général du calcul d’index, avant de
considérer spéciﬁquement le groupe généré par un point P ∈ E(Fqk).
Soit G = 〈P 〉 un groupe général. La loi de groupe est notée additivement et le
neutre désigné O. Soit Q ∈ G, on veut trouver un entier n tel que
Q = nP.
L’algorithme s’initialise par la construction d’un sous ensemble de G appelé base
de factorisation F = {F1, . . . , Fk}. Ce sera plus explicite par la suite, mais F est
choisi de façon à ce que
— pour tout élément R ∈ G il soit facile de décider si R peut se décomposer
R = m1F1 + · · ·+mkFk, avec ∀i, mi ∈ Z (4.1)
(un tel élément est dit F -friable, ou juste friable) ;
— et, lorsque c’est le cas, il soit facile d’exhiber une telle décomposition. En
pratique, cette décomposition s’obtient par la résolution d’un système po-
lynomial.
L’algorithme de calcul d’index en lui même se déroule en deux étapes :
(1) la recherche de relations :
On génère aléatoirement des entiers α et β ∈ N, et on construit R =
αP + βQ, jusqu’à obtenir un point R qui soit friable, et on calcule alors
sa décomposition. On répète l’opération jusqu’à obtenir k + 1 relations
∀i, Ri = αiP + βiQ =
k∑
j=1
mi,jFj,
où k est le cardinal de F . On stocke ces relations dans une matrice
M = (mij), qui est donc de taille (k + 1)× k.
(2) la phase d′alge`bre line´aire :
À part cas exceptionnel (auquel cas on recommence l’étape 1), il y a un
vecteur non nul (γi) dans le noyau de M . Un tel vecteur nous donne
∑
i
γi(αiP + βiQ) = O.
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Encore une fois, sauf en cas de malchance, on a
∑
i γiβi 6= 0, ce qui nous
permet de déduire :
Q = −
(∑
i γiαi∑
i γiβi
)
P,
où la quantité −
(∑
i
γiαi∑
i
γiβi
)
est calculée modulo le cardinal de G.
Le coût de la construction de F et de la phase 1 dépend du groupe G et de sa
représentation. Plus précisément, l’analyse de l’algorithme prend en compte
— le coût de l’arithmétique dans G ;
— la probabilité pour un élément R aléatoire d’être friable ;
— le coût du test de friabilité ;
— le coût du calcul de la décomposition d’un élément friable.
Au contraire, la phase d’algèbre linéaire ne dépend que de k. Ainsi, quand k
augmente, les relations de la phase 1 s’obtiennent plus rapidement, tandis que la
phase 2 devient plus lente. L’idée est donc de trouver k pour équilibrer les coûts
des deux phases.
4.2.2 L’algorithme dans le cas des courbes elliptiques et
hyperelliptiques
Spéciﬁer l’algorithme de calcul d’index pour un groupe G donné, c’est préciser
la base de factorisation F , ainsi que la phase de recherche de relations.
Dans le cas où G =< P >⊂ E(Fqn) est généré par un point d’une courbe ellip-
tique, le choix de F fait par Gaudry est
F = {R ∈ E(Fqn)| x(R) ∈ Fq}.
L’algorithme s’étend aux courbes hyperelliptiques. Dans ce cas, la base de facto-
risation est
F = {D ∼ (P )− (∞)| x(P ) ∈ Fq}.
Il reste maintenant à expliquer comment tester une relation.
Pour le cas hyperelliptique, la solution donnée par Gaudry dans [22] est de calculer
le polynôme u de la représentation de Mumford (voir chapitre 1) du diviseur
R = αP + βQ, et de tester s’il se scinde totalement dans Fq.
Dans le cas elliptique, la méthode la plus rapide est d’utiliser les polynômes de
Semaev que j’expose à présent.
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4.2.3 Polynômes de Semaev
Ici, je rapporte les principaux résultats de [43] : la déﬁnition des polynômes
de sommation et leurs propriétés. On se donne E une courbe elliptique déﬁnie sur
un corps K de caractéristique diﬀérente de 2, dont l’équation de Weierstrass est
y2 = x3 + Ax+B.
Déﬁnition 4.2.1 ([43]). Pour tout entier n ≥ 2, le polynôme de sommation
Sn ∈ K[X1, . . . , Xn] est déﬁni par la récurrence :
S2(X1, X2) =X1 −X2,
S3(X1, X2, X3) = (X1 −X2)2X23 − 2((X1 +X2)(X1X2 + A) + 2B)X3
+ ((X1X2 − A)2 − 4B(X1 +X2)),
∀n ≥ 4, 1 ≤ k ≤ n− 3,
Sn(X1, . . . , Xn) = ResX(Sn−k(X1, . . . , Xn−k−1, X), Sk+2(Xn−k, . . . , Xn, X)).
L’intérêt de ces polynômes réside dans le théorème suivant :
Théorème 4.2.2 ([43]). Soit Sn le n-ième polynôme de sommation de E/K. Soit
x1, . . . , xn dans K .
Alors Sn(x1, . . . , xn) = 0 si et seulement si il existe y1, . . . , yn dans K tel que pour
tout i, Pi = (xi, yi) soit un point de E et
P1 + · · ·+ Pn = O.
Remarque 4.2.3. On peut réécrire ce théorème de la façon suivante :
ayant les xi tels que Sn(x1, . . . , xn) = 0, le théorème me dit qu’il existe pour
chaque i deux choix de yi tels que (xi, yi) soit un point de E (si yi est un de ces
choix, l’autre est évidemment −yi). Une fois les bons choix eﬀectués, j’obtiens
des points P1, . . . , Pn tels que
P1 ± · · · ± Pn = O.
On revient à notre algorithme de calcul d’index. Soit R = (xR, yR) un point de
E(Fqn) que l’on veut décomposer comme somme de n points de F . On veut donc
résoudre
Sn+1(xR, X1, . . . , Xn) = 0, ∀i,Xi ∈ Fq.
On décompose alors xR et chacun des coeﬃcients de Sn+1 dans la base {1, t, . . . , tn−1}
de Fqn/Fq choisie, et on obtient donc une équation de la forme
k−1∑
i=0
S
(i)
n+1(X1, . . . , Xn)t
i = 0,
où chaque S(i)n+1 est dans Fq[X1, . . . , Xn], soit donc un système de n équations à
n indéterminées dans Fq.
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4.3 Nouvelle construction des polynômes de som-
mation en genre 1
Il est maintenant temps pour moi d’exposer mes contributions à ce problème
de logarithme discret.
Comme énoncé en introduction dans cette partie, je me suis attaché à étendre la
notion de polynôme de sommation aux courbes hyperelliptiques.
Dans le cas elliptique, Nous avons vu que les polynômes de Semaev sont déﬁnis
par récurrence via un calcul de résultant. Ceci ne sera plus le cas dans le cas
hyperelliptique, aussi ai-je été obligé de réécrire ces polynômes en genre 1 avec
d’autres formules, en utilisant la fonction sigma de Weierstrass.
La déﬁnition et les propriétés élémentaires de cette fonction ont été rappelées au
chapitre 1. Je me contenterai donc ici de seulement rapporter les deux théorèmes
sur cette fonction que j’utiliserais spéciﬁquement.
4.3.1 Deux théorèmes fondamentaux
Les théorèmes cités ici sont anciens : ainsi, le premier est dû àWeierstrass ([53],
[54]), tandis que le second a été énoncé en premier par Frobenius et Stickelberger
dans [17].
Théorème 4.3.1 (Loi d′addition).
Soit u1, u2 ∈ E.
En posant x1 = x(u1) et x2 = x(u2), on a
σ(u1 − u2)σ(u1 + u2)
σ2(u1)σ2(u2)
=
∣∣∣∣∣ 1 x11 x2
∣∣∣∣∣ .
Je rappelle que σ admet un zéro d’ordre 1 uniquement en O.
Ce théorème est donc très facile à lire : deux points u1 et u2 vériﬁent u1±u2 = O
si et seulement si x1 = x2.
De plus, comme la fonction x admet comme seul pôle le point O (et c’est un pôle
d’ordre 2), un tel test est possible si et seulement si on a bien vériﬁé que u1 6= O
et u2 6= O.
Le théorème suivant est une généralisation du précédent pour n ≥ 2 points :
Théorème 4.3.2 (Frobenius-Stickelberger).
Soit n ≥ 2 un entier, et u1, . . . , un ∈ E, avec ui = (xi, yi). On a l’égalité
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(−1)(n−1)(n−2)/2σ(u1 + · · ·+ un)
∏
i<j σ(ui − uj)
(
∏
i σ(ui))
n =
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 x21 y1x1 x
3
1 . . .
1 x2 y2 x22 y2x2 x
3
2 . . .
...
1 xn yn x2n ynxn x
3
n . . .
∣∣∣∣∣∣∣∣∣∣
,
où la matrice est de taille n× n.
Plus précisément, sa i-ième ligne est l’évaluation des fonctions
1, x, . . . , xa, y, yx, . . . , yxb
sur le point ui, avec a = ⌊n2 ⌋ et b = ⌊n−32 ⌋.
Comme pour 4.3.1, si je ne donne pas la démonstration précise de ce théorème
classique, il est facile de le comprendre :
σ(u1 + · · ·+ un) = 0⇔ (u1) + · · ·+ (un)− n(∞) ∼ O
⇔ ∃f ∈ L(n∞) t.q. ∀i, f(ui) = 0.
Or, une base de l’espace de Riemann Roch L(n∞) est justement {1, x, . . . , xa, y, yx, . . . , yxb} 1 :
σ(u1 + · · ·+ un) = 0⇔ il existe des coefficients Ai, Bi t.q.
∀j,
a∑
i=0
Aix
i
j +
b∑
i=0
Biyjx
i
j = 0
⇔ le déterminant du membre droit du théorème s’annule.
Pour recoller les deux morceaux, il suﬃt d’écrire
f(x, y) =
a∑
i=0
Aix
i +
b∑
i=0
Biyx
i.
On peut d’ailleurs rapidement faire le lien entre mon travail dans ce chapitre et
celui de Nagao dans [36] : basiquement, je teste des relations de décomposition
en testant des annulations de déterminant, quand lui préfère chercher l’existence
des coeﬃcients Ai et Bi pour construire la fonction f .
Remarque 4.3.3.
1. on vérifiera aisément que le cardinal de cette famille est bien a + b + 2 = n, soit la
dimension de L(n∞).
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• En particulier, le déterminant de cette matrice est un polynôme en 2n
variables (les xi et les yi), de degré 1 en chaque yi et a = ⌊n2 ⌋ en chaque
xi.
• Ce théorème ne nous donne pas directement les polynômes de Semaev.
En eﬀet, si on reste loin des cas dégénérés (ui = O ou ui ± uj = O) le
déterminant s’annule si et seulement si u1 + · · · + un = O, ce qui n’est
pas exactement la propriété des polynômes de Semaev. Plus gênant, le
déterminant qui apparaît nous donne un polynôme en 2n variables au lieu
de n : il faudra trouver un moyen de se débarrasser des yi.
• C’est un raisonnement qu’on a déjà vu dans le chapitre 2 : à priori, la
fonction σ est déﬁnie sur C. Mais les déterminants apparaissant dans les
deux théorèmes nous donnent des tests polynomiaux (u1+· · ·+un = O si et
seulement si le déterminant s’annule) valables sur tout corps K sur lequel
on souhaiterait travailler, en particulier les corps ﬁnis en cryptographie.
4.3.2 Construction
Ici apparaissent les premiers résultats originaux de cette partie. Je commence
par quelques notations :
Notations :
— pour n ≥ 2, je note ∆n(u1, . . . , un) le déterminant apparaissant dans le
théorème 4.3.2 :
∆n(u1, . . . , un) =
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 x21 y1x1 x
3
1 . . .
1 x2 y2 x22 y2x2 x
3
2 . . .
...
1 xn yn x2n ynxn x
3
n . . .
∣∣∣∣∣∣∣∣∣∣
;
— je note En ⊂ {±1}n l’ensemble
En = {ǫ = (ǫ1, . . . , ǫn)|ǫ1 = 1} ⊂ {±1}n.
En particulier, une expression du type ǫ · u signiﬁera u1 ± u2 · · · ± un.
Avant d’exprimer les polynômes de Semaev avec la fonction sigma, je donne un
lemme de réduction :
Lemme 4.3.4.
(i) La fonction ∆n(u1, u2, . . . , un) × ∆n(u1,−u2, . . . , un) est un polynôme
en les 2n variables xi, yi.
(ii) Tous ses monômes sont de degré pair en y2, en particulier on peut
utiliser la relation
y22 = x
3
2 + Ax2 +B
pour obtenir un polynôme indépendant de y2.
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(iii) En faisant ainsi, on obtient un polynôme divisible par∏
i6=2
(xi − x2) =
∏
i6=2
∆2(u2, ui).
Démonstration. On étudie la fonction
f(u1, . . . , un) =
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 x21 y1x1 x
3
1 . . .
1 x2 y2 x22 y2x2 x
3
2 . . .
...
1 xn yn x2n ynxn x
3
n . . .
∣∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 x21 y1x1 x
3
1 . . .
1 x2 −y2 x22 −y2x2 x32 . . .
...
1 xn yn x2n ynxn x
3
n . . .
∣∣∣∣∣∣∣∣∣∣
.
(i) Le premier point est clair.
(ii) On a
f(u1,−u2, . . . , un) = f(u1, u2, . . . , un).
Or, −u2 = (x2,−y2) : la fonction f est donc paire en y2.
(iii) Avec l’observation que
x2 = xi ⇔ u2 = ±ui dans E ,
il ne reste qu’à démontrer que
f(u1, u2, u3, . . . , u2, . . . , un) = f(u1, u2, u3, . . . ,−u2, . . . , un) = 0,
avec u2 (respectivement −u2) remplaçant ui.
Mais si ui = u2, alors dans la première matrice de la déﬁnition de f , les
seconde et i-ième lignes sont égales, donc son déterminant (et donc f)
s’annule. De même, si ui = −u2, alors c’est le second déterminant qui
s’annule.
Ainsi, si je multiplie chaque identité de Frobenius-Stickelberger (théorème 4.3.2)
que j’obtiens pour chaque choix de signes ǫ ∈ En, je peux utiliser le lemme de
réduction pour simpliﬁer le polynôme obtenu en une expression indépendante des
yi. Comme je le démontrerai un peu plus loin, cette expression est alors égale au
polynôme Sn.
Théorème 4.3.5.
(i) Pour u1, . . . , un ∈ E ,∏
ǫ∈En σ(ǫ · u)
(
∏n
i=1 σ(ui))
2n−1
=
∏
ǫ∆n(ǫ1u1, . . . , ǫnun)(∏
i<j ∆2(ui, uj)
)2n−2 .
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(ii) Comme dans le lemme 4.3.4, on peut utiliser les relations
y2i = x
3
i + Axi +B, 1 ≤ i ≤ n,
pour obtenir un polynôme en x1, . . . , xn (c’est-à-dire indépendant des yi).
Démonstration.
(i) On commence par multiplier les diﬀérentes relations de Frobenius-Stickelberger
obtenus pour chaque choix de ǫ ∈ En.
Du côté droit de l’égalité, on a le produit de tous les ∆n(ǫ1u1, . . . , ǫnun).
Du côté gauche, on a :
(
∏
ǫ σ(ǫ · u))
(∏
ǫ
∏
i<j σ(ǫiui − ǫjuj)
)
(
∏
i σ(ui)n)
2n−1
.
On rappelle que σ est une fonction impaire. Donc
∏
ǫ
∏
i<j
σ(ǫiui − ǫjuj) =
∏
i<j
(σ(ui − uj)σ(ui + uj))2
n−2
.
Finalement, il ne reste qu’à écrire que

∏
i<j
∆2(ui, uj)

2
n−2
=
∏
i<j
(
σ(ui + uj)σ(ui − uj)
σ(ui)2σ(uj)2
)2n−2
=
∏
i<j (σ(ui − uj)σ(ui + uj))2
n−2
∏
i σ(ui)2
n−1(n−1)
.
(ii) A priori, cette quantité est un élément de K(x1, . . . , xn, y1 . . . , yn).
Le fait qu’on obtienne un élément de K(x1, . . . , xn) (i.e. indépendant des
yi) est une conséquence du second point du lemme.
Le fait que ce soit un élément de K[x1, . . . , xn] (i.e. un polynôme) est une
conséquence du troisième point du lemme.
Déﬁnition 4.3.6. Pour n ≥ 2, la fonction déﬁnie dans le théorème précédent est
noté σ(n) :
σ(n)(u1, . . . , un) =
∏
ǫ∆n(ǫ1u1, . . . , ǫnun)(∏
i<j ∆2(ui, uj)
)2n−2 .
Ainsi qu’on l’a vu, σ(n) est indépendant des yi, aussi noterai-je σ(n)(x1, . . . , xn).
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Exemple 4.3.7. Pour n = 3 on a
σ(3)(u1, u2, u3) =
σ(u1 + u2 + u3)σ(u1 − u2 + u3)σ(u1 + u2 − u3)σ(u1 − u2 − u3)
σ4(u1)σ4(u2)σ4(u3)
=
∣∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x3 y3
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1 x1 y1
1 x2 −y2
1 x3 y3
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1 x1 y1
1 x2 y2
1 x3 −y3
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1 x1 y1
1 x2 −y2
1 x3 −y3
∣∣∣∣∣∣∣∣∣∣∣∣ 1 x11 x2
∣∣∣∣∣
2 ∣∣∣∣∣ 1 x11 x3
∣∣∣∣∣
2 ∣∣∣∣∣ 1 x21 x3
∣∣∣∣∣
2
Il faut maintenant montrer que σ(n) est en fait le n-ième polynôme de Semaev
Sn. La démonstration se déroule ainsi :
Proposition 4.3.8.
(i) σ(2)(u1, u2) = S2(x1, x2) et σ(3)(u1, u2, u3) = S3(x1, x2, x3).
(ii) Pour tout n, σ(n) est symétrique : pour tout i < j,
σ(n)(x1, . . . , xi, . . . , xj, . . . , xn) = σ(n)(x1, . . . , xj, . . . , xi, . . . , xn).
(iii) Grâce au point (ii), on peut regarder σ(n) comme un polynôme en
n’importe quel xi : on choisit i = 1. Son degré est alors 2n−2, et son
coeﬃcient dominant
(
σ(n−1)(x2, . . . , xn)
)2
.
(iv) On ﬁxe x1, . . . , xn−1 ∈ K tels qu’il existe des yi ∈ K avec ui = (xi, yi) ∈ E.
Soit f ∈ K[X] le polynôme déﬁni par
f(X) = σ(n)(x1, . . . , xn−1, X).
Alors les racines de f sont
{x (ǫ1u1 + · · ·+ ǫn−1un−1)}.
(v) Pour tout n ≥ 4 et 1 ≤ k ≤ n− 3,
σ(n)(X1, . . . , Xn) = ResX(σ(n−k)(X1, . . . , Xn−k−1, X), σ(k+2)(Xn−k, . . . , Xn, X)).
Démonstration. Les deux premiers points sont faciles à vériﬁer.
(iii) Dans
σ(n)(u1, . . . , un) =
∏
ǫ∆n(ǫ1u1, . . . , ǫnun)(∏
i<j ∆2(ui, uj)
)2n−2 ,
le dénominateur est de degré (n− 1)2n−2 en x1. Pour le numérateur :
— si n = 2k est pair, le terme de plus haut degré dans ∆n est xk1 ;
— si n = 2k+1 est impair, le terme de plus haut degré dans ∆n est y1xk−11
(je rappelle qu’après avoir multiplié les diﬀérents ∆n, je remplacerai y21
par x31 + Ax1 +B).
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Finalement, le numérateur est de degré n2n−2 en x1, et on obtient ainsi le
degré annoncé de σ(n).
Pour le coeﬃcient dominant, on développe ∆n selon la première ligne :
∆n(x1, . . . , xn) =
{
∆n(x2, . . . , xn)xk1 + . . . si n=2k est pair.
∆n(x2, . . . , xn)y1xk−11 + . . . si n=2k+1 est impair.
Ainsi, on peut développer le numérateur de σ(n)(u1, . . . , un) comme :∏
ǫ∈En
∆n(ǫ1u1, . . . , ǫnun) = x2
n−2
1 ·
∏
ǫ∈En
∆n−1(ǫ2u2, . . . , ǫnun) + . . .
= x2
n−2
1 ·

 ∏
ǫ∈En−1
∆n−1(u2, ǫ3u3, . . . , ǫnun)

2 + . . .
La seconde égalité étant vraie parce que
∆n−1(u2, . . . , un) = (−1)b+1∆n−1(−u2, . . . ,−un).
(iv) On a
σ(n)(x1, . . . , xn−1, X) = 0⇔ ∃ǫ ∈ En t.q. σ(u1 + ǫ2u2 . . . , ǫnu) = 0
⇔ ∃ǫ ∈ En t.q. u = ǫ1u1 . . . , ǫn−1un−1.
(v) Soient u1, . . . , un ∈ E ﬁxés. On note les coordonnées de ces points
(Xi, Yi). On veut alors montrer que∏
ǫ∈En σ(ǫ · u)
(
∏n
i=1 σ(ui))
2n−1
= Resu(σ(n−k)(u1, . . . , un−k−1, u), σ(k+2)(un−k, . . . , un, u)).
Le membre de droite de l’égalité est noté Res. Pour le calculer, on utilise
la formule suivante du résultant :
ResX(σ(n−k)(X1, . . . , Xn−k−1, X), σ(k+2)(Xn−k, . . . , Xn, X))
=am
∏
i
σ(n−k)(X1, . . . , Xn−k−1, αi),
où
— a = lcX(σ(k+2)(Xn−k, . . . , Xn, X)) ;
— les αi sont ses racines ;
— m = degX(σ(n−k)(X1, . . . , Xn−k−1, X)).
En utilisant le point (iii) de la proposition (réécrit avec la symétrie de
σ(k+1) montrée dans le point (ii)) :
am =[σ(k+1)(un−k, . . . , un)]2
n−k−1
=
∏
σ(ǫn−kun−k + · · ·+ ǫnun)2n−k−1(∏n
n−k σ(ui)
)2n−k−12k .
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Enﬁn on utilise le point (iv) de la proposition :
{αi} = {ǫn−kun−k + · · ·+ ǫnun}.
Notons que c’est un ensemble de cardinal 2k.
En rassemblant les morceaux :
Res =am
∏
i
σ(n−k)(X1, . . . , Xn−k−1, αi)
=am ·
∏
ǫ∈En σ(ǫ · u)((∏n−k−1
i=1 σ(ui)
)2n−k−1)2k ∏
σ(ǫn−kun−k + · · ·+ ǫnun)2n−k−1
=
∏
ǫ∈En σ(ǫ · u)(∏n−k−1
1 σ(ui)
)2n−1 (∏n
n−k σ(ui)
)2n−1 .
Finalement, on obtient le résultat attendu :
Corollaire 4.3.9. Pour tout n ≥ 2, σ(n)(X1, . . . , Xn) = Sn(X1, . . . , Xn).
Remarque 4.3.10. Il est bien plus rapide de calculer les polynômes de Semaev
en tant que résultant qu’en tant que produit des ∆n.
Le but de l’introduction de cette nouvelle formule n’est pas d’accélérer le calcul
des polynômes de Semaev en genre 1, mais plutôt d’étendre ces polynômes aux
genres plus grands.
Remarque 4.3.11. Désormais, je dénommerai les polynômes de sommation σ(n)
au lieu de Sn. Les nouveaux polynômes que je vais maintenant construire pour les
courbes hyperelliptiques de genre g seront nommés σ(n,g). Ainsi, implicitement, la
notation σ(n) signiﬁera que je travaille avec g = 1.
4.4 Extension aux courbes hyperelliptiques
La construction de mes polynômes de sommation pour les courbes hyperellip-
tiques suit le même schéma qu’en genre 1 : je commence par donner les équivalents
de théorèmes 4.3.1 et 4.3.2 pour les grands genres. Ces théorèmes proviennent
de [39]. Puis je construis les polynômes σ(n,g) en multipliant les ∆n,g qui m’inté-
ressent. Je montre que les fonctions ainsi obtenus vériﬁent les propriétés voulues,
c’est-à-dire que ce sont bien des polynômes en les xi (indépendants des yi) qui
me donnent des tests pour la recherche de relations dans le calcul d’index.
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4.4.1 Enoncé des deux théorèmes pour tout genre
La déﬁnition et les propriétés de σ ont été donnés dans le chapitre 1.
Il me faut encore quelques rappels avant de pouvoir donner les énoncés des deux
théorèmes dans le cas des courbes hyperelliptiques.
Déﬁnition 4.4.1 ([39]). Soit C une courbe hyperelliptique de genre g, J sa jaco-
bienne et σ sa fonction sigma. On rappelle que σ est par déﬁnition une fonction
sur Cg. On aura besoin des deux dérivées suivantes de σ :
σ♯ =

 ∏
2≤i≤g
i≡0 (mod 2)
∂
∂ui

σ
σ♭ =

 ∏
2≤i≤g
i≡1 (mod 2)
∂
∂ui

σ
Exemple 4.4.2. En particulier, en genre 1, σ♯ = σ♭ = σ.
En genre 2, on a σ♯ =
∂
∂u2
σ = σ2 et σ♭ = σ.
Je rappelle que la diﬃculté d’utiliser les fonctions σ provient du fait que ce
ne sont pas à proprement parler des fonctions sur J : si on veut déﬁnir des
fonctions sur J , il faudra manipuler des quotients de σ fonctions. Par contre, le
lieu d’annulation de ces fonctions sont des sous ensembles de J bien déﬁnis. Il
en va de même pour σ♯ et σ♭.
Lemme 4.4.3 ([39]).
— {σ = 0} = Θ ;
— {σ♯ = 0} ∩Θ[1] = {O} ;
— {σ♭ = 0} ∩Θ[2] = Θ[1].
(pour les rappels des déﬁnitions de Θ et Θ[i], je renvois au chapitre 1, déﬁnition
1.1.17)
Ainsi munis de ces deux nouveaux outils, je reproduis ici les énoncés des théorèmes
d’addition et de Frobenius-Stickelberger donnés par Onishi dans [39] :
Théorème 4.4.4 (Loi d’addition). [39]
Soit u1, u2 ∈ Θ[1]. On les écrit ui ∼ (Pi) − (∞) pour certains points P1, P2 ∈ C.
Avec xi = x(Pi), on a
(−1)g+1σ♭(u1 − u2)σ♭(u1 + u2)
σ2♯ (u1)σ
2
♯ (u2)
=
∣∣∣∣∣ 1 x11 x2
∣∣∣∣∣
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Théorème 4.4.5 (Frobenius-Stickelberger). [39]
Pour n ≥ g un entier, soient u1, . . . , un ∈ Θ[1], avec ui ∼ (Pi) − (∞) et Pi =
(xi, yi). On a
cn
σ(u1 + · · ·+ un)∏i<j σ♭(ui − uj)
(
∏
i σ♯(ui))
n =
∣∣∣∣∣∣∣∣
1 x1 x21 . . . x
g
1 y1 x
g+1
1 x1y1 x
g+2
1 . . .
...
...
...
...
...
1 xn x2n . . . x
g
n yn x
g+1
n xnyn x
g+2
n . . .
∣∣∣∣∣∣∣∣
= ∆n,g,
avec la matrice de taille n× n, et cn des signes donnés dans la table suivante :
n mod 4
1 2 3 0
1 1 1 −1 −1
g mod 4 2 −1 −1 −1 −1
3 −1 1 1 −1
0 −1 1 −1 1
Plus précisément, la i-ième ligne de la matrice est l’évaluation des fonctions
1, x, . . . , xa, y, yx, . . . , yxb
sur les points (Pi), avec a = ⌊n+g−12 ⌋ et b = ⌊n−g−22 ⌋.
Remarque 4.4.6.
• Si je prends g = 1 dans ces deux théorèmes, je retrouve les résultats
énoncés dans 4.3.1 et 4.3.2 .
• Comme précédemment, ∆n,g contrôle quand on a une relation
(P1) + · · ·+ (Pn)− n(∞) ∈ Θ.
• En pratique, dans 4.4.5, la plus petite valeur de n utile est n = g+2. En
eﬀet, si on a ∆n,g(P1, . . . , Pn) = 0,, alors on peut écrire
(P1) + · · ·+ (Pn)− n(∞) ∼ (Q1) + · · ·+ (Qk)− (k)(∞)
pour certains points Qi et k ≤ g − 1.
Mais si n = g ou g+1, on obtient alors deux diviseurs réduits équivalents,
donc égaux. En particulier, les seules solutions sont triviales : k = n et
{Pi} = {Qi}.
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• Comme pour le cas g = 1, je peux expliquer ce théorème :
σ(u1 + · · ·+ un) = 0⇔(u1) + · · ·+ (un)− n(∞) ∈ Θ
⇔ il existe des points un+1, . . . , un+g−1 t.q.
(u1) + · · ·+ (un)+
(un+1) + · · ·+ (un+g−1)− (n+ g − 1)(∞) ∼ O
⇔∃f ∈ L((n+ g − 1)∞) t.q. ∀1 ≤ i ≤ n, f(ui) = 0.
Et justement, {1, x, . . . , xa, y, yx, . . . , yxb} est une base de cet espace de
Riemann Roch L((n+ g − 1)∞).
4.4.2 Polynômes de sommation hyperelliptiques
J’utilise maintenant les deux théorèmes 4.4.4 et 4.4.5 pour construire les po-
lynômes de sommation hyperelliptiques.
Théorème 4.4.7.
• Pour n ≥ g et u1, . . . , un ∈ Θ[1],
σ(n,g)(u1, . . . , un) =
∏
ǫ∈En σ(ǫ · u)
(
∏n
i=1 σ♯(ui))
2n−1
=
∏
ǫ∆n,g(ǫ1u1, . . . , ǫnun)(∏
i<j ∆2(ui, uj)
)2n−2
est une fonction sur
(
Θ[1]
)n
.
• On a les propriétés suivantes de σ(n,g) :
— σ(n,g) ∈ K[x1, . . . , xn] ;
— σ(n,g) vériﬁe
σ(n,g)(u1, . . . , un) = 0⇔ ∃ǫ ∈ En t.q. ǫ1u1 + · · ·+ ǫnun ∈ Θ;
— σ(n,g) est de degré 2n−2g en chaque xi.
Démonstration. Ce théorème étant l’extension du travail eﬀectué dans la section
4.3.2, on va suivre le même schéma de réﬂexion pour le démontrer.
Commençons par démontrer l’égalité énoncée dans le premier point. Comme on
l’a fait en genre 1, cela se fait en multipliant les diﬀérentes relations de Frobenius-
Stickelberger obtenues pour chaque choix de ǫ ∈ En.
Du côté droit de l’égalité, on a le produit de tous les déterminants ∆n,g(ǫ1u1, . . . , ǫnun).
Du côté gauche, on a :
(
∏
ǫ σ(ǫ · u))
(∏
ǫ
∏
i<j σ♭(ǫiui − ǫjuj)
)
(
∏
i σ♯(ui)n)
2n−1
.
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Selon la valeur de g modulo 4, σ est une fonction paire ou impaire. Quoiqu’il en
soit, on a toujours∏
ǫ
∏
i<j
σ♭(ǫiui − ǫjuj) =
∏
i<j
(σ♭(ui − uj)σ♭(ui + uj))2
n−2
.
Finalement, il ne reste qu’à écrire que

∏
i<j
∆2(ui, uj)

2
n−2
=
∏
i<j
(
σ♭(ui + uj)σ♭(ui − uj)
σ♯(ui)2σ♯(uj)2
)2n−2
=
∏
i<j (σ♭(ui − uj)σ♭(ui + uj))2
n−2
∏
i σ♯(ui)2
n−1(n−1)
.
Il faut ensuite montrer que cette quantité est un polynôme en les xi. Dans le cas
elliptique, on avait démontré ce résultat grâce au lemme de réduction 4.3.4. Il
faudra refaire ici le même travail.
On considère donc le produit suivant de deux déterminants :
f(u1, . . . , un) =
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 x21 y1x1 x
3
1 . . .
1 x2 y2 x22 y2x2 x
3
2 . . .
...
1 xn yn x2n ynxn x
3
n . . .
∣∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 x21 y1x1 x
3
1 . . .
1 x2 −y2 x22 −y2x2 x32 . . .
...
1 xn yn x2n ynxn x
3
n . . .
∣∣∣∣∣∣∣∣∣∣
.
C’est à priori un polynôme en les xi et yi, et comme énoncé dans le lemme 4.3.4,
c’est une fonction paire en y2 : on peut donc utiliser l’équation de Weierstrass de
la courbe pour éliminer y2 dans l’expression de f . On continue de suivre le raison-
nement du lemme : si pour un indice i 6= 2 on a xi = ±x2, alors f(x1, . . . , xn) = 0,
ce qui nous permet de voir que f est un polynôme divisible par∏
i6=2
(xi − x2) =
∏
i6=2
∆2(u2, ui).
On revient à la quantité
σ(n,g)(u1, . . . , un) =
∏
ǫ∈En σ(ǫ · u)
(
∏n
i=1 σ♯(ui))
2n−1
=
∏
ǫ∆n,g(ǫ1u1, . . . , ǫnun)(∏
i<j ∆2(ui, uj)
)2n−2
étudiée dans ce théorème : muni du lemme de réduction, on voit que c’est bien
un polynôme en x1, . . . , xn.
Le fait que σ(n,g) permette eﬀectivement de détecter les relations désirées :
σ(n,g)(u1, . . . , un) = 0⇔ ∃ǫ ∈ En t.q. ǫ1u1 + · · ·+ ǫnun ∈ Θ
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provient directement des propriétés de la fonction σ.
Enﬁn, il ne reste plus qu’à démontrer le degré. Cela se fait exactement comme
dans la proposition 4.3.8.
Remarque 4.4.8. Comme pour le genre 1, σ est déﬁni sur Cg, mais les fonc-
tions σ(n,g) sont des éléments de K[x1, . . . , xn] si C est déﬁnie sur le corps K.
D’un point de vue calculatoire, j’ai déjà relevé le fait que la formule du résultant
donnée par Semaev est plus eﬃcace que ma formule de σ(n) comme produit de
fonctions ∆n. Malheureusement, la formule du résultant est fausse pour g > 1. En
eﬀet, je rappelle que la preuve de cette formule est le point (v) de la proposition
4.3.8 : j’utilisais la formule
ResX(σ(n−k)(X1, . . . , Xn−k−1, X), σ(k+2)(Xn−k, . . . , Xn, X))
=am
∏
i
σ(n−k)(X1, . . . , Xn−k−1, αi),
où
— a = lcX(σ(k+2)(Xn−k, . . . , Xn, X)) = σ(k+1)(Xn−k, . . . , Xn) ;
— les αi sont ses racines ;
— m = degX(σ(n−k)(X1, . . . , Xn−k−1, X)) = 2n−k−2;
et la déﬁnition de σ(n) :
σ(n)(u1, . . . , un) =
∏
ǫ∈En σ(ǫ · u)
(
∏n
i=1 σ♭(ui))
2n−1
.
Maintenant, si j’essaye d’imiter cette preuve pour g > 1, je fais face à trois
problèmes.
Tout d’abord, je n’ai pas de jolie description des αi comme pour le genre 1 (point
(iv) de 4.3.8) ; ainsi, les racines de X 7→ σ(n,g)(X1, . . . , Xn−1, X) sont maintenant :
{x (P1, ǫ2P2, . . . , ǫnPn +Q1 + · · ·+Qg−1) |Qi ∈ C};
dans le cas elliptique, le miracle g − 1 = 0 permettait d’avoir au numérateur de
∏
i
σ(n−k)(X1, . . . , Xn−k−1, αi) =
∏
i
∏
ǫ σ(P1 + ǫ2P2 + · · ·+ ǫn−k−1Pn−k−1 + ǫnαi)(∏n−k−1
1 σ(Pj)
)
σ(αi)
la quantité ∏
ǫ
σ(ǫ · P ).
Le second problème est que le degré de σ(n,g) n’est plus 2n−2, mais 2n−2g.
Enﬁn, troisième problème : si g > 2, σ♭ 6= σ.
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4.4.3 Utilisation pour le calcul d’index
Je rappelle que la base de factorisation ici est
F = {u = (P )− (∞) ∈ Θ[1]|x(P ) ∈ Fq}.
On a un point R = aD1 + bD2, pour des entiers a et b choisis aléatoirement, et
on veut décider de la décomposition de R dans F .
Soient P1, . . . , Pg les points intervenant dans la représentation réduite de R, avec
Pi = (xi, yi). On considère le n + g-ième polynôme de sommation σ(n+g,g), et on
veut résoudre le système{
σ(n+g,g)(x1, . . . , xg, Xg+1, . . . , Xg+n) = 0,
Xg+1, . . . , Xg+n ∈ Fq.
Ici, les xi sont donnés par l’énoncé et mes inconnues sont les n variables Xi. On
utilise alors une base de Fqn/Fq pour obtenir un système de n polynômes sur Fq
à n variables. On le résout par un calcul de base de Gröbner.
Comme Gaudry l’a remarqué pour g = 1, les nouveaux polynômes σ(n+g,g) sont
symétriques. On peut donc les exprimer avec les polynômes symétriques élémen-
taires e1, . . . , en en Xg+1, . . . , Xg+n : on obtient ainsi des polynômes de degré
total 2n+g−2g.
Malheureusement, et contrairement à la situation rencontrée pour g = 1, ré-
soudre ce système n’est pas suﬃsant pour trouver une décomposition de R.
En eﬀet, trouver une solution (Xg+1, . . . , Xg+n) signiﬁe que l’on a des points
Pg+1, . . . , Pg+n ∈ F (Pi = (Xi, Yi) pour un certain Yi) tel qu’il existe certains
points (inconnus) Q1, . . . , Qg−1 avec :
P1 ± P2 ± · · · ± Pg+n ∼ Q1 + · · ·+Qg−1.
A ce point, il reste à traiter les problèmes suivants :
(i) Les relations que l’on veut en réalité sont
P1 + · · ·+ Pg ± Pg+1 · · · ± Pg+n ∈ Θ,
i.e. les g−1 premiers signes sont imposés comme étant positifs. Cela arrive
avec une probabilité 21−g.
(ii) Même si les signes sont bons, il reste à calculer ces points Qi : on les obtient
en calculant tous les diviseurs
P1 + · · ·+ Pg ± Pg+1 · · · ± Pg+n.
(iii) Enﬁn, il faut vériﬁer si, pour l’un des choix de signes eﬀectués en (ii), l’on
a bien x(Qi) ∈ Fq pour tout i.
J’illustre maintenant la recherche de relations en genre 2.
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4.4.4 Un exemple en genre 2
Je rappelle qu’en genre 2, Θ = {(P )− (∞)} = Θ[1], c’est-à-dire L = Θ[1] ⊂ F .
La situation est la suivante : on a un diviseur R = (P1) + (P2) − 2(∞) dont on
veut tester la friabilité.
Dans cet exemple, on travaille sur Fq2 avec q = 1048583 et Fq2 ≃ Fq(a) , a véri-
ﬁant a2 + a+ 1 = 0.
La courbe choisie est déﬁnie par y2 = x5 + (956 + 16a)x+ 560.
Comme l’extension est de degré 2, on doit utiliser le g+2 = 4-ième polynôme de
sommation σ(4,2). Si le point que l’on souhaite décomposer estR ∼ (P1) + (P2)− 2(∞),
avec
P1 = (822466a+1019211, 208059a+779837) et P2 = (964315a+809425, 207076a+760154),
dans σ(4,2)(x1, x2, x3, x4), on doit remplacer les inconnues x1 et x2 par les valeurs
connues x(P1) et x(P2) respectivement. On obtient alors un polynôme symétrique
en x3 et x4. Si on l’exprime en fonction des polynômes symétriques élémentaires
e1 = x3 + x4 et e2 = x3x4, on obtient quelque chose qui commence comme
e81 − (86278a+ 469901)e71e2 + (413036a+ 304842)e71 + · · · = 0.
Remarquons que le degré total de ce polynôme est bien 2n−2g = 8.
Comme on veut des solutions dans Fq, cette équation est équivalente au système
{
e81 − 469901e71e2 + · · · = 0,
−86278e71e2 + · · · = 0.
Après calcul de la base de Gröbner de ce système, on obtient les quatre couples
de solutions
{(48993, 5391), (−890, 86741), (−72562,−313), (145643, 17928)},
et ﬁnalement, les solutions dans Fq sont
(x3, x4) ∈ {(97763, 999813), (47880, 999813), (97763, 47880), (640319, 335702)}.
On calcule les points P3 et P4 correspondants, et on voit que les trois premiers
couples nous donnent eﬀectivement une décomposition de R :
R ∼ (47880, 467662a+247545)+(999813, 350820a+258681)+(97763, 7563a−232022),
alors que le dernier couple nous donne une décomposition de −(P1)+(P2)−2(∞),
ce dont on n’a pas besoin.
86 Polynômes de sommation
4.4.5 Complexité
On retourne au cas g quelconque pour analyser le coût de la recherche de
relations avec ces polynômes de sommation hyperelliptiques.
On considère donc une courbe C de genre g déﬁnie sur un corps ﬁni Fqn , et on
veut décomposer un élément
R ∼ (P1) + · · ·+ (Pg)− g(∞) ∈ J
en somme de n points de F . On doit ainsi utiliser le polynôme σ(n+g,g) ∈ Fqn [X1, . . . , Xg+n].
Comme expliqué dans l’exemple précédent en genre 2, on remplace les g premières
variables de σ(n+g,g) par les xi = x(Pi) fournis par R, et on obtient alors, après
symétrisation, un système de n équations polynomiales sur Fq en n variables de
degré total 2n+g−2g.
Dans sa thèse ([52], section 7.2.2), Vitse étudie le coût d’un test de décomposition
d’un point R en utilisant les polynômes de sommation elliptiques. En suivant son
analyse, j’obtiens le résultat suivant :
Proposition 4.4.9. En notant c(g, n, q) le coût d’un test de décomposition d’un
point R ∈ J de la jacobienne d’une courbe de genre g en la somme de n points
de la base de factorisation F , on a
c(g, n, q) = O˜(23n(n+g−2)g3nn)
quand q →∞.
Démonstration. En fait, c(g, n, q) correspond au coût de la résolution du système
polynomial sur Fq obtenu à partir de la relation
σ(n+g,g)(x1, . . . , xg, Xg+1, . . . , Xg+n) = 0.
Cette résolution se fait par un calcul de bases de Gröbner. La stratégie usuelle
est en deux temps : d’abord utiliser l’algorithme F4 de Faugère pour calculer une
base pour l’ordre degrevlex, puis appliquer l’algorithme de changement d’ordre
FGLM pour en déduire une base pour l’ordre lexicographique. Ces algorithmes
ont été proposés respectivement dans [15] et [16]. Pour estimer c(g, n, q), il faut
regarder la complexité de ces deux étapes.
Sans rentrer dans les détails, la complexité du calcul d’une base de Gröbner d’un
idéal I = 〈f1, . . . , fN〉 de dimension zéro d’un anneau de polynômesK[X1, . . . , XN ]
avec l’algorithme F4 est majorée par
O˜
((
N + dreg
N
)ω)
,
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où le degré de régularité dreg est majoré par la borne de Macaulay
dreg ≤
∑
i
(deg(fi)− 1) + 1,
et ω est l’exposant intervenant dans la complexité du produit matriciel.
Ici, on a N = n et la borne de Macaulay donne
dreg ≤ n2n+g−2g − n+ 1.
Après utilisation de la formule de Stirling, on trouve ﬁnalement une complexité
en
O˜
((
2n(n+g−2)gnenn−1/2
)ω)
.
On passe maintenant à la complexité de l’algorithme de changement d’ordre
FGLM . Pour un idéal de degré D de polynômes à N variables, elle est de
O(ND3). Le degré D peut s’estimer par la borne de Bézout : dans notre cas,
l’idéal est généré par n polynômes, tous de même degré 2n+g−2g, ce qui nous
donne la majoration suivante
D ≤ 2n(n+g−2)gn.
La coût de cette étape est donc
O(23n(n+g−2)g3nn).
Comme le coût de la seconde étape domine celui de la première, c’est lui qui
donne l’estimation de c(g, n, q).
Maintenant qu’on a obtenu le coût c(g, n, q) d’une utilisation des polynômes hy-
perelliptiques de sommation, il s’agit d’estimer le coût global de la méthode de
calcul d’indice. Pour cela, il est nécessaire d’estimer :
— le cardinal de la base de factorisation (puisque le but est d’obtenir plus de
relations qu’il n’y a d’éléments dans cette base) ;
— la probabilité qu’un diviseur choisi aléatoirement se décompose dans la
base.
Pour estimer ces quantités, nous continuons de suivre la thèse de Vitse ([52],
section 7.2.3) : la base de factorisation contient environ q/2 points, quand q est
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suﬃsamment grand, tandis qu’une analyse heuristique donne une probabilité de
décomposition de l’ordre de :
♯Cng/Sng
♯F =
1
(ng)!
.
Il faut maintenant faire attention au fait que les polynômes de sommation hy-
perelliptiques ne testent pas la nullité d’une somme, mais seulement sa présence
dans le diviseur Θ.
Pour plus de clarté, reprenons notre exemple de la section 4.4.3 : partant d’un di-
viseur R = P1+ · · ·+Pg que l’on veut décomposer, l’utilisation de σ(n+g,g) permet
d’obtenir les abscisses xg+1, . . . , xg+n de n points Pg+1, . . . , Pg+n nous donnant la
relation
P1 + · · ·+ Pg+n ∈ Θ,
c’est-à-dire
P1 + · · ·+ Pg+n ∼ Q1 + · · ·+Qg−1,
pour certains points Qi inconnus de la courbe C.
Cela aboutit à une relation à la double condition que tous les xi soient dans Fq,
puis que tous les x(Qi) soient également dans Fq. Selon l’analyse heuristique citée
plus haut, la première condition est vériﬁée avec une probabilité 1/(g + n)!.
Quant à la seconde, les g − 1 quantités x(Qi) sont à priori dans Fqn , et on leur
demande à être dans Fq : ceci arrive avec une probabilité en q(1−n)(1−g).
Ainsi, pour obtenir de l’ordre de q/2 relations, il faudra résoudre en moyenne
(g+n)!(g−1)!q/2 systèmes polynomiaux provenant des polynômes de sommation,
et, ﬁnalement, le coût global de la méthode est de l’ordre de
O˜
(
q(1+(n−1)(g−1))23n(n+g−2)g3nn(g + n)!
)
quand q →∞.
4.5 Constructions alternatives
Faisons le point : en réécrivant la théorie de Semaev, j’ai pu étendre ses po-
lynômes de sommation aux courbes hyperelliptiques. Ces nouveaux polynômes
méritent eﬀectivement le nom de polynômes de sommation hyperelliptiques, en
référence aux polynômes de sommation de Semaev, car :
— comme dans le genre 1, ils permettent de trouver des relations pour l’al-
gorithme de calcul d’index ;
— comme dans le genre 1, ils ne dépendent que de la coordonnée x des points
de la courbe ;
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— si on remplace g par 1 dans mes σ(n,g), on retrouve bien les polynômes de
Semaev.
Dans cette section, je m’intéresse maintenant à l’étude de polynômes de somma-
tion alternatifs. En particulier, j’expliquerai pourquoi ces polynômes sont moins
performants que ceux que j’ai précédemment exposés.
Dans un premier temps, je m’attaque à deux défauts de mes polynômes : ils sont
chers à calculer, car ils nécessitent la multiplication de 2n−1 déterminants de taille
n ; et ils ne détectent une relation qu’avec une probabilité 21−g. En multipliant
moins de déterminants, pourrait on obtenir des polynômes de sommation plus
eﬃcaces ?
Dans un second temps, je donne mes résultats sur une question soulevée par
Guénaël Renault lors d’un exposé à Rennes que je réécris de la façon suivante :
pour tester des égalités de type
R + P1 + · · ·+ Pn = O
sur une courbe E , peut on utiliser une coordonnée c et un automorphisme Ψ de
E tels que
πc(E) ∼ E/Ψ
pour obtenir des polynômes de sommation dépendant uniquement des c(Pi) ?
Ainsi, dans le cas des polynômes de Semaev, l’automorphisme Ψ est simplement
[−1] : (x, y) 7→ (x,−y) et ma coordonnée c est x.
4.5.1 Peut-on utiliser moins de fonctions ∆n,g ?
Considérons par exemple le polynôme σ(3,2). Pour le construire, on doit mul-
tiplier au numérateur
∆3,2(P1, P2, P3)×∆3,2(P1,−P2, P3)×∆3,2(P1, P2,−P3)×∆3,2(P1,−P2,−P3).
Mais, parmi ces déterminants, seulement la moitié nous sont utiles :
∆3,2(P1, P2, P3)×∆3,2(P1, P2,−P3) = 0⇔ P1 + P2 ± P3 ∈ Θ,
tandis que les deux autres nous donnent de mauvaises relations :
∆3,2(P1,−P2, P3)×∆3,2(P1,−P2,−P3) = 0⇔ P1 − P2 ± P3 ∈ Θ.
Remarque 4.5.1.
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— Cet exemple est un peu artiﬁciel : j’ai déjà expliqué que pour g = 2, le
premier polynôme de sommation intéressant était σ(4,2). Pour des n plus
grands, ce sont exactement les mêmes idées qui entrent en jeu. La seule
diﬀérence est que de tels exemples sont plus longs à écrire.
— Pour g = 1, il ne se passe rien du tout : les nouveaux polynômes que je
vais construire σ˜(n,g) sont alors égaux à σ(n,g).
Je rappelle que pour g = 1, on avait démontré le lemme de réduction 4.3.4. Pour le
cas général, ce lemme est démontré dans la preuve du théorème 4.4.7. En utilisant
ce lemme, j’obtiens la construction suivante de polynômes σ˜(n,g) alternatifs :
Théorème 4.5.2. Soit n ∈ N, et soient P1, . . . , Pg+n ∈ C. On veut décomposer
le diviseur R = (P1) + · · ·+ (Pg)− g(∞) . On doit considérer séparément les cas
n = 2 et n > 2 :
• si n = 2, on considère la fonction σ˜(g+2,g) construite ainsi :
∆g+2,g(R,Pg+1, Pg+2)∆g+2,g(R,Pg+1,−Pg+2)∆g+2,g(R,−Pg+1, Pg+2)∆g+2,g(R,−Pg+1,−Pg+2)(
∆2(Pg+1, Pg+2)
∏
i6=g+1
i6=g+2
∆2(Pg+1, Pi)∆2(Pg+2, Pi)
)2
C’est un polynôme en xg+1 et xg+2. Il est symétrique et est de degré 2g en
chaque variable.
• si n > 2, la fonction est
σ˜(n+g)(R,Pg+1, . . . , Pg+n) =
∏
ǫ∈{±1}n ∆n+g,g(P1, . . . , Pg, ǫ1Pg+1 + · · ·+ ǫnPg+n)(∏
i6=g+1∆2(Pg+1, Pi)
)2n−1 .
C’est un polynôme en les xi (g + 1 ≤ i ≤ g + n).
Il n’est pas symétrique.
Il est de degré 2n−1(2g + n − 2) en chaque xi pour i ≤ g + 2, et de degré
2n−1g en xg+1.
Démonstration. A priori, les deux quantités évoquées dans ce théorème sont des
fonctions rationnelles en les xi et les yi. Il faut d’abord voir que ce sont en fait des
fonctions rationnelles ne dépendant que des xi (c’est le second point du lemme),
puis que ce sont en fait des polynômes (c’est le troisième point du lemme).
Remarque 4.5.3. On ne peut pas utiliser moins de déterminants que les 2n im-
pliqués dans la construction de σ˜(g+n,g). En eﬀet, sans eux, on ne peut plus utiliser
correctement le lemme de réduction 4.3.4 aﬁn de se débarrasser des variables yi.
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Ainsi, sauf pour n = 2, le défaut de symétrisation des nouveaux σ˜(g+n,g) les rend
inutilisables. En eﬀet, après symétrisation, les polynômes σ(g+n,g) sont de degré
total 2n+g−2g, contre 2n−1((2n− 1)g + (n− 2)(n− 1)) pour les σ˜(g+n,g).
Pour n = 2 par contre, σ˜(g+2,g) est plus eﬃcace que σ(g+2,g) : en eﬀet, ils sont tous
les deux symétriques, mais le premier est de degré 2g alors que le second est de
degré 2gg.
4.5.2 Cas elliptique : peut on utiliser un autre automor-
phisme que [−1] ?
Comme énoncé dans l’introduction de cette section, l’idée est d’utiliser une
coordonnée c et un automorphisme ξ de E tels que
πc(E) ≃ E/ξ.
À partir de c et ξ, je veux obtenir des polynômes de sommation σˆ(n) alternatifs :
Déﬁnition 4.5.4. J’appelle polynômes de sommation relatifs à c des polynômes
σˆ(n) ∈ K[C1, . . . , Cn] tels que
σˆ(n)(c1, . . . , cn) = 0⇔ ∃ Pi ∈ E tq c(Pi) = ci,
∃ i2, . . . , in ∈ N,
P1 + [ξi2 ]P2 + · · ·+ [ξin ]Pn = O.
Dans le cadre du calcul d’index, la base de factorisation à considérer devient
naturellement
{P ∈ E(Fqk) | c(P ) ∈ Fq}.
Remarque 4.5.5. Cette section est basée sur les résultats de [14]. Plus précisé-
ment, dans cet article, les auteurs ont construit les polynômes que j’appelle σˆ(2)
et σˆ(3) de mes théorèmes 4.5.7, 4.5.11, 4.5.12 et 4.5.4 (il s’agit des propositions
5.1, 5.4 et 6.2 de [14]). La construction de σˆ(n) pour tout n n’était pas le but de
leurs travaux, et fait donc l’objet d’un travail original de ma part.
4.5.2.1 Quels automorphismes ?
Je me place en caractéristique 6= 2, 3. Je rappelle (voir [42] par exemple) que
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Aut(E) ≃


µ2 si j 6= 0, 1728
µ4 si j = 1728
µ6 si j = 0,
avec [ξ](x, y) = (ξ2x, ξ3y).
Ainsi, dans le cas j 6= 0, 1728, nous n’avons rien de plus que l’automorphisme
[−1] utilisé par Semaev, avec la coordonnée c = x.
4.5.2.2 Le cas j = 1728
Le modèle de Weierstrass de E est y2 = x3 + Ax.
Si on ﬁxe i racine carrée de −1, les deux nouveaux automorphismes qu’on obtient
sont (x, y) 7→ (−x,±iy). Autrement dit, on a c = x2.
On considère le polynôme suivant :
f(x1, . . . , xn) =
∏
σ(n)(x1,±x2, . . . ,±xn).
Ce polynôme vériﬁe presque la déﬁnition 4.5.4 : f(x1, . . . , xn) = 0 signiﬁe qu’il
existe des points Pi = (xi, yi) ∈ E tels que
P1 ± [ξ]i2P2 ± · · · ± [ξ]inPn = O,
où [ξ](x, y) = (−x, iy).
Remarque 4.5.6. La racine carrée de −1, i, ne devra pas être confondue avec
les entiers 0 ≤ ik ≤ 3.
Il ne manque donc plus qu’une chose à montrer pour que f rentre bien dans le
cadre de la déﬁnition : le fait que f soit un élément de K[x21, . . . , x
2
n], c’est-à-dire
que, comme fonction de x1, . . . , xn, f soit paire. Cela se fait en trois étapes :
— d’abord on montre que f est paire en tant que fonction en x2 ;
— en remarquant que f est symétrique en x2, . . . , xn, on obtient alors gratui-
tement la parité en x3, . . . , xn ;
— enﬁn on montre séparément la parité en x1.
Pour la parité en x2, il n’y qu’à écrire :
f(x1,−x2, . . . , xn) =
∏
ǫ
σ(n)(x1,−ǫ2x2, ǫ3x3 . . . , ǫnxn)
=
∏
ǫ′
σ(n)(x1, ǫ′2x2, ǫ
′
3x3 . . . , ǫ
′
nxn)
= f(x1, x2, . . . , xn),
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où ǫ = (ǫ2, . . . , ǫn) et ǫ′ = (−ǫ2, . . . , ǫn).
Pour x1, on va devoir développer l’expression de f :
f(x1, x2, . . . , xn) =
∏
σ(n)(x1,±x2, . . . ,±xn)
=
∏
σ(n)(P1, [ξ]i2P2, . . . , [ξ]inPn)
=
∏
ik∈{0,1}

 ∏ǫk∈{±1}∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn)∏
j>1 (∆2(P1, [ξ]ijPj))
4n−2 ∏
2≤k<l (∆2([ξ]ikPk, [ξ]ilPl))
22n−5

 .
Avant d’aller plus loin, justiﬁons les puissances au dénominateur.
Dans le développement de σ(n)
σ(n)(u1, . . . , un) =
∏
ǫ∆n(ǫ1u1, . . . , ǫnun)(∏
i<j ∆2(ui, uj)
)2n−2 ,
on a une puissance 2n−2 qui apparaît.
On fait le produit sur tous les (i2, . . . , in) ∈ {0, 1}n−1 possibles. Ainsi, pour le
premier produit, il y a 2n−2 (n − 1)-uplets pour chaque ij ∈ {0, 1} ﬁxé, tan-
dis que pour le second produit, il y a 2n−3 (n − 2)-uplets pour chaque couple
(ik, il) ∈ {0, 1}2 ﬁxé.
Regardons justement ce dénominateur de plus près.
Le premier produit vaut
∏
j>1
∏
ij∈{0,1}
(
∆2(P1, [ξ]ijPj)
)4n−2
=
∏
j
(∣∣∣∣∣ 1 x11 xj
∣∣∣∣∣ ·
∣∣∣∣∣ 1 x11 −xj
∣∣∣∣∣
)4n−2
=

∏
j
(x2j − x21)

4
n−2
.
En particulier, c’est bien un polynôme en c1, . . . , cn. On traite de même la seconde
partie du dénominateur :
∏
k<l
∏
ij∈{0,1}
(
∆2([ξ]ikPk, [ξ]ilPl)
)22n−5
=
∏
k<l
(∣∣∣∣∣ 1 xk1 xl
∣∣∣∣∣ ·
∣∣∣∣∣ 1 xk1 −xl
∣∣∣∣∣ ·
∣∣∣∣∣ 1 −xk1 xl
∣∣∣∣∣ ·
∣∣∣∣∣ 1 −xk1 −xl
∣∣∣∣∣
)22n−5
=

∏
k<l
(x2k − x2l )2

2
2n−5
=

∏
k<l
x2k − x2l

4
n−2
.
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Encore une fois, c’est bien un polynôme en c1, . . . , cn.
Ainsi, pour pouvoir aﬃrmer que f est bien le n-ième polynôme de sommation
relatif à c, il ne nous reste plus qu’à montrer que le produit des ∆n au numérateur
est une fonction paire en x1.
On considère un des termes ∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn) de ce produit :
∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn) =
∣∣∣∣∣∣∣∣
1 x1 . . . y1xb1
1 (−1)i2x2 . . . ǫ2ii2y2((−1)i2x2)b
...
∣∣∣∣∣∣∣∣
= (−1)m∆n([ξ]P1, ǫ2[ξ]i2+1P2, . . . , ǫn[ξ]in+1Pn),
car on multiplie m = ⌈a
2
⌉+ ⌈ b
2
⌉ colonnes par −1 pour obtenir cette égalité.
Ainsi, en prenant tous les termes ∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn), on trouve bien
que le numérateur est une fonction en c1. En conclusion, nous avons :
Théorème 4.5.7. La fonction
∏
σ(n)(x1,±x2, . . . ,±xn)
est le n-ième polynôme de sommation relatifs à la variable c = x2. On le nomme
donc ici σˆ(n).
Nous avons la propriété suivante :
Proposition 4.5.8. σˆ(n) est symétrique en (c2, . . . , cn). Après symétrisation, il
est de degré total 4n−2.
Démonstration. On a déjà vu la symétrie.
Pour ce qui est du degré, il suﬃt de voir que degxi(σ
(n)) = 2n−2. On multiplie
2n−1 tels polynômes pour construire σˆ(n), on a donc un polynôme de degré
22n−3 = 2
(
4n−2
)
en xi, soit 4n−2 en ci = x2i .
Exemple 4.5.9. Je rappelle que je travaille sur la courbe y2 = x3 + Ax. Pour
n = 3, j’utilise e1 = c2 + c3 et e2 = c2c3, j’obtiens
σˆ(3) = c41e
4
1 − 4(c31A2 + c31e2)e31 + . . .
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Pour n = 4, j’ai deux méthodes pour calculer σˆ(4) : je peux me servir de σ(4)
comme je m’étais servi de σ(3) pour calculer σˆ(3) :
σˆ(4) =
∏
σ(4)(x1,±x2,±x3,±x4);
ou bien je peux utiliser la formule du résultant, comme l’indique le théorème
4.5.16 énoncé plus loin :
σˆ(4)(c1, c2, c3, c4) = Resc(σˆ(3)(c1, c2, c)σˆ(3)(c3, c4, c)).
Pour "symétriser" ce polynôme j’utilise les polynômes symétriques élémentaires
que je note :
e1 = c2 + c3 + c4, e2 = c2c3 + c2c4 + c3c4 et e3 = c2c3c4.
Après symétrisation, on vériﬁe que ces deux formules donnent bien le même ré-
sultat :
σˆ(4) = A32e161 +(−544c21A28e3−16c1A32−16c1A30e2−448c1A29e3−16A30e3)e151 +. . .
C’est bien un polynôme de degré total 44−2 = 16 comme annoncé. Pour la petite
histoire, il a 10351 monômes.
4.5.2.3 Le cas j = 0
Le modèle de Weierstrass de E que l’on considère est maintenant y2 = x3+B.
On travaille avec l’automorphisme
[ξ](x, y) = (Jx, y),
où J2 + J + 1 = 0.
Remarque 4.5.10. La racine cubique de l’unité J ne doit pas être confondue
avec le j-invariant (ni avec la jacobienne J d’une quelconque courbe).
Avec exactement le même raisonnement que dans le cas j = 1728, on a le résultat
suivant :
Théorème 4.5.11. La quantité
∏
0≤ik≤2
σ(n)(P1, [ξ]i2P2, . . . , [ξ]inPn) =
∏
ǫk∈{±1},ik∈{0,1,2}∆n(P1, ǫ2[ξ]
i2P2, . . . , ǫn[ξ]inPn)(∏
i<j(y2i − y2j )
)6n−2
est le n-ième polynôme de sommation relatif à c = y2.
C’est donc un polynôme en y21, . . . , y
2
n, symétrique en c2, . . . , cn. Après symétrisa-
tion, il est de degré 6n−2.
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Démonstration. Le raisonnement étant le même que pour le théorème 4.5.7, je
ne donne ici que le squelette de la preuve.
Dans l’égalité énoncée, le numérateur est clair, il n’y a que le dénominateur à
justiﬁer :
∏
j>1
(
∆2(P1, [ξ]ijPj)
)6n−2 ∏
2≤k<l
(
∆2([ξ]ikPk, [ξ]ilPl)
)6n−33
avec ici les indices ik ∈ {0, 1, 2}.
Comme pour 4.5.7, on coupe cette quantité en deux parties que l’on traite sépa-
rément. La première moitié vaut :
∏
k>1
∏
ik∈{0,1,2}
(
∆2(P1, [ξ]ikPk)
)6n−2
=
∏
k
(∣∣∣∣∣ 1 x11 xk
∣∣∣∣∣ ·
∣∣∣∣∣ 1 x11 Jxk
∣∣∣∣∣ ·
∣∣∣∣∣ 1 x11 J2xk
∣∣∣∣∣
)6n−2
=

∏
j
(x3j − x31)

6
n−2
=

∏
j
(y2j − y21)

6
n−2
car on rappelle que y2 = x3 +B. On eﬀectue ensuite un travail similaire pour la
seconde moitié du dénominateur et on a notre égalité.
Ensuite, avec exactement les mêmes arguments que pour 4.5.7, on voit que cette
quantité est bien symétrique en P2, . . . , Pn, et qu’elle permet bien de tester les
égalités voulues :
P1 + [ξi2 ]P2 + · · ·+ [ξin ]Pn = O,
pour l’automorphisme [ξ] : (x, y) 7→ (Jx,−y).
Enﬁn il reste à voir que c’est bien un polynôme en ci = y2i . Si on note provisoi-
rement
f(P1, . . . , Pn) =
∏
0≤ik≤5
σ(n)(P1, [ξ]i2P2, . . . , [ξ]inPn),
ceci revient à dire que
f(P1, . . . , Pn) = f([ξ]P1, . . . , Pn) = · · · = f([ξ]5P1, . . . , Pn),
d’une part, et
f(P1, P2 . . . , Pn) = f(P1, [ξ]P2, . . . , Pn) = · · · = f(P1, [ξ]5P2, . . . , Pn)
d’autre part : la symétrie en (P2, . . . , Pn) permettra de conclure.
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Ceci se traite exactement comme pour 4.5.7 : la dépendance en c1 se résout en
considérant le produit
∏
ǫk∈{±1}
0≤ik≤5
∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn)
qui apparaît au numérateur du développement de f , tandis que la dépendance
en c2 se voit directement dans l’expression
f(P1, . . . , Pn) =
∏
0≤ik≤5
σ(n)(P1, [ξ]i2P2, . . . , [ξ]inPn).
Mais il existe encore une autre construction possible de polynômes de sommation,
cette fois-ci relatifs à la variable c = y. Elle est inspirée de [14].
Théorème 4.5.12.
• Pour n = 2, on a l’égalité
σ(P +Q)σ(P + [ξ]Q)σ(P + [ξ2]Q)
σ(P )3σ(Q)3
= yP − yQ.
Ceci est le second polynôme de sommation relatif à c = y. Pour comparer
avec le second point, on pourra remarquer qu’il est de degré 32−2 = 1 en
yQ.
• Soit n > 2. Soient P1, . . . , Pn ∈ E de coordonnées (xi, yi). Pour 2 ≤ k ≤
n, soit 0 ≤ ik ≤ 2 un entier. On a alors l’égalité
∏
0≤ik≤2 σ(P1 + [ξ]
i2P2 + · · ·+ [ξ]inPn)
(
∏n
i=1 σ(ui))
3n−1
=
∏
0≤ik≤2∆n(P1, [ξ]
i2P2, · · ·+ [ξ]inPn)(∏
i<j(yi − yj)
)3n−2 .
Cette quantité est le polynôme de sommation relatif à y. Elle est symé-
trique en (y2, . . . , yn). Après symétrisation, c’est un polynôme de degré
total 3n−2.
Dans ce théorème, il y a à chaque fois deux choses à démontrer : l’égalité annoncée
d’une part, et le fait qu’on obtienne bien le polynôme de sommation relatif à y
d’autre part.
Le premier point du théorème, c’est-à-dire le cas n = 2, repose sur le lemme
suivant, tiré de [14] :
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Lemme 4.5.13 ([14]). Pour tout point (x, y) ∈ E, on a
σ([ξ](x, y)) = σ(Jx, y) = Jσ(x, y).
De cette égalité, on en déduit que :
σ([ξ]P )3 = σ(P )σ([ξ]P )σ([ξ2]P ) = σ(P )3,
et d’autre part que :
σ([1− ξ]P )
σ(P )3
= (1− J)xP .
Muni de ce lemme, montrons le premier point :
Démonstration du premier point.
On utilise la formule de Frobenius-Stickelberger 4.3.2 pour n = 3 :
−σ(u1 + u2 + un)
∏
i<j σ(ui − uj)
σ(u1)3σ(u2)3σ(u3)3
= ∆3(u1, u2, u3)
avec u1 = P , u2 = Q et u3 = [ξ]Q.
Il ne reste plus qu’à simpliﬁer en utilisant le lemme pour obtenir l’égalité annon-
cée.
Le fait qu’on ait là le second polynôme pour y est juste la traduction du fait
suivant :
deux points P et Q de E ont même y si et seulement si ils sont dans la même
orbite sous [ξ].
On passe maintenant au calcul du polynôme de sommation pour les plus grands n.
Démonstration du second point.
Encore une fois, on utilise le théorème de Frobenius-Stickelberger :
(−1)(n−1)(n−2)/2σ(u1 + · · ·+ un)
∏
i<j σ(ui − uj)
(
∏
i σ(ui))
n = ∆n(u1, . . . , un)
Ainsi, si l’on veut le produit de tous les ∆n(P1, [ξ]i2P2, · · ·+ [ξ]inPn) :
∏
∆n(P1, [ξ]i2P2, . . . , [ξ]inPn) =
∏
i2,...,in
σ(P1+[ξ]i2P2 · · ·+[ξ]inPn)·
∏
i2,...,in
(∏
k<l σ([ξ]ikPk − [ξ]ilPl)∏
k σ([ξ]ikPk)n
)
.
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Dans le membre de droite, le premier terme∏
i2,...,in
σ(P1 + [ξ]i2P2 · · ·+ [ξ]inPn)
est satisfaisant : c’est ce que l’on veut pour tester des égalités comme dans la
déﬁnition 4.5.4. Essayons de simpliﬁer le second terme
∏
i2,...,in
(∏
k<l σ([ξ]ikPk − [ξ]ilPl)∏
k σ([ξ]ikPk)n
)
.
Le produit se porte sur 3n−1 termes, et le dénominateur se simpliﬁe donc via le
lemme en ∏
i
σ(Pi)n3
n−1
.
Pour le numérateur, on ﬁxe deux indices k < l. Pour un couple (ik, il) choisi, il
existe n− 3 uplets dans {0, 1, 2}n−1 convenables. Le produit vaut donc :∏
k<l
(σ(Pk − Pl)σ(Pk − [ξ]Pl)σ(Pk − [ξ]2Pl)
σ([ξ]Pk − Pl)σ([ξ]Pk − [ξ]Pl)σ([ξ]Pk − [ξ]2Pl)
σ([ξ]2Pk − Pl)σ([ξ]2P[ξ]k − Pl)σ([ξ]2Pk − [ξ]2Pl))3n−3 .
En utilisant le lemme, on voit que les trois lignes sont égales. Ainsi, en rassemblant
les morceaux :∏
∆n(P1, [ξ]i2P2, . . . , [ξ]inPn) =
∏
i2,...,in
σ(P1 + [ξ]i2P2 · · ·+ [ξ]inPn)
·∏
k<l
(
σ(Pk − Pl)σ(P − [ξ]Pl)σ(Pk − [ξ2]Pl)
σ(Pk)3σ(Pl)3
)3n−2
·
(
1∏
i σ(Pi)
)3n−1
.
En utilisant le premier point pour simpliﬁer la seconde ligne, on obtient le résultat
voulu.
Remarque 4.5.14. La diﬀérence entre les deux théorèmes précédents (4.5.11 et
4.5.12) réside dans le fait que dans le premier, c = y2 alors que dans le second
c = y.
Autrement dit, considérons l’automorphisme
[ξ] : (x, y) 7→ (Jx, y).
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Dans le premier on teste les relations
P1 ± [ξi2 ]P2 ± · · · ± [ξin ]Pn = O,
où les entiers ik sont compris entre 0 et 2. Autrement dit, l’automorphisme associé
à c = y2 est −[ξ] qui est d’ordre 6.
Dans le second théorème, on teste les relations
P1 + [ξi2 ]P2 + · · ·+ [ξin ]Pn = O,
l’automorphisme considéré est [ξ] qui est d’ordre 3.
On y reviendra plus loin, mais on peut d’ors et déjà remarquer que cela signiﬁe
que le théorème 4.5.11 nous donne des polynômes de plus haut degré (6n−2 contre
3n−2) qui trouveront plus de relations, car les orbites du premier automorphisme
sont de taille 6, contre 3 pour le second.
Exemple 4.5.15. Nous avons deux théorèmes donnant deux familles alternatives
de polynômes de sommation diﬀérentes, selon le choix de c. Regardons ce qu’ils
nous donnent pour n = 3.
Dans les deux cas, je note e1 = c2 + c3 et e2 = c2c3.
Avec le théorème 4.5.11, on a c = y2, et j’obtiens le polynôme de degré 63−2 = 6
σˆ(3) = e61 − (540c51B2 + 6c51e2 + 1944c41B3 + 1458c31B4)e51 + . . .
Avec le théorème 4.5.12, on a c = y, et j’obtiens le polynôme de degré 33−2 = 3
σˆ(3) = c31e
3
1 − (18c21B − 3c21e2 + 27B2)e21 + . . .
4.5.2.4 Théorème ﬁnal avant de passer au cas hyperelliptique
Ici, on énonce le théorème annoncé dans l’exemple 4.5.9 : pour le calcul des
polynômes alternatifs de sommation dans le cas elliptiques, on peut utiliser la
formule du résultant.
Théorème 4.5.16. Les trois polynômes de sommation présentés dans les théo-
rèmes 4.5.7, 4.5.11 et 4.5.12, c’est-à-dire relatifs aux variables c = x2 dans le cas
j = 1728 et c = y2 et y dans le cas j = 0, vériﬁent tous la formule du résultant :
σˆ(n)(c1, . . . , cn) = Resc(σˆ(n−k)(c1, . . . , cn−k−1, c), σˆ(k+2)(cn−k, . . . , cn, c))
pour tout n ≥ 4 et 1 ≤ k ≤ n− 3.
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Démonstration. Traitons uniquement le cas du théorème 4.5.7, les deux autres
cas se traitant exactement de la même façon. Le cheminement de la preuve est
le même que celle de la proposition 4.3.8 : il faut calculer le degré, le coeﬃcient
dominant et les racines du polynôme
f(C) = σˆ(n)(c1, . . . , cn−1, C),
puis les rentrer dans la formule
ResC(σˆ(n−k)(C1, . . . , Cn−k−1, C), σˆ(k+2)(Cn−k, . . . , Cn, C))
=am
∏
i
σˆ(n−k)(C1, . . . , Cn−k−1, αi).
Le degré de f a déjà été démontré plus haut : il vaut 4n−2.
Pour le coeﬃcient dominant, je reprend l’expression comme quotient de détermi-
nants de f : ∏
ǫk∈{±1},ik∈{0,1}∆n(P1, ǫ2[ξ]
i2P2, . . . , ǫn[ξ]inPn)(∏
i<j(x2i − x2j)
)4n−2 .
En développant les déterminants du numérateur selon leur dernière ligne on
trouve que le coeﬃcient dominant de f vaut
σˆ(n−1)(c1, . . . , cn−1)4.
En rentrant ces données dans la formule du résultant rappelée juste au-dessus,
on achève la démonstration.
4.5.3 Le cas général
Ainsi que spéciﬁé dans la remarque 4.5.5, le point de départ de cette section
est [14]. Le choix des modèles de courbes (que j’ai légèrement modiﬁés) et des
automorphismes à considérer ainsi que les diﬀérents lemmes en sont tirés. Ma
contribution se trouve dans le théorème 4.5.20.
Suivant donc [14], je considère les courbes hyperelliptiques décrites par les équa-
tions suivantes :
y2 =xrs+1 + µr(s−1)+1xr(s−1)+1 + · · ·+ µr+1xr+1 + µ1x pour rs = 2g,
y2 =xrs + µr(s−1)xr(s−1) + · · ·+ µrxr + µ0 pour rs = 2g + 1.
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Remarque 4.5.17. Par rapport à [14], j’ai dû modiﬁer les notations : ce qui chez
eux était le couple (a,m) s’appelle maintenant (r, s), la lettre a étant déjà utilisée.
Soit ξ une racine 2r-ième de l’unité, l’automorphisme considéré est
[ξ](x, y) =
{
(ξ2x, ξy) dans le premier cas ;
(ξ2x, y) dans le second cas.
Exemple 4.5.18. Voyons qu’avec g = 1 on retrouve les situations décrites dans
la sous section précédente.
• si r = 1, le morphisme n’est rien d’autre que [−1] ;
• dans le premier modèle, si r = 2 et s = 1, la courbe est d’équation
y2 = x3 + Ax
et le morphisme est (x, y) 7→ (−x, iy) avec i racine carrée de −1.
• dans le second modèle, si r = 3 et s = 1, on retrouve la courbe
y2 = x3 +B
et le morphisme (x, y) 7→ (Jx, y), avec J racine cubique de l’unité.
Exemple 4.5.19. Regardons maintenant le cas général.
• si r = 1, encore une fois, le morphisme est [−1] ;
• dans le premier modèle, si r = 2 et s = g, la courbe est d’équation
y2 = x2g+1 + µ2g−1x2g−1 + · · ·+ µ1x
et le morphisme est (x, y) 7→ (−x, iy) avec i racine carrée de −1.
• dans le second modèle, si je prends r maximal, i.e. r = 2g+1., le modèle
de la courbe est
y2 = x2g+1 + µ0.
Je vais maintenant généraliser les théorèmes 4.5.7 et 4.5.11 :
Constructions alternatives 103
Théorème 4.5.20. On suppose que s = 1, c’est-à-dire que r vaut 2g ou 2g + 1
selon le modèle de courbe considéré.
Soient P1, . . . , Pn ∈ C de coordonnées (xi, yi). On a l’égalité :
∏
0≤ik≤r−1
σ(n,g)(P1, [ξ]i2P2, . . . , [ξ]inPn) =
∏
ǫk∈{±1},0≤ik≤r−1∆n,g(P1, ǫ2[ξ]
i2P2, . . . , ǫn[ξ]inPn)(∏
i<j(ci − cj)
)(2r)n−2 ,
où [ξ] est décrit plus haut et d’ordre r, et
— c = xr = x2g si rs = 2g ;
— c = y2 si rs = 2g + 1.
Cette quantité est alors le n-ième polynôme de sommation relatif à la variable c,
qui permet de tester des égalités :
P1 ± [ξ]i2 ± · · · ± [ξ]inPn ∈ Θ.
C’est un polynôme symétrique en (c2, . . . , cn) et après symétrisation il est de de-
gré (2r)n−2g.
Démonstration. Ce théorème se démontre de la même manière que les théorèmes
4.5.7 et 4.5.11. Reprenons donc le même schéma de raisonnement.
Il s’agit d’abord de démontrer l’égalité annoncée. En utilisant la déﬁnition de
σ(n,g) (voir théorème 4.4.7), le terme de gauche de l’égalité annoncée se développe
comme
∏
0≤ik≤r−1

 ∏ǫk∈{±1}∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn)∏
j>1 (∆2(P1, [ξ]ijPj))
(2r)n−2 ∏
2≤k<l (∆2([ξ]ikPk, [ξ]ilPl))
(2r)n−3r

 .
Ainsi, le numérateur est bien celui que l’on voulait obtenir, et il nous faut travailler
sur le dénominateur. Comme pour les théorèmes 4.5.7 et 4.5.11, les deux moitiés
de ce dénominateur se traitent séparément. La première moitié donne :
∏
k>1
∏
0≤ik≤r−1
(
∆2(P1, [ξ]ikPk)
)(2r)n−2
=
∏
k
∏
ik
(∣∣∣∣∣ 1 x11 (ξ)2ikxk
∣∣∣∣∣
)(2r)n−2
=
(∏
k
(xrk − xr1)
)(2r)n−2
=
(∏
k
(c2j − c21)
)(2r)n−2
On eﬀectue ensuite un travail similaire pour la seconde moitié du dénominateur
et on a notre égalité.
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Maintenant que l’égalité est démontrée, il s’agit de voir que cette quantité nous
donne bien le n-ième polynôme relatif à la variable c, c’est-à-dire que c’est un
polynôme en les ci qui permet de tester les égalités
P1 ± [ξ]i2 ± · · · ± [ξ]inPn ∈ Θ.
Pour le moment, notons f(P1, . . . , Pn) cette quantité.
Le fait que f permette de tester les égalités voulues provient simplement de la
déﬁnition de σ(n,g).
A priori, grâce au membre de gauche de l’égalité déﬁnissant f , on sait qu’il s’agit
d’un polynôme en x1, . . . , xn. Il faut voir qu’en réalité c’est un polynôme en les
ci.
Pour cela, montrons dans un premier temps que, vis-à-vis de P1 et de P2, f ne
dépend que des variables c1 et c2. Ceci revient à dire que
f(P1, . . . , Pn) = f([ξ]P1, . . . , Pn) = · · · = f([ξ]2r−1P1, . . . , Pn),
d’une part, et
f(P1, P2 . . . , Pn) = f(P1, [ξ]P2, . . . , Pn) = · · · = f(P1, [ξ]2r−1P2, . . . , Pn)
d’autre part.
La dépendance en c1 se résout en considérant le produit∏
ǫk∈{±1}
0≤ik≤2r−1
∆n(P1, ǫ2[ξ]i2P2, . . . , ǫn[ξ]inPn)
qui apparaît au numérateur du développement de f , tandis que la dépendance
en c2 se voit directement dans l’expression
f(P1, . . . , Pn) =
∏
0≤ik≤2r−1
σ(n)(P1, [ξ]i2P2, . . . , [ξ]inPn).
Grâce au membre de droite de l’égalité, on voit que f est symétrique en P2, . . . , Pn.
Ceci permet de conclure que f est bien un polynôme en les ci.
Enﬁn il ne reste plus qu’à démontrer le degré. Fixons un indice i. On a degxiσ
(n,g) =
2n−2g. Pour construire f , il faut, d’après le terme de gauche de l’égalité, multiplier
rn−1 tels polynômes, d’où
degxif = (2r)
n−2rg.
Pour avoir le degré en ci, il suﬃt de diviser cette quantité par r.
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Remarque 4.5.21.
• Il ne semble pas y avoir d’équivalent au théorème 4.5.12 pour g > 1, ni
de résultat pour s 6= 1.
• Les deux modèles de courbes qu’on considère sont y2 = x2g+1 + µ1x et
y2 = x2g+1 + µ0.
• Si g > 1, la formule du résultant est fausse pour σˆ(n,g), et ce pour les
mêmes raisons qu’elle était fausse pour σ(n,g).
4.5.4 Analyse et comparaisons
Dans cette section, nous devons discuter de l’eﬃcacité de ces polynômes de
sommation alternatifs, relatifs à d’autres choix de coordonnées c que le choix
initial c = x fait par Semaev. Il s’agit ainsi de reprendre l’analyse faite dans la
proposition 4.4.9, et de l’adapter à ces nouveaux polynômes. Dans cette propo-
sition, je rappelle qu’on avait noté c(g, n, q) le coût de la résolution du système
polynomial sur Fq obtenu à partir de la relation
σ(n+g,g)(x1, . . . , xg, Xg+1, . . . , Xg+n) = 0.
Remarque 4.5.22. Dans cette section, on prendra garde de ne pas confondre la
lettre c qui désigne une variable et la lettre gothique c qui désigne un coût.
Proposition 4.5.23. On est dans la situation et avec les notations du théorème
4.5.20. On considère donc le polynôme de sommation suivant :
σ˜n+g,g(c2, . . . , cn+g) =
∏
0≤ik≤r−1
σ(n,g)(P1, [ξ]i2P2, . . . , [ξ]in+gPn+g).
Le coût de la résolution du système polynomial sur Fq déduit de la relation
σ˜n,g(c2, . . . , cn+g) = 0
est noté c′(g, n, q) et vaut O˜((2r)3n(n+g−2)g3nn) quand q →∞.
Démonstration. On rappelle qu’un tel coût est directement lié au nombre de va-
riables (ici n : ce sont cg+1, . . . , cg+n) et au degré des polynômes du système à
résoudre (ici (2r)g+n−2g, soit 4g+n−2gg+n−1 ou (4g+2)g+n−2g selon la valeur de r).
Suivons maintenant les mêmes étapes que dans la démonstration de la proposition
4.4.9. On commence donc par une utiliser la borne de Macaulay pour estimer le
degré de régularité. Ici
dreg ≤ n(2r)n+g−2g − n+ 1.
Muni de ce premier résultat, on peut estimer le coût de l’utilisation de l’algorithme
F4 pour calculer une base de Gröbner pour l’order degrevlex : ce coût est majoré
par
O˜
((
n+ dreg
n
)ω)
.
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Utilisant le fait que n soit négligeable devant n + dreg et la formule de Stirling,
ce coût devient
O˜
((
(2r)n(n+g−2)gnenn−1/2
)ω)
.
Il s’agit maintenant d’étudier la complexité de l”algorithme de changement d’ordre
FGLM . Pour cela, on commence par utiliser la borne de Bézout pour majorer le
degré D de l’idéal polynomial que l’on souhaite étudier :
D ≤ (2r)n(n+g−2)gn.
Le coût de cette étape est alors
O((2r)3n(n+g−2)g3nn).
Comme le coût de la seconde étape domine celui de la première, c’est lui qui
donne l’estimation de c′(g, n, q).
Je rappelle qu’avec les polynômes de sommation classiques, le coût était de
O˜(23n(n+g−2)g3nn) : ainsi, l’utilisation des polynômes alternatifs aboutit à des
systèmes dont la résolution est environ r3n(n+g−2) plus chère, avec r qui est de
l’ordre de 2g.
D’un autre côté, il faut tenir compte du fait que ces nouveaux polynômes dé-
tectent r fois plus de relations. En eﬀet, avec les polynômes de sommation clas-
siques, on recherchait les relations du type
D1 ±D2 + · · · ±Dg+n ∈ Θ,
tandis que les nouveaux polynômes recherchent plus de relations :
σˆ(n)(c1, . . . , cg+n) = 0⇔ D1 + [ξi2 ]D2 + · · ·+ [ξig+n ]Dg+n ∈ Θ,
pour les indices ik dans {0, . . . , 2r}.
Ainsi, utiliser les polynômes alternatifs permet de devoir tester r fois moins de
relations avant d’en trouver une, mais chaque relation devient r3n(n+g−2) fois plus
chère à tester : très clairement, ces nouveaux polynômes ne sont pas du tout
compétitifs par rapport aux polynômes de sommation classiques.
Conclusion 107
Exemple 4.5.24. Regardons la situation en genre 1 sur les courbes de j invariant
1728, c’est-à-dire d’équation de Weierstrass y2 = x3 + Ax. Si on a un point
R ∈ E(Fqn) de la courbe à décomposer, on peut utiliser le polynôme de Semaev
σn+1(xR, x1, . . . , xn), qui s’annule sur les abscisses des points Pi vériﬁant
R± P1 ± · · · ± Pn = O;
ou bien on peut utiliser le polynôme
σˆn+1 =
∏
σ(n)(x1,±x2, . . . ,±xn),
qui détecte les relations du type
R + [ξi1 ]P1 + [ξi2 ]P2 + · · ·+ [ξin ]Pn = O,
avec les ik dans {0, . . . , 3}. En rappelant que
[ξi]P =


P si i = 0
P ′ si i = 1
−P si i = 2
−P ′ si i = 3
avec P ′ = (−x, iy) quand P = (x, y), on voit qu’eﬀectivement σˆn+1 détecte 2 fois
plus de relations que σn+1.
D’un autre côté, comme σn+1 est de degré 2n−1 tandis que σˆn+1 de degré 4n−1,
utiliser σˆn+1 entraîne un surcoût très important : chaque test de relation coûte
23n(n−1) fois plus.
4.6 Conclusion
Le but premier de de chapitre était la généralisation des polynômes de Semaev
aux courbes hyperelliptiques. Celle ci passe par une réécriture de ces polynômes
de sommation comme produit de déterminants. En eﬀet, la construction initiale
de Semaev était basée sur une formule de résultants, qui n’est plus valide en genre
supérieur à 1. Une fois ces polynômes de sommation hyperelliptiques construits,
on a pu étudier leurs propriétés : symétrie, degré, impact sur le coût de la re-
cherche de relations.
Suite à cela, j’ai également cherché à construire des polynômes de sommation
alternatifs, non plus rattachés à l’automorphisme de degré 2 (x, y) 7→ (x,−y),
mais à d’autres automorphismes de degré 2r. L’idée sous jacente à cette recherche
est la suivante : plus le degré de l’automorphisme est élevé, plus le nombre de
relations détectés par l’égalité
σˆ(n+g) = 0
est important. Malheureusement, l’analyse montre que ﬁnalement le trop haut
degré de ces nouveaux polynômes les rend inutilisables.
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Résumé
Dans cette thèse, j’étudie deux aspects distincts de la cryptographie basée sur les
courbes elliptiques et hyperelliptiques.
Dans une première partie, je confronte deux méthodes de calcul de couplages, originales
car ne reposant pas sur le traditionnel algorithme de Miller. Ainsi, dans [45], K. Stange
calcula le couplage de Tate sur une courbe elliptique à partir d’un nouvel outil, les
elliptic nets. Y. Uchida et S. Uchiyama généralisèrent ces objets au cas hyperelliptique
([50]), mais ne donnèrent un algorithme pour le calcul de couplages que dans le cas des
courbes de genre 2. Mon premier travail dans cette thèse fut de donner cet algorithme
pour le cas général. De leur côté, D. Lubicz et D. Robert donnèrent dans [30] une autre
méthode de calcul de couplage, basée sur les fonctions thêta. Le second résultat de ma
thèse est de réunifier ces deux méthodes : je montre que la formule de récurrence à la
base des nets est une conséquence des formules d’addition des fonctions thêta utilisées
dans l’algorithme de Lubicz et Robert.
Dans la seconde partie de ma thèse, je me suis intéressé à l’algorithme de calcul d’index
attaquant le problème du logarithme discret sur les courbes elliptiques et hyperellip-
tiques. Dans le cas elliptique, une des étapes principales de cette attaque repose sur les
polynômes de Semaev. Je donne une nouvelle construction ces polynômes en utilisant
la fonction sigma de Weierstrass, pour pouvoir ensuite les généraliser pour la première
fois au cas hyperelliptique.
Abstract
In this thesis, I study two different aspects of elliptic and hyperelliptic curves based
cryptography.
In the first part, I confront two methods of pairings computation, whose original feature
is that they are not based the traditional Miller algorithm. Therefore, in [45], K. Stange
computed Tate pairings on elliptic curves using a new tool, the elliptic nets. Y. Uchida
and S. Uchiyama generalized these objects to hyperelliptic case ([50]), but they gave an
algorithm for pairing computation only for the genus 2 case. My first work in this thesis
was to give this algorithm for the general case. Meanwhile, D. Lubicz and D. Robert
gave in [30] an other pairing computation method, based on theta functions. The second
result of my thesis is the reunification of these two methods : I show that the recurrence
equation which is the basis of nets theory is a consequence of the addition law of theta
functions used in the Lubicz and Robert’s algorithm.
In the second part, I study the index calculus algorithm attacking the elliptic and
hyperelliptic curve discrete logarithm problem. In the elliptic case, one of the main
steps of this attack requires the Semaev polynomials. I reconstruct these polynomials
using Weierstrass sigma function, with the purpose of giving their first hyperelliptic
generalization.
