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It was shown in [PRL 114, 138301 (2015)] that a remarkably simple dynamical model exhibits
many of the complex flow regimes and non-equilibrium phase transitions characteristic of complex
fluids. By removing extraneous detail, this simplest microscopic model of non-Newtonian flow can
reveal the universal physics relevant to all complex fluids. Here we present more detailed results and
a full derivation of the model’s compact mean-field constitutive relation, with great potential scope
for insights into universality and tractable mathematics. By enforcing local conservation of angular
momentum, the one-dimensional (1D) XY-model (originally used for equilibrium magnetic systems)
can be driven into various flow regimes, including simple Newtonian behaviour, shear banding, solid-
liquid coexistence and slip-plane motion. The model demonstrates that the phenomenon of shear
banding does not rely on details of tensorial stress fields, but can exist in 1D.
PACS numbers: 75.10.Hk, 83.60.Rs, 83.10.Gr, 82.70.-y, 64.60.Ht
I. INTRODUCTION
A detailed and elaborate model of a particular phys-
ical systems cannot be used to investigate the physics
underlying universal phenomena, because it would not
be clear which of the model’s features are crucial to the
results. Only by removing a particular feature from a
model can one ascertain whether it was important. Ap-
preciating this, the pioneers of condensed matter theory
investigated universality in equilibrium phase transitions
using some archetypal models, including the Ising model
and XY model [1].
Experiments and simulations also hint at some uni-
versal phenomenology far from equilibrium, in the flow-
induced transitions of non-Newtonian fluids. Transi-
tions between Newtonian flow, shear-banding and slip-
planes/fractures can be observed in systems as diverse
as foams [2, 3], dense colloids [4–6], surfactant solutions
[7–10] and polymers [11–14]. In Ref. [15], we demon-
strated that those same phenomena exist in the one-
dimensional (1D) classical XY model (also known as the
classical rotor model or O(2) model) when it is given
the simplest of angular-momentum-conserving Langevin
dynamics. Here we provide more details of the model’s
steady-state behaviour, and the full derivation of its re-
markably compact and useful constitutive relation.
As depicted in Fig. 1 the 1D XY model consists of a
chain of lattice sites, each with one degree of freedom,
characterized by the orientation θj of a two-component
unit vector sj = (cos θj , sin θj), which was originally in-
vented to represent the constant-magnitude magnetisa-
tion of an atom with a continuously orientable magnetic
moment constrained to lie in the (x, y)-plane.
∗corresponding author
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FIG. 1: An oblique view of part of the chain of rotors in the
one-dimensional classical XY model.
Each site couples only to its two nearest neighbours,
via an interaction potential that favours parallel align-
ment, so that the model’s Hamiltonian (in units of the
uniform coupling constant) is given by
H =
N∑
j=1
[
−sj · sj−1 + 12 θ˙2j
]
(1)
where the rotor’s moment of inertia (scaling the final,
kinetic energy term) has been set to unity without loss
of generality. We may impose periodic boundary condi-
tions by defining s0 ≡ sN , or free boundaries by s0 ≡ s1,
or other possibilities, discussed further below. As with
any 1D system with short-range interactions, the 1D XY
model has trivial equilibrium phase behaviour, with a
single transition to an ordered state at zero temperature
[16].
Away from equilibrium, we have found that this sim-
ple one-dimensional model has an elaborate steady-state
phase diagram with transitions between different flowing
phases. By choosing to represent the (x, y)-plane perpen-
dicular to the direction of the 1D lattice, we can compare
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2the model’s local angular velocity with the rotation flow
profile of a fluid in a parallel-plate rheometer [17, 18].
Of course, our model is not truly three-dimensional like
the fluid in a rheometric experiment, but it has many of
the same features, including microscopic internal interac-
tions, a macroscopic steady-state flow profile and shear
rate, energy exchange, conserved angular momentum and
torque propagation.
Equilibrium phase behaviour is independent of the
model’s dynamics, so long as a Hamiltonian is defined
and detailed balance is respected, but non-equilibrium
states depend on the specific dynamics. We use the
simplest physically motivated dynamics for a thermal
system: Langevin dynamics, with all forces (torques)
respecting Newton’s (rotational) third law of motion.
Hence, all forces (conservative, dissipative and stochas-
tic) are equal and opposite on nearest neighbours, and
and angular momentum is conserved. The equations of
motion are
θ¨j = τj − τj−1, (2a)
τj = sin ∆θj + µ∆θ˙j + ηj(t) (2b)
where τj is the torque between rotors j and j + 1, which
have relative angle ∆θj = θj+1 − θj . The coefficient
of friction is µ, and ηj(t) are the usual delta-correlated
stochastic functions at temperature T with
〈ηi(t)ηj(t′)〉 = 2µTδ(t− t′)δij (3)
and zero mean. Hamilton’s equations are recovered in the
conservative case T = µ = 0. Note that no centrifugal
or corriolis forces are in effect, because there is no radial
component of motion, so the system is independent of
absolute angular velocity and respects an angular version
of Galilean relativity.
We can nevertheless drive the system into a non-
equilibrium steady state by counter-rotating its bound-
aries to induce shear flow. Thus, non-zero mean work is
done by the boundary, but no body-forces are applied, so
the Hamiltonian remains that of the XY model.
We have conducted both numerical and mathematical
investigations of the XY model’s steady-state behaviour
in shear flow. In the next section, we define the numerical
protocol, including the physically appropriate boundary
conditions for imposing torsional shear flow in a simple
manner. The results, including the steady-state phase
diagram of the XY model, are presented in section III. A
theoretical analysis is given in section IV, and conclusions
and open questions are discussed in section V.
II. NUMERICAL METHOD
A. Algorithm
The Dissipative Particle Dynamics (DPD) algorithm
[19] was used to evolve the state of the system. It shares
the stability of the velocity Verlet algorithm, but can
be applied to situations with velocity-dependent forces,
such as ours, and includes the random thermal forces of
Langevin dynamics.
In order to eliminate edge effects, all rotors were
treated equally by the simulation algorithm, through the
application of periodic boundary conditions. It is per-
haps surprising that boundary conditions exist that are
periodic but also apply a relative torque across the sys-
tem. The appropriate condition is an angular version
of the Lees-Edwards “sliding brick” boundary condition
[20], whereby the rotors at opposite ends of the chain are
designated as neighbours, but see each other through an
angular offset that increases at a constant angular veloc-
ity. This can be done without altering Eqs. 2b simply by
defining
τ0 ≡ τN (4)
and
∆θN ≡ θ0 − θN +Nγ˙t (5)
so that
∆θ˙N = θ˙0 − θ˙N +Nγ˙. (6)
Hence the N -rotor system occupies a periodic space
which has a topological twist that increases at a rate Nγ˙.
That twist need not be localized between rotors N and
1, but may be distributed across the system, while the
boundary rotors may choose their velocities such that
their interaction torque τN fluctuates in a statistically
identical way to the other inter-rotor torques. Thus all
rotors are governed by the same equations of motion,
while the system as a whole experiences a shear rate (an-
gular velocity difference per rotor) of γ˙.
The distribution of the random torques ηj was given a
Gaussian form with variance
σ2 =
2µT
dt
(7)
and zero mean and a discrete time step dt.
B. Calibration
The time step dt was chosen adaptively to ensure that
the interaction potential was explored in sufficient de-
tail, irrespective of rotor speed. On each time step, the
maximum increment in angular difference between any
interacting pair of rotors was limited to a maximum mag-
nitude ∆θmax. Thus, no pair of rotors could pass over the
potential barrier without feeling the appropriate torque.
If a pair of interacting rotors had a sufficiently high rela-
tive angular velocity that their relative angular increment
exceeded the specified limit, all data for that time-step
was discarded and the step was repeated with a reduced
time interval dt. To maintain simulation speed, the time-
step for the next iteration was increased whenever the
3maximum relative angular increment between all neigh-
bours was found to be substantially below the threshold.
For the majority of states, results were found to be reli-
able for a threshold as high as 1 radian. This becomes
less surprising when one considers that the vast major-
ity of relative angular increments within the system are
much smaller than the threshold value. Nevertheless, we
chose never to set ∆θmax above 0.2, and used lower values
in some cases (often ∆θmax = 0.1).
To ensure that no discretization artefacts, start-up
transients or finite-size effects were present in the final
results, trial simulations were run in a variety of differ-
ent regions of the (T, µ, γ˙) parameter space, and repeated
for different values of ∆θmax and system size N , and dif-
ferent initial conditions. A system of N = 256 rotors
was found to be sufficiently large to eliminate finite-size
effects from all states except for those with very widely
separated slip-planes (see Results, section III). Hence a
safe value of N = 512 was used for most simulations, oc-
casionally increasing to 1024 or 2048 for extreme cases.
In experiments and simulations, both in and out of
equilibrium, it is never straightforward to determine the
decay time of all start-up transients in order categorically
to establish a steady state. For instance, equilibrium in-
vestigations can be misled by long-lived metastable states
that are impossible to distinguish from the true steady
state except by infinite patience. (Without evidence of
the existence of graphite, diamond would be mistaken for
the ground-state of carbon.) We must therefore accept
that our study of the XY model’s steady states cannot be
definitive. Subject to that proviso, we judge that initial
transients have decayed when simulations with very dif-
ferent initial conditions converge to a statistically similar
state of motion. The initial conditions tried included a
state of uniform shear rate (∆θ˙i = γ˙ ∀ i) and states in
which plateaux of uniform velocity (where θ˙i = constant)
are separated by sharp discontinuities (“slip planes”).
The convergence time varies greatly with the values of the
parameters (T, µ, γ˙), becoming very large close to phase
transitions. In most cases the initially uniform system
arrived most quickly at its final steady state.
Having established our protocols, we performed simu-
lations at a large number of points in parameter space in
order to chart the system’s non-equilibrium steady-state
phase behaviour.
III. RESULTS
Four distinct types of flow behaviour where found, sep-
arated by phase transitions or narrow cross-over regions:
a state of uniform time-averaged shear flow, a shear-
banding state, a coexistence between solid and fluid re-
gions, and a state of solid regions separated by localized
slip planes. Examples of each are shown in Fig. 2, in
steady states that were found to be well established after
t = 4500. Animations of some of the steady states are
available online [21].
(a)
(b)
(c)
(d)
FIG. 2: Angular velocity as a function of position along
the one-dimensional chain of 512 rotors for various param-
eter values, typifying the four qualitatively distinct steady
states. Left-hand column: instantaneous snap-shots of an-
gular velocity. Right-hand column: averaged over sev-
eral rotation-times (∼ γ˙−1). (a) Uniform shear flow
at (T, µ, γ˙) = (0.02, 10, 0.007813); (b) shear banding at
(T, µ, γ˙) = (0.006, 1, 0.002). (c) a solid-fluid coexistence at
(T, µ, γ˙) = (0.001, 1, 0.0078125); (d) slip planes at (T, µ, γ˙) =
(0.001, 0.5, 0.00585938);
4On increasing temperature or friction coefficient or
shear rate, the general trend is to progress from the slip-
plane regime, through solid-fluid coexistence and then
the shear-banding regime, to a state of statistically uni-
form shear flow. However, for some parameter values,
one or both of the two intermediate states (solid-fluid
coexistence and shear-banding) are bypassed.
While a wide variety of relative angles, velocities
and accelerations exist at any instant within the uni-
form phase, it is statistically uniform, in the sense that
〈d∆θj/dt〉 is independent of j, where 〈. . .〉 indicates a
time-average. The uniform limit at large parameter val-
ues is easily explained; all structure due to interactions is
washed out when either thermal energy or shear-induced
kinetic energy of relative motion swamps the scale of
the interaction potential, or when frictional forces domi-
nate over the potential gradient. This argument, for high
shear rate, will be made more rigorous in section IV B,
and a full theoretical investigation of the phase behaviour
will be presented in section IV.
A. Slip planes
The existence of slip planes takes more consideration.
Some velocity profiles in the slip-plane state are shown
in Fig. 3 for parameter values T = 0.001 and µ = 0.5 and
various shear rates γ˙.
In the slip-plane regime, the majority of rotors
have a time-averaged angular velocity equal to that of
their neighbours. So the inter-rotor angle ∆θ exhibits
only small-amplitude excursions about a constant value,
within the potential well. These rotor-pairs are “locked”
in the terminology of Bu¨ttiker et al. ??. Hence, most
of the system behaves as an elastic solid, while all of
the shear flux is concentrated in a small population of
isolated inter-rotor gaps (the slip planes), where the rel-
ative angle is “running” in the terminology of Bu¨ttiker
et al. [22]. Crucially, the position of each slip plane re-
mains fixed for a long duration, far exceeding its internal
rotation time 2pi/∆θ˙i, so that the pair of rotors strad-
dling it execute many full turns of relative motion before
the slip plane stochastically wanders to a new site. In-
deed in the majority of cases studied, after initial tran-
sients, slip planes remained fixed for the entire simula-
tion, whilst traversing their potential barrier many thou-
sands of times.
The stability of each solid region or “plateau” within
the steady-state requires the overall time-averaged torque
within the system (applied by the boundary condition)
to be smaller than the steepest gradient in the interac-
tion potential (unity), which is the threshold torque at
which an elastic solid region would yield. (This follows
from time-averaging Eq. 2b given that, within this region,
∆θ remains bounded, by definition of “solid”, so that its
averaged time-derivative vanishes.) Although the time-
averaged torque is uniform at steady state (from time-
averaging Eq. 2a), and smaller than the yield threshold,
(a)
(b)
(c)
FIG. 3: A selection of time-averaged angular velocity profiles
(as a function of position) in the slip-plane phase. As overall
shear rate increases at fixed T = 0.001 and µ = 0.5, the
discontinuities in velocity remain approximately constant in
magnitude but increase in number. (a) γ˙ = 0.005859; (b)
γ˙ = 0.05859; (c) γ˙ = 0.175781.
it is nonetheless sufficient to maintain flow within the slip
planes, where the potential barrier is repeatedly over-
come by virtue of the rotors’ momenta. The traversing
of the periodic potential creates a periodic variation in
torque at the slip plane, which propagates outwards as
damped torsion waves in the elastic solid regions.
This motion can be seen in on-line animations [21] and
is also visible in Fig. 4, which is a space-time diagram of
5FIG. 4: The entire system, from rotor number 1 to 512, is
represented across the width of the picture. Time proceeds
vertically, spanning an interval of 496 time units in this image.
Grey scale representing inter-rotor potential, from U = −1
(white) to U = 1 (black). The steady state shown (following
an initialization time in excess of 4500 time units) is at pa-
rameter values (T, µ, γ˙) = (10−4, 0.5, 0.001896), for which the
system exhibits a single slip plane.
the system’s motion. A grey scale represents the value
of the inter-rotor potential U(∆θ) = − cos ∆θ at each of
the 512 sites along the chain (set out horizontally in the
figure). Time increases vertically in the figure.
In Fig. 4, all of the shear is concentrated in a single
slip plane between two rotors, at a location (selected by
spontaneous symmetry breaking in the system) near the
right-hand end of the chain. The slip plane is clearly
distinguished in the space-time diagram by the repeated
set of black marks where the maximum of the potential
is repeatedly traversed. High-frequency waves (visible
as short slanting lines) propagate outwards only a short
distance to either side of the slip plane, before decaying
away. Meanwhile very long wavelength torsional waves
of lower amplitude travel across the entire system length,
visible as long, faint slanting marks in Fig. 4. The gradi-
ent of the marks indicates a wave speed of approximately
0.71 in this case.
B. Solid-fluid coexistence
Whereas the space-time diagram for slip planes
(Fig. 4) shows linear propagation of small-amplitude
waves within the solid regions, large-amplitude non-
linear waves of yielding events propagate through the
fluid region of a solid-fluid coexistence. This can be seen
in Fig. 5, the space-time diagram for a steady state of
solid-fluid coexistence, where the black marks indicate
events where the maximum of the potential is overcome.
It is clear, in Fig. 5, that each yielding event locally
displaces stress sufficient to trigger another yielding event
nearby, leading to a propagating sequence of rotor-pairs
crossing their potential barrier within a finite region of
the system. The stress excitations from these events do
not propagate across the whole system. The (uniform)
FIG. 5: Space-time diagram representing inter-rotor potential
(from U = −1 (white) to U = 1 (black)) as a function of
position (horizonal axis) and time (increasing vertically) (as
Fig. 4) and parameter values (T, µ, γ˙) = (0.0005, 5, 0.002), for
which the steady state is a coexistence between fluid and solid
regions. The vertical axis covers a duration of 1500 time units,
beginning 4500 time units after initialization. The system
contains N = 1024 rotors, arranged along the horizontal axis.
time-averaged torque remains just below the yield-point
value of unity (the maximum of sin ∆θ in Eq. 2b), so a
portion of the system is able to exist in a solid state. In
fact, due to the finite temperature, some relatively rare
yield events are visible in the “solid” region also, hence,
it is not strictly solid, but a high-viscosity fluid, so that
this coexistence may not be qualitatively distinct from a
shear-banding state.
It is surprising that this one-dimensional system has
sufficient complexity to self-organise into a stable coex-
isting state. Some light is shed on the mechanisms re-
sponsible for this phenomenon by the mean-field theory
in section IV C 1.
C. Shear banding and critical states
In the shear-banding state, the X-Y model self-
organises into macroscopic regions with different effective
viscosities. As in solid-fluid coexistence (which we have
seen is a special case of shear banding with a large ratio of
effective viscosities), the stress in the shear-banding state
is only a little below its maximum (yield-point) value of
unity so that a small stress perturbation can trigger a
large-amplitude rearrangement.
It appears that a continuous transition separates the
shear-banded and uniform states. However, we have not
established whether this is an isolated critical point, a
6line of continuous transitions, or a critical point that ter-
minates a line of first-order phase transitions. The space-
time diagram in Fig. 6 is for a system close to critical-
ity, at the transition between uniform and shear-banded
states.
FIG. 6: The entire system is represented across the width of
the picture, from rotor number 1 to 1024, following an initial-
ization time in excess of 65000 time units. Time proceeds ver-
tically, spanning an interval of 750 time units in this image.
Grey scale representing inter-rotor potential, from U = −1
(white) to U = 1 (black). The steady state shown is at pa-
rameter values (T, µ, γ˙) = (10−3, 10, 0.017578125), for which
the system exhibits a statistically uniform phase but contains
correlations of long range in space-time, due to the proximity
of the continuous transition to banding.
A number of critical phenomena are apparent here.
One characteristic feature of a nearby critical point
is a large correlation length, indicating highly collec-
tive/cooperative motion. Although diverging correla-
tion lengths are not possible in one-dimensional, locally-
interacting systems at equilibrium, our non-equilibrium
steady state exhibits this feature. It can only be recog-
nized by observing the space-time domain, as in Fig. 6,
where regions of correlated configurations (in which ∆θ ≈
pi ⇒ U ≈ 1) extend across large distances, but not at
constant time.
Secondly, the very slow decay of initial transients is
typical of critical slowing-down. A third critical phe-
nomenon is the divergence of response functions (dis-
cussed more in section III D and Fig. 11b), due to the fact
that the system appears to be poised in a highly suscepti-
ble state. Fig. 7 shows the value of the interaction poten-
tial U = − cos(∆θ) for each rotor pair. The yield point
on this potential, at which a stable elastically-bound in-
teraction fails because U ′′ → 0, is at ∆θ = pi/2, where
U = 0, i.e. halfway up the potential barrier. Note that
the system forms a distribution that is clustered around
FIG. 7: Value of the interaction potential U = − cos(∆θ) as
a function of position (inter-rotor gap index j running from 1
to 512, showing half of the system), for the near-critical uni-
form fluid at (T, µ, γ˙) = (10−3, 10, 0.017578125), as shown in
Fig. 6b. Inset: For comparison, the same plot for an equilib-
rium system at (T, µ, γ˙) = (0.3, 1, 0) in which the potential is
occupied according to Bolzmann’s law, with the lowest value
most likely.
this yield point. By comparison, the inset of Fig. 7 shows
the values of U in a system at equilibrium (γ˙ = 0), which
are Boltzmann-distributed close to the potential mini-
mum at U = −1.
D. Phase diagrams and measurements of stress
and energy
Representative results are shown on some mutually or-
thogonal slices through the parameter space in Fig. 8. In
most cases, the qualitative type of flow behaviour was
identified, from time-averaged velocity profiles such as
those in Fig. 2. The identification was unambiguous in
most cases, but the distinction between shear-banding
states and uniform or solid-liquid-coexisting states was
sometimes unclear, particularly near criticality.
It is informative to plot data from all of our steady-
state simulations on axes T versus µγ˙, allowing us to
present all of our simulated phase data in one figure,
while Fig. 8 contains only a subset. This is shown in
Fig. 9. The simulations were performed at values of µ
ranging from 10−3 to 102 and γ˙ from 10−3 to 7.0. Clearly,
there is not a full data collapse, but some structure is visi-
ble in Fig. 9 — in particular, the uniform region for values
greater than 1 on either axis, and general trends along the
major and minor diagonals. Further understanding, and
some justification for a partial data collapse on axes of
T versus µγ˙ are provided by the upper bounds in section
IV B and the approximate scaling analysis in appendix 1.
7(a)
(b)
(c)
FIG. 8: (Colour on-line) Steady-state phase diagrams for the
angular-momentum-conserving XY model, shown on repre-
sentative slices through the parameter space. Steady states
are represented by red open circles (uniform phase); yellow
filled diamonds (shear banding); green filled squares (solid-
fluid coexistence); blue crosses (slip-plane phase). Data are
shown for simulations at parameter values: (a) µ = 1.0; (b)
10−3 ≤ γ˙ ≤ 10−2; (c) 10−4 ≤ T ≤ 10−3.
FIG. 9: (Colour on-line) All of our simulated steady-state
phase data, on logarithmic axes T versus µγ˙. The phases are
represented by: blue crosses (slip planes); green-filled squares
(solid-fluid coexistence); yellow-filled diamonds (shear band-
ing); red circles (uniform).
Empirically, we find a marginally better collapse of the
data into fairly clearly-defined phase regions on axes of
(T γ˙) and (Tµ), as shown in Fig. 10, although we have no
explanation for this.
Measurements of the mean torque in the system, τ , as
a function of shear rate γ˙ are shown in Fig. 11. These
are reminiscent of stress-versus-strain-rate measurements
of non-Newtonian fluids measured in rheometric studies
of their constitutive relations (e.g. Ref. [7]). A simple
Newtonian fluid, on the other hand, would produce a
straight line through the origin with gradient equal to its
viscosity.
At µ = 0.2 and T = 0.01, the systems crosses a phase
transition directly from the uniform state at high shear
rate γ˙ to the slip-plane state at low shear rate. Notice
that, in the slip-plane state, the mean torque remains
very constant, independent of γ˙. It achieves this by vary-
ing the number of slip planes (running pairs) as shear rate
varies, as shown in the measurements in Fig. 12, and also
in the velocity profiles of Fig. 3. At µ = 0.2 and T = 0.05,
the data in Fig. 11a cross a phase transition from a uni-
form phase at high shear rate to a solid-fluid coexistence
at low shear rate, while, at T = 0.5 (and possibly also at
T = 0.1), the system remains uniform.
For the higher value of the friction coefficient µ = 1
shown in Fig. 11b, the system remains in the uniform
phase for the temperatures and shear rates shown. Note
that the axes are both linear, so very low shear rates
are not interrogated by this graph. Despite remaining
statistically uniform, the system exhibits large-scale fluc-
tuations, particularly for the data at T = 0.01, as it is
close to a continuous phase transition, which we believe
to be the same critical point that influenced the data in
8FIG. 10: (Colour on-line) All of our simulated steady-state
phase data, on logarithmic axes Tµ versus T γ˙. As in Fig. 9,
the phases are represented by: blue crosses (slip planes);
green-filled squares (solid-fluid coexistence); yellow-filled dia-
monds (shear banding); red circles (uniform).
Fig. 6, discussed in section III C. The precise location of
this critical point (or line) is difficult to establish, as its
critical phenomena are observed across a large region of
the parameter space.
Close to criticality, response functions diverge. In this
case, we can identify the response of the strain rate to
changes in stress, (∂γ˙/∂τ)T,µ as the reciprocal of the gra-
dient in Fig. 11b, which diverges as a continuous tran-
sition (possibly to a shear-banded state) is approached
from above.
Figure 13 shows the mean potential energy density u
as a function of shear rate. We define u as the value
of − cos ∆θj averaged with respect to position j and
time. Potential energy density is a more suitable ther-
modynamic quantity to study than the total internal en-
ergy density, because the kinetic energy of a continuously
sheared system is non-extensive. Features, due to phase
transitions being crossed or narrowly avoided, are again
visible in these data.
IV. THEORETICAL ANALYSIS
A. Steady-state conditions
Equation. (2a) yields an equation of motion for the rel-
ative angle ∆θj = θj+1−θj between neighbouring rotors,
d2∆θj
dt2
= τj+1 + τj−1 − 2τj (8)
(a)
(b)
FIG. 11: Measurements of the steady-state mean torque τ
as a function of strain rate (shear rate γ˙) from simulations
at (a) µ = 0.2 and (b) µ = 1.0. Symbols denote different
temperatures: T = 0.01 (squares); T = 0.05 (circles); T = 0.1
(triangles); T = 0.5 (diamonds). The discontinuous gradient
in (a) is reminiscent of crossing a first-order phase transition,
while (b) resembles an approach to a critical point.
which, together with Eq. (2b), forms a closed set of equa-
tions in the relative angles ∆θj only, independent of any
absolute angular positions θj , as would be hoped for this
rotationally symmetric system.
Time-averaging both sides of Eq. (8), and imposing the
steady-state condition that, while rotors may have a fi-
nite time-averaged angular velocity, their time-averaged
angular acceleration must vanish, yields a balance in
mean torque-differences 〈τj+1 − τj〉 = 〈τj − τj−1〉 =
constant. Applying the periodic boundary condition,
that the torques are equal at opposite ends of the chain,
sets the constant to zero, so that the time-averaged
torque is uniform (independent of index j) throughout
the steady-state system,
〈τj〉 = τ ∀ j. (9)
This resembles the uniform-stress condition for steady
shear flow of a fluid.
9FIG. 12: The number of running (fluid) pairs (as opposed to
solidly locked pairs) measured in simulation of size N = 512
for µ = 0.2, as a function of shear rate. Symbols denote
different temperatures T : squares 0.01; circles 0.05; triangles
0.1.
Let us define the local shear rate sj to be that part of
the neighbours’ relative velocity that is persistent rather
than fluctuating:
sj ≡
〈
∆θ˙j
〉
(10)
which is time-independent, due to the temporal averaging
〈. . .〉. Note that the local shear rate sj should not be
confused with the global shear rate γ˙. The two are equal
in the uniform phase. In other phases, γ˙ is equal to the
positional average (with respect to j) of sj .
Now time-averaging the torque Eq. (2b) and applying
Eq. (9) and the fact that the noise has zero mean yields a
relationship between the local shear rate and the overall
mean torque,
τ = µsj + 〈sin ∆θj〉 . (11)
Equation (11) can be regarded as a rheological stress-
strain-rate relation. The final term in Eq. (11) would
vanish for constant relative rotational motion, yielding a
Newtonian fluid of viscosity µ, the constant of propor-
tionality between “stress” (i.e. torque in this rotational
case) and strain rate. However, quasi-periodic velocity
fluctuations synchronised with (i.e. having a frequency
component equal to) the local shear rate lead to a non-
zero average of sin ∆θj due to a non-uniform angular dis-
tribution of ∆θj , and hence to non-Newtonian rheology.
B. Upper bounds
Clearly the magnitude of the final term in Eq. (11)
cannot exceed unity. Furthermore, it is reasonable to
(a)
(b)
FIG. 13: Measurements of the mean potential energy density
as a function of shear rate, at the same parameter values as in
Fig. 11: (a) µ = 0.2 and (b) µ = 1.0 Symbols denote different
temperatures: T = 0.01 (squares); T = 0.05 (circles); T = 0.1
(triangles); T = 0.5 (diamonds).
assume that all terms in Eq. (11) are positive for a pos-
itive overall shear rate γ˙ > 0, since the second law of
thermodynamics forbids a negative response of torque to
imposed shear rate, and local shear rate is expected to
share the direction of the global shear rate, as is the con-
servative part of the torque. Hence 0 ≤ 〈sin ∆θj〉 < 1.
In any part of the chain that is behaving as a solid,
by definition, the local shear rate (the first term on the
RHS of Eq. (11)) vanishes, yielding a condition on the
overall torque τ < 1 for the existence of any solid re-
gions. Beyond this threshold, no bound structures, even
as small as a single pair of rotors, can survive. Hence we
anticipate a uniform state when the condition is violated.
The fluid regions (portions of the chain in which the
local shear rate is non-zero) also put conditions on τ .
Since the positionally-averaged local shear rate is con-
strained to equal γ˙, the maximum (with respect to j)
local shear rate cannot be less than γ˙. Hence, at that
fastest-shearing location, Eq. (11) gives τ > µγ˙. Com-
bining this with the other inequality on τ , and recall-
ing that τ is independent of position j, implies that the
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steady state is uniform if µγ˙ > 1.
This upper bound on non-uniform states is consistent
with the data in Fig. 9. The highest value of µγ˙ for
which non-uniform behaviour was identified in any of
our steady-state simulations was µγ˙ = 0.5 for a state
of closely spaced slip planes at (T, µ, γ˙) = (0.01, 0.2, 2.5).
However, our numerical study was not exhaustive.
A more stringent condition on the parameters applies
in the slip-plane regime. In this regime, by definition,
no macroscopic fluid regions exist. If Lsol is the average
length of a solid region within the slip-plane steady-state
(i.e. Lsol is the ratio of the system size N to the number
of slip planes) then the highest local shear rate at any of
the slip planes is (sj)max ≥ γ˙Lsol so that, from Eq. (11),
τ ≥ µγ˙Lsol. Hence, the condition τ ≤ 1 for non-yielding
of the solid regions gives µγ˙ ≤ 1/Lsol, which is a more
stringent condition than that for survival of any micro-
solid structures. The definition of the slip-plane regime
requires Lsol ≥ 2, the equality occurring in the limit
where half of the inter-rotor spaces are slip planes, so
that each rotor is solidly bonded to only one neighbour.
Hence the condition for the slip-plane phase is µγ˙ ≤ 0.5.
As noted above, this upper bound was realised in one of
our simulations (see Fig. 9), but never exceeded.
C. Linearization
The full equations of motion (8 and 2b) are non-linear
in the unknown functions ∆θj(t). To find solutions, we
shall linearize them. This is not simply a case of replac-
ing the sinusoid in Eq. 2b by its small-angle limit, as one
might at equilibrium, since, in the boundary-driven sys-
tem, (some of) the relative angles ∆θj are ever-increasing
functions of time.
At steady state, ∆θj(t) can be written in terms of a
part that grows linearly at rate sj (the local shear rate),
a constant offset cj , and a bounded fluctuating part εj(t)
with zero mean, thus:
∆θj(t) = sj t+ cj + εj(t). (12)
Then the (still exact) equations of motion become
ε¨j(t) = τj+1 + τj−1 − 2 τj (13a)
τj = sin
(
sj t+ cj + εj(t)
)
+ µsj + µ ε˙j(t) + ηj(t). (13b)
Time averaging Eq. 13b and using the boundedness of
εj(t) allows Eq. 11 to be recast as
τ = µs+
〈
sin
(
sj t+ cj + εj(t)
)〉 (14)
Next, we expand εj(t) in terms of Fourier modes with
coefficients εˆj(ω) thus:
εj(t) =
∑
ω
εˆj(ω) e
iωt (15)
where the summation is over a discrete but infinite set
of frequencies {ω} that are not necessarily equally (or
even finitely) spaced, since the motion may be aperiodic.
A continuous Fourier transform was not used in Eq. 15
because εj(t) has a discrete spectrum of delta functions,
excited by the continual rotation of the interacting pairs
of rotors. Similarly, the torque is expanded as
τj(t) =
∑
ω
τˆj(ω) e
iωt. (16)
Real-valued εj(t) and τj(t) require the positive and
negative-frequency spectral components to respect the
symmetry εˆj(−ω) = εˆ∗j and τˆj(−ω) = τˆ∗j where an aster-
isk (∗) indicates the complex-conjugate.
The inverse transformations (Fourier analysis) can be
performed by applying temporal averaging on the infinite
time domain〈
e−iωtεj(t)
〉
=
∑
ω′
εˆj(ω
′)
〈
ei(ω
′−ω)t
〉
= εˆj(ω) (17)
since
〈
eiωt
〉
= δ(ω, 0) where the Kro¨necker delta has its
usual definition,
δ(ω′, ω) =
{
1 if ω′ = ω
0 otherwise,
despite the fact that it arguments are non-integer. Note
that εˆj(0) = 0 and τˆj(0) = τ and Eq. 13a becomes
− ω2 εˆj(ω) = τˆj+1(ω) + τˆj−1(ω)− 2τˆj(ω). (18a)
Analysis in this section is thus far exact. Henceforth,
we shall assume, as observed in many of the steady states
simulated, that fluctuations about constant motion (with
respect to time) are small, and so linearize Eq. 13b in
εj(t), yielding the torque-spectrum
τˆj(ω) = µ sj δ(ω, 0) +
1
2 ib
∗
jδ(ω,−sj)− 12 ibjδ(ω, sj) + ηˆj(ω)
+ iωµεˆj(ω) +
1
2bj εˆj(ω − sj) + 12b∗j εˆj(ω + sj)
(18b)
where ηˆj(ω) ≡ 〈ηj(t) exp(−iωt)〉 and bj ≡ exp(icj). The
zero-frequency component of the torque-spectrum is the
mean torque
τ = 12 i(b
∗
j−bj) δ(sj , 0)+µsj+ 12bj εˆ(−sj)+ 12b∗j εˆ(sj). (19)
The first term on the right-hand side of Eq. 19 represents
the elastic torque in a solid region of the chain (where the
local shear rate sj vanishes), which depends (via bj) only
on the mean angle cj by which neighbours are twisted.
This is the only non-zero term for sj = 0, in which case
Eq. 19 evaluates to τ = =(bj) = sin(cj). The second
term represents the Newtonian contribution to the vis-
cosity. The non-Newtonian contribution of the final two
terms arises only (at linear order) from fluctuations at the
same frequency as the local shear rate, which synchronise
with the periodic traversing of the potential, thus causing
non-uniform occupancy of the potential, due to the rotor
lingering for longer at some relative angles than others.
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In principal, one can solve Eqs 18a and 18b for εˆj(ω),
then substitute εˆj(sj) and its complex conjugate εˆj(−sj)
into Eq. 19 to find the mean torque for any given configu-
ration of local shear rates {sj} and offsets {cj}, yielding a
spatial constitutive relation for the XY model. The uni-
formity (independence of j) of the torque τ then restricts
the allowed configurations of {sj} and {cj} to those ex-
hibited by the steady-state phases.
In practice, solution of Eqs 18a and 18b remains diffi-
cult in general, and requires some further approximation.
We present two alternative methods in sections IV C 1
and IV C 2 below. However, for the particular case of
a solid region of the chain (one for which sj = 0), the
Fourier modes become decoupled, so Eq. 18b simplifies
to
τˆj(ω) = τ + ηˆj(ω) +
(
iωµ+
√
1− τ2
)
εˆj(ω) for sj = 0.
(20)
In this case, Eq. 18a becomes a discretized noisy wave
equation. At zero temperature, is has a simple travelling-
wave solution of the form
εˆj+1 = α(ω)e
±iω/v(ω)εˆj (21)
with a frequence-dependent (i.e. dispersive) wave speed
v(ω) due to dissipation and discretization. In the low-
frequency, low-dissipation limit, the wave speed varies
with overall torque as v → (1 − τ2)1/4, vanishing in the
limit of stability |τ | = 1. Closed-form expressions for
the real values v and α are straightforwardly obtained
by substitution of Eqs. 20 and 21 into 18a, but are not
reproduced here, as they are large. We shall use this
travelling-wave solution for the elastic solid in section
IV C 2 to find an approximate solution for slip planes.
Firstly, we shall develop an approximation for a general
steady state.
1. Effective Medium Theory
Here, we shall develop a mean-field theory, in which
the fluctuations of neighbours (j + 1) and (j − 1) of a
given site j are uncorrelated with it. In Eq. 18a we aver-
age (with respect to complex phase) over the fluctuations
of the neighbours, so that only their zero-frequency con-
tributions remain, yielding
ω2 εˆj(ω) = 2τˆj(ω)− 2τ δ(ω, 0). (22)
This is equivalent to replacing τj±1 by τ in Eq. 8, by plac-
ing a single rotor-pair in a medium of constant torque.
In a fluid region, where sj 6= 0, the one remaining phase
constant cj becomes arbitrary, so we may choose cj = 0
implying bj = 1. On the other hand, if sj = 0, we must
retain cj as a parameter.
Now that we are considering only a single shear rate
s = sj , Eq. 18b and 22 will generate harmonic spectra,
i.e. only at integer multiples of s. So, to simplify the
notation, for integer n, let us define new coefficients an ≡
εˆj(ns) and ξn ≡ ηˆj(ns). Hence a0 = ξ0 = 0 and a−n =
a∗n.
So Eq. 19 yields
τ = sin(cj) δ(s, 0) + µs+ <(a1) (23)
where a1 → 0 if s = 0. For non-zero sj , Eqs. 22 and 18b
yield
ns(ns− 2iµ)an = 2(µs− τ)δ(n, 0) + iδ(n,−1)− iδ(n, 1)
+ 2ξn + an−1 + an+1.
(24)
To make further progress, in the mean-field spirit, we
drop (average over) the noise term ξn, equivalent to set-
ting zero temperature. For n = 1, Eq. 24 yields
a1 =
i
a2
a1
− s(s− 2iµ) . (25)
For n ≥ 2, Eq. 24 yields a simple recurrence rela-
tion for the ratio of successive harmonic amplitudes
Rn ≡ an/an−1 for n > 1,
1
Rn
= ns(ns− 2iµ)−Rn+1. (26)
Using Eq. 26 to define the as-yet undefined variable R1
allows us to combine Eqs. 23, 25 and 26 into a neat ex-
pression of the fluid’s consititutive relation, in terms of
the imaginary part of a continued fraction,
τ = sin(cj) δ(s, 0) + µs+ =(R1)
R1 =
1
s(s− 2iµ)− 1
2s(2s−2iµ)− 1
3s(3s−2iµ)− 1
...
. (27)
Equation 27 is plotted in Fig. 14 for various values of the
friction coefficient µ.
Note that we find values of mean torque τ that depend
on µ, not only on the combination µs and T as approx-
imated in appendix 1. This is not unexpected, since
the scaling approximation in the appendix requires the
correlated motion of several nearby rotors to behave as a
continuum, whereas the mean-field theory yielding Eq. 27
analyses only a single rotor-pair. It is worth remarking
that the scaling collapse of Fig. 9 is only approximate, so
that the qualitative effect of varying µ in Fig. 14 is not
inconsistent.
A local constitutive relation, or “flow curve” (a fluid’s
stress as a function of local shear rate) of the kind plotted
in Fig. 27 has a standard interpretation [23]. A negative
gradient of the curve indicates an unstable regime. No
fluid can remain uniform at a shear rate where the gra-
dient is negative, as the unbalanced stresses on a region
of the fluid that is infinitesimally perturbed from unifor-
mity will act to enhance the perturbation. Furthermore,
because the time-averaged torque must be uniform at
steady state, any inhomogeneous fluid must exhibit a co-
existence of local shear rates at equal values of τ . Hence,
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FIG. 14: Torque τ as a function of µs, the product of friction
coefficient and local shear rate, for various (labelled) values
of µ and zero temperature, as given by Eq. 27 from the ap-
proximations of effective medium (mean-field) theory (Eq. 22)
and linearization in temporal fluctuations (Eq. 18b). To dis-
tinguish curves at different values of µ, they alternate be-
tween continuous and dashed lines, and in pairs of alternating
black and grey. To generate the graphs, the first 100 levels
of the continued fraction in Eq. 27 were evaluated (by setting
R100 = 0 and iterating Eq. 26). Evaluation of further levels
was not found to alter the curves perceptibly. Also, higher
values of µ yield curves indistinguishable from the µ = 30
curve.
a shear-banding state, or a solid-fluid coexistence, can
only exist at values of the parameters µ and s for which
a horizontal line has multiple intersections with the local
flow curve.
The above criteria are not sufficient to uniquely define
the extent of the coexistence behaviour from the curves
in Fig. 14, but do put bounds on it. Specifically, since the
overall shear rate γ˙ is a volume-weighted average of the
coexisting local shear rates, a uniform steady state can-
not exist at an overall shear rate where the flow curve has
negative slope. And, inverting the flow curve, a uniform
steady state must exist wherever the local shear rate is
single-valued as a function of τ .
For s = 0, Eq. 27 describes a solid region capable of
supporting any torque in the range |τ | < 1 (depending
on the value of cj), corresponding to the vertical line
segment from (0, 0) to (0, 1) in Fig. 14. The horizontal
dotted line is the upper limit τ = 1 on the solid regions’
torque. So curves that cross the dotted line represent
possible solid-fluid coexistences.
Hence, Fig. 14 predicts (for T = 0) only uniform states
for µ ≥ 0.8. On decreasing µ, a critical point is predicted
just below µ = 0.8 and µγ˙ ≈ 0.7, where a negative gra-
dient first appears. Below this critical value of µ, shear-
banding takes place for a finite range of shear rates. Only
at lower values (below µ ≈ 0.53) is solid-fluid coexistence
possible, according to the approximate solution.
Comparing with the simulation results, and extrap-
olating the simulated trends to zero temperature where
simulation results are difficult to obtain due to long-lived
transients, we see that the approximate theory, captures
some qualitative features. In particular, in simulations,
a uniform state exists at high µ and, on decreasing µ the
shear-banded state is entered via a continuous transition,
whereas the “freezing” transitions (to solid-fluid coexis-
tence or slip planes) appear to be first-order, and occur
at lower µ.
Furthermore, quantitative comparison can be made
with values of the mean torque measured in simulation.
For the torques shown in Fig. 11a, from simulations at
µ = 0.2, temperature has a significant effect. Only the
lowest-temperature data (shown by squares) should be
compared with the mean-field theory, which is effectively
a zero-temperature theory. In agreement with the the-
oretical curve, the data (Fig. 15a) are almost indistin-
guishable from a straight line (a Newtonian fluid) for all
high shear rates.
A phase transition to a coexisting state is character-
ized, in the simulation data, by a transition to a region
of vanishing gradient. Note that the data are plotted
against the global shear rate, averaged over the coexist-
ing regions, whereas the mean-field curve is a function
of local shear rate, and so can only put bounds on the
volume-weighted mean of coexisting phases. (Recall that
coexistence is necessary wherever the local constitutive
relation has a negative gradient, and forbidden wher-
ever local shear rate is single-valued as a function of τ .)
Hence, Fig. 11a demonstrates that the mean-field theory
is completely consistent with the measured phase transi-
tion(s) and quantitatively fairly accurate at µ = 0.2.
For any single-phase regime, the theory makes a unique
prediction. A single phase exists for the data in Fig. 11b
at µ = 1.0, for which temperature has little effect. They
are compared with the mean-field curve in Fig. 15b. Al-
though imperfect, the mean-field theory is not far from
the data.
2. An isolated slip plane
We can solve for the motion of the fully interacting
linearized system (i.e. no longer neglecting the correlated
fluctuations εj and offsets cj of neighbouring rotor-pairs)
for the specific case of the slip-plane phase at T = 0, sub-
ject to the approximation, to be introduced below, that
the motion is dominated by a single frequency (the rota-
tion rate of the local slip plane). We consider an isolated
running pair (where ∆θj increases with time as Eq. 12
with finite sj) in a chain of otherwise locked (sj = 0) ro-
tors. Let us assume that the slip planes are sufficiently far
apart that we may consider only one isolated slip plane.
The running pair (slip plane), which we locate at j =
0 without loss of generality, sends out small-amplitude
waves into the surrounding solid chain of rotors. The
motion of the locked rotor pairs, for all j ≥ 2 is given
in terms of εˆ1 by Eq. 21, and similarly the variables at
negative j are eliminated in favour of εˆ−1. Finally, εˆ±1
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(a)
(b)
FIG. 15: Comparison of mean torque between theory and
simulation. Continuous curves: the mean-field predictions
as a function of local shear rate, with thermal fluctuations
neglected. Symbols: the simulation data of Fig. 11, plotted
against global shear rate, with squares representing the lowest
temperature (T = 0.01). Theory and simulations are both
evaluated for (a) µ = 0.2 and (b) µ = 1.0.
are eliminated in favour of εˆ0 by applying Eq. 18a for
j = ±1 with the torque given by Eq. 20 for j 6= 0 and
Eq. 18b for j = 0.
Given that the pair at j = 0 is the only running
pair, the absolute phase of its motion is irrelevant, so
we may set c0 = 0 hence b0 = 1, so that Eq. 18b for the
torque at j = 0 simplifies a little. Nevertheless it cou-
ples Fourier coefficients at all harmonic frequencies, thus
eventually yielding a recurrence relation for these har-
monics, analogous to the one found for effective-medium
theory (Eq. 24), but much less neat (hence we do not
show it here). Unfortunately, we have not found a full
solution to this recurrence relation, as we did in section
IV C 1. So we further approximate that the motion is
dominated by the frequency s, and drop all higher har-
monics (setting εˆ0(ns) = 0 for n 6= ±1).
The resulting relationship between mean torque τ and
rotation rate s of the running pair is plotted in Fig. 16
(a)
(b)
(c)
FIG. 16: The mean torque in a system consisting of a sin-
gle isolated running rotor pair. The solution only exists at
torques |τ | ≤ 1, and thus extends over a finite domain in s,
that depends on the friction coefficient µ. (a) µ = 0.05, (b)
µ = 0.2, (c) µ = 0.5.
for various µ.
Recall (as in section IV B) that, if the (effectively iso-
lated) slip planes are separated by an average distance of
Lsol rotors, then the overall shear rate is related to the
local shear rate at the slip plane by γ˙ = s/Lsol. Since s
is confined to a finite (and, in some cases small) range of
values (see Fig 16) — indeed only to the subset of stable
values for which the gradient of τ(s) is positive — while
γ˙ is fixed by the boundary conditions, it follows that
Lsol is confined to vary approximately with γ˙
−1. Hence
the number of slip planes varies approximately linearly
with γ˙, as observed in the simulation results of Fig 12.
The gap (in s values), between the stable regimes at zero
shear rate and at finite s, is responsible for the existence
14
(a)
(b)
FIG. 17: The relative angle of (a) the running pair of rotors
and (b) the first five rotor pairs to the right of the running
pair as functions of time, for s = 1.2 and µ = 0.2.
of the slip-plane phase, which is unable to re-distribute
its localized points of high shear rate into more diffuse
regions of lower shear rate.
While different in detail from the curves in Fig. 14,
we note that the solutions in Fig. 16 are close in value
to those in Fig. 14 which were derived (at mean-field
level) for local shear rate s in an arbitrary phase. This
agreement therefore lends further support to the validity
of the earlier mean-field result.
Example trajectories for the running pair of rotors and
some of its neighbours in the solid region are shown in
Fig. 17. The further into the solid region, the smaller the
amplitude of the fluctuations about the average value.
The fluctuations are successively out of phase by the
same amount, indicating a travelling torsional wave, like
those visible in the simulation data of Fig. 4 as diago-
nal lines emanating a short distance from the slip plane.
Hence, we see that each slip plane disturbs its environ-
ment via small-amplitude waves that decay as they prop-
agate. Two nearby slip planes will interact appreciably
only if their separation is small compared with the decay
length of the torsional waves.
V. CONCLUSIONS AND PROSPECTS FOR
FURTHER WORK
It is remarkable how closely the shear flow of the
angular-momentum-conserving 1D XY model mimics the
rich behaviour of non-Newtonian complex fluids. We
have observed that, independent of its initial conditions,
the three-parameter model exhibits reproducible steady-
states with four main types of velocity profile, as shown
in Fig. 2: uniform flow, shear-banding, solid-fluid coex-
istence and slip-plane states. There may be yet other,
more exotic states in small regions of parameter-space.
All four of the model’s main flow regimes are routinely
seen in diverse types of soft matter, which have hitherto
each been analysed using different ad hoc phenomenolog-
ical models that are often quite complex.
The macroscopic phenomenology of non-Newtonian
fluids is typically captured theoretically using constitu-
tive models, normally tensorial models that define the
stress tensor in terms of the mesoscopic structure, for ex-
ample the (diffusive) Johnson-Segalman model [24, 25].
The dynamics of the structure is specified and then the
model can be solved for the flow properties either in or
out of the steady state, usually numerically. While ten-
sorial models are needed to describe real fluids, simpler
non-tensorial models have previously been defined phe-
nomenologically, without microscopic degrees of freedom
(e.g. [26, 27]), and can reproduce phenomena such as the
instability in the constitutive curve described above.
The reproduction of so many non-Newtonian macro-
scopic phenomena in a single, simple, microscopic model
was quite unexpected, and without precedent. It offers
further insights into the microscopic and macroscopic fea-
tures of flow-induced phase transitions.
By numerically charting some of the phase diagram
and explaining some of the behaviour by linearization
and mean-field analysis, we have demonstrated the XY
model’s great richness and its usefulness as an idealized
model of non-equilibrium fluids. Furthermore, we have
shown that there is much scope for further research on
this system, which we would encourage others to investi-
gate.
In particular, more numerical work is required, to ex-
plore the phase diagram more comprehensively and in
greater detail, and also to fully characterize the nature of
the various phase transitions, which will contribute to a
wider understanding of non-equilibrium condensed mat-
ter in general. Once those phase transitions have been
characterized, it will be interesting to make comparative
experimental studies of complex fluids that exhibit equiv-
alent behaviour.
Theoretical progress is possible in a number of direc-
tions. It may be feasible to solve the linearized version
of the model (i.e. to first order in deviations εj from con-
stant but non-uniform shear rate sj) without applying
the effective medium approximation that removes spatial
features. Alternatively, a perturbative expansion in εj ,
perhaps to second or third order, would reveal localized
interactions that govern the curvature of velocity profiles
such as Fig. 2b and create an effective interfacial energy
between coexisting phases, leading to their macroscopic
separation.
It would be appealing to find an approximate contin-
uum version of the model, expressed in terms of differ-
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entiable fields that are functions of continuous position
x and time t only. The difficulty is that, although the
local torque τ(x, t) can, in some regimes, be assumed
smoothly varying (as in Appendix 1), the relative an-
gle ∆θj cannot, and must remain indexed by a discrete
index j (although its time-derivative may be made con-
tinuous). The reason is that ∆θj is periodic modulo 2pi,
so that the torque (which depends on ∆θj) is invariant
under a full turn of one rotor relative to its neighbour. A
continuous field ∆θ(x) would acquire a topological defect
with increasing winding number each time a full turn was
introduced, which would be appropriate for modelling an
elastic solid with memory of total acquired strain (i.e. a
twisting rubber belt), but not a fluid under continu-
ous shear flow. Overcoming this difficulty, to derive a
Ginsburg-Landau-like model for the steady-state profile
of local shear rate s would require approximately “inte-
grating out” (i.e. solving for) the fluctuations εj .
Some other theoretical approaches with potential for
further progress, including some ideas for renormaliza-
tion group analysis, can be found in Ref. [28], along with
some further numerical data on this elegant model.
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APPENDIX
1. Approximate scaling
To investigate effects of re-scaling the model’s param-
eters, let us non-dimensionalize time by measuring it in
units of reciprocal shear rate. We define the reduced-time
tˆ ≡ γ˙t, and note that the noise function ηj(t) scales non-
trivially with time and with friction coefficient and tem-
perature. Writing it explicitly as a function, ηj(t, µ, T ),
we note, from Eq. 3 the following invariance with respect
to re-scaling of its arguments:
ηj(at, bµ,
a
bT )↔ ηj(t, µ, T ) (28)
where the equivalence ↔ means that statistical proper-
ties (specifically, all moments) of the functions are equal.
Hence we may write
ηj(t, µ, T ) = ηj(
tˆ
γ˙ , µ, T )↔ ηj(tˆ, µγ˙, T ). (29)
So Eq. 2b becomes
τj = sin ∆θj + (µγ˙)
d∆θj
dtˆ
+ ηj(tˆ, µγ˙, T ). (30)
So we see that the formula for the torque retains the form
of Eq. 2b under the temporal re-scaling t→ tˆ = γ˙t if the
system parameters are re-scaled according to
(T, µ, γ˙)→ (Tˆ , µˆ, ˆ˙γ) = (T, µγ˙, 1) (31)
where the transformation of γ˙ follows from the fact that
it is the positional average of ∆θ˙j .
Although Eq. 2b is invariant under the above transfor-
mation, Eq. 8 is not. To find a symmetry of this pair of
equations, we must first approximate Eq. 8, by appealing
to the fact that its right-hand side is a discrete version of
a second derivative with respect to position. If we assume
that torque varies smoothly with position, then we may
replace the discrete index j by a continuous position x
and approximate the right-hand side of Eq. 8 by a second
derivative. Under that assumption, if we define our unit
of length to be the distance between rotors, then Eq. 8
becomes
d2∆θj
dt2
≈ ∂
2τ(x, t)
∂x2
. (32)
Our observations of the steady-state dynamics lead us to
believe that the assumption of smoothly-varying torque
is a reasonably realistic approximation in some but not
all regimes.
As explained in section V, although τ(x, t) can (in some
regimes) be assumed smoothly varying, the relative angle
∆θj cannot. Hence the left-hand side of Eq. 32 remains
a function of t, indexed by j, and the right-hand side is
evaluated at x = j.
Under the temporal re-scaling t→ tˆ = γ˙t, Eq. 32 trans-
forms to
d2∆θj
dtˆ2
=
1
γ˙2
d2∆θj
d t2
≈ 1
γ˙2
∂2τ(x, t)
∂x2
(33)
which can be written as
d2∆θj
dtˆ2
≈ ∂
2τ(x, t)
∂xˆ2
(34)
if we define a re-scaled position xˆ ≡ γ˙x.
Finally, then comparing Eqs. 34 and 30 with 32 and
2b, we observe that, for states with smoothly varying
torque, a system with parameters (T, µ, γ˙) respects ap-
proximately the same equations of motion as a system
with parameters (T, µγ˙, 1) and re-scaled length and time.
Hence, these systems will exhibit the same steady-state
phase behaviour. Therefore, we expect some partial data-
collapse when plotting the phase diagram on axes of T
and (µγ˙) only. As seen in Fig. 9, the resulting data-
collapse is not complete, indicating that local details of
the torque variation control a significant amount of the
macroscopic behaviour. Nevertheless, the scaling analy-
sis in this appendix — particularly the exact scaling in
Eq. 30 — may prove useful for future studies.
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