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Abstract 
In this work we consider nonlinear minimization problems with a single linear equality constraint and box 
constraints. We are especially interested in solving problems where the number of variables is so large that traditional 
optimization methods cannot be directly applied. The Support Vector Machines (SVM) is a technique for machine 
learning problems. In this paper, we define a descent search direction selected among a suitable set of sparse feasible 
directions which have q (q>2, even) components to reduce the iteration numbers. Thus we put forward a new working 
set selection method for solving large scale support vector machines. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
We consider the problem  
( )Min f x    s.t.                         
(1) 
,Ta x b= ,l x u≤ ≤
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Where nx R∈ , : nf R →
{1,2,i∈ L
n
i
R
n
 is a continuously differentiable function and , .
We allow the possibility that some of the variables are unbounded by permitting both  and 
 for some . Moreover, we assume, without loss of generality that  for all 
, though our approach can be extended with minor modifications to include the case where 
 for some .
, , na l u R∈ ,l u b R< ∈
il = −∞
0ia ≠iu = ∞
1,=
ia =
, }
2, ,i L
0
Problems with structure (1) arise directly or as subproblems in several applications. Recently there has 
been a growing interest in SVM [1-3], which leads to huge problems of the form (1) with quadratic 
objective function. Different kinds of algorithms have been developed for large dimensional SVM 
training problems. Among them there are interior point methods, semismooth algorithms, methods based 
on unconstrained smooth reformations, active set methods, projected gradient methods, decomposition 
methods (Ref. [4-6]). Here we focus our attention on a decomposition approach which, involving at each 
iteration the updating of a part number of variables, is suitable for large problems with dense Hessian 
matrix. At the same time, working set selection method play more and more important role in 
decomposition algorithms [7]. 
In a general decomposition framework, at each iteration k, the vector of variables kx  is partitioned 
into two subvectors ( ,k kk kw W )x x , where  defines the variables of the subproblem to 
be solved and it is called working set, and 
{1,2, , }kW ⊂ L n
{1,2, , } \kW n= L kW (for notational convenience from now 
on we omit the dependence of W, W on k). Then the aim of the paper is to give a new working set 
selection method. At each iteration, a finite subset of sparse feasible directions having q nonzero elements 
is defined, provided that current point has at least one component where the box constraints are not active. 
This set has cardinality , contains the generators of the set of feasible directions and has a 
structure well-suited for large scale problems.  
−
( )qO n
2. Notations 
In this section, we introduce some basic notation and definitions. Given a vector nx R∈ , and an  
index set , we introduce the notation {1,2, , }W ⊂ L n | |WWx R∈ to indicate the subvector of x made up 
of the component ix  with i . Given a set W∈
1 2{ , , , }m nZ z z z= L R⊂ , we indicate by cone(Z) the 
convex cone of Z defined as follows: 
.
1
( ) { : , 0, 1, 2, , }
m
n p
p p
p
cone Z z R z z p mμ μ
=
= ∈ = ≥ =∑ L
Throughout the paper, we denote the feasible set of problem (1), namely  F
                     .},|{ uxlbxaRxF Tn ≤≤=∈=
For every feasible point x, we denote the sets of indices of active (lower and upper) bounds as follows: 
}:{)( ii lxixL == ,   
.                                                           (2) }:{)( ii uxixU ==
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Further, at a feasible point x, the set of the feasible directions is the cone 
( ) { : 0, 0, ( ), 0, ( )}n T i iD x d R a d d i L x and d i U x= ∈ = ≥ ∀ ∈ ≤ ∀ ∈ .
We claim that a feasible directions at a point x F∈  is a stationary point of problem (1) if  
( *) 0Tf x d∇ ≥  for every .                       
(3) 
( *)d D x∈
Since the constraints of  (1) are linear, we have that a feasible point  is a stationary point of problem 
(1) if and only if the Karush-Kuhn-Tucker (KKT) conditions are satisfied, i.e. a scalar  exists such that 
*x
*λ
0 ( *),
( ( *)) * 0 ( *),
0 ( *) (
i i
if i L x
f x a if i U x
if i L x U x
λ
≥ ∈⎧⎪∇ + ≤ ∈⎨
⎪
= ∉ ∪⎩ *).
                       
(4) 
The KKT conditions can be written in a different form. For this purpose, the sets L and U can be split in 
, and respectively, where +− LL , +− UU ,
      ( ) { ( ) : 0}, ( ) { ( ) : 0},i iL x i L x a L x i L x a
− +
= ∈ < = ∈ >
      .( ) { ( ) : 0}, ( ) { ( ) : 0}i iU x i U x a U x i U x a
− +
= ∈ < = ∈ >
From the split, we can obtain the KKT condition in the following proposition. 
We introduce the following index sets: 
( ) ( ) ( ) { : },i i iR x L x U x i l x u
+ −
= ∪ ∪ < <
( ) ( ) ( ) { : }.i i iS x L x U x i l x u
− +
= ∪ ∪ < <                        
(5) 
It is easy to obtain the following conclusion. 
           ,},,2,1{)()( nxSxR L=Ω=∪
          .}:{)()( iii uxlixSxR <<=∩
It means that we partition the whole samples into two sets, whose intersection set includes active Support 
Vectors (SVs).  
Proposition 2.1  A feasible point is a stationary point of problem (1) if and only if, for any pair of 
indices , with , we have 
*x
( *S∈( , )i j ( *), )i R x j x∈
                              
( ( *))( ( *)) ji
i j
f xf x
a a
∇∇
≥ .                       
(6) 
3. Working set selection method 
In this section, we consider a special class of feasible directions having 2q (2q<n/2) nonzero 
components and we show their important properties that will be employed in the decomposition approach 
presented later. 
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 with being diff
p j
Given ,p pi j erent respectively, 
we indicate by  
1 2 1, , , , , , {1,2, , }q qi i i j j n∈L L L , 1, 2, ,p q= L
1
1 1
1
1
, , , , ,
1
1/ , ,
1/ , ,
1/ , ,
1/ , ,
0, .
q
q q
q
i
i q
i i j j
p j
j q
a if p i
a if p i
d a if
a if p j
otherwise
=⎧
⎪
⎪
⎪ =⎪⎪
= − =⎨
⎪
⎪
⎪
− =⎪
⎪⎩
L L
L
L
                   
(7)
Given x F∈  and the corresponding index sets ( )R x  and , we indicate by  the set of 
directions  with  and 
( )S x
, q
( )RSD x
1 1, , ,q j jL, ,i id L q 1 2, , , ( )qi i i R x∈L 1 2, , ( )j j jL S∈ x
q
, namely  
(8)
1 1
1
1
, , , , ,
, , ( )
, , ( )
, ,
( ) q
q
q
p t
i i j j
RS
i i R x
j j S x
i j p t
D x d
∈
∈
≠ ∀
=
L L
L
L
U
Proposition 3.1 Let 0x  be a feasible point. For each pair  and 01 2, , , ( )qi i i R x∈L
0
1 2, , , ( )qj j j S x∈L , the direction  is a feasible direction at 1 1, , , , ,q qi i j j nd ∈L L R 0x , i.e. .0( )xd D∈
Proposition 3.2  A feasible point *x  is a stationary point of (1) if and only if  
              1 1 1 1, , , , , , , , , ,( *) 0, ( *)q q q qi i j j i i j jT RSf x d d D x∇ ≥ ∀ ∈
L L L L .        
The next proposition shows that for any feasible point x the set contains feasible directions 
and the generators of D(x). 
( )RSD x
Proposition 3.3  Given 
_
x F∈ , we have 
                          ,                                                                                                      (9) 
_ _
( ) ( )RSD x D x⊂
                         .                       
(10) 
_ _
( ( )) (RScone D x D x= )
}
}
Proof. Condition (9) is a consequence of Proposition 3.1. In order to prove (10), using (9), we must 
show that  implies . Assume by contradiction that the thesis is false, so 
that, there exists a vector  such that . Hence, we have that 
_
( )d D x∈
_
{ ( )RSd cone D x∈
_ _
( )d D x d ∉∈
_ _
{ ( )RScone D x
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) |,x
≤
_
| ( )|_ _
1
, 0, 1, 2, ,| (
RSD x
p
p p RS
p
d d p Dμ μ
=
= ≥ =∑ L
has no solution, where . By Fakas’s lemma, there exists a vector  such that  
_
( )p RSd D x∈
nc R∈
(11)
_
0, ( ),T p p RSc d d D x≥ ∀ ∈
.
(12)
_
0Tc d <
Now, consider the linear function  and the convex problem ( ) TF x c x=
                                                                                 
(13) 
( ) , . . , .T Tmin F x c x s t a x b l x u= = ≤
It follows from the definition of direction (7) that 
                  .                        
(14) 
_ _
( ) 0, ( )T p p RSF x d d D x∇ ≥ ∀ ∈
Using (14) and Proposition 3.2, we obtain that x  is an optimal solution of problem (13). On the other 
hand,  is a feasible direction at d
_
x , and by (12) we have . Then, d  is a feasible 
descent direction at 
_ _
( ) 0TF x d∇ <
x , and this constraints the fact that 
_
x  is an optimal solution of problem (14). 
We observe that the set  has cardinality, depending on 
_
( )RSD x
_
( )R x  and , which is in the 
worst case . Now, under a suitable condition on the feasible point 
_
( )S x
2( qO n )
_
x , we show that it can be 
easily defined a set of feasible directions containing, as , the generators of , but having 
cardinality . In particular, let 
_
( )RSD x
_
( )D x
( )qO n
_
x  be a feasible point with at least q “free” components, that is  
                                                                                                        
(15) 
_
, 1, 2, ,ii ipp pl x u i< < = L q
}for some indexes 1 2, , , {1,2, ,qp p p ∈L L n . In correspondence to a point 
_
x  satisfying (15), we 
define the following set of directions: 
                                                         
(16) 
1 1 1
1 1
_ _
, , , , , , ,
1
_
, , , , , ,
1
( ) { : , , ( )}
{ : , ,
q q q
q q
p p i i p p n
q
p p j j n
q
D x d R i i R x
d R j j
= ∈ ∈
∪ ∈ ∈
L L L
L L
L
L ( )}.S x
xIn the next proposition, we prove that the set  defined in (16) is indeed a subset of 
feasible directions and further that it gives a new working set selection method. 
1
_
, , ( )qp pD L
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Proposition 3.4 Let 
_
x F∈  and 1, , qp pL  be index group, . Then,  
_
, 1, ,ii ipp pl x u i< < = L q
)}
x
,
(17)
1
_
, , ( )qp pD xL
_
( )D x⊂
,                   
(18)
1
_
, ,{ (qp pcone D xL
_
( )D x=
where  is defined by (16). 1
_
, , ( )qp pD L
Proof. By assumption, we notice that the index group 1 2, , , qp p L p  is such that 
_ _
1 2, , , ( ) ( )qp p p R x S∈ ∩L
1 1, , , , ,q qi i p pd L L 1 , , ,qp p jd L
x x
q
. Consider any  such that .
Then,  ( ) is such that  and 
_
1 2, , , ( )qi i i R x∈L
1 2, , , (qi i i R∈L
1 1, , ,i i
) 1 2, ,
_
, , ( )q qp p hd D∈L L
_
, ( )q1
, , jL _x p p p S x∈L , so 
that, condition (17) follows from Proposition 3.1. 
In order to prove (18), using Proposition 3.3, it is sufficient to show that  
               .                       
(19) 
1
_ _
, ,{ ( )} { (qp p RScone D x cone D x=
L )}
x
x
x
Given any , we can write  1 1
_
, , , , , ( )q qi i j j RSd D∈
L L
                     .                       
(20) 
1 1 1 1 1 1, , , , , , , , , , , , , , ,q q q q q qi i j j i i p p p p j jd d d= +L L L L L L
On the other hanc, by the definition of , we have obviously ,
, and hence (18) is correct from (20) and (19). 
1
_
, , ( )qp pD L 1 1, , , , ,q qi i p pd L L
1 1 1
_
, , , , , , , ( )q q qp p j j p pd D∈L L L
As a consequence of Proposition 3.2 and 3.4, we get directly the following result. 
Proposition 3.5 Let a feasible point 
_
x F∈  be a point such (17) holds and let 1 2, , , qp p L p
q
 be an 
index group such that . The feasible point 
_
, 2, ,ii ipp pl x u< < L, 1i =
_
x  is a stationary point of 
problem (1) if and only if 1
, ,( ) qp pT
_ _
( )0,f x d D∇ ≥ ∈ Ld∀ x ,  where  is defined by (16). 1
_
, ,D L (qp p )x
So, we give a new working set method for solving large scale support vector machines by defining a 
feasible direction. 
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