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Resumen
En este trabajo se define un marco de trabajo apropiado para tratar con la controlabilidad de
estado total de planta y usarla como herramienta en el disen˜o simulta´neo de plantas qu´ımicas.
El marco de trabajo implica la expansio´n de la naturaleza binaria de la controlabilidad de
estado y asignarle una medida que permita la inclusio´n de la controlabilidad de estado en un
problema de optimizacio´n nume´rica. El cara´cter binario de la controlabilidad de estado fue
expandido usando la teor´ıa de conjuntos. Una vez que se cuenta con un ı´ndice nume´rico y
continuo para la controlabilidad de estado, se formula el problema del disen˜o de un proceso
qu´ımico como un problema de optimizacio´n matematica.
Palabras clave: Controlabilidad de estado, Modelado, planta completa, Optimizacio´n,
Teor´ıa de conjuntos, A´lgebra de Lie .
Abstract
In this work it is defined an appropriate framework to deal with plantwide state controllability
and to use it as a tool for simultaneous design of chemical plants. The framework implies the
expansion of the binary nature of state controllability and to assign to it a measurement in
order to include it inside of a numerical optimization problem. The binary character of state
controllability was expanded by using set theory. Once a numerical and continuous index
is well defined for state controllability, the design of a chemical process is formulated as a
mathematical optimization problem.
Keywords: State Controllability, Modelling, Plantwide, Optimization, Set theory, Lie’s
Algebra.
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1. Introduccio´n
1.1. El disen˜o simulta´neo de procesos y su control
El disen˜o total de planta en el a´rea de los procesos qu´ımicos es una herramienta que
se desarrollo´ para enfrentar los retos econo´micos que se presentan debido a las pol´ıticas
globalizadas de los mercados. Esta herramienta promueve el uso de reciclos ma´sicos para
maximizar la conversio´n y minimizar el desecho de las materias primas. Tambie´n el uso de
estructuras de recuperacio´n energe´tica que permiten minimizar las pe´rdidas energe´ticas al
medio ambiente. En consecuencia, el control total de planta surge como respuesta a los nuevos
retos que aparecen con la integracio´n de los diversos procesos, a trave´s de los reciclos ma´sicos
y las redes de recuperacio´n energe´tica dentro de una planta qu´ımica completa. Mientras que
al disen˜o de planta completa le ocupa el proceso de concebir y desarrollar un plan para
lograr una planta de procesos completa (dimensionamiento de equipos, secuencialidad de
las operaciones unitarias, tecnolog´ıa usada, estructuras de reciclo, redes de recuperacio´n
energe´tica), al control total de planta le ocupa la forma co´mo las dina´micas de la planta
interactu´an. A esta u´ltima no le ocupa la sinton´ıa individual de cada lazo de control, pero
si le ocupa el comportamiento completo del sistema de control.
La principal desventaja con ambos procedimientos, el disen˜o y el control de planta, es la
secuencialidad entre ellos. Los aspectos de control son considerados una vez que el disen˜o
de la planta es terminado. Esto produce que en ocasiones el sistema de control debe
“enfrentarse”con disen˜os de planta inapropiados desde el punto de vista del control pero
que resultan ser econo´micamente o´ptimos en estado estacionario. Un ejemplo cla´sico es el
tiempo de residencia mı´nimo en un reactor qu´ımico, el cual queda determinado como un
l´ımite inferior una vez que el volumen del reactor y el taman˜o de las tuber´ıas de suministro
y descarga son fijados. De esta forma en caso de requerir el lavado del reactor por alguna
situacio´n anormal de operacio´n, no sera´ posible en un tiempo menor al ya fijado desde el
dimensionamiento del equipo. Este es so´lo un ejemplo sencillo que muestra las limitaciones
impuestas por la forma de disen˜ar de la ingenier´ıa de procesos. Es clave recordar que todos
los procesos y plantas qu´ımicas esta´n expuestos a perturbaciones que los conducen a puntos
de operacio´n no deseados. Un sistema de control es disen˜ado justamente para contrarrestar
el efecto de dichas perturbaciones. Por lo tanto es importante para el disen˜o de un proceso
considerar los efectos dina´micos, en el peor caso en una vecindad del punto de operacio´n. De
esta manera se pueden evitar algunas modificaciones posteriores que requieren tiempo y en
ocasiones cuesta bastante dinero implementarlas.
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Debido a lo anterior, hace aproximadamente 30 an˜os ha surgio´ la tendencia a explorar la
posibilidad de disen˜ar procesos qu´ımicos y su sistema de control de una forma unificada. Esto
debido a la naturaleza integrativa de los procesos, ya que cada vez las unidades de proceso
(u operaciones unitarias) se hac´ıan ma´s pequen˜as, pero los reciclos ma´sicos y las redes de
recuperacio´n energe´tica cobraban mayor importancia, todo con el fin de lograr un mayor
beneficio econo´mico. Estos reciclos ma´sicos y redes de intercambio energe´tico hicieron cada
vez ma´s importante considerar el comportamiento dina´mico del sistema, ya que las plantas se
hac´ıan cada vez ma´s sensibles a las perturbaciones y en ocasiones estas estructuras induc´ıan
incluso comportamientos inestables.
Existen varias aproximaciones usadas para considerar los aspectos necesarios para garantizar
la “operacio´n”de un proceso al mismo tiempo que se hace el disen˜o del proceso. Se llega hasta
el punto de realizar un disen˜o de proceso en tal grado de detalle que se incluye el disen˜o de
los controladores en la mayor´ıa de las aproximaciones [8]. Existen tres puntos importantes
a discutir en cuanto a las propuestas para lograr el objetivo de disen˜ar simulta´neamente
un proceso y su sistema de control: el primero es la definicio´n del tipo de controlador, el
segundo es el tipo de modelo de proceso a usar y el tercero es la forma de considerar los
efectos dina´micos o de controlabilidad.
En cuanto a la definicio´n del tipo de controlador, suena un poco descabellada la idea de
no tener un proceso disen˜ado au´n, pero de antemano saber que´ tipo de controladores sera´n
usados. En las propuestas presentadas hasta ahora predomina el uso de controladores del
tipo PI [43, 64] o algu´n tipo de parametrizacio´n de controladores ma´s elaborados [29, 64, 75].
En general cualquier accio´n de control que pueda ser expresada en te´rminos de las variables
del proceso o de sus derivadas puede ser usada como ley de control en un problema de
disen˜o simulta´neo de proceso y su control. El asunto es que en todas las aproximaciones
vistas, nunca se considera el tipo de ley de control como una variable discreta del problema
de optimizacio´n, sino que esta es una decisio´n que se toma previa al proceso de disen˜o
simulta´neo. Existen muchas publicaciones dedicadas exclusivamente a la comparacio´n del
desempen˜o entre diferentes controladores para un mismo sistema [50, 59, 62], por lo cual el
hecho de definir de antemano la ley de control a usar sin un previo ana´lisis resulta en una
decisio´n arbitraria y que puede no conducir a un resultado verdaderamente o´ptimo.
El tipo de modelo a usar para representar el proceso es una decisio´n de bastante cuidado.
Ba´sicamente, existen tres tipos de modelos a elegir, dina´micos lineales, esta´ticos no lineales
y dina´micos no lineales. De estos, el ma´s usado es la representacio´n dina´mica lineal. Esto se
debe a que este tipo de modelo es capaz de representar de manera muy aproximada al proceso
real en alguna vecindad del punto de linealizacio´n, que coincide con el punto de operacio´n, y
se conservan las ventajas de la simplicidad matema´tica propia de los sistemas lineales. Por
otro lado los sistemas dina´micos no lineales a pesar de representar adecuadamente al proceso
real en una regio´n ma´s amplia del espacio de estados, conduce a complicaciones mayores en
la solucio´n del problema de optimizacio´n. Cabe recordar que un problema de optimizacio´n no
lineal no asegura una convergencia al verdadero valor o´ptimo. Finalmente, el uso de modelos
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esta´ticos tiene la desventaja de no considerar las dina´micas propias del sistema, y si lo que
se pretende es disen˜ar un sistema de control, esta aproximacio´n no es conveniente. En [64] se
presenta una clasificacio´n de propuestas para el disen˜o simulta´neo de procesos especificando
el tipo de modelo de proceso que usa. Resulta entonces la necesidad de establecer un
compromiso entre precisio´n y representatividad del modelo contra la complejidad matema´tica
asociada a la solucio´n del problema. Esto genero´ un campo de investigacio´n posterior al auge
del disen˜o simulta´neo hace aproximadamente 8 an˜os. La solucio´n de problemas MIDO (del
ingle´s Mixed Integer Dynamic Optimization) paso´ a ser el problema fuerte a enfrentar, lo que
dejo´ un poco de lado la reformulacio´n en s´ı misma de los problemas de disen˜o simulta´neo.
Finalmente, el u´ltimo punto de discusio´n es la manera en la cual se tiene en cuenta los
aspectos dina´micos del proceso. Se ha propuso en [67] el uso de los valores propios de
un sistema linealizado. Por medio de una linealizacio´n es posible seguir las variaciones de
los valores propios del sistema cuando existe incertidumbre parame´trica o perturbaciones.
Esta metodolog´ıa permite considerar las principales caracter´ısticas dina´micas de un sistema
sin necesidad de usar el modelo dina´mico no lineal. En [23] se propuso usar el ı´ndice de
Niederlinski para probar la viabilidad de algunos pareamientos entrada-salida para disen˜o
de estructuras de control multi-SISO, mencionando a este como un ı´ndice de controlabilidad
estructural. Otra herramienta usada como ı´ndice de controlabilidad es la matriz de ganancias
relativas [2, 23]. Esta herramienta es usada para establecer el mejor pareamiento entrada-
salida para un sistema multivariable. T´ıpicamente, esta matriz es calculada a frecuencia cero
y por lo tanto no tiene en cuenta las dina´micas internas del sistema en otras frecuencia de
intere´s. Debido a esto se propusieron algunas extensiones [49, 70, 80, 84], todas estas poseen
el problema de tratar de agrupar todas las dina´micas en una sola que sea representativa, lo
que causa resultados distorsionados que pueden producir malos pareamientos.
Por otro lado, en [28, 68] se propuso la integral del error cuadrado (ISE del ingle´s Integral
Square Error) como indicador de desempen˜o dina´mico del sistema en lazo cerrado. Aunque
este indicador ha mostrado ser bastante eficiente cuando se compara el desempen˜o entre
dos o ma´s sistemas de control, debe notarse que no brinda ningu´n tipo de informacio´n
sobre el comportamiento dina´mico del proceso. Diferentes comportamientos dina´micos
pueden generar el mismo valor para el ISE. Por lo tanto no es posible diferenciar entre
un comportamiento oscilatorio con decaimiento exponencial, el cual podr´ıa ser un buen
comportamiento de un lazo de control, de un comportamiento con un alto sobreimpulso inicial
seguido por un decaimiento exponencial, el cual no es deseable en un sistema en lazo cerrado.
En [39] se propone el ı´ndice de resiliencia a perturbaciones (DRI del ingle´s Disturbance
Resiliency Index ). Este ı´ndice refleja la habilidad del proceso para rechazar perturbaciones
previniendo al mismo tiempo la saturacio´n en las variables manipuladas. Si se piensa como
distancia en un espacio euclidiano, el DRI representa la mı´nima magnitud de perturbacio´n
(rechazando la perturbacio´n en estado estacionario) que lleva al sistema al l´ımite de operacio´n
factible. Para sistemas no lineales las regiones de resiliencia a perturbaciones no suelen ser
regiones regulares y mucho menos esferas perfectas, por lo cual este ı´ndice toma la menor
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distancia, lo cual a medida que el orden del sistema aumenta puede causar que el ı´ndice
pierda bastante representatividad.
Note que las aproximaciones descritas buscan principalmente garantizar un pareamiento de
variables que garantice la controlabilidad del sistema, sin tomar en consideracio´n la definicio´n
ba´sica de controlabilidad dada por Kalman en los an˜os 60 [38]. O en otros casos simplemente
garantizar un desempen˜o arbitrariamente aceptable, caso muy parecido a la definicio´n de
controlabilidad entrada-salida [70] que tambie´n es usada en ocasiones dentro del disen˜o
simulta´neo [20].
Tomando en cuenta lo anterior, con la intencio´n de plantear un problema de disen˜o
simulta´neo de proceso y su control que tenga realmente en cuenta los aspectos relacionados
con la controlabilidad, debe notarse que en general un problema de disen˜o simulta´neo de
proceso y su control puede ser visto matema´ticamente como la optimizacio´n de alguna
caracter´ıstica deseable sujeta a un conjunto de restricciones. La funcio´n que representa
tal caracter´ıstica o conjunto de caracter´ısticas deseadas debe ser propiamente definida.
Este aspecto resulta bastante importante, ya que determina la l´ınea de bu´squeda de
la solucio´n para el problema. Generalmente en los problemas de disen˜o simulta´neo de
procesos y su control se elige como funcio´n de costo al estimativo de los costos totales
anualizados [7, 63, 64, 67], o una combinacio´n de diversos factores de eficiencia, desempen˜o
y costo expresados de manera econo´mica [5] o una modificacio´n de estas funciones de
costo, incluyendo la esperanza estad´ıstica cuando se abordan problemas de disen˜o con
incertidumbre [43, 75]. Aunque existen bastantes aproximaciones que han mostrado ser u´tiles
y han sido probadas en algunas aplicaciones pra´cticas con resultados satisfactorios, es posible
cuestionar algunos de los pasos intermedios o consideraciones tomadas en muchos trabajos.
Pueden surgir preguntas tales como ¿Es realmente o´ptimo el tipo de controlador pensado
para un proceso en particular? ¿Que´ tanto afectan al disen˜o final las simplificaciones hechas
en el modelo de proceso considerado? ¿Son plenamente confiables estos me´todos de disen˜o
o se requiere un ajuste final por parte de personal experto?. Teniendo en cuenta que la
definicio´n de controlabilidad, dada por Kalman; ¿Porque´ la controlabilidad de estado no ha
sido usada hasta ahora en las formulaciones de estos problemas? ¿Hasta que´ punto estos
procedimientos esta´n libres de decisiones heur´ısticas?. Todas estas preguntas pueden dar
lugar a algunas discusiones alrededor del tema.
Finalmente es bueno recordar que los modelos matema´ticos de los procesos son meras
representaciones locales de los procesos reales, por lo tanto siempre existira´ un factor
de error asociado cuando se trabaja con ellos. Desde este punto de vista es probable
que lo que el hombre llama o´ptimo, nunca pueda ser encontrado en la realidad debido
al propio desconocimiento que se tiene de muchos feno´menos, ma´s au´n cuando estos
requieren representaciones matema´ticas complejas con las cuales au´n existen problemas en
la operatividad y deben ser simplificados. El disen˜o simulta´neo de procesos y su sistema de
control es un caso ma´s de dicha problema´tica, y por tanto sigue como un a´rea de investigacio´n
activa actualmente, no so´lo en cuanto a los modelos sino en cuanto a un posible reformulacio´n
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que pueda atenuar algunos de sus puntos de´biles.
1.2. Delimitacio´n y alcance de la investigacio´n
Conforme a lo expresado en la contextualizacio´n del problema del disen˜o simulta´neo de
proceso y su control, se planteo´ como hipo´tesis de esta investigacio´n que es posible definir
un marco de trabajo apropiado para tratar con la controlabilidad de estado total de planta
y usarla como herramienta en el disen˜o integrado de plantas qu´ımicas.
De esta hipo´tesis investigativa surge de manera natural el objetivo general de este trabajo
como:
Definir un marco de trabajo apropiado para tratar con la controlabilidad de estado total
de planta y usarla como herramienta en el disen˜o simulta´neo de plantas qu´ımicas. Donde
el marco de trabajo implica la expansio´n de la naturaleza binaria de la controlabilidad de
estado y asignarle una medida que permita la inclusio´n de la controlabilidad de estado en un
problema de optimizacio´n nume´rica.
1.3. Estructura de la tesis
Para alcanzar el cumplimiento del objetivo general, se plantearon una serie de objetivos
espec´ıficos y cada cap´ıtulo de este trabajo busca dar cumplimiento a cada uno de ellos.
En los Cap´ıtulos 2 y 3 se define una terminolog´ıa ba´sica usada tanto en las a´reas del
modelado de procesos como en el disen˜o simulta´neo de procesos y su control. En el Cap´ıtulo
3 tambie´n se aplican las herramientas actuales para verificar la controlabilidad de estado
para sistemas no lineales, analizando las ventajas y desventajas de cada una. En el Cap´ıtulo
4 se propone una conciliacio´n entre las teor´ıas actuales para enfrentar el problema de la
controlabilidad de estado de sistemas no lineales y se propone un indicador para cuantificarla.
En el Cap´ıtulo 5 se analizan las ventajas y desventajas de las formulaciones propuestas
en la literatura para abordar el problema del disen˜o simulta´neo de procesos y su control.
Adema´s se propone una manera de plantear al disen˜o simulta´neo de proceso y control como
un problema de optimizacio´n matema´tica, donde se busca optimizar la controlabilidad de
estado. Finalmente en el Cap´ıtulo 6 se presentan un par de ejemplos, donde se aplican las
herramientas propuestas en este trabajo.
1.4. Contribuciones
En el Capitulo 2 se abordo´ una problematica relativa al modelamiento de procesos qu´ımicos:
la inclusio´n de los retardos por transporte en las tuber´ıas que interconectan unidades de
proceso. Generalmente este problema es ignorado a la hora de modelar una planta qu´ımica,
debido al bajo impacto que tiene en los modelos cuando las tuber´ıas son relativamente cortas.
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Adema´s por la complejidad matema´tica introducida en un modelo que los tenga en cuenta.
En este cap´ıtulo se propuso una manera sencilla de considerar tales efectos de retardo por
transporte, ademas de proponer un criterio que determine si es o no relevante incluir tales
retardos dentro del modelo de una planta qu´ımica.
En el Cap´ıtulo 4 se propone un indicador nume´rico para cuantificar la controlabilidad local
de estado, en sistemas no lineales. Hasta ahora la controlabilidad de estado es definida de
manera binaria: un sistema es controlable o no lo es. Con este indicador es posible determinar
un continuo de valores para la controlabilidad, definiendo el cero y el uno como valores
extremos, cero correspondiente a un sistema no controlable y uno correspondiente a un
sistema con controlabilidad ideal. La definicio´n de tal indicador permite un uso ma´s amplio
de la controlabilidad de estado, dejando de lado la simple verificacio´n de la existencia de la
propiedad.
En el Cap´ıtulo 5 se plantea un problema de disen˜o simultaneo de proceso y su control,
que desliga la definicio´n a priori del tipo de controlador o la estrategia de control a usar.
Simplemente incluye la controlabilidad de estado como una propiedad de la planta sin
importar el tipo de controlador.
2. Representacio´n de una Planta
Completa
La literatura sobre procesos y control suele utilizar una gran cantidad de te´rminos y conceptos
propios de esta a´rea tema´tica. En ocasiones, estos se encuentran tan consolidados que la
literatura especializada no brinda mayor importancia al contexto propio en el cual se usara´n
dichos te´rminos y conceptos. Para evitar estos problemas de contextualizacio´n, en esta seccio´n
se clarifica al lector algunas de las definiciones usadas a lo largo de este trabajo. Adema´s de
limitar el amplio alcance, que hasta ahora tienen algunos de estos conceptos.
Definicio´n 1 Un Sistema es un conjunto de elementos interrelacionados entre ellos y
con sus alrededores, ordenados bajo alguna una ley (Estructura). Puede ser el resultado de
observaciones directas (sistemas reales) o de alguna abstraccio´n, con la finalidad de agrupar
o inspeccionar propiedades o conceptos dentro de un marco de trabajo definido.
Definicio´n 2 Un Proceso es un conjunto de rutinas, acciones, tratamientos u operaciones
aplicados a entidades materiales, energe´ticas o lo´gicas. Dichas rutinas, acciones,
tratamientos u operaciones organizadas bajo un arreglo dado (Estructura), con el fin de
alcanzar alguna transformacio´n deseada.
Definicio´n 3 Un Proceso Qu´ımico es un proceso en el cual las rutinas, acciones,
tratamientos u operaciones son llamados operaciones unitarias. Adema´s, el resultado deseado
es la transformacio´n f´ısico-qu´ımica de algunas materias primas para generar energ´ıa o nuevos
materiales.
Note que cualquier proceso qu´ımico puede ser dividido en subprocesos hasta alcanzar la
unidad ba´sica, definida como operacio´n unitaria.
Definicio´n 4 Una Planta es un conjunto de equipos y dispositivos interconectados de una
manera definida, para determinar el orden secuencial a un conjunto de procesos y poder
generar un producto.
Definicio´n 5 Una Planta Qu´ımica es una planta donde se llevan a cabo procesos
qu´ımicos.
2.1. Modelado de procesos
Desde que el hombre comenzo´ con la observacio´n sistema´tica de la naturaleza ha tratado
de encontrar la forma de representar el comportamiento de e´sta mediante relaciones
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matema´ticas de diversa complejidad. De manera que le sea posible hacer predicciones y
as´ı estar preparado para lo que se le presentara´ ante ciertas situaciones espec´ıficas. Es de
esta forma que nace el modelado de los procesos f´ısicos y qu´ımicos.
Industrialmente, poseer un modelo del proceso que se lleva a cabo, significa estar muy
familiarizado y tener un conocimiento profundo del proceso en tal grado, que es posible
realizarle modificaciones (mejoras), teniendo la ventaja de saber de antemano cua´l sera´ la
posible respuesta del proceso real ante la modificacio´n implementada.
Obtener un modelo matema´tico de un proceso significa, en principio, deducir un conjunto
de relaciones entre las variables con el propo´sito de describir su comportamiento f´ısico y/o
qu´ımico. Estas relaciones matema´ticas que describen el comportamiento de un proceso, han
proporcionado una visio´n muy valiosa en el a´rea de los procesos en general, haciendo posible
caracterizar eficientemente el comportamiento de una amplia gama de procesos de uso actual
[6, 34, 56].
Los modelos matema´ticos han sido una herramienta bastante u´til en casi todas las a´reas
de la ingenier´ıa. Justamente el desarrollo de un modelo representativo de la realidad es lo
que ha permitido grandes desarrollos, debido principalmente a que se elimina la restriccio´n
en cuanto al nu´mero de experimentos y en cuanto a los l´ımites a los que se puede someter
un determinado experimento. Aunque los modelos matema´ticos suelen ser de gran ayuda,
su obtencio´n puede representar un gran problema. Un modelo matema´tico no es ma´s que
un conjunto de expresiones matema´ticas relacionando las variables de entrada, de salida y
en ocasiones tambie´n los estados del proceso. En ocasiones, por ejemplo en la obtencio´n de
modelos emp´ıricos, estas expresiones no son conocidas con certeza o son bastante limitadas
por lo que se hace necesario contar con algo de ingenio y conocimiento previo del proceso.
Por el contrario, para el caso de la obtencio´n de modelos basados en leyes fundamentales,
es posible obtener dichas expresiones de manera natural, ya que estos modelos surgen de los
balances de alguna caracter´ıstica medible en un sistema.
Las relaciones entre las variables del proceso pueden obtenerse por tres caminos. La
primera es encontrar una funcio´n (polino´mica, logar´ıtmica, etc.), que sea capaz de
reproducir una cantidad significativa de datos de variables de entrada y de salida tomados
experimentalmente directamente en el proceso. Este tipo de modelos se conocen como
modelos emp´ıricos o de caja negra, y aunque son fa´ciles de conseguir no son muy buenos
cuando se enfrentan con datos de intervalos diferentes a los que fueron usados para su
construccio´n. La segunda alternativa se basa en el principio de conservacio´n de la materia y
la energ´ıa. Realizando balances de materia, energ´ıa y cantidad de movimiento sobre algu´n
sistema (generalmente el proceso o parte de e´l) aparecen de manera esponta´nea la relacio´n
que se busca entre las variables del proceso. Adema´s de contar con leyes, teor´ıas, e incluso
otros modelos muy validados y de gran aceptacio´n que sirven para la determinacio´n de los
para´metros. Esta opcio´n es conocida como modelos de caja blanca o fenomenolo´gicos. La
tercera y ma´s real opcio´n, los Modelos Semi-f´ısicos de Base Fenomenolo´gica (MSBF) [6], son
una combinacio´n de las dos primeras. Consisten principalmente en buscar una estructura base
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del modelo mediante el uso de los balances de materia, energ´ıa y cantidad de movimiento
e identificar los valores de los para´metros del modelo mediante un ajuste emp´ırico, esto es,
mediante experimentacio´n y ajuste.
En este trabajo se considera´ el uso de los modelos basados en los principios fundamentales
de la naturaleza (Modelos Semif´ısicos de base fenomenolo´gica, MSBF). Estos modelos
buscan incrementar el entendimiento y ma´s au´n explicar la relacio´n causa-efecto de una
determinada transformacio´n. En general en este tipo de modelos las leyes y principios
de la naturaleza aportan la estructura y la determinacio´n de la mayor´ıa de para´metros.
Luego, me´todos de identificacio´n o valores heur´ısticos son usados para determinar algunos
para´metros generalmente muy propios de cada proceso.
En general casi cualquier proceso qu´ımico puede ser representado de manera exitosa mediante
un conjunto finito de ecuaciones diferenciales ordinarias, ma´s un conjunto tambie´n finito de
relaciones algebraicas as´ı,
Σ :
x˙(t) = F(x(t),u(t))
0 = G(x(t),u(t))
(2-1)
A este conjunto de ecuaciones, se le conoce como sistema Σ. Donde x es el vector de estados
del sistema y cumple que x ∈ X ⊆ Rn. u es el vector de entradas manipuladas al sistema y
cumple que u ∈ U ⊆ Rm. Y finalmente F(., .) y G(., .) son campos vectoriales definidos en
X × U . Este tipo de modelos resultan espontaneamente al realizar los balances de materia,
energ´ıa y cantidad de movimiento a un determinado proceso, seguidos de una etapa de
identificacio´n de correlaciones emp´ıricas para encontrar algunas propiedades requeridas en
el modelo.
Esta metodolog´ıa es exitosamente aplicada a equipos, incluso a plantas qu´ımicas en las cuales
todos los equipos interactuan de alguna manera [13]. Con todo esto en mente, en la siguiente
seccio´n se introducira´ lo que se considera una falencia en cuanto a la aplicacio´n de los modelos
descritos en la Ecuacio´n 2-1 al modelado de plantas qu´ımicas.
2.2. El concepto de planta completa en ingenier´ıa de
procesos
El te´rmino planta completa (del ingle´s plantwide) empezo´ a cobrar importancia desde los
an˜os 60 con el trabajo pionero de Buckley en control [19]. Pero fue desde que las interacciones
entre unidades de proceso u operaciones unitarias empezaron a cobrar gran importancia, que
este te´rmino nacio´ realmente. Generalmente la literatura se refiere a este te´rmino asocia´ndolo
a los sistemas de control. Por lo cual hasta ahora se entiende por planta completa como aquel
conjunto de equipos o unidades de proceso interconectadas, influenciadas por tres efectos [46]:
el de los reciclos de material,
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el del inventario de componentes qu´ımicos y
el de la integracio´n energe´tica
En otras referencias se omite el efecto del inventario de componentes qu´ımicos [19, 25, 69, 54]
pero conservando el efecto de las interacciones ma´sicas o energe´ticas como elemento
diferenciador de un simple conjunto de equipos en serie.
Uno de los casos ma´s simples presentados en la literatura es el sistema de reactor -
separador mostrado en la Figura 2-1. Con ayuda de este sistema se ilustrara´ como surgen
comportamientos dina´micos diferentes con el solo hecho de incluir un reciclo ma´sico en un
arreglo en serie de dos equipos.
Figura 2-1.: Diagrama de flujo sistema reactor - separador - reciclo
En la Figura 2-2 se puede apreciar co´mo el sistema reactor - separador operado bajo
las mismas condiciones y con los mismos para´metros, exhibe comportamientos dina´micos
diferentes cuando se aplican las mismas perturbaciones a cada equipo por separado o
cuando se aplican al sistema interconectado mediante un reciclo ma´sico. Aunque para este
caso en particular el efecto es pequen˜o, es posible mostrar que existe diferencia cuando
se considera un equipo de manera aislada o si este se considera como parte de un todo.
Estos nuevos comportamientos son comunes cuando se consideran plantas completas. De
hecho, la inclusio´n de los efectos de reciclo e integracio´n puede inducir comportamientos
inestables donde antes no exist´ıan u otro tipo de comportamientos indeseables [46]. Por este
motivo cuando el nu´mero de equipos empieza a ser considerable y tambie´n crece el grado
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de interaccio´n, se hace cada vez mas dif´ıcil identificar el origen de algu´n comportamiento
dina´mico no deseado. Debido a que no se sabe con certeza si se debe a un equipo o a una
interaccio´n. Ma´s au´n, una falla evidenciada en un equipo puede estar siendo provocada por
otro equipo y trasmitida mediante las interacciones dina´micas.
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Figura 2-2.: Respuesta dina´mica de las unidades de proceso (unidades aisladas (linea so´lida)
e interconectadas con reciclo ma´sico (punteada)) ante una perturbacio´n de -
20 % en la fraccio´n molar del alimento fresco (x0) en t = 1 hr (para el reactor).
Adema´s, con una perturbacio´n de -10 % en la temperatura del alimento fresco
(T0) en t = 1 hr (para la columna de destilacio´n).
En la literatura, hasta ahora, se ha mencionado bastante el efecto que tienen las interacciones
tanto ma´sicas como energe´ticas entre uno o varios equipos. Se resaltan los efectos que estas
pueden causar y se hace gran hincapie´ tanto en las te´cnicas de disen˜o que involucran dichas
interacciones como en las te´cnicas para controlar estas plantas. Dichas te´cnicas buscan dividir
el problema de tal forma que sea posible trabajar con problemas ma´s pequen˜os y que las
interacciones entre estos subproblemas sean mı´nimas. Es decir que las interacciones fuertes
queden al interior de cada subproblema y la influencia entre distintos subproblemas sea
minimizada. A este problema en particular se le conoce como el particionado de sistemas y
ha sido trabajado en a´reas desde el modelado de procesos [34] hasta el disen˜o de control de
sistemas de control [65].
Note que dichas interacciones deben propagarse una determinada distancia desde el momento
que abandonan un subsistema hasta que ingresa a otro. Hasta ahora no se ha encontrado una
referencia que trate con este problema de transporte de las interacciones para los sistemas no
lineales. Es claro que siempre existe un intervalo de tiempo desde que una variable cambia
de valor en un equipo, hasta que el equipo siguiente “siente”el efecto de dicho cambio. Esto
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se debe a que la velocidad de transporte de material es finita, y es justamente este flujo de
material el cual hace que se propaguen estos efectos de cambio. Aunque en muchas ocasiones
estos efectos son despreciables comparados con los tiempos de respuesta de algunos equipos,
otras veces ser´ıa deseable tenerlos en cuenta, principalmente cuando se busca representar de
manera fiel el comportamiento de un proceso mediante un modelo matema´tico.
Considerando lo descrito anteriormente, ser´ıa importante introducir este tiempo de
transporte dentro de los modelos que describen el comportamiento de una planta qu´ımica
completa. Ma´s au´n cuando existen plantas con una cantidad considerable de tuber´ıa
interconectando equipos, como puede ser el caso de una refiner´ıa de crudo. El principal
problema con la inclusio´n de este tiempo, conocido como retardo por transporte, es que en
la mayor´ıa de los casos el efecto sobre el comportamiento dina´mico del proceso es pequen˜o,
mientras que por otro lado aumenta de manera significativa la complejidad del modelo
matema´tico como se vera´ a continuacio´n.
En la Figura 2-3 se muestra co´mo viaja el frente de flujo en una tuber´ıa asumiendo flujo
en re´gimen laminar (superior) y co´mo se asume el frente de flujo en re´gimen turbulento
(inferior).
V
V
Figura 2-3.: Frente de flujo en una tuber´ıa (superior: laminar, inferior: turbulento)
Considerando flujo laminar sin retromezclado, es de esperarse que el segundo equipo comience
a “sentir”el efecto, ante un determinado cambio, de manera gradual. En el siguiente ejemplo
se aprecia la diferencia existente en el comportamiento dina´mico cuando se considera el
efecto de la tuber´ıa. Para este caso se usaron dos reactores del tipo CSTR dispuestos en
serie como se muestra en la Figura 2-4. Adema´s se asume que la tuber´ıa del alimento tiene
longitud cero, pero la tuber´ıa que conecta los dos reactores tiene una longitud considerable.
En t = 10 y t = 70 minutos se modifico´ el flujo de alimento al primer reactor. En la
Figura 2-5 puede verse co´mo al considerar el efecto de la tuber´ıa, la perturbacio´n tarda
un tiempo en empezar a notarse en el segundo reactor, adema´s la respuesta dina´mica del
sistema es diferente. Se puede apreciar el comportamiento un poco ma´s lento en la velocidad
de respuesta a medida que se llega al nuevo valor de estado estacionario. Esto se debe a que
la tuber´ıa induce una capacitancia que hace que el efecto de la perturbacio´n se dosifique y
no sea un cambio repentino. El efecto es similar al efecto inducido por el primer reactor, por
lo cual las respuestas son bastante similares, pero si se alcanza a apreciar la diferencia.
La forma rigurosa de considerar este efecto es mediante el modelo detallado del flujo en la
tuber´ıa. Este modelo detallado demanda el uso de derivadas parciales, que permite considerar
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Figura 2-4.: Diagrama de flujo dos reactores en serie
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Figura 2-5.: Efecto de retardo por transporte en una tuber´ıa
los efectos de variacio´n a lo largo de toda la tuber´ıa a medida que evoluciona el tiempo. Es
decir cada variable de estado del sistema (por ejemplo temperatura o concentracio´n) deber´ıa
ser modelada as´ı,
∂xi(t, z)
∂t
= f
(
xi(t, z),
∂xi(t, z)
∂z
)
(2-2)
donde xi representa el estado i del sistema, z representa el eje espacial. Ahora el modelo del
proceso quedar´ıa representado por,
Σ− 2 :
x˙(t) = F′(x(t),u(t),x′i(t, z),
∂x′(t, z)
∂z
)
0 = G′(x(t),u(t))
∂x′(t, z)
∂t
= M(x(t),u(t),x′(t, z),
∂x′(t, z)
∂z
)
(2-3)
donde x′ representa los estados cuando su comportamiento dina´mico es modelado al interior
de una tuber´ıa. Si examinamos la complejidad del sistema Σ − 2 (Ecuacio´n 2-3), es claro
que la complejidad del sistema, comparado con el sistema Σ (Ecuacio´n 2-1), se incrementa
sustancialmente. Ma´s au´n si el nu´mero de estados y la cantidad de tuber´ıas aumenta, el
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sistema Σ − 2 podr´ıa desbordar eventualmente cualquier capacidad de co´mputo. Por esta
razo´n, incluir un conjunto de ecuaciones diferenciales parciales para considerar un feno´meno
que en ocasiones puede ser despreciado sin incurrir en grandes errores, ser´ıa caer en una
complicacio´n exagerada dado la precisio´n que podr´ıa obtenerse.
Otra aproximacio´n es hacer uso de las llamadas ecuaciones diferenciales con retardos
temporales. Con el uso de este tipo de ecuaciones, el problema de complejidad mencionado
anteriormente se ve notoriamente reducido. Con la posibilidad de incluir retardos variables
directamente en las ecuaciones, estos retardos pueden ser calculados en ecuaciones algebraicas
y las ecuaciones diferenciales pueden planteadas en funcio´n de estos retardos as´ı,
Σ− 3 :
x˙(t) = F′′(x(t),u(t), xi(t− τi), uj(t− τj)) ∀i = 1, ..., n ∧ j = 1, ...,m
0 = G′′(x(t),u(t))
τ(t) = M′′(x(t),u(t))
(2-4)
donde τ es el vector de retardos inducidos por cada tuber´ıa. Aunque esta opcio´n cuenta con
un grado de complejidad aceptable, ya que existe la suficiente teor´ıa para tratar con este tipo
de ecuaciones, existen ciertas condiciones sobre la existencia de la solucio´n que no se cumplen
al momento de utilizarlas con el fin requerido en este trabajo. El me´todo usado para calcular
los conjuntos controlables (que sera´ introducido en el Cap´ıtulo 3) [32] implica la solucio´n
en tiempo inverso del sistema considerado. Los sistemas con retardo requieren conocer a
cada instante la historia del sistema [26] por lo cual se presentan inconvenientes al tratar de
resolverlos en tiempo inverso ya que dicha historia no estar´ıa determinada en el punto inicial.
Este tipo de modelos no se pueden catalogar como modelos en el espacio de estados, debido
a que los modelos en el espacio de estados so´lo requieren el conocimiento del estado actual y
de las entradas futuras para determinar la evolucio´n del sistema. Es importante hacer notar
que aunque las variables modeladas correspondan con un conjunto posible de estados del
sistema, los modelos que involucran ecuaciones con retardos requieren el conocimiento de
la historia, ya sea de las variables modeladas o de las variables de entrada, por lo tanto no
pueden ser llamados modelos en espacio de estados, ni a sus variables llamarlas estados, ni
determinar una propiedad como la controlabilidad de estado con base en ellos.
De esta discusio´n se puede apreciar que existe la necesidad de plantear una forma de modelar
las interacciones entre equipos en una planta completa, de manera poco compleja y de ser
posible sin alterar la estructura de modelo planteada en la Ecuacio´n 2-1. Debido a que este
tipo de sistemas, como se vera´ en cap´ıtulos posteriores, poseen ciertas caracter´ısticas que
hacen fa´cil el garantizar la existencia y unicidad de su solucio´n. En la siguiente seccio´n se
presenta una propuesta de solucio´n para el modelamiento de las conexiones en una planta
qu´ımica.
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2.3. Modelado de una planta qu´ımica completa - Una
propuesta
Como se planteo´ en la seccio´n anterior, las conexiones dentro de una planta qu´ımica tienen
influencia en su comportamiento dina´mico. En general, este impacto es tan pequen˜o en
comparacio´n con la complejidad inducida en el modelo que es despreciada en la mayor´ıa de
los casos. En esta seccio´n se presenta una propuesta de inclusio´n de los efectos de los retardos
inducidos por transporte de material en las tuber´ıas.
Como complemento a la introduccio´n al problema planteado en la seccio´n anterior, imagine
una ducha con dos va´lvulas para regular el flujo, una para el agua caliente y otra para
el agua fr´ıa. Suponga que se quiere regular la temperatura de salida en aproximadamente
35◦C. Si la corriente de agua fr´ıa se encuentra a 17◦C y la caliente a 70◦C, asumiendo que
el sensor es su piel, inicialmente se abrira´ la va´lvula de agua fr´ıa con la intensio´n de evitar
una lesio´n debida a una quemadura. Posteriormente se abre la va´lvula de agua caliente a
una determinada posicio´n, pero el cambio en la temperatura en el “sensor”no es inmediato.
La corriente de agua caliente toma un tiempo en llegar hasta el sensor (la piel), ma´s au´n
el cambio en la temperatura no es instanta´neo, sino que es gradual. De esta manera el
“sensor”luego de un tiempo determinado nota un aumento gradual en la temperatura de
la corriente hasta alcanzar un valor de estado estacionario. Este es el comportamiento que
deber´ıa reflejar un modelo adecuado de una tuber´ıa.
Como se menciono´, el uso de derivadas parciales no es una opcio´n aceptable en este trabajo
y tampoco lo es recurrir a las ecuaciones diferenciales con retardo. En la Figura 2-6 se
uso´ el mismo ejemplo de los reactores en serie descrito en la seccio´n anterior, donde x1
es la fraccio´n molar en el segundo reactor. En esta figura se muestra el comportamiento
dina´mico del sistema usando cuatro diferentes aproximaciones para modelar la tuber´ıa. La
l´ınea roja corresponde a la tuber´ıa modelada como un tanque perfectamente agitado. La l´ınea
azul corresponde a la tuber´ıa modelada como un tanque perfectamente agitado, que incluye
adema´s un retardo mediante el uso de ecuaciones diferenciales con retardo. La l´ınea negra
corresponde a la tuber´ıa modelada u´nicamente con un sistema de ecuaciones diferenciales
con retardo. Finalmente la l´ınea cian corresponde a un modelo que no incluye el efecto de
la tuber´ıa. Deben resaltarse las diferencias en las respuestas dina´micas justo en los instantes
posteriores a la aplicacio´n de la perturbacio´n. En las representaciones que se uso´ el tanque
perfectamente agitado (l´ınea roja y azul) se aprecia una respuesta ma´s lenta que en los otros
dos casos donde el comportamiento se aproxima bastante a un comportamiento de un sistema
lineal de primer orden, note que la respuesta es ma´s lenta que en los otros dos casos. por
otro lado la curva cian toma aproximadamente 25 minutos en alcanzar totalmente su nuevo
estado estacionario desde el instante de la perturbacio´n, la negra toma aproximadamente 30
minutos, la roja toma 40 minutos y la azul toma 50 minutos. De lo anterior puede deducirse
que el modelo que podr´ıa reflejar de mejor manera lo planteado en el ejemplo del mezclador de
agua es el modelo que incluye un modelo de tanque perfectamente agitado simulta´neamente
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con el uso de ecuaciones diferenciales con retardo (Linea azul).
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Figura 2-6.: Comparacio´n de 4 diferentes modelos para considerar los retardos por
transporte en las tuber´ıas
Lamentablemente ya se dijo que este tipo de modelo no es viable para lo que se pretende
implementar en cap´ıtulos posteriores, ya que es necesario resolver la ecuacio´n diferencial en
tiempo inverso, y para tal fin no se cuenta con la historia de los estados. Retomando, de la
ingenier´ıa de procesos, el hecho que un reactor tipo pisto´n requiere menos volumen que un
reactor tipo CSTR para lograr el mismo grado de conversio´n, considerando la misma cine´tica
de reaccio´n, es posible afirmar que existe un volumen ficticio mediante el cual se puede
aproximar el comportamiento del flujo en una tuber´ıa mediante un tanque con mezclado
perfecto.
Las ecuaciones de disen˜o de reactores qu´ımicos continuos tipo tanque agitado y flujo pisto´n
ideales se muestran en las Ecuaciones 2-5 y 2-6 respectivamente [45]. Considerando que no
hay cambio de densidad molar en el sistema (no hay cambio en el nu´mero de moles entre
reactivos y productos).
k
V
FA0
=
XA(1 +XA)
1−XA (2-5)
k
V
FA0
= −2ln(1−XA)−XA (2-6)
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Modelo usado error
1,5 ∗ Vnom 0,8481
2 ∗ Vnom 0,0368
2,5 ∗ Vnom −0,7302
3 ∗ Vnom −1,4405
Tabla 2-1.: Error de modelado en relacio´n al modelo considerado real
Si tomamos la relacio´n entre las Ecuaciones 2-5 y 2-6 obtenemos que,
V CSTR
V PFR
=
XA(1 +XA)
(1−XA)(−2ln(1−XA)−XA) (2-7)
y graficando esta relacio´n de volu´menes obtenemos la Figura 2-7. En esta figura se puede
observar que la relacio´n de volu´menes se mantiene menor que 2 para conversiones menores a
0.6 (60 %) y empieza a crecer considerablemente para conversiones mayores a 0.9 (90 %).
Generalmente conversiones inferiores al 50 % implican bajos rendimientos econo´micos y
conversiones superiores al 90 % implican altos costos de inversio´n. En la Tabla 2-1 se muestra
una medida del error de desviacio´n entre lo que se considera la representacio´n real (modelo
de tuber´ıa como un reactor CSTR ma´s inclusio´n de retardos en las ecuaciones diferenciales)
y el modelo obtenido variando el volumen ficticio de la tuber´ıa al ser modelada como un
reactor CSTR. Dicha medida del error se definio´ como
ei =
∫ 70
0
xA2−real(t)− xA2−i(t)dt (2-8)
donde el subindice i representa cada uno de los modelos usados. En la Figura 2-8 se aprecian
los comportamientos dina´micos de cada uno de los modelos y pueden verificarse visualmente
los resultados presentados en la Tabla 2-1. Note que para un volumen ficticio de tuber´ıa del
doble del volumen real, el tiempo final de establecimiento es similar al comportamiento real.
Adema´s es el modelo que en total presenta menor medida del error. Aunque inicialmente
la respuesta sigue siendo ma´s ra´pida que la deseada, al final esta respuesta es ma´s lenta
alcanzando el estado estacionario final en un tiempo muy similar al establecido como real
y compensando la rapidez inicial del cambio. Dicha medida de error, por lo tanto tiene en
cuenta si la desviacio´n es positiva o negativa, ya que se busca que el efecto acumulado de
error sea cero, logrando de esta manera que el cambio sea matizado de manera similar al
modelo real.
Como consecuencia de los resultados mostrados, es viable proponer el uso de modelos
matema´ticos de tanques perfectamente agitados como una aproximacio´n de los retardos
por transporte inducidos en una tuber´ıa, asumiendo que el volumen del tanque agitado es
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Figura 2-7.: Relacio´n de volu´menes para iguales conversiones XA entre un reactor CSTR y
un reactor PFR
un volumen ficticio igual al doble del volumen real de la tuber´ıa que se esta representando.
Considere nuevamente el ejemplo de los dos reactores tipo CSTR dispuestos en serie como se
ve en la Figura 2-9 A. En la figura se aprecia la intencionalidad de la propuesta. Para fines de
modelado, el comportamiento dina´mico en una tuber´ıa de volumen V , puede ser representado
de manera aproximada por el comportamiento dina´mico de un tanque perfectamente agitado
del doble del volumen real de dicha tuber´ıa.
La complejidad inducida por esta propuesta de modelado se considera baja, por lo cual puede
ser aplicada de manera exitosa a modelos como el representado en la Ecuacio´n 2-1, sin alterar
su estructura. Esta aproximacio´n adiciona un nu´mero determinado de estados al modelo,
donde el comportamiento dina´mico para este nuevo conjunto de estados esta´ determinado
por la ecuacio´n ba´sica de acumulacio´n,
Acumulacio´n = Entrada − Salida (2-9)
Para ilustrar de una mejor manera la complejidad inducida por la aproximacio´n, se usara´ el
ejemplo de los dos reactores tipo CSTR en serie. Sin considerar el efecto de la tuber´ıa,
y considerando so´lo las dina´micas de concentracio´n y temperatura. La planta qu´ımica
compuesta por dos reactores tipo CSTR dispuestos en serie puede ser representada por
el modelo matema´tico mostrado matricialmente en la Ecuacio´n 2-10.
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Figura 2-8.: Comparacio´n comportamiento dina´mico modelo de tuber´ıa como CSTR con
diferentes volu´menes

C˙1A
T˙ 1
C˙2A
T˙ 2
 =

( F0
V 1
)(CA0 − C1A)− k0e
−Ea
RT1 C1A
( F0
V 1
)(T0 − T 1)− k0e
−Ea
RT1 C1A
Cpρ
− UA(T 1j − T 1)
( F0
V 2
)(C1A − C2A)− k0e
−Ea
RT2 C2A
( F0
V 2
)(T 1 − T 2)− k0e
−Ea
RT2 C2A
Cpρ
− UA(T 2j − T 2)
 (2-10)
Donde CA es la concentracio´n de reactivo, CA0 es la concentracio´n de reactivo en la corriente
de alimento,F0 es el flujo volume´trico de alimento, V es el volumen del reactor, T es la
temperatura al interior de cada reactor, Tj es la temperatura en la chaqueta de cada reactor
y el super´ındice indica el nu´mero del reactor.
Luego, si se desea incluir el efecto de la tuber´ıa en este modelo, el nu´mero de estados de ma´s
que sera´n incluidos puede ser fa´cilmente calculado usando la Ecuacio´n 2-11.
N o estados nuevos =
No tuberi´as∑
i=1
N o estados ingresando a la tuberi´a i (2-11)
Para el ejemplo considerado, el nu´mero de estados nuevos es 2. Ahora, el modelo considerando
la dina´mica de la tuber´ıa es mostrado en la Ecuacio´n 2-12, donde los nuevos estados son Ct1A y
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Figura 2-9.: Aproximacio´n de modelado de tuber´ıa en una planta qu´ımica. A. Diagrama de
flujo real sel sistema. B. Diagrama de flujo usado para modelar el sistema y su
tuber´ıa
T t1 describiendo la concentracio´n de reactivo y la temperatura en los tanques perfectamente
agitados hipote´ticos que representan la tuber´ıa.

C˙1A
T˙ 1
C˙t1A
T˙ t1
C˙2A
T˙ 2

=

( F0
V 1
)(CA0 − C1A)− k0e
−Ea
RT1 C1A
( F0
V 1
)(T0 − T 1)− k0e
−Ea
RT1 C1A
Cpρ
− UA(T 1j − T 1)
( F0
V t1
)(C1A − Ct1A )
( F0
V t1
)(T 1 − T t1)
( F0
V 2
)(Ct1A − C2A)− k0e
−Ea
RT2 C2A
( F0
V 2
)(T t1 − T 2)− k0e
−Ea
RT2 C2A
Cpρ
− UA(T 2j − T 2)

(2-12)
En la siguiente seccio´n se mostrara´n las implicaciones dina´micas de considerar las tuber´ıas.
Se usara´n modelos de procesos ma´s complicados que el presentado en esta seccio´n. De manera
que se puedan apreciar los efectos y desventajas de la inclusio´n de tuber´ıas dentro de un
modelo de planta completa.
2.4. Ejemplos de aplicacio´n
En esta seccio´n se presentan los modelos de dos casos de estudio. Junto con resultados de
simulacio´n que permiten evidenciar las diferencias entre modelar los sistemas incluyendo el
comportamiento dina´mico de las tuber´ıas o sin incluirlo.
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2.4.1. Reactores tipo CSTR en serie con reciclo ma´sico
En esta seccio´n se usara´ el sistema de dos reactores tipo CSTR dispuestos en serie. Adema´s
incluye un reciclo de una parte de la corriente salida del segundo reactor, que se mezcla con
la corriente de alimento fresco como se muestra en la Figura 2-10.
Figura 2-10.: Diagrama planta de dos reactores CSTR con reciclo ma´sico
Con el fin de mantener bajo el nu´mero total de estados y hacer ma´s ilustrativo el ejemplo, las
dina´micas de temperatura no sera´n consideradas, u´nicamente la concentraciones de reactivo
en cada uno de los reactores sera´n modeladas. As´ı el conjunto de ecuaciones que conforma
el modelo matema´tico es mostrado en la Ecuacio´n 2-13.

C˙1A
C˙t1A
C˙2A
C˙t2A
 =

( F0
V 1
)CA0 + (
FR
V 1
)Ct2A − (F0+FRV 1 )C1A)− k0e
−Ea
RT1 C1A
(F0+FR
V t1
)(C1A − Ct1A )
(F0+FR
V 2
)(Ct1A − C2A)− k0e
−Ea
RT2 C2A
( FR
V t1
)(C2A − Ct2A )
 (2-13)
Los valores para los para´metros usados en las simulaciones son presentados en la Tabla 2-2.
La Figura 2-11 muestra el comportamiento dina´mico de la planta cuando se consideran los
efectos de la tuber´ıa y cuando estos no se incluyen. Se puede concluir de esta figura que
existe una diferencia dina´mica importante al considerar o no las tuber´ıas en este ejemplo.
Note la diferencia entre los comportamientos en el segundo reactor no son tan marcadamente
diferentes como si lo son en el primer reactor. Esto se debe a que la tuber´ıa del reciclo es
el doble de larga que la que comunica los reactores y adema´s el flujo es 40 % menor. Es
de resaltar tambie´n la manera como responde la dina´mica de la concentracio´n en el primer
reactor cuando se considera el efecto de la tuber´ıa. Aunque inicialmente el cambio es ra´pido
y se asimila a una respuesta de primer orden, existe un punto entre los 25 y 35 minutos
en el cual el comportamiento empieza a evidenciarse mucho ma´s lento. Estos retardos para
alcanzar los respectivos estados estacionarios son los que cobran gran importancia cuando
se trabaja con una planta mucho ma´s compleja que la usada para este ejemplo. El siguiente
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S´ımbolo Descripcio´n valor Unidades
Ea Energ´ıa de activacio´n de la Reaccio´n 75361,14 J/mol
k0 Factor de frecuencia de la ley de Arrehnius 2, 8267 · 1011 1/minuto
F0 Flujo de alimento fresco nominal 0,01 m
3/minuto
FR Flujo de recirculacio´n 0,6F0 m
3/minuto
CA0 Concentracio´n de reactivo en el alimento fresco 2114,5 mol/m
3
VR1 Volumen del reactor 1 0,2 m
3
VR2 Volumen del reactor 2 0,4 m
3
Lt1 Longitud tuber´ıa descarga reactor 1 30 m
Lt2 Longitud tuber´ıa descarga reactor 2 (reciclo) 60 m
Dt Dia´metro de la tuber´ıa 0,0508 m
Tabla 2-2.: Para´metros usados en la simulacio´n de la planta de dos reactores en serie con
reciclo
ejemplo mostrara´ por el contrario que existen ocasiones en las cuales, aunque los efectos
de la tuber´ıa tienen incidencia, estos pueden ser bastante pequen˜os en comparacio´n con los
tiempos de respuesta de los dema´s equipos de la planta.
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Figura 2-11.: Comparacio´n del comportamiento dina´mico de 2 reactores CSTR en serie con
modelo de tuber´ıa y sin modelo de tuber´ıa
2.4.2. Sistema Reactor - Separador - Reciclo
En esta seccio´n se compara el comportamiento dina´mico de una planta cuando se incluye el
modelo de las tuber´ıas y cuando este no se incluye. Para tal fin se usa una planta compuesta
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por un reactor tipo CSTR, seguido por un equipo de separacio´n flash, cuyo destilado es
condensado y posteriormente recirculado al reactor. Dicha corriente de recirculacio´n es
mezclada con el alimento fresco y luego pasa por un intercambiador de calor antes de ingresar
de nuevo al reactor.
Se asume que en el reactor se produce propilenglicol, por la hidro´lisis del o´xido de propileno
con a´cido sulfu´rico como catalizador, todo en solucio´n acuosa, lo que hace que el agua este´ en
exceso y la reaccio´n pueda modelarse como de primer orden respecto a la concentracio´n del
o´xido. En adelante se asume la reaccio´n irreversible A → B, siendo A el o´xido y B el
propile´nglicol. Los para´metros tanto cine´ticos como de disen˜o del reactor fueron tomados
de [9]. Los para´metros usados para el reactor y la torre son mostrados en la Tabla 2-3 y el
diagrama de flujo de la planta es mostrado en la Figura 2-12
Figura 2-12.: Diagrama de flujo planta para la produccio´n de propilenglicol
Para poder apreciar el efecto de las tuber´ıas se sometio´ al modelo a una perturbacio´n de tipo
escalo´n en un tiempo t = 500 minutos, tiempo suficiente para apreciar el comportamiento
de arranque de la planta desde valores reales de los estados, adema´s garantizando que se ha
establecido un estado estacionario antes de realizar una perturbacio´n. En las Figuras 2-13 y
2-14, se puede apreciar el comportamiento de dos de los estados ma´s relevantes del sistema;
la concentracio´n de reactivo en el reactor y la concentracio´n de producto en la fase l´ıquida
del flash (la cual representa la concentracio´n final del producto obtenido). De la primera
figura (Figura 2-13) note que la respuesta es muy similar, y se aprecia como el efecto de la
tuber´ıa ayuda a mitigar un poco el efecto de la perturbacio´n, ya que la segunda oscilacio´n
tiene una amplitud menor. Por otro lado debe notarse como el sistema tarda mucho ma´s
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S´ımbolo Descripcio´n valor Unidades
Ea Energ´ıa de activacio´n de la Reaccio´n 75361,14 J/mol
k0 Factor de frecuencia de la ley de Arrehnius 2, 8267 · 1011 1/minuto
F0 Flujo de alimento fresco nominal 0,1589 m
3/minuto
CA0 Concentracio´n de reactivo en el alimento fresco 2114,5 mol/m
3
T0 Temperatura alimento fresco 295,22 K
VR1 Volumen del reactor 1 2,4069 m
3
Lt1 Longitud tuber´ıa descarga reactor 200 m
Lt2 Longitud tuber´ıa reciclo 100 m
Lt3 Longitud tuber´ıa reciclo luego del
intercambiador
100 m
Dt Dia´metro de la tuber´ıa 0,0508 m
VL Volumen del liquido en el separador flash 3 m
Tj Temperatura en la chaqueta del reactor 282 K
4HRXN Calor de reaccio´n −9,0712e4 J/mol
Cp Capacidad calo´rica de la masa reactiva 3571,3 J/Kg −K
ρ Densidad de la masa reactiva 1000 Kg/m3
U Coeficiente global de transferecia de calor
chaqueta
2,5552e4 J/min−m2 −K
Aj
A´rea de tranferencia de calor chaqueta del
reactor
8,1777 K
Us Coeficiente global de transferecia de calor
precalentador
1 J/min−m2 −K
As
A´rea de tranferencia de calor precalentador
0,1 K
Vs Volumen del precalentador 0,5 m
3
Ts Temperatura fluido de servicio precalentador 311,48 K
Tabla 2-3.: Para´metros usados en la simulacio´n de la planta para la produccio´n de
propilenglicol
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tiempo en alcanzar realmente el estado estacionario que debe alcanzar en el arranque de la
planta, esto se debe justamente a los efectos de transporte en las tuber´ıas.
Figura 2-13.: Comparacio´n del comportamiento dina´mico con modelo de tuber´ıa y sin
modelo de tuber´ıa - Concentracio´n de reactivo en el reactor
En la segunda figura (Figura 2-14) pueden apreciarse con mayor claridad los impactos
del modelado de las tuber´ıas. Inicialmente note que el sistema no logra alcanzar el estado
estacionario antes de los 500 minutos. Mientras que para el caso con tuber´ıa en t =
200 ya se ha alcanzado el estado estacionario por completo. Tambie´n es de resaltar el
comportamiento con sobreimpulso mostrado inicialmente por el modelo que considera las
tuber´ıas. Nuevamente se puede apreciar el caracter “amortiguador”de considerar las tuber´ıas.
En este caso la amplitud de la oscilacion inicial es un poco menor para el modelo que incluye
la tuber´ıa y posteriormente no presenta ma´s oscilaciones, mientras que en el modelo que no
incluye la tuber´ıa se aprecia un leve efecto oscilatorio.
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Figura 2-14.: Comparacio´n del comportamiento dina´mico con modelo de tuber´ıa y sin
modelo de tuber´ıa - Concentracio´n de producto en la fase l´ıquida del separador
Finalmente en ambas figuras se aprecia la gran diferencia existente en el comportamiento de
arranque de la planta. El efecto del retardo por transporte se puede visualizar fa´cilmente. Esto
se debe a que inicialmente las condiciones de cambio son abruptas y el tanque perfectamente
agitado que representa cada tuber´ıa no logra atenuar la magnitud del cambio. Por otro lado
cuando las perturbaciones son mas pequen˜as, el tanque perfectamente agitado actu´a como
un atenuador del efecto. Este comportamiento se asemeja bastante a la realidad del flujo
en una tuber´ıa, ya que en la realidad los efectos de retromezcla por turbulencia y en casos
laminares los efectos difusivos y conductivos causan este tipo de atenuaciones cuando las
condiciones de cambio son lo suficientemente suaves.
2.5. Conclusiones
En este cap´ıtulo se abordo´ el tema de los modelos usados para representar el comportamiento
dina´mico de los procesos qu´ımicos. Haciendo e´nfasis en la forma en la cual, hasta ahora, se
han modelado las plantas completas en la ingenier´ıa de procesos. Hasta la fecha el te´rmino
planta completa se ha limitado a enfrentar el problema, considerando los reciclos ma´sicos,
las integraciones energe´ticas y los efectos de inventario de productos qu´ımicos. Pero con la
gran desventaja de asumir estas interacciones como instanta´neas, principalmente en el caso
de transporte de material. La inclusio´n de las conexiones o tuber´ıas son las que hacen que
este efecto no sea instanta´neo, pero en muchos casos el impacto sobre el comportamiento
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dina´mico del sistema es tan pequen˜o, que no se justifica la gran complejidad matema´tica
que requiere la inclusio´n del modelo de las tuber´ıas.
Como una propuesta para aproximar el comportamiento de las tuber´ıas y as´ı poder
incluir este efecto en un renombrado modelo de planta completa, se propone aproximar el
comportamiento de las tuber´ıas mediante el modelo de un tanque perfectamente agitado con
un volumen ficticio o modificado. De esta manera es posible incluir este efecto dina´mico de
las plantas qu´ımicas dentro del modelo que describe su comportamiento dina´mico, sin alterar
la estructura del modelo generalmente usado, que consta so´lo de ecuaciones diferenciales y
algebraicas.
El orden del sistema puede crecer de forma considerable, dependiendo de la cantidad de
tuber´ıas consideradas y del nu´mero original de estados del sistema. Pero el tipo de relacio´n
usada para describir el efecto dina´mico es bastante sencillo (dina´mica lineal). Por este motivo
el nuevo sistema es factible de solucionar en un tiempo de ma´quina del mismo orden de
magnitud del sistema original.
Claramente se evidencio´ que cuando las perturbaciones son grandes, de tal forma que la
propia inercia de los equipos no pueda atenuarla, el efecto dina´mico de las tuber´ıas juega un
papel importante. Adema´s eventos como el arranque o parada de plantas son eventos en los
cuales un modelo de proceso que considere los retardos por transporte ser´ıa de gran ayuda.
Mediante simulacio´n de dos casos de estudio se verifico´ la necesidad para considerar en
algunas ocasiones el efecto de las tuber´ıas. Segu´n el criterio de modelado de las tuber´ıas
dado en la Seccio´n 2.3, es posible afirmar que una tuber´ıa deber´ıa ser considerada dentro
del modelo del proceso si su volumen es mayor o igual a la mitad del volumen del equipo
ma´s pequen˜o modelado de manera dina´mica en toda la planta. Note que si el volumen de la
tuber´ıa es comparable con el del equipo mas pequen˜o, la dina´mica propia de la tuber´ıa es
del mismo orden de magnitud que la respuesta de dicho equipo. Pero tambie´n debe notarse
que si una tuber´ıa de volumen considerable conecta dos equipos de volumen mucho mayor,
el efecto de la tuber´ıa sera atenuado por las dina´micas propias de estos equipos. En general
el criterio para incluir el modelado de tuber´ıas dentro del modelo de una planta es que la
tuber´ıa a incluir tenga un volumen mayor o igual a la mitad del volumen del equipo en el
cual finaliza la tuber´ıa.
Se ha propuesto entonces una metodolog´ıa sencilla que permite considerar los efectos de
transporte de material entre equipos para plantas qu´ımicas. De manera que puedan ser
usados en aquellas situaciones o modelos que sean requeridas sin caer en una ineficiente
complejidad matema´tica.
3. Controlabilidad de sistemas no
lineales
La controlabilidad de los sistemas dina´micos ha sido desde los an˜os 60 una propiedad que
ha despertado gran intere´s en el ana´lisis de tales sistemas, prueba de ello es que los libros
de texto ba´sicos en teor´ıa de control tienen un apartado dedicado a esta propiedad, por
ejemplo [55]. La posibilidad de conocer de antemano si es posible alcanzar un determinado
valor deseado de alguna variable o ma´s au´n mantener al sistema en dicho valor de referencia
ha cobrado una gran importancia a la hora de disen˜ar un sistema de control. En el caso de
los sistemas lineales el trabajo esta´ agotado, pero en el caso de los sistemas no lineales este
sigue siendo un campo de trabajo en el cual todav´ıa quedan muchas cosas por hacer.
En este cap´ıtulo se busca dar cumplimiento al segundo objetivo espec´ıfico planteado para este
trabajo. Inicialmente se describira´n las definiciones y los me´todos hasta ahora usados para
enfrentar el problema de la controlabilidad no lineal. Posteriormente dichos me´todos sera´n
analizados en detalle resaltando sus ventajas y desventajas. Se propondra´ una extension a
uno de los me´todos y finalmente se aplicara´ en casos de estudio seleccionados que de manera
simple permitan desnudar las desventajas y resaltar las fortalezas.
3.1. Controlabilidad entrada - salida
En 1996 Skogestad y Postlethwaite [70] establecieron que, para que el disen˜o y estabilidad
de un controlador fueran adecuados e implementables en la pra´ctica era necesario resolver
tres cuestionamientos:
¿Que´ tan bien puede ser controlada la planta?
¿Que´ estructura de control debe ser usada?
¿Co´mo podr´ıa modificarse el proceso para mejorar su control?
Con el fin de incluir estos cuestionamientos, definieron la controlabilidad entrada - salida as´ı,
Definicio´n 6 [70] La controlabilidad (entrada - salida) es la habilidad para alcanzar un
desempen˜o aceptable del control; eso es, mantener las salidas (y) dentro de l´ımites espec´ıficos
o dezplazamientos desde su referencia (r), a pesar de variaciones desconocidas pero acotadas,
tales como perturbaciones (d) y cambios en la planta (incluyendo incertidumbre), usando las
entradas disponibles (u) y las medidas disponibles (ym o dm).
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Segu´n esta definicio´n, la controlabilidad (entrada - salida) es una propiedad simplemente de
cara´cter cualitativo. Adema´s, es exclusivamente dependiente de la planta en s´ı misma. Evalu´a
si el sistema es capaz o no de mantener las salidas de la planta acotadas en un entorno de su
referencia, teniendo en cuenta las restricciones en cuanto a mediciones y acciones de control.
Debe ser claro que no depende del tipo de controlador o estructura de control implementada:
la simple existencia de la configuracio´n del control determina la existencia de la propiedad,
sin importar la simplicidad o complejidad propia del sistema de control.
Es de resaltar la subjetividad asociada con este tipo de controlabilidad. La propiedad puede
removerse fa´cilmente a una planta determinada, simplemente haciendo arbitrariamente ma´s
pequen˜os los l´ımites de desempen˜o requeridos. Para superar este inconveniente, los mismos
autores [70] plantean la necesidad de escalar todas las variables entre 0 y 1. De esta manera
el desempen˜o aceptable se determina haciendo el error de control menor que 1 para toda
frecuencia.
El cara´cter subjetivo, o arbitrario, asociado a la controlabilidad entrada - salida puede dar
lugar a diversidad de conclusiones en cuanto a un mismo sistema. Aunque se debe tener en
cuenta el cara´cter intuitivo e ingenieril asociado a la controlabilidad entrada - salida, muy
u´til en la pra´ctica, existe otra definicio´n de controlabilidad que no adolece de problemas
de subjetividad. En la siguiente seccio´n se discutira´ la controlabilidad definida dentro del
paradigma de los modelos en espacio de estados.
3.2. Controlabilidad de estado
La controlabilidad definida dentro del marco de los modelos en espacio de estados (o
simplemente controlabilidad de estado) fue definida en los an˜os 60 por el ingeniero y
matema´tico hu´ngaro Rudolf Emil Kalman as´ı,
Definicio´n 7 [38] Un estado x de una planta es controlable si existe una sen˜al de control
u1(t) definida sobre un intervalo finito 0 ≤ t ≤ t1 tal que φ(t1; x, 0) = 0. En general, el tiempo
t1 dependera´ de x. Si cada estado es controlable, la planta es ‘completamente controlable’.
donde φ(.; ., .) es el mapa de transicio´n del sistema.
Al igual que la controlabilidad entrada - salida, la controlabilidad de estado tiene algunas
ventajas y algunas desventajas. La primera desventaja es su cara´cter meramente cualitativo,
de igual forma que la controlabilidad entrada - salida. Note que cada estado del sistema
es o no es controlable, no existe una posibilidad intermedia y por tanto tampoco una
cuantificacio´n para esta propiedad. En [37] se plantea la posibilidad de tener estados
controlables y no controlables en un mismo sistema y se dan condiciones para que el sistema
total sea controlable con base en la estabilidad de estos estados no controlables.
Note tambie´n que la condicio´n temporal so´lo exige que el intervalo sea finito. Esto hace
que entre la teor´ıa y la pra´ctica existan discrepancias entre la utilidad de este concepto. En
un nivel teo´rico es posible que un sistema sea controlable, pero a nivel pra´ctico es posible
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que el intervalo temporal sea tan amplio que hace el sistema imposible de controlar en
la realidad. Considere por ejemplo un reactor qu´ımico que tarde 1 an˜o en rechazar una
perturbacio´n, solo por mencionar un caso exagerado que podr´ıa presentarse. Aunque este
tipo de particularidades pueden verse en algunos ana´lisis de controlabilidad, generalmente
lo u´nico que se tiene en cuenta es la propiedad en su forma binaria, el sistema es o no
controlable.
Otra desventaja en la definicio´n de la controlabilidad de estado es su cara´cter no restrictivo
en la accio´n de control. Es posible que matema´ticamente exista una accio´n de control que
lleve al sistema en tiempo finito a un valor deseado en el espacio de estado, pero es posible
que esta accio´n de control sea tan grande que sea imposible implementarla en la pra´ctica.
Nuevamente puede notarse la discrepancia o informacio´n “poco u´til”en la pra´ctica, que
brinda la controlabilidad de estado.
La principal ventaja que puede notarse en la controlabilidad de estado es justamente su
contundencia. No existe ninguna interpretacio´n subjetiva en cuanto al poder o no llegar
en tiempo finito a un valor deseado en el espacio de estado. Caracter´ıstica criticada en
la controlabilidad entrada - salida con su sentencia arbitraria de “alcanzar un desempen˜o
aceptable”.
En conclusio´n puede decirse que la controlabilidad entrada - salida es una definicio´n bastante
ingenieril y enfocada a su utilidad en la pra´ctica. Pero con consideraciones incluidas de
manera arbitraria. Mientras que la controlabilidad de estado es un concepto ma´s teo´rico pero
posee falencias en cuanto a su real aplicacio´n. Es por lo tanto dif´ıcil tratar de extender un
concepto que desde su concepcio´n puede ser sesgado a conveniencia, como la controlabilidad
entrada - salida. Se considera de mayor utilidad tratar de extender un concepto que posea
mayor base teo´rica. De esta manera es que en este trabajo se usa la controlabilidad de estado
como principal herramienta. A continuacio´n se discutira´n las formas teo´ricas de verificar esta
propiedad en un sistema dado. As´ı se profundizara´ en las ventajas y desventajas de esta
versio´n de la controlabilidad. Logrando que las desventajas surjan como oportunidades, que
de forma natural podra´n ser mejoradas mediante la combinacio´n de las teor´ıas hasta ahora
usadas separadamente para enfrentar el problema de verificar la controlabilidad de estado.
3.2.1. Geometr´ıa diferencial
Una de las herramientas matema´ticas usadas para evaluar la controlabilidad de sistemas
nolineales es la geometr´ıa diferencial. No es lo mismo enfrentar el problema de la
controlabilidad en el caso lineal, para el cual fue definido inicialmente, que para el caso
no lineal. Note que en el caso lineal el origen es el u´nico punto de equilibrio o en su
defecto cualquier punto puede ser trasladado al origen sin perder generalidad. En el caso
no lineal pueden existir varios puntos de equilibrio para el mismo sistema, por lo tanto la
controlabilidad de estado debe ser verificada para el punto de equilibrio de intere´s.
En primer lugar es necesario revisar detalladamente la Definicio´n 7. Note que no existe
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restriccio´n en cuanto al tipo de funcio´n de transicio´n (φ) del sistema. Por lo tanto esta
puede ser el resultado de la integracio´n directa de una funcio´n no lineal que describe
la evolucio´n dina´mica del sistema. El u´nico aspecto a tener en cuenta es que no se
evaluar´ıa la controlabilidad del sistema, sino la controlabilidad del sistema alrededor de
un determinado punto de equilibrio. Como consecuencia de que algunos sistemas no lineales
tengan varios puntos de equilibrio, debe ser aclarado desde ahora que el hecho de que cada
punto de equilibrio sea localmente controlable no implica que el sistema sea completamente
controlable.
Para enfrentar la controlabilidad de estado para el caso de los sistemas no lineales,
es necesario ir introduciendo ciertos conceptos que permitira´n que la definicio´n de
controlabilidad y su verificacio´n pueda darse de manera natural.
Inicialmente considere la descripcio´n general de un sistema dina´mico no lineal Σ como el
mencionado previamente en el Cap´ıtulo 2 as´ı,
Σ :
x˙(t) = F(x(t),u(t))
0 = G(x(t),u(t))
(3-1)
Donde x es el vector de estados del sistema y cumple que x ∈ X ⊆ Rn. u es el vector de
entradas manipuladas al sistema y cumple que u ∈ U ⊆ Rm. F(., .) y G(., .) son dos campos
vectoriales definidos en un intervalo temporal T , definidos desde X × U a X. Por otro lado
considere
Definicio´n 8 [72] Un evento es un par (x, t) ∈ X × T
Se dice que un evento (z, τ) puede ser alcanzado desde otro evento (x, σ) (representado por
(x, σ)  (z, τ)) s´ı y so´lo si existe un camino de Σ cuyo estado inicial sea x y cuyo estado
final sea z, es decir que exista una funcio´n u(.) definida en [σ, τ) tal que
φ(τ, σ,x,u(.)) = z
donde φ es la funcio´n de transicio´n de Σ.
En primer lugar, se tomara´ una definicio´n para la controlabilidad de estado un poco ma´s
general y elaborada que la presentada en la Definicio´n 7. En [72] se define la controlabilidad
de estado as´ı,
Definicio´n 9 [72] El sistema Σ es (completamente) controlable en un intervalo [σ, τ ]
si para cada x, z ∈ X se cumple que (x, σ)  (z, τ). El sistema es (completamente)
controlable en tiempo T si para cada x, z ∈ X se cumple que x 
T
z. El sistema es so´lo
(completamente) controlable si x z para todo x, z.
De esta definicio´n debe notarse que:
la controlabilidad de estado tambie´n se puede definir en un intervalo temporal y
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la controlabilidad de estado so´lo se define en el espacio donde esta´n definidos los estado
X o en subconjuntos de este.
Ahora, para verificar controlabilidad es necesario conocer X y verificar que ∀x, z ∈ X existe
un camino de Σ cuyo estado inicial sea x y cuyo estado final sea z. En general esto no es
una tarea sencilla de hacer, incluso para algunos sistemas no lineales sencillos.
Considerando lo anterior y tomando en cuenta que siempre existe algu´n punto de equilibrio
del sistema que es de intere´s particular, es posible caracterizar la controlabilidad de estado
de manera local, alrededor de algu´n punto de intere´s.
En este punto es necesario clarificar la diferencia con otros te´rminos regularmente usados
cuando se enfrenta el problema de la controlabilidad no lineal.
Definicio´n 10 [72] Considere un t ∈ T y un x ∈ X. El conjunto alcanzable desde x
en tiempo t es
Rt(x) := {x ∈ X | x 
t
z}
El conjunto alcanzable desde x es
R(x) :=
⋃
t∈T
Rt(x)
Note que la anterior definicio´n no so´lo aplica para puntos (estados definidos), sino tambie´n
para regiones en Rn. Es decir en la definicio´n anterior el estado x puede ser cambiado por una
regio´n S y el resultado sera´ entonces el conjunto de estados posibles de alcanzar partiendo
de una regio´n determinada S.
De manera ana´loga es posible definir el conjunto controlable como,
Definicio´n 11 [72] Considere un t ∈ T y un x ∈ X. El conjunto controlable hacia x
en tiempo t es
Rt(x) := {x ∈ X | z 
t
z}
El conjunto controlable hacia x es
R(x) :=
⋃
t∈T
Rt(x)
De igual manera al conjunto alcanzable, el conjunto controlable tambie´n puede ser definido
para una determinada regio´n S en lugar de hacerlo solo para un punto x.
Luego de definir los conjuntos controlables y alcanzables, es posible introducir el concepto
de accesibilidad as´ı,
Definicio´n 12 [72] La accesibilidad (a veces conocida como controlabilidad de´bil) es la
capacidad de poder alcanzar desde cualquier estado x, un conjunto de dimensio´n completa.
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La accesibilidad es por la sencillez de su definicio´n la primera propiedad que se verifica cuando
se enfrenta el problema de la controlabilidad no lineal. Como se menciono´ anteriormente,
caracterizar la controlabilidad de estado de manera general para un sistema no lineal es
una tarea compleja y que no retribuye el esfuerzo invertido. Debido a la existencia de
ciertos puntos de equilibrio de especial intere´s en los sistemas no lineales, no se pierde
generalidad asumiendo que x0 es un punto de equilibrio del sistema y particularmente el
punto de equilibrio de intere´s especial. De esta manera, caracterizando la controlabilidad
alrededor de este punto es posible determinar si existen acciones de control que permitan
rechazar perturbaciones que alejen al sistema del punto de equilibrio de intere´s. De igual
manera se podr´ıa verificar la capacidad del sistema para cambiar de punto de operacio´n y ser
conducido a otro punto de equilibrio. La accesibilidad brinda la primera informacio´n acerca
de la capacidad de “movimiento”del sistema. Por lo tanto, si se cumple con la condicio´n
de accesibilidad, geome´tricamente se interpreta que el sistema tiene alguna capacidad de
moverse en tantas direcciones como nu´mero de estados, es decir, los grados de libertad
del sistema son iguales al orden del sistema o al orden del espacio de estados donde este
esta´ definido. Si la propiedad de accesibilidad no se cumpliera, significa que el sistema ha
perdido capacidad de “movimiento”en alguna o algunas direcciones, por lo cual no es posible
“mover”al sistema en cualquier direccio´n deseada.
Note que segu´n la Definicio´n 9, controlabilidad implica accesibilidad pero accesibilidad no
implica controlabilidad. Ya que si el sistema es controlable es posible alcanzar cualquier
estado en X partiendo de cualquier estado en X y como X ⊆ Rn, la accesibilidad queda
garantizada. Pero si se cumple la accesibilidad no se asegura la existencia del camino entre
todos los estados en X, solo se garantiza el camino desde x0 hasta algunos estados en X, ni
siquiera se garantiza que exista un camino de regreso hasta x0.
Mediante el uso de la geometr´ıa diferencial es posible determinar las direcciones en las cuales
un sistema puede evolucionar, con las acciones de control de las cuales se dispone. Entonces
si el nu´mero de direcciones es igual al orden del sistema, la accesibilidad del sistema queda
garantizada.
Para explicar de mejor manera lo anterior, considere el conjunto de campos vectoriales
posibles para el sistema Σ, denominado A. Este conjunto de campos vectoriales esta
conformado por todos los posibles campos vectoriales definidos en U asociados al sistema Σ
as´ı,
A := {Fu = F(., u), u ∈ U} (3-2)
Al espacio generado por este conjunto de campos vectoriales (gen(A)), se le conoce como
algebra de Lie asociada a Σ y se representa como ALA. Luego, si esta algebra de Lie evaluada
en el punto de intere´s x0 es igual a Rn se dice que dicha algebra es no singular en x0.
Geometricamente esto significa que existen trayectorias a partir de x0 en las n direcciones
del espacio donde esta´ definido el sistema. Una vez caracterizada ALA para un sistema
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determinado es posible verificar la accesibilidad del sistema mediante la siguiente definicio´n,
Definicio´n 13 [72] Considere un sistema Σ como el mostrado en la Ecuacio´n 3-1, con un
conjunto de campos vectoriales asociados ALA. El a´lgebra de Lie de los campos vectoriales en
ALA es llamada el a´lgebra de accesibilidad de Lie asociada al sistema. La condicio´n
de rango de accesibilidad en x0 se cumple si ALA(x0) = Rn
El problema ahora es caracterizar esta a´lgebra de Lie, ya que es necesario verificarla con cada
una de las u ∈ U . El conjunto U es un conjunto continuo, por lo cual existen infinitos valores
que puede tomar u, luego no es posible obtener A y posteriormente su ALA asociada. Sin
embargo existe una clase especial de sistemas, comunes en los procesos qu´ımicos, conocida
como sistemas afines con la entrada. Este tipo de sistemas tienen la siguiente forma general,
x˙ = h0(x) + u1h1(x) + ...+ umhm(x) = h0(x) + H(x)u (3-3)
donde cada hi, i = 0, ...,m es un campo vectorial definido desde X × U a X. Para este tipo
de sistemas es posible caracterizar su respectiva a´lgebra de Lie sin necesidad de usar cada
valor posible de u ∈ U . Para lograr esto, se asume que 0 ∈ U , es decir existe una accio´n
de control nula. Esta, sin perdida de generalidad, puede asumirse como el valor de u en el
estado estacionario, con una adecuada translacio´n de ejes. Adema´s se asume que el espacio
generado por U es Rm. Luego,
Lema 1 [72] Para un sistema af´ın con la entrada, ALA = gen{h0, ..., hm}
La prueba para este lema esta fuera de la intencionalidad de este trabajo, pero si el lector
esta´ interesado, puede encontrarla en [72]. Luego, siguiendo nuestro objetivo de verificar
la controlabilidad en un sistema dado, es posible determinar una conexio´n directa entre la
condicio´n de rango de accesibilidad y los conjuntos alcanzables y controlables as´ı [72],
Teorema 1 [72] Asuma que la condicio´n de rango de accesibilidad se cumple en x0. Luego,
para cada vecindad V de x0, y cada t > 0,
int R≤t(V) 6= ∅ (3-4)
adema´s
int C≤t(V) 6= ∅ (3-5)
Particularmente, R(x0) y C(x0) tienen interiores no vac´ıos.
Es decir, que el interior de los conjuntos alcanzable y controlable desde y hacia V
respectivamente, en un tiempo menor o igual que t no sean conjuntos vac´ıos. Note que
el teorema se refiere al interior de los conjuntos y no a los conjuntos en si mismos. Por
ejemplo, un caso particular en R2 es cuando el conjunto determinado por una linea. Dicho
conjunto es no vac´ıo, pero su interior s´ı es el conjunto vac´ıo.
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De este teorema se puede inferir que si la condicio´n de rango de accesibilidad se cumple en
x0, existe una vecindad VR de dimensio´n completa alrededor de x0 que el sistema puede
alcanzar. Adema´s, existe otra vecindad VC , tambie´n de dimensio´n completa, desde la cual
el sistema puede alcanzar a x0, pero no necesariamente VR = VC . De esta forma queda
plenamente caracterizada la forma de verificar la accesibilidad para un sistema af´ın con la
entrada. Note el cara´cter restrictivo asociado a la controlabilidad de estado ya que so´lo es
posible evaluarla en el caso de los sistemas afines con la entrada.
Finalmente para verificar la controlabilidad local en un sistema no lineal af´ın con la entrada,
en una vecindad de un punto de equilibrio x0 es necesario introducir el concepto de
reversibilidad. Un sistema de´bilmente reversible se define de la siguiente forma,
Definicio´n 14 [72] Un sistema es de´bilmente reversible si  es una relacio´n de
equivalencia. Esto es que x ∈ R(z) s´ı y solo s´ı z ∈ R(x).
Proposicio´n 1 [72] Asuma que la condicio´n de rango de accesibilidad se cumple en x0. Si
el sistema es de´bilmente reversible, entonces
x0 ∈ int(R(x0) ∩ C(x0)) (3-6)
Y finalmente, la condicio´n final para asegurar controlabilidad resulta,
Corolario 1 [72] Para un sistema de´bilmente reversible, si la condicio´n de accesibilidad de
rango se cumple para todo estado x ∈ X y adema´s X es un conjunto conexo, entonces el
sistema es completamente controlable.
De esta manera quedan establecidas plenamente las condiciones para garantizar la
controlabilidad de estado de un sistema af´ın con la entrada en todo su espacio de estados
X. Como se menciono´ al inicio de este cap´ıtulo, verificar controlabilidad de estado de forma
completa en un sistema no lineal es una tarea desbordante, lo cual se corrobora en el Corolario
1 con el requerimiento de verificar la condicio´n de accesibilidad de rango para todo x ∈ X.
De esta manera resulta ma´s u´til trabajar con la Proposicio´n 1 que con el Corolario 1.
Considerando que la controlabilidad local es verificada para puntos de equilibrio, por
propiedades de los conjuntos alcanzables y controlables se tiene que
Corolario 2 [72] Sea x0 un estado de equilibrio del sistema, entonces
Rs(x0) ⊆ Rs+t(x0) (3-7)
para cada s, t ∈ T
Luego es posible caracterizar la controlabilidad local de un sistema af´ın con la entrada en
una vecindad de un estado de equilibrio x0, si se garantiza el cumplimiento de la condicio´n
de rango de accesibilidad en x0 y se garantiza la reversibilidad de´bil del sistema en dicha
vecindad.
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3.2.2. Teor´ıa de conjuntos
En esta seccio´n se abordara´ tambie´n el tema de la controlabilidad de estados, con la diferencia
que se usara´n conceptos y herramientas de la teor´ıa de conjuntos. En los u´ltimos an˜os, la
teor´ıa de control moderno ha empezado a usar herramientas de la teor´ıa de conjuntos en
diversas aplicaciones [15, 32, 42], esto debido principalmente a las ventajas que estas permiten
en cuanto a la inclusio´n de restricciones tanto en los estados como en las acciones de control,
de una manera natural.
El marco conceptual en cuanto a controlabilidad sigue siendo el mismo, luego las definiciones
ba´sicas siguen siendo las mismas presentadas en la seccio´n anterior. De esta manera se
hace innecesario definir nuevamente conceptos tales como funcio´n de transicio´n, conjunto
alcanzable, conjunto controlable o sistema reversible. La gran diferencia en esta seccio´n son
los procedimientos usados para garantizar controlabilidad, los cuales usan conceptos ba´sicos
de la teor´ıa de conjuntos.
Para comenzar, considere el mismo sistema Σ descrito en la Ecuacio´n 3-1. Mediante la
evaluacio´n de la funcio´n de transicio´n φ(.; ., .) del sistema es posible encontrar el estado
actual del sistema, conociendo el estado inicial, el intervalo de tiempo de evolucio´n y la
funcio´n que describe las entradas de control en dicho intervalo.
Considerando un estado inicial x0, es posible conocer todos los estados a los que puede llegar
el sistema en un tiempo t determinado si se evaluara la funcio´n de transicio´n con cada una
de las posibles funciones que describen las entradas de control. Para ello es necesario definir
un espacio funcional para las acciones de control.
Definicio´n 15 Dado un intervalo [σ, τ) y un subconjunto U ⊆ Rm, el espacio de entradas
de control U [σ,τ) esta´ definido por todas las posibles funciones
ω : [σ, τ)→ U
Luego, es posible expresar de diferente manera los conjuntos alcanzables y controlables. El
conjunto alcanzable, considerando t = τ − σ puede ser expresado como
Rt(x0) = {z | φωi(t; x0, 0) = z} ∀ωi ∈ U [σ,τ) (3-8)
y el conjunto controlable como
Ct(x0) = {z | φωi(t; z, 0) = x0} ∀ωi ∈ U [σ,τ) (3-9)
En la Figura 3-1 se puede apreciar una interpretacio´n geome´trica de lo propuesto en las
expresiones 3-8 y 3-9 para los conjuntos alcanzable y controlable. Cada una de las curvas
representa una trayectoria del sistema para una determinada funcio´n u(.) partiendo desde
x0 para el conjunto alcanzable, y alcanzando a x0 para el conjunto controlable, ambos
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determinados a una distancia temporal T desde x0. Para no saturar el gra´fico so´lo se
incluyeron tres trayectorias, pero los conjuntos esta´n formados por una mayor cantidad
de puntos (siendo estrictos ser´ıan infinitos puntos), por lo tanto se incluyeron ma´s puntos
sin mostrar sus trayectorias.
Figura 3-1.: Conjunto alcanzable y conjunto controlable a tiempo T
Una vez re-interpretados los conjuntos alcanzable y controlable, que son el insumo ba´sico
para caracterizar la controlabilidad de estado usando teor´ıa de conjuntos es posible definir
una regio´n de reversibilidad en una vecindad de x0. Recordando la definicio´n de sistema
de´bilmente reversible (Definicio´n 14), la regio´n de reversibilidad en una vecindad de x0 se
define as´ı,
Definicio´n 16 Dados un estado de equilibrio x0, el conjunto alcanzable desde x0 en tiempo
t (Rt(x0)) y el conjunto controlable hacia x0 en tiempo t (Ct(x0)) para un sistema Σ como
el mostrado en la Ecuacio´n 3-1, la regio´n de reversibilidad (o conjunto reversible)
en tiempo t alrededor de x0 Rev
t(x0) esta dada por
Revtx0 = {z | z ∈ Rt ∩ Ct} (3-10)
Note que si Revtx0 existe, es posible ir desde cualquier estado x ∈ Revtx0 hasta cualquier otro
estado y ∈ Revtx0 al menos en un tiempo T = 2t. Esto se debe a que es posible llegar a x0
desde cualquier estado que pertenezca al conjunto controlable a lo sumo en un tiempo t y de
igual manera llegar hasta cualquier estado perteneciente al alcanzable. Por lo tanto siempre
esta´ garantizada la existencia de al menos un camino, el que pasa por x0, entre dos estados
pertenecientes a Revtx0 .
Considere ahora la condicio´n de rango de accesibilidad dada en la Definicio´n 13. La sola
existencia de un conjunto Revtx0 que sea de dimensio´n completa verifica el cumplimiento de la
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condicio´n de rango de accesibilidad. Si ma´s au´n x0 ∈ Revtx0 , se garantiza la existencia de una
regio´n de reversibilidad de´bil alrededor de x0. Lo cual permite garantizar la controlabilidad
de estado de manera local en una vecindad de x0.
3.3. Procedimientos de co´mputo
En esta seccio´n se presentara´n los procedimientos usados para verificar la controlabilidad
de estado mediante la aproximacio´n desde la geometr´ıa diferencial y mediante la teor´ıa de
conjuntos. Se mostrara´n los procedimientos de manera algor´ıtmica, para llegar de manera
intuitiva su aplicacio´n en un par de ejemplos con el fin de comparar sus ventajas y sus
desventajas.
3.3.1. Geometr´ıa diferencial
Considere un sistema Σ como el mostrado en la Ecuacio´n 3-1 y un estado de equilibrio
del sistema x0. Para verificar la controlabilidad de estado del sistema usando la geometr´ıa
diferencial es necesario seguir la siguiente serie de pasos.
1. ¿Es posible describir el sistema Σ mediante una expresio´n af´ın con la entrada como en
la Ecuacio´n 3-3?
Si- Entonces es posible caracterizar la accesibilidad del sistema en una vecindad del
estado de equilibrio x0.
No- Entonces no existen herramientas de la geometr´ıa diferencial que permitan
caracterizar el a´lgebra de Lie necesaria para verificar la controlabilidad del
sistema. Por lo tanto no es posible inferir nada sobre las caracter´ısticas de
controlabilidad del sistema.
2. Calcular el a´lgebra de Lie generada por todos los campos vectoriales hi con i =
1, ...,m. Dicha a´lgebra esta´ definida por todas las combinaciones posibles entre campos
vectoriales hi y los corchetes de Lie calculados entre dichos campos.
Definicio´n 17 [72] El corchete de Lie entre dos campos vectoriales f y g
continuamente diferenciables y definidos en algu´n subconjunto abierto V ⊆ Rn, es
[f , g] := g∗f − f∗g. Donde f∗ representa la matriz jacobiana de f con respecto a los
estados,
[f , g] := g∗f − f∗g = ∂g
∂x
f − ∂f
∂x
g (3-11)
El a´lgebra de Lie para un sistema de orden n esta´ dada por
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A = {yi/yi = hi ∪ yi = [hi, hj] ∪ yi = [hi, yi] ∀ i, j = 1, ..., n} (3-12)
Note que el nu´mero de corchetes de Lie puede ser alto de acuerdo con el orden del
sistema. El a´lgebra de Lie puede ser representada por el espacio generado por todos
los corchetes de Lie, hasta el orden n− 1, entre el campo f y gi con i = 1, ...,m.
Definicio´n 18 [5] El corchete de Lie recursivo (adnf g) usado para la
representacio´n recursiva del corchete de Lie expresa, (ad0fg) = g, (ad
1
fg) = [f , g],
(ad2fg) = [f , [f , g]] = [f , ad
1
fg], ... etc.
Luego el a´lgebra de Lie esta´ representada por
ALA = gen{g1, ...,gm, ad1fg1, ..., ad1fgm, ..., adn−1f g1, ..., adn−1f gm} (3-13)
3. Evaluar la dimensio´n de ALA en x0. Si el rango de la matriz ALA evaluada en x0 es
igual al orden del sistema (n), el sistema Σ es accesible localmente en una vecindad de
x0.
4. Finalmente es necesario verificar el cara´cter reversible del sistema. Para lograr esto
es necesario que la funcio´n de transicio´n sea una funcio´n uno-a-uno, continua y con
inversa continua. La prueba de esto va mas alla´ del propo´sito de este trabajo, pero el
lector es remitido a [72] (Lema 4.3.8 y su respectiva prueba).
Note algunos puntos cr´ıticos en el procedimiento. En primer lugar la restriccio´n a sistemas
del tipo af´ın con la entrada. Aunque muchos sistemas f´ısicos pueden ser representados de esta
manera, incluso mediante artificios matema´ticos, es de resaltar que a mayor complejidad del
modelo, es posible que su cara´cter af´ın con la entrada pueda verse comprometido. Es el caso
presentado en [5], donde un modelo de cuatro estados es reducido a dos y posteriormente
debe hacerse un cambio de variable para poder expresar el sistema en la forma af´ın con la
entrada. En segundo lugar, la cantidad de ca´lculos simbo´licos requeridos para caracterizar A.
Cada d´ıa los modelos son ma´s complejos, debido a la confianza sobre la creciente capacidad
de procesamiento de las ma´quinas. Pero de igual forma deber´ıa tomarse en cuenta el que´ tan
realizables podra´n ser estos ca´lculos simbo´licos cuando no se enfrente un problema de juguete
(bajo nu´mero de variables) sino un problema a escala industrial donde pueden existir cientos
o incluso miles de variables (como estados o como entradas del sistema). El tercer aspecto
es la accesibilidad de la informacio´n que pueden brindar estas herramientas. Es decir, este
procedimiento determina la existencia de una vecindad alrededor x0 donde el sistema es
controlable. Pero surge la pregunta de que´ tan fa´cil es obtener las fronteras de dicha vecindad.
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Para casos triviales, por ejemplo sistemas de bajo orden n < 5, no existe una dificultad muy
grande. Por otro lado cuando el orden del sistema es alto n > 10, el nu´mero de ana´lisis de
independencia lineal, al crecer de manera exponencial, hace el problema bastante complicado
de resolver.
3.3.2. Teor´ıa de conjuntos
En esta seccio´n se describe la forma en la que, mediante herramientas de la teor´ıa de
conjuntos y los algoritmos aleatorios, es posible caracterizar la controlabilidad de estado
para un sistema no lineal. Este procedimiento se centra en el ca´lculo directo de los
conjuntos alcanzable y controlable del sistema, y operando con ellos poder inferir sobre
la controlabilidad del sistema.
El ca´lculo del conjunto alcanzable y del conjunto controlable para sistemas no lineales es au´n
un problema abierto [32]. Uno de los primeros trabajos, en el campo lineal, donde se propone
una te´cnica para calcular el conjunto alcanzable y el conjunto controlable, fue el desarrollado
por Bertsekas en los an˜os 70 [11], el cual se basaba en una aproximacio´n elipsoidal, de la cual
posteriormente se afirmo´ que produc´ıa resultados bastante conservativos [14]. En cuanto a
los trabajos ma´s representativos se encuentra el realizado por Kerrigan en 2000 [42], el cual
se basa en una aproximacio´n por politopos. En cuanto a lo no lineal se han hecho propuestas
que usan te´cnicas de aritme´tica intervalar combinadas con algoritmos de ramificacio´n y poda
[15]. Este procedimiento sufre una gran desventaja, el costo computacional requerido crece
exponencialmente con el orden del sistema, lo cual puede llevar a un desborde en su aplicacio´n
a sistemas reales.
A continuacio´n y de manera previa a la descripcio´n del algoritmo de co´mputo, se describira´ el
trabajo realizado por Go´mez en 2009 [32], el cual propone una metodolog´ıa para el ca´lculo
de los conjuntos alcanzables y controlables a un paso para sistemas discretos no lineales.
El procedimiento usa herramientas aleatorias por lo tanto en primer lugar se dara´ una
descripcio´n breve de que´ son los algoritmos aleatorios.
Algoritmos Aleatorios
Los algoritmos aleatorios consisten en una secuencia de tareas, de las cuales, en alguna
se incluye un proceso aleatorio. Estos me´todos siempre tienen asociado alguna medida de
error (e) y algu´n riesgo de fallo (δ) asociado directamente con el proceso aleatorio incluido.
Estos algoritmos buscan entonces, obtener una estimacio´n de algu´n valor, el cual tendra´ una
precisio´n  ∈ (0, 1) del valor real con una confianza 1−σ, σ ∈ (0, 1). Para mayor informacio´n
sobre algoritmos aleatorios y su uso en los sistemas de control ve´ase la referencia [76].
Definicio´n 19 [76] Sea ∆ ∈ D una distribucio´n aleatoria con una funcio´n de densidad
f(∆), y sean  ∈ (0, 1) y σ ∈ (0, 1) niveles asignados de probabilidad. Dada una variable
aleatoria J(∆) : D→ R y γ un valor puntual de J , un algoritmo aleatorio debe retornar con
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probabilidad de al menos 1− σ un estimado PˆN(γ) de la probabilidad que
P (γ) = Pr(J(∆) ≤ γ) (3-14)
con una precisio´n  con respecto a P (γ). El estimado PˆN(γ) debe estar basado en un nu´mero
finito N de muestras aleatorias tomadas en ∆.
Debido a la ley de los grandes nu´meros para el ca´lculo emp´ırico de probabilidades, la cual
garantiza una convergencia asinto´tica, PˆN(γ) → P (γ), es posible asegurar la convergencia
para un nu´mero infinito de muestras, lo cual no es viable de realizar en tiempo finito. Para
superar este obsta´culo es necesario acudir a las desigualdades de probabilidad, las cuales
permiten definir un nu´mero finito N para encontrar una estima con un error asociado. En
la siguiente seccio´n se usara´ la desigualdad de Hoeffding y la cota de Chernoff, por lo que se
muestra a continuacio´n sus definiciones [76].
Definicio´n 20 [76] Desigualdad de Hoeffding centrada. Sean x1, · · · ,xN variables
aleatorias independientes tales que xi ∈ [a, b]. sN =
N∑
i=1
xi Luego, para cualquier  > 0, se
tiene que
Pr{|sN − E(sN)| ≥ } ≤ 2e
−22
(N(b−a)2) (3-15)
Definicio´n 21 [76] Cota de Chernoff. Para cualquier  ∈ (0, 1) y δ ∈ (0, 1), si
N ≥ 1
22
log
2
δ
(3-16)
luego, con probabilidad mayor que 1− δ, se tiene que |pˆN(γ)− p(γ)| < 
Muestreo de Monte Carlo para el ca´lculo del conjunto alcanzable a un paso [32]
Esta seccio´n describe la base de la metodolog´ıa propuesta en este trabajo para los sistemas
continuos en el tiempo. De esta manera visualizar de forma natural la extensio´n del trabajo
ya realizado para los sistemas no lineales discretos, a modelos no lineales continuos en el
tiempo.
Para el ca´lculo del conjunto alcanzable a un paso se utiliza un algoritmo aleatorio del tipo
Monte Carlo, el cual permite realizar una estimacio´n puntual de una variable desconocida;
esto es, una expresio´n matema´tica que produce la estimacio´n de un valor a partir de un
muestreo experimental basado en nu´meros aleatorios.
Espec´ıficamente, para el caso del ca´lculo del conjunto alcanzable a un paso, a partir de un
muestreo experimental de las acciones de control admisibles y del conjunto de condiciones
iniciales se obtiene una estimacio´n emp´ırica R̂N(Ω) del conjunto alcanzable a un pasoRN(Ω).
Para ello, se deben tomar N muestras independientes de las variables aleatorias x y u
uniformemente distribuidas en los conjuntos Ω y U respectivamente, xi ∼ Uniform(Ω),
ui ∼ Uniform(U), i = 1, ..., N , obtenie´ndose,
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R̂N(Ω) = { xNk+1 ∈ X′ | xNk+1 = F∗(xk,ui); i = 1, ..., N ; xk ∈ Ω y ui ∈ U} (3-17)
Obviamente, R̂N(Ω) ⊂ RN(Ω) por la definicio´n de RN(Ω), R̂N(Ω) y F : X × U → X ′.
Es pues necesario encontrar el taman˜o de la muestra N , de tal forma que se conozca de
manera anticipada que´ tan buena es la estimacio´n del conjunto alcanzable R̂N(Ω). Con el
fin de determinar el taman˜o de la muestra a continuacio´n se realiza el ana´lisis estad´ıstico del
algoritmo aleatorio propuesto para el ca´lculo del conjunto alcanzable.
Ana´lisis estad´ıstico del muestreo de Monte Carlo para el ca´lculo del conjunto
alcanzable a un paso
Tal como se indico´ previamente, el ana´lisis de un algoritmo aleatorio consiste en determinar
una relacio´n entre el taman˜o de la muestra, el error y la confianza. Para ello suponga que
se tiene una medida de probabilidad P en el conjunto X ′ y que se desea estimar la medida
P (RN(Ω)). Note que en este caso no se tiene una descripcio´n expl´ıcita del conjunto RN(Ω);
sin embargo, dado un elemento x ∈ X ′ es posible determinar cua´ndo o no, dicho elemento
x pertenece al conjunto RN(Ω). Cuando se tiene un problema de este tipo una forma de
determinar P (RN(Ω)) consiste en generar elementos (en este caso ma´s precisamente vectores)
x1, · · · ,xN ∈ X ′ independientes. Luego se prueba para cada xi si xi ∈ X o xi /∈ X.
Sea x ∈ X y la matriz XN := [x1, · · · ,xN ]T de muestras y sea Pˆ (R(Ω); x) la fraccio´n de los
N elementos que pertenecen a R(Ω), luego matema´ticamente es posible definir Pˆ (R(Ω); x)
como
Pˆ (R(Ω); x) := 1
N
N∑
i=1
IR(Ω)(xi) =
No. de veces que xi ∈ R(Ω)
N
(3-18)
Donde IR(Ω)(·) denota la funcio´n indicadora del conjunto R(Ω); esto es,
IR(Ω)(x) =
{
1 si x ∈ R(Ω)
0 si x /∈ R(Ω) (3-19)
El resultado “x ∈ R(Ω)”es un proceso de Bernoulli, por lo tanto, la probabilidad del suceso es
precisamente P (R(Ω)). Adicionalmente, Pˆ (R(Ω); x) es una estimacio´n emp´ırica de P (R(Ω))
basada en las muestras independientes de x1, · · · ,xN y por lo tanto es una variable aleatoria.
Por lo anterior, para determinar el nu´mero de muestras es posible aplicar la desigualdad de
Hoeffding (3-15) y la cota de Chernoff (Ecuacio´n 3-16), descritas en la seccio´n anterior. Es
importante resaltar que la cota anterior es completamente independiente de la naturaleza
del conjunto X ′ y de la medida de probabilidad P . No obstante, en el caso espec´ıfico de la
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estimacio´n emp´ırica del conjunto alcanzable a un paso se tiene una manera directa de obtener
N muestras que pertenecen a R(Ω), lo cual se logra mediante la funcio´n F ∗, obtenie´ndose
R̂N(Ω) (ver ecuacio´n 3-17). El conjunto R̂N(Ω) estara´ formado entonces por N muestras
en X ′ distribuidas de acuerdo con la medida de probabilidad Q′ inducida por la funcio´n
F∗ : Ω× U → X ′ (o F∗ : X × U → X ′ restringida a Ω ⊂ X).
Como la cota de Chernoff es completamente independiente de la medida de probabilidad P ,
es posible considerar una nueva medida de probabilidad Q en el conjunto X ′ y nuevamente
se puede determinar cua´ndo una muestra pertenece o no a R(Ω). Se tiene entonces un
experimento donde se toman N muestras (con N dado por la cota de Chernoff) que
pertenecen a R(Ω). Obviamente ahora el nu´mero total de muestras es N ′ ≥ N y ahora
Pˆ (R(Ω); x) = N
N ′ . Esta probabilidad emp´ırica no es inferior a la obtenida antes ya que se
toman ma´s muestras independientes de X ′.
Adicionalmente, es posible considerar que las N muestras de R(Ω) ⊂ X ′ necesarias para
Pˆ (R(Ω); x) = N
N ′ , se pueden obtener v´ıa F
∗ : Ω×U → X ′ (o F∗ : X ×U → X ′ restringida a
Ω ⊂ X), esto induce una medida de probabilidad Q′ en R(Ω) y despue´s basta con extender
esta medida a todo X ′, la cual se ha llamado Q, tal que Q′ = Q para x ∈ R(Ω).
Finalmente como la cota de Chernoff asegura convergencia casi segura (o con probabilidad
igual a uno) [77], entonces Pˆ
[R(Ω); x] ≈ P [R(Ω)] implica que R̂N(Ω) ≈ R(Ω).
El planteamiento anterior permite encontrar una estimacio´n del conjunto alcanzable a un
paso con una precisio´n  y un nivel de confianza δ dados.
Extensio´n a Sistemas Continuos en el tiempo
En la seccio´n anterior se mostro´ un ana´lisis completo mediante el cual se puede obtener una
aproximacio´n de un conjunto alcanzable a un paso, si se tiene a disposicio´n la funcio´n que
describe de manera discreta el sistema. En esta seccio´n se mostrara´ la respectiva extensio´n a
modelos tales como los descritos en (3-1). Mientras que en la seccio´n anterior era suficiente
muestrear el conjunto U so´lo una vez de forma uniforme, ya que so´lo interesaba ver la
evolucio´n en el paso siguiente, en esta seccio´n se hace necesario muestrear U a cada instante
de tiempo durante todo el intervalo de solucio´n [0, Tf ). Esto hace que el muestreo se deba
hacer en un espacio funcional, ya que se muestrean funciones ui(t) ∈ U ∀t ∈ [0, Tf ). Surge en
este punto la pregunta; ¿Co´mo extender el concepto de muestreo uniforme de un espacio
vectorial, a un espacio funcional? Para responder a esta pregunta es necesario hacer el
siguiente ana´lisis.
Considere un conjunto de restricciones sobre las acciones de control, definiendo un conjunto
U ⊂ Rm de acciones de control admisibles, tal como se indico´ en la Seccio´n (1). Sea U [0,Tf ) el
conjunto de todas las funciones uc(·) : [0, Tf )→ U . Ahora, si se tiene en cuenta que no existe
el control continuo, en el mejor de los casos, el valor de la accio´n de control es actualizado
en un per´ıodo igual al tiempo de muestreo de la variable medida. Por lo tanto, el conjunto
U [0,Tf ) en la realidad, debe ser aproximado por un conjunto U [0,Tf )R constituido por todas las
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funciones constantes y continuas a tramos ud(·) : [0, Tf )→ U . Luego, se tiene que el sistema
(3-1) puede expresarse de la forma
x˙(t) = Fu(x(t)) (3-20)
donde el para´metro u es actualizado cada cierto periodo, haciendo que la funcio´n Fu var´ıe
tambie´n. Finalmente, se puede pensar que si se hace un muestreo uniforme de U con
frecuencia T y luego se hace correspondencia 1 : 1 en los datos muestreados, se generan
un conjunto de secuencias aleatorias que esta´n distribuidas uniformemente en cada intervalo
[(i− 1)T, iT ) ∀i = 1, · · · , (n+ 1). De esta manera, el conjunto U [0,Tf )R queda uniformemente
muestreado.
Surge ahora la pregunta; ¿cua´l debe ser el periodo de muestreo o de discretizacio´n del
sistema? Note que se busca una aproximacio´n discreta de un sistema continuo y mediante
esta aproximacio´n discreta verificar los l´ımites dina´micos del sistema continuo.
En este punto cabe anotar que esta forma de muestrear “uniformemente”el conjunto U [0,Tf )R no
arroja los mejores resultados, debido a que los “puntos extremos”(funcionalmente hablando)
no son adecuadamente muestreados. Es decir, aquellas funciones compuestas so´lo de valores
extremos no son exitosamente incluidas en el muestreo. Este feno´meno se debe a la forma
en la cual se hace la correspondencia entre las muestras tomadas en diferentes tiempos.
Este hecho se evidencia en el ca´lculo de los conjuntos, ya que su taman˜o y su forma var´ıan
considerablemente con el taman˜o del periodo de muestreo T (o de actualizacio´n de u). Note
que existen muchos efectos de acciones de control que “se cancelan”entre ellos, es decir, el
resultado final se ve alterado ya que el efecto neto de la mayor´ıa de acciones de control
es el mismo, aunque hagan que el sistema evolucione por trayectorias diferentes. Debido a
este efecto “cancelador”es importante definir el tiempo de actualizacio´n de u basado en la
solucio´n del problema de valor inicial conformado por el sistema representado por la Ecuacio´n
3-20 con condicio´n inicial x0.
Luego, como Fu depende de los valores muestreados de U [0,Tf )R a cada T , ser´ıa una tarea
desbordante definir un T apropiado. Se incurrir´ıa en un proceso iterativo de seleccio´n de T
as´ı,
1. Defina T .
2. Haga un ana´lisis de Fourier una por una a cada funcio´n solucio´n obtenida, con el fin
de determinar los l´ımites del espectro de potencia de cada funcio´n solucio´n.
3. ¿Corresponde el periodo seleccionado con los l´ımites del espectro de todas las
soluciones?
Si → El T seleccionado es bueno.
No → Seleccione T de acuerdo a ana´lisis de espectro de potencia actual y regrese al
paso 2.
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Debe ser claro que la convergencia de este algoritmo no es segura, ma´s au´n, los l´ımites de
las frecuencias pueden ser muy diferentes de una trayectoria solucio´n a otra. Es por lo tanto
indispensable pensar en una solucio´n alternativa para obtener una representacio´n de todas
las posibles soluciones para el sistema (3-1) con condicio´n inicial x0 y u(.) ∈ U [0,Tf ).
Considerando que la solucio´n en un tiempo t = (n+1)T del sistema mostrado en la Ecuacio´n
3-1 con x0 como condicio´n inicial esta´ dada por
xn+1 = x0 +
n+1∑
i=1
iT∫
(i−1)T
F(x(τ),ui−1)dτ (3-21)
Note que esta solucio´n esta´ expresada como la sumatoria de las soluciones por tramos de
longitud T . Luego, si se tiene en cuenta que para cada i = 1, · · · , n+ 1 existira´ algu´n valor
u∗+i tal que
F+i (x(t)) :=
iT∫
(i−1)T
F(x(τ),ui−1)dτ (3-22)
sea ma´xima. Es posible definir la secuencia u∗+ = {u∗i }ni=1 la cual define la ma´xima evolucio´n
del sistema desde x0 debido a la forma de (3-21). Luego,
F+(x(t)) :=
n+1∑
i=1
iT∫
(i−1)T
F(x(τ),u∗+i−1)dτ (3-23)
es ma´xima tambie´n. Note que lo que es ma´ximo es el a´rea bajo la curva F(x(t),u(t)), lo cual
no implica necesariamente que
F+i (x(t)) =⇒ sup
ui
F(x(t),ui) (3-24)
para todo i = 1, · · · , n+ 1 y para todo t ∈ [(i− 1)T, iT ). De hecho pueden existir diferentes
secuencias u∗+ que cumplan con la condicio´n de ma´xima planteada en (3-22). De manera
ana´loga es posible definir una secuencia u∗− que haga mı´nimo el valor en (3-22). Luego es
posible afirmar que toda posible solucio´n se encuentra acotada as´ı;
x0 +
n+1∑
i=1
iT∫
(i−1)T
F(x(τ),u∗−i−1)dτ ≤ x0 +
n+1∑
i=1
iT∫
(i−1)T
F(x(τ),ui−1)dτ ≤ x0 +
n+1∑
i=1
iT∫
(i−1)T
F(x(τ),u∗+i−1)dτ
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(3-25)
Por motivos de claridad x0 fue incluido en la Ecuacio´n 3-25, pero es claro que este valor puede ser
omitido. Ahora, teniendo en cuenta que existen cotas para todas las posibles soluciones, siempre
existira´ al menos una funcio´n u?c constante en todo el intervalo [0, (n + 1)T ) que parametrize una
funcio´n Fu?c (x(t)) tal que, dada alguna posible solucio´n Φu,
Φu(t = (n+ 1)T ) = x0 +
n+1∑
i=1
iT∫
(i−1)T
F(x(τ),ui−1)dτ = x0 +
(n+1)T∫
0
Fu?c (x(t))dt (3-26)
De esta forma, es posible afirmar que para hallar un conjunto representativo de todas las posibles
soluciones a un tiempo dado, basta con hacer un muestreo uniforme sobre todos los posibles valores
de u?c . Lo cual no es ma´s que tomar un muestreo uniforme en el conjunto U . En cuanto a las cotas
de error, estas se conservan debido que se genera una distribucio´n de a´reas bajo una curva, todas
estas cumpliendo una condicio´n determinada. Esto u´ltimo permite hacer la misma deduccio´n hecha
en la seccio´n de ana´lisis estad´ıstico del muestreo de Monte Carlo para el ca´lculo de conjuntos a un
paso.
Co´mputo de conjuntos controlables
Hasta este punto so´lo se ha establecido la forma de calcular los conjuntos alcanzables en un tiempo
t. Tanto para sistemas discretos no lineales como se plantea en [32], como su respectiva extensio´n
a sistemas continuos no lineales propuesta en este trabajo. Pero desde el inicio de esta seccio´n se
establecio´ que usar la teor´ıa de conjuntos para caracterizar la controlabilidad de un sistema requer´ıa
conocer tanto el conjunto alcanzable como el conjunto controlable.
Como se describe en secciones anteriores el conjunto alcanzable implica, dada una condicio´n inicial,
calcular la evolucio´n del sistema en un tiempo definido con una accio´n de control admisible. Para
el conjunto controlable la concepcio´n es diferente. El ca´lculo del conjunto controlable responde a la
siguiente pregunta: ¿cua´l es el grupo de condiciones iniciales desde las cuales si el sistema evoluciona
un tiempo t, desde el pasado, con una accio´n de control admisible, el sistema alcanza una condicio´n
final determinada en t = 0?
Es justo esta interpretacio´n la que se usa en la metodolog´ıa propuesta en [15]. En ese trabajo
mediante los algoritmos de ramificacio´n y poda, es posible calcular la evolucio´n del sistema desde
el tiempo t = −T hasta el tiempo t = 0 y eliminar aquellas trayectorias que no alcanzaron el
estado final deseado (siendo estrictos una vecindad del estado deseado). Pero como ya se dijo, estos
me´todos son complejos y esta complejidad crece exponencialmente.
Para solucionar este problema en [32] se propone hacer uso de la propiedad que establece que el
conjunto controlable en un tiempo t = T es igual al conjunto alcanzable en un tiempo t = −T .
Dicha propiedad es presentada en [72] y puede ser representarse as´ı
CT (x0) = R−T (x0) (3-27)
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Note que visto de esta manera es posible encontrar el conjunto controlable calculando la evolucio´n
del sistema en tiempo inverso. Para el caso de sistemas discretos no lineales se tiene la desventaja
de requerir la funcio´n inversa del campo vectorial que describe la evolucio´n del sistema, que en
algunos casos puede no existir. Por otro lado para el caso de intere´s, los sistemas continuos en el
tiempo, basta reemplazar el campo vectorial F por −F. Esto se justifica en la existencia del sistema
en tiempo inverso.
Definicio´n 22 [72] Considere un sistema Ω general descrito por
Ω : x˙ = f(t, x, u)
y algu´n µ ∈ R. El sistema continuo en el tiempo descrito por
Ω−µ : x˙ = −f(µ− t, x, u)
es el sistema en tiempo inverso de Ω.
Una vez definido el sistema en tiempo inverso. Es posible introducir el siguiente lema.
Lema 2 [72] Asuma que σ, τ ∈ R, σ < τ . Sea Ω un sistema como el descrito en la Definicio´n
22, y permita que φ− denote la funcio´n de transicio´n de Ω−σ+τ . Luego para cualquier x, z ∈ X y
cualquier ω ∈ U [σ, τ),
φω(τ ;x, σ) = z iff φ
−
ν (τ ; z, σ) = x
donde ν(t) := ω(σ + τ − t)
Con la ayuda del Lema 2, queda establecido que para sistemas no lineales continuos en el tiempo
como el descrito en la Ecuacio´n 3-1, cuya evolucio´n esta´ descrita por un campo vectorial de clase
C1, y su derivada es continua en X y en U , es posible definir un sistema que evoluciona en tiempo
inverso solo cambiando F por −F.
Luego, es posible entonces calcular cualquier conjunto controlable mediante un procedimiento
similar al usado para el ca´lculo del conjunto alcanzable, recordando que se debe evaluar la evolucio´n
del sistema descrito por
x˙ = −F(x,u) (3-28)
Procedimiento para verificar la controlabilidad
En esta seccio´n se condensa de manera operativa todo lo expuesto de manera teo´rica hasta ahora
usando las herramientas de la teor´ıa de conjuntos y de los algoritmos aleatorios. Al igual que en
la seccio´n de geometr´ıa diferencial se dara´n una serie de pasos y de ser necesario en cada paso
se profundizara´ en lo que se juzgue pertinente. Para verificar la controlabilidad de estado en un
sistema no lineal continuo en el tiempo como el descrito en la Ecuacio´n 3-1, usando la teor´ıa de
conjuntos es necesario,
1. Definir un intervalo de confianza (δ) y una cota para el error ma´ximo permitido () en
la estimacio´n. Una vez definidos estos valores, es posible calcular el nu´mero necesario de
experimentos (o muestras) N usando la cota de Chernoff (Ecuacio´n 3-16)
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2. Muestrear con una distribucio´n uniforme el conjunto U tomando N muestras.
3. Definir el estado de intere´s x0 alrededor del cual se caracterizara´ la controlabilidad y el tiempo
de intere´s para verificar la misma propiedad.
4. Calcular las nubes de puntos que representan los conjuntos alcanzable a tiempo T y
controlable en tiempo T para el estado de intere´s x0. Esto se logra resolviendo N veces el
sistema de ecuaciones diferenciales (x˙ = F(x,u) para el conjunto alcanzable y x˙ = −F(x,u)
para el controlable), usando cada muestra del conjunto U como para´metro en cada una de
las soluciones.
5. Una vez se calculadas las nubes de puntos, una para el conjunto alcanzable y otra para el
controlable, es necesario calcular el conjunto reversible (Definicio´n 16). Para lograr esto es
posible usar un procedimiento basado en la distacia euclidiana entre puntos as´ı
a) Defina una distancia ma´xima llamada distancia de pertenencia Dmax
b) Calcule la distancia euclidiana desde cada punto del conjunto alcanzable hasta cada
punto del conjunto controlable y denotela por zij .
c) Finalmente utilice una funcio´n de clasificacio´n como la definida en la Ecuacio´n 3-29.
Todos los puntos clasificados como 1 pertenecen al conjunto reversible del sistema.
h(zij) =
{
1 Si algu´n zij ≤ Dmax
0 Otro caso
(3-29)
6. Verifique que x0 pertenezca al conjunto reversible. Si x0 no pertenece al conjunto reversible
el sistema es no controlable alrededor de x0.
7. Verifique la dimensio´n del conjunto reversible. Si la dimensio´n del conjunto reversible es igual
a la dimensio´n del espacio de estados el sistema es localmente controlable en una vecindad
de x0. Dicha vecindad de controlabilidad esta´ definida por el conjunto reversible previamente
calculado.
Note que el uso de las herramientas de la teor´ıa de conjuntos y los algoritmos aleatorios permiten
la inclusio´n de manera directa de algunos elementos importantes a la hora de caracterizar la
controlabilidad de estado. Estos son la directa inclusio´n de las restricciones f´ısicas mediante
la definicio´n del conjunto U y las restricciones temporales para caracterizar la controlabilidad,
mediante el ca´lculo de los conjuntos a un tiempo de intere´s. Ma´s au´n, sin importar el orden del
sistema, es posible caracterizar la regio´n de controlabilidad local del sistema, dada por el conjunto
reversible.
En la siguiente seccio´n se aplican los procedimientos mostrados en esta seccio´n de manera que se
puedan apreciar mejor las ventajas y desventajas de cada procedimiento.
3.4. Casos de estudio
Esta seccio´n presenta dos casos de estudio con sus respectivos resultados acerca de la controlabilidad
de los sistemas. Se aclara al lector que la intencionalidad es mostrar el cara´cter complementario
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de ambos procedimientos (Secciones 3.3.1 y 3.3.2) para abordar el mismo problema, caracterizar
la controlabilidad de estado. Para lograr esto se presenta inicialmente un sistema abstracto no
controlable, seguido de un sistema controlable, que describe el comportamiento dina´mico de un
reactor continuo de tanque agitado (CSTR).
3.4.1. Caso no controlable
En esta seccio´n se usara´ el modelo no lineal continuo en el tiempo presentado en [22]. Como se ve
en la Ecuacio´n 3-30, este modelo esta´ expresado de la forma cano´nica de los sistemas afines con la
entrada (Ecuacio´n 3-3)
[
x˙1
x˙2
]
=
[
x2 + u(µ+ (1− µ)x1)
x1 + u(µ+ 4(1− µ)x2)
]
(3-30)
Se asume que las entradas u cumplen con las siguientes restricciones f´ısicas:
U = {u ∈ R| − 2,0 ≤ u ≤ 2,0}
Realizando los ca´lculos simbo´licos de los corchetes de Lie, es posible caracterizar el a´lgebra de Lie
del sistema as´ı,
ALA = gen{
[
µ− x1(µ− 1) x2(4µ− 4)− µ− x2(µ− 1)
µ− x2(4µ− 4) x1(µ− 1)− x1(4µ− 4)− µ
]
} (3-31)
La evaluacio´n de esta matriz en el punto de equilibrio de intere´s del sistema (x1 = 0, x2 = 0) hace
que el rango de la matriz sea igual a uno.
Cous =
[
0,5 −0,5
0,5 −0,5
]
(3-32)
Rank(Cous) = 1 6= n = 2
Como el orden del sistema es dos, se concluye que el sistema no cumple la condicio´n de rango de
accesibilidad. Note que la condicio´n de rango de accesibilidad es u´til siempre y cuando el sistema
la cumple, ve´ase el Teorema 1. Si el sistema, como en este caso, no cumple con la condicio´n de
rango de accesibilidad no es posible concluir nada sobre la accesibilidad, ni mucho menos sobre
la controlabilidad del sistema. En este caso la aproximacio´n basada en la geometr´ıa diferencial no
ofrece ninguna informacio´n sobre la controlabilidad de un sistema no lineal, con el agravante que
dicho sistema cumple con la condicio´n de tener la forma af´ın con la entrada que en si misma ya es
bastante limitante.
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Por otro lado, usando la teor´ıa de conjuntos y los algoritmos aleatorios es posible calcular los
conjuntos alcanzable y controlable del sistema a un tiempo t = 1 unidad de tiempo, desde y hacia
el estado de equilibrio de intere´s respectivamente. Dichos conjuntos pueden ser vistos en la Figura 3-
2 1. De esta manera es posible caracterizar la controlabilidad del sistema en una vecindad del origen
de manera cualitativa. Varios aspectos pueden extraerse de la figura. En primer lugar el sistema
cumple la propiedad de accesibilidad ya que el conjunto alcanzable en t = 1 es de dimensio´n igual
al rango del sistema, en este caso n = 2. Esto complementa la falta de informacio´n para este caso
cuando se usa el procedimiento basado en geometr´ıa diferencial, me´todo por el cual no fue posible
concluir nada sobre el sistema. Como el sistema es accesible en una vecindad del origen, es necesario
verificar si se cumplen las condiciones que garantizan la controlabilidad local del sistema. Para esto
es necesario verificar la reversibilidad del sistema. Nuevamente por simple inspeccio´n de la Figura
3-2 es fa´cil verificar que el conjunto alcanzable y el conjunto controlable so´lo se interceptan en
los puntos de frontera formando una curva cuyo interior es el conjunto vac´ıo. Luego el conjunto
reversible no esta´ dado por un conjunto de dimensio´n completa en R2 y es posible afirmar que el
sistema no es controlable en una vecindad del origen.
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Figura 3-2.: Conjunto alcanzable y controlable desde y hacia x0 = (0, 0) en t = 1 para el
sistema de la Ecuacio´n 3-30
3.4.2. Caso controlable
En esta seccio´n se trabaja con el modelo de un reactor continuo de tanque agitado (CSTR del ingle´s
Continuous Stirred Tank Reactor) de dos estados. El sistema esta´ descrito por
1En esta figura se resalta el punto de intere´s en un circulo, adema´s se divide en tres figuras, cada una
con una ampliacio´n mayor en las cercan´ıas del punto de intere´s, justamente para mejores efectos de
visualizacio´n y evitar confusiones.
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[
x˙1
x˙2
]
=
[
F
V (CAf − x1)− k0exp(−EaRx2 )x1
F
V (Tf − x2) + (−∆H)ρCp k0exp(−EaRx2 )x1 − UAV ρCp (x2 − Tj)
]
(3-33)
Este modelo describe el comportamiento dina´mico de un CSTR donde se lleva a cabo una reaccio´n
elemental exote´rmica A→ B. Los estados del sistema son la concentracio´n de reactivo A (CA = x1)
y la temperatura del reactor (T = x2). Se asume que las variables manipuladas o acciones de control
son el flujo de alimento al reactor (F = u1) y la temperatura en la chaqueta (Tj = u2). V es el
volumen del reactor, CAf es la concentracio´n de reactivo en la corriente de alimento, k0 el factor de
frecuencia de la reaccio´n, Ea la energ´ıa de activacio´n de la reaccio´n, R la constante ideal de los gases,
Tf la temperatura de la corriente de alimento, ∆H la entalp´ıa de la reaccio´n, ρ la densidad de la
masa reactiva, Cp la capacidad calor´ıfica de la masa reactiva, U el coeficiente global de transferencia
de calor y A a´rea de transferencia de calor entre chaqueta y reactor [9].
Se asume que existen las siguientes restricciones f´ısicas en las entradas de control:
U = {u ∈ R2|
[
0
283
]
≤
[
u1
u2
]
≤
[
0,4
313
]
}
En este caso, el modelo no esta´ expresado de la forma af´ın con la entrada (Ecuacio´n 3-3), de manera
que no se pueden identificar los campos necesarios para caracterizar el a´lgebra de Lie asociada al
sistema. La forma af´ın con la entrada de este sistema y las expresiones simbo´licas completas de
los campos vectoriales que forman la base de ALA son mostradas en el Anexo A. Evaluando dicha
matriz en el estado de equilibrio de intere´s (punto de operacio´n de disen˜o) x0 = [907,5; 314,7] el
a´lgebra de Lie asociada a este sistema es el espacio columna de
Cocs =
[
313,4218 0 11,4351 0,1117
−5,0584 0,0152 0,8739 −0,0026
]
(3-34)
Rank(Cocs) = 2 = n
El espacio columna de los campos vectoriales que forman la base de ALA, o lo que es igual, la
dimensio´n de ALA es dos. Como la dimensio´n es igual al orden del sistema, el sistema cumple con
la condicio´n de rango de accesibilidad en x0. Una vez garantizada la accesibilidad del sistema es
necesario verificar el cara´cter reversible del sistema. Teniendo en cuenta que se trata de un sistema
continuo en el tiempo, y con ayuda del Lema 2, es posible afirmar que el sistema tiene un sistema
en tiempo inverso. Luego es fa´cil verificar que la expresio´n al lado derecho del igual en la Ecuacio´n
3-33 es de clase C1, y que adema´s su derivada parcial con respecto a los estados es continua en X
y U . Finalmente como dicha expresio´n no depende expl´ıcitamente del tiempo, se puede garantizar
la reversibilidad de´bil del sistema, y con ayuda del Corolario 1 se puede afirmar que el sistema
es controlable en una vecindad de x0. Ahora surge la pregunta, ¿cua´l es el taman˜o y la forma de
dicha vecindad? Como se menciono´ en una seccio´n anterior, esta pregunta puede ser complicada de
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resolver cuando el orden del sistema es alto. Incluso para este sistema de orden dos, implica una
serie de ca´lculos engorrosos, so´lo para determinar la frontera donde el a´lgebra de Lie del sistema
pierde rango.
Una vez verificada la controlabilidad de estado del sistema usando el me´todo de la geometr´ıa
diferencial, dicha controlabilidad de estado sera´ verificada nuevamente usando la teor´ıa de conjuntos
y los algoritmos aleatorios, con el fin de apreciar el beneficio obtenido usando esta segunda
aproximacio´n. Note que en la aproximacio´n basada en la geometr´ıa diferencial, en su forma original,
no se incluye de manera expl´ıcita las restricciones f´ısicas en las acciones de control2, ni en el tiempo
de evolucio´n del sistema. Luego la caracter´ıstica de controlable o accesible de un sistema puede ser
determinada como afirmativa sin considerar que estas puedan ser garantizadas so´lo bajo condiciones
irreales. Estas situaciones irreales pueden estar definidas por tiempos de evolucio´n muy largos para
ir de un estado a otro o valores de las acciones de control por fuera del rango implementable en la
realidad.
Para que la informacio´n sobre la controlabilidad de un sistema sea representativa, usando el
procedimiento basado en la teor´ıa de conjuntos, es necesario determinar el tiempo al cual se deben
calcular los conjuntos alcanzable y controlable. En este punto es necesario preguntar cua´l es ese
tiempo representativo de la respuesta de un sistema dina´mico no lineal.
Para el caso lineal, una buena eleccio´n es el tiempo de establecimiento del sistema, el cual puede ser
calculado fa´cilmente a trave´s de la constante de tiempo del mismo sistema. Pero para los sistemas no
lineales no existe un ana´logo para este valor. Una linealizacio´n alrededor del punto de operacio´n no
ser´ıa conveniente ya que se busca conocer la evolucio´n dina´mica del sistema, en ocasiones lejos del
punto de operacio´n, por lo tanto la linealizacio´n podr´ıa no ser representativa. Ahora, si se calculan
los conjuntos alcanzables a diferentes tiempos, estos pueden dar una nocio´n sobre este tiempo
sin necesidad de incurrir en una simplificacio´n del sistema. En la Figura 3-3 se puede apreciar
las trayectorias de los estados cuando se deja evolucionar el sistema con las acciones de control
disponibles en U [0, ∞) donde infinito representa simplemente un tiempo lo suficientemente largo. En
la figura se puede ver que aproximadamente en un tiempo t = 30 minutos, las trayectorias de cada
estado permanecen aproximadamente entre unos valores fijos (100 ≤ x1 ≤ 1450 y 306 ≤ x2 ≤ 335).
De esta manera es posible afirmar que en un tiempo t = 30 el sistema ha cubierto casi todo su
espacio de estados, con las acciones de control que tiene a disposicio´n. Por lo tanto calcular los
conjuntos alcanzable y controlable en t = 30 y verificar las condiciones de controlabilidad con base
en ellos resulta una buena aproximacio´n.
La Figura 3-4 muestra los conjuntos alcanzable y controlable en t = 30. Es claro que las nubes de
puntos para R30 y C30 se superponen en alguna regio´n Γ. Γ 6= φ por lo tanto existe una regio´n donde
el sistema es de´bilmente reversible. Ma´s au´n dicha regio´n Γ es un conjunto de dos dimensiones y
x0 ∈ Γ. Con estas caracter´ısticas es posible entonces asegurar la controlabilidad local del sistema
alrededor de x0, donde dicha regio´n de controlabilidad esta definida por Γ.
2Ochoa en 2005 [53] definio´ el concepto de controlabilidad pra´ctica as´ı: “Un sistema es localmente controlable
en la pra´ctica en un estado de equilibrio x = x∗ si el estado x∗ es alcanzable desde un punto inicial x0
que pertenece a una vecindad de x∗, en un tiempo finito, empleando un conjunto de acciones de control
u(t) pertenecientes al espacio disponible U de las acciones de control o entradas manipuladas.
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Figura 3-3.: Trayectorias para el conjunto alcanzable desde x0 = [907,5; 314,7] hasta un
tiempo t = 50 min para el sistema (3-33)
3.4.3. Ana´lisis de resultados
La correspondencia entre los resultados brindados por un procedimiento o por el otro, debe ser
discutida de manera detallada con el fin de evaluar si existe o no correspondencia entre ellos.
Primero considere un sistema dina´mico lineal cuyas matrices A y B son
A =
[
106 1
1 106
]
, B =
[
106 0
0 0,1
]
Por simple inspeccio´n de estas matrices se puede inferir que el segundo estado es dif´ıcil de mover
con la accio´n de control disponible. En la pra´ctica se podr´ıa decir que el segundo estado es no
controlable ya que su respuesta dina´mica esta´ claramente dominada por su respuesta natural y no
por su respuesta forzada. Al evaluar el rango de la matriz de controlabilidad para este sistema se
cumple que dicho rango es igual al orden del sistema, es decir dos. Si se calculara´n los conjuntos
alcanzable y controlable para este sistema tendr´ıan una forma particular muy alargada en el eje
del primer estado y muy corta en el segundo estado. Pero haciendo que el interior del conjunto
reversible fuese diferente del conjunto vac´ıo. Considere ahora el sistema nuevamente lineal descrito
por las siguientes matrices,
A′ =
[
0 0
0 0
]
, B′ =
[
1 0
0 1
]
Nuevamente, calculando el rango de la matriz de controlabilidad para este sistema se obtiene que
el rango es dos, nuevamente igual al orden del sistema. ¿No existe ninguna diferencia en el esfuerzo
de control necesario para controlar estos dos sistemas? Aparentemente segu´n la controlabilidad
de estado no, ya que esta simplemente verifica la posibilidad de lograr el control, no cuantificar
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Figura 3-4.: Conjunto alcanzable (gris) y conjunto controlable (negro) en t = 30 minutos
para el sistema (3-33), con x0 = [907,5; 314,7] marcado con *
el esfuerzo necesario para lograrlo. Por otro lado si se verifica lo cercanas que esta´n, en ambos
casos, las matrices de controlabilidad de perder rango, es posible obtener informacio´n extra sobre
la controlabilidad de estado. Para el primer caso el numero de condicio´n es 1e8, mientras que para
el segundo caso el nu´mero de condicio´n es 1. Lo cual indica que la matriz de controlabilidad del
primer sistema esta´ mucho ma´s cercana de perder rango que la del segundo caso, lo cual se puede
ver como informacio´n adicional. Esta informacio´n la brinda de manera directa el conjunto reversible
del sistema, ya que la forma puede ser directamente analizada.
3.5. Conclusiones
En este cap´ıtulo se discute la controlabilidad de estado. Se describen las dos grandes corrientes o
definiciones ma´s utilizadas para el te´rmino controlabilidad. Para ello se abordo´ en primera instancia
la controlabilidad entrada-salida. Esta propiedad es de gran utilidad en la pra´ctica, principalmente
por su simplicidad y alto grado de intuicio´n. Debido a esto permite expresar un hecho deseable en la
pra´ctica mediante una descripcio´n matema´tica sencilla. El aspecto a discutir en esta aproximacio´n
tiene que ver con la definicio´n de “desempen˜o aceptable”. La forma en la que se aborda este concepto
tiene poco sustento teo´rico. De esta manera se puede apreciar que en la definicio´n existen factores
subjetivos, lo cual podr´ıa eventualmente caracterizar de diferente manera la controlabilidad de
dos sistemas simplemente haciendo un poco ma´s pequen˜a la tolerancia en cuanto al “desempen˜o
aceptable”.
Debido a ese caracter subjetivo presentado por la controlabilidad entrada-salida se abordo´ en
segunda instancia el concepto de la controlabilidad de estado. Este concepto esta´ claramente
definido desde hace mas de 50 an˜os y cuenta con un grado de cosolidacio´n bastante grande en
la teor´ıa de control. La principal desventaja con este concepto es que esta´ tan bien fundamentado
matema´ticamente que en ocasiones es dif´ıcil operar con e´l, como en el caso de los sistemas no
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lineales continuos en el tiempo, los cuales son de intere´s en este trabajo.
Se usaron dos procedimientos establecidos en la literatura para caracterizar la controlabilidad de
estados. El primero emplea herramientas de la geometr´ıa diferencial y el segundo herramientas tanto
de la teor´ıa de conjuntos como de los algoritmos aleatorios. En cuanto a esto se puede concluir que
los marcos teo´rico - conceptuales de ambos procedimientos son los mismos. En ambos se definen los
conjuntos alcanzables y controlables. Tambie´n se definen propiedades como la reversibilidad o la
accesibilidad. La u´nica diferencia es la visualizacio´n de la forma de garantizar que cierta propiedad
se cumpla. La geometr´ıa diferencial es una aproximacio´n exacta para caracterizar propiedades como
accesibilidad o controlabilidad. El otro procedimiento es un procedimiento nume´rico que solo hace
una estimacio´n de dichas propiedades.
El procedimiento basado en geometr´ıa diferencial a pesar de ser una solucio´n anal´ıtica al problema
de la controlabilidad, mostro´ varias desventajas. La primera es su aplicabilidad restringida so´lo a
sistemas afines con la entrada. La segunda tiene que ver con la condicio´n de rango de accesibilidad,
la cual es una condicio´n suficiente ma´s no necesaria, por lo cual no es posible sacar ninguna
conclusio´n si el sistema no la cumple. Otra desventaja, en el planteamiento original, tiene que
ver con la no inclusio´n de restricciones f´ısicas3, ni temporales en el procedimiento de verificacio´n de
la controlabilidad de estado, lo que lleva a que la controlabilidad sea garantizada incluso para casos
que no son f´ısicamente implementables en la realidad o que representen una situacio´n extrema (e.g.
el caso de un reactor de cien litros que tarda 10 an˜os en rechazar una perturbacio´n).
Finalmente la dificultad asociada con la determinacio´n de las fronteras de controlabilidad local del
sistema, usando el me´todo de la geometr´ıa diferencial. Una vez se ha caracterizado el conjunto base
para el a´lgebra de Lie asociado el sistema, es posible examinar “todas”las posibles combinaciones
que hacen que dicha a´lgebra pierda rango. La dificultad surge justamente porque el nu´mero de
combinaciones posibles para que una matriz pierda rango crece de manera exponencial con el orden
del sistema. Por lo tanto para sistemas de alto orden n > 10, generalmente el problema se hace
intratable.
El procedimiento basado en teor´ıa de conjuntos y algoritmos aleatorios tiene como inconveniente
su cara´cter nume´rico. El ca´lculo de los conjuntos alcanzable y controlable tiene un error asociado al
estimar una probabilidad con un nu´mero finito de experimentos. Pero por otro lado tiene grandes
ventajas con respecto al procedimiento anal´ıtico de la geometr´ıa diferencial. La primera de ellas es
su aplicabilidad a los sistemas no lineales discretos la cual fue presentada en [32] y su extensio´n a
sistemas nolineales continuos en el tiempo (Ecuacio´n 3-1), la cual fue propuesta en este trabajo. El
conocimiento del subconjunto de Rn en el cual se puede garantizar la controlabilidad del sistema
es una gran ventaja ya que no exige ca´lculos demasiado engorrosos, simplemente la frontera queda
definida como la frontera de la interseccio´n del conjunto alcanzable y el controlable. Otra ventaja
es la posibilidad de incluir restricciones f´ısicas del sistema a la hora de verificar la controlabilidad.
Finalmente la generalidad, ya que no esta restringida a modelos de la forma afines con la entrada,
por lo tanto la controlabilidad caracterizada mediante este procedimiento adquiere mayor fortaleza
aplicativa. El siguiente cap´ıtulo aborda la problema´tica relacionada con el uso de la informacio´n
obtenida cuantitativamente a partir de los conjuntos alcanzable, controlable y reversible.
3Aunque se aclaro´ que ya se han planteado aproximaciones que tienen en cuenta este tipo de restricciones
en la controlabilidad.
4. Una propuesta para cuantificar la
controlabilidad de estado
La controlabilidad de estado ha mostrado ser un concepto bastante u´til a la hora de disen˜ar un
sistema de control. Dicha propiedad hasta ahora so´lo es posible de caracterizar con dos valores, si o
no. En este cap´ıtulo se abordara´ la idea intuitiva de que algunos sistemas dina´micos poseen mayor
capacidad que otros para desplazarse desde un estado determinado hasta otro estado diferente.
La controlabilidad de estado deber´ıa brindar alguna diferencia entre dichos sistemas, pero no es
as´ı. Con la ayuda del concepto de conjunto reversible se propone una cuantificacio´n para esta
propiedad, de forma que brinde informacio´n ma´s alla´ de si el sistema puede o no moverse entre
dos estados. Primero se mencionara´n algunos conceptos necesarios para la posterior definicio´n del
indicador. Luego se plantean los procedimientos de co´mputo y finalmente se aplican a diversos casos
de estudio.
4.1. Preliminares
Las plantas qu´ımicas son casos particulares de los sistemas f´ısicos. Ellas evolucionan en el tiempo y
por ello es que pueden definirse tambie´n como sistemas dina´micos. El comportamiento dina´mico de
los sistemas f´ısicos puede ser descrito por expresiones matema´ticas, tal como se dijo en el Cap´ıtulo 2
de este trabajo. Dichas expresiones matema´ticas o abstracciones constituyen un modelo matema´tico
del sistema f´ısico. Usualmente dichos modelos son referidos indistintamente simplemente como el
sistema dina´mico o el modelo dina´mico.
En el Cap´ıtulo 3 se aborda el tema de la controlabilidad y los procedimientos para verificarla en
sistemas no lineales. Tanto para sistemas afines con la entrada, donde es posible usar herramientas
de la geometr´ıa diferencial, como en el caso general de los sistemas dina´micos continuos en el
tiempo, descritos por x˙(t) = F(x(t),u(t)), donde es posible obtener una estimacio´n acerca de la
controlabilidad usando herramientas de la teor´ıa de conjuntos y de algoritmos aleatorios.
Las ventajas de caracterizar la controlabilidad de estados usando herramientas de la teor´ıa de
conjuntos y de algoritmos aleatorios se presentan al final del Cap´ıtulo 3. Adema´s, en el Cap´ıtulo
2 se propone una manera de modelar las plantas qu´ımicas de manera completa, buscando que
el tipo de modelo obtenido finalmente sea de la forma x˙(t) = F(x(t),u(t)). Luego aplicando los
procedimientos del Cap´ıtulo 3 a los modelos propuestos en el Cap´ıtulo 2, es posible caracterizar
nume´ricamente la controlabilidad de estado de una planta completa.
En este cap´ıtulo, se asume que se cuenta con un modelo dina´mico plenamente identificado del
sistema f´ısico de la forma
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Σ :
x˙(t) = F(x(t),u(t))
0 = G(x(t),u(t))
(4-1)
Donde x es el vector de estados del sistema y cumple que x ∈ X ⊆ Rn. u es el vector de entradas
manipuladas al sistema y cumple que u ∈ U ⊆ Rm. F(., .) y G(., .) son campos vectoriales definidos
en X × U , el primero definiendo las ecuaciones de variacio´n del sistema y el segundo los mapas
algebraicos. Al igual que en cap´ıtulos anteriores, para el sistema Σ se define una funcio´n de transicio´n
φu(t; x(t0), t0) donde x(t0) es la condicio´n inicial del sistema en tiempo t0 y t es el tiempo final de
evolucio´n. Luego,
x(t) = φu(t; x(0), 0) (4-2)
es una solucio´n de Σ en tiempo t, con x(0) como condicio´n inicial. Recuerde que φu representa la
funcio´n de transicio´n parametrizada con una funcio´n para las entradas. Es decir φu es una de todas
las posibles soluciones ya que existen infinitas funciones u(.) ∈ U [σ, τ) que pueden parametrizar la
funcio´n de transicio´n.
Un sistema dina´mico continuo en el tiempo como Σ (Ecuacio´n 4-1) puede fallar en la representacio´n
de una planta qu´ımica cuando sus trayectorias matema´ticas describen situaciones irreales tales
como valores negativos para una concentracio´n, valores de fracciones mayores que uno o valores
negativos para temperaturas en escalas absolutas, entre otros. Existen otros motivos que causan
que el modelo del proceso no represente adecuadamente la realidad y es justo cuando algu´n l´ımite
de seguridad es sobrepasado, tal como cuando una temperatura o una presio´n esta´n por encima
del l´ımite para el cual el equipo fue disen˜ado. En estos casos las plantas cuentan con elementos
de seguridad tales como va´lvulas de alivio, discos de ruptura o algunos automatismos de parada
extremos. Considerar tales elementos en el modelo puede generar complicaciones innecesarias en
los modelos, tales como discontinuidades en las expresiones matema´ticas o en sus derivadas, lo cual
a parte de no permitir la verificacio´n de algunas propiedades, no genera valor adicional al modelo,
ya que dichas situaciones se consideran situaciones totalmente anormales en las cuales ya el proceso
como se disen˜o, simplemente no existe y no puede ser recuperado de manera normal.
Note que la representacio´n en espacio de estados no es u´nica. Segu´n la teor´ıa de las realizaciones,
para los sistemas lineales, es posible definir diferentes grupos de variables de estado para representar
el mismo sistema [18]. En la ingenier´ıa de procesos el modelado basado en primeros principios es
ampliamente usado como un me´todo directo para obtener un modelo particular en un espacio
de estados f´ısicamente interpretable. Con la idea de la interpretabilidad f´ısica en mente, resulta
conveniente excluir aquellos posibles valores de los estados que no representan situaciones reales
del sistema f´ısico. Para ello es posible redefinir de manera apropiada el dominio de los estados x el
cual inicialmente era X de la siguiente manera,
Definicio´n 23 Considere un sistema dina´mico Σ como en la Ecuacio´n (4-1), un conjunto de
restricciones f´ısicas o de seguridad delimitando una regio´n ξ ∈ Rn y un intervalo de tiempo
τ = [σ, σ + T ). El espacio de estados pra´ctico en tiempo T, X T , es el conjunto en Rn
para el cual existe una solucio´n garantizada de Σ, cumpliendo las restricciones definidas. i.e.
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X T = {x(t) / ∃ x0 ∈ ξ, u(.) ∈ U [0, T ] / x(t) = φu(t; x0, 0) ∈ ξ, ∀ t ∈ [0, T ]}
Ma´s au´n, el espacio de estados pra´ctico esta definido por
X := ⋃
0≤t≤∞
X t
Note que, para fines pra´cticos, X corresponde con X T tomando un T como un valor finito, pero
lo suficientemente grande tal como se menciono´ en el cap´ıtulo anterior. Luego X resulta ser un
conjunto acotado. A continuacio´n se mostrara´n las definiciones para los conjuntos alcanzable y
controlable limita´ndolas a X T .
Definicio´n 24 RT (x) := {z ∈ X | ∃ u(·) ∈ U [0,T ) / φu(T,x, 0) = z ∀ 0 ≤ t ≤ T}
Definicio´n 25 CT (x) := {z ∈ X | ∃ u(·) ∈ U [0,T ) / φu(T, z, 0) = x ∀ 0 ≤ t ≤ T}
como consecuencia, si x ∈ X T , z ∈ RT (x) y v ∈ CT (x), entonces existe
u(·) ∈ U [0,T ) tal que φu(t; x, 0) ∈ ξ ∀ 0 ≤ t ≤ T
y
u(·) ∈ U [0,T ) tal que φu(t; v, 0) ∈ ξ ∀ 0 ≤ t ≤ T
Las siguientes secciones introducen algunas definiciones que permiten cuantificar la informacio´n
obtenida cualitativamente cuando la controlabilidad de estado es verificada usando la teor´ıa
de conjuntos y algoritmos aleatorios. Dichas definiciones esta´n fundamentadas en los conjuntos
alcanzable desde, controlable hacia y reversible en una vecindad de un punto de equilibrio de
intere´s x0 y en un tiempo t determinado.
De esta manera, para las secciones siguientes resulta necesario conocer los conjuntos alcanzable
(RT (x)) y controlable (CT (x)). Adema´s con base en estos conjuntos, caracterizar el conjunto
reversible (Revt(x)). Para evitar problemas nume´ricos tanto en el procedimiento de caracterizacio´n
del conjunto reversible, por la definicio´n de la distancia ma´xima de pertenencia, como en cuanto a los
valores obtenidos para caracterizar la controlabilidad, los conjuntos alcanzable y controlable deben
estar normalizadas entre cero y uno. De esta manera el nuevo espacio de estado estara´ determinado
por el hipercubo [0, 1]n.
En las secciones subsecuentes considere un modelo matema´tico como el de la Ecuacio´n 4-1, que
representa una planta qu´ımica como la definida en el Cap´ıtulo 2. Adema´s se asume que con el
procedimiento establecido en el Cap´ıtulo 3, se definio´ el punto de equilibrio de intere´s x0 y se
hallaron el conjunto alcanzable y el conjunto controlable desde y hacia x0 respectivamente, ambos
en tiempo t y normalizados en [0, 1]n usando las restricciones del respectivo espacio de estados
pra´ctico. De igual manera se asume que se cuenta con un conjunto reversible en tiempo t, Revt(x0)
caracterizado a partir de Rt(x0) y Ct(x0), el cual tambie´n debe estar normalizado en [0, 1]n.
Como se presenta en el Cap´ıtulo 3, con la informacio´n contenida por el par (x0,Revt(x0)) es posible
determinar la controlabilidad de estado de un sistema. De hecho la “interpretacio´n”de este concepto
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como facilidad o dificultad de control, de manera local, tambie´n esta´ contenida en dicho par. Dicha
“interpretacio´n”puede obtenerse caracterizando de alguna forma el taman˜o de Revt(x0), su forma
y ubicacio´n con respecto a x0.
De esta manera, ser´ıan deseables dos aspectos en un par (x0,Revt(x0)): el primero es que Revt(x0)
fuera lo mas grande posible, y el segundo es que desde x0 se tenga la misma capacidad de movimiento
del sistema en todas las direcciones posibles. Para lograr esto en las secciones subsecuentes se
propondra´n medidas e ı´ndices que buscan cuantificar este tipo de informacio´n tomando como insumo
el par (x0,Revt(x0)).
4.2. Medida de taman˜o en Rn
En primer lugar se trata la caracter´ıstica de taman˜o del conjunto reversible Revt(x0). Es intuitivo
pensar que entre ma´s grande sea el conjunto reversible, existira´n ma´s regiones donde el sistema
puede operar. Luego el sistema es ma´s flexible ya que tiene a disposicio´n una regio´n de mayor
taman˜o definiendo posibles estados estacionarios donde poder operar.
En primer lugar es necesario definir el concepto de medida. En una sola dimensio´n, la longitud de
un intervalo es definida usualmente como la diferencia entre los puntos extremos del intervalo. La
longitud es un ejemplo de lo que ser´ıa una funcio´n de conjunto. Es decir una funcio´n que asocia un
nu´mero real a un conjunto dentro de una coleccio´n de varios conjuntos. Para el caso particular de
de la longitud, el dominio es la coleccio´n de todos los posibles intervalos y su rango es la semirecta
de los reales positivos. En general lo que se pretende es construir una funcio´n de conjunto m la cual
asigne a cada conjunto E en una coleccio´n E, un nu´mero real no negativo mE, llamado la medida
de E. De esta manera es posible definir una medida as´ı,
Definicio´n 26 [60] Una medida (m) en Rn es una funcio´n de conjunto, la cual asigna un nu´mero
real no negativo mE a cada conjunto E perteneciente a una coleccio´n de conjuntos E. Dicha funcio´n
debe cumplir con las siguientes propiedades:
i. mE esta´ definida para cada conjunto E ⊆ Rn;
ii. para un intervalo I, mI = longitud(I);
iii. si 〈En〉 es una secuencia de conjuntos disjuntos (para los cuales m esta´ definida), m(∪〈En〉) =∑
mEn;
iv. m es invariante a traslaciones; eso es, si E es un conjunto para el cual m esta´ definida y
si E + y es el conjunto {x + y | x ∈ E}, obtenido por reemplazar cada punto x en E por el
punto x+ y, entonces m(E + y) = mE.
Luego de definir lo que es una medida en Rn, es posible proponer una medida de taman˜o para un
conjunto en Rn, particularmente el conjunto reversible Revt(x0) as´ı,
Definicio´n 27 Considere un sistema dina´mico como el representado en la Ecuacio´n 4-1 y su
respectivo espacio de estados pra´ctico (X ). Sea x0 ∈ X y Revt(x0) ⊂ Rn su respectivo conjunto
reversible en tiempo t = T o en tiempo t → ∞. La medida de taman˜o en tiempo t Its(x0)
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de Revt(x0) para el sistema Σ es el cociente entre el hipervolumen (HV ∗) de Revt(x0) y el
hipervolumen de X , eso es,
Its(x0) :=
HV ∗(Revt(x0))
HV ∗(X ) (4-3)
Note que Its(x0) es un claro indicativo de la “capacidad de movimiento”del sistema. Entre ma´s
grande sea esta medida, que resulta acotada entre cero y uno desde su definicio´n, es posible alcanzar
una regio´n de mayor taman˜o desde x0 en un tiempo definido t.
Como se dijo al principio de este cap´ıtulo, no so´lo es necesario obtener informacio´n sobre el taman˜o
del conjunto reversible. Tambie´n es necesario cuantificar la informacio´n acerca de la forma de dicho
conjunto. En la siguiente seccio´n se discutira´ la concepcio´n intuitiva para un ı´ndice de forma y se
propondra´ una manera para obtenerlo.
4.3. Indicador de forma en Rn
Note que diferentes formas de un conjunto reversible, incluso teniendo el mismo taman˜o, generan
diferencias en la controlabilidad de estado alrededor de x0. La controlabilidad local no es igual
alrededor de un estado si su conjunto reversible tiene una forma elongada o si tiene una forma
perfectamente circular, ambas formas con la misma medida de taman˜o. Luego la forma del conjunto
reversible tambie´n afecta, en alguna forma, la controlabilidad de estado del sistema. Ma´s au´n, la
posicio´n relativa del estado de equilibrio x0 con respecto a la frontera de su respectivo conjunto
reversible, tambie´n debe ser considerada para poder caracterizar apropiadamente la controlabilidad
de estado del sistema, como se puede apreciar en la Figura 4-1. En esta figura se puede ver la
posicio´n relativa de x0 con respecto a dos posibles fronteras de su respectivo conjunto reversible,
ambos con la misma medida de taman˜o. Es claro que operando nominalmente en x0, el sistema
no tiene la misma habilidad para “moverse”en todas las posibles direcciones, comparando ambos
casos. El caso de la izquierda presenta mayor habilidad de “movimiento”, mientras que el caso de
la derecha presenta restricciones debido a la proximidad de la frontera.
Figura 4-1.: Casos de diferente controlabilidad con igual conjunto reversible
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Caracterizar la forma de un conjunto en Rn resulta un procedimiento intuitivo y bastante ligado
a lo que se desea. Es decir, como la forma no es una propiedad “medible”de manera absoluta, es
necesario determinar un patro´n de comparacio´n y de esta manera poder cuantificar la forma de un
conjunto en Rn en comparacio´n con la del patro´n establecido.
Como se dijo anteriormente, en cuanto a la forma de un conjunto reversible, es deseable que refleje
igual habilidad de movimiento del sistema en todas las posibles direcciones desde x0. Por lo tanto, si
se piensa en R2 dicho conjunto ser´ıa un c´ırculo con centro en x0, en R3 una esfera y en general para
Rn ser´ıa una hiperesfera centrada en x0. Note que si el conjunto reversible esta´ caracterizado por
alguna de estas formas geome´tricas, significa que el sistema tiene la misma habilidad de respuesta
en cualquier direccio´n. Con esto se tiene igual capacidad de rechazo a perturbaciones que alejen
al sistema de x0 sea cual sea la direccio´n. De la misma forma se asegura la viabilidad para llevar
al sistema a otros estados estacionarios pudiendo variar cada coordenada de la misma manera por
encima o por debajo de su respectivo valor en x0. Luego de este ana´lisis previo es posible definir el
patro´n de forma as´ı,
Definicio´n 28 Considere un sistema dina´mico como el representado en la Ecuacio´n 4-1. Sea x0
un punto de equilibrio de intere´s de dicho sistema. El mejor caso de controlabilidad de estado local
evaluada en x0 es aquel para el cual su conjunto reversible en tiempo t, esta´ representado por el
interior de una hiperesfera centrada en x0. Dicha hiperesfera es el patro´n de comparacio´n de
forma para la controlabilidad de estado local alrededor de x0.
Luego de definir un patro´n de comparacio´n, es necesario determinar cua´les son las propiedades o
caracter´ısticas que debe cumplir un indicador. Un indicador esta definido como [82]: una expresio´n
cualitativa o cuantitativa observable, que permite describir caracter´ısticas, comportamientos o
feno´menos de la realidad a trave´s de la evolucio´n de una variable o el establecimiento de una
relacio´n entre variables, la que comparada con per´ıodos anteriores, productos similares o una meta
o compromiso, permite evaluar el desempen˜o y su evolucio´n en el tiempo. Por lo general, son fa´ciles
de recopilar, altamente relacionados con otros datos y de los cuales se pueden sacar ra´pidamente
conclusiones u´tiles y fidedignas. Un indicador debe cumplir con tres caracter´ısticas ba´sicas:
a. Simplificacio´n: la realidad en la que se actu´a es multidimensional, un indicador puede
considerar alguna de tales dimensiones (econo´mica, social, cultural, pol´ıtica, etc.), pero no
puede abarcarlas todas.
b. Medicio´n: permite comparar la situacio´n actual de una dimensio´n de estudio en el tiempo o
respecto a patrones establecidos.
c. Comunicacio´n: todo indicador debe transmitir informacio´n acerca de un tema en particular
para la toma de decisiones.
Una vez introducido el patro´n de comparacio´n y la definicio´n de un indicador, es intuitivo pensar que
cualquier desviacio´n de dicho patro´n representara´ un detrimento en la controlabilidad del sistema.
De esta manera, es posible proponer un indicador de forma para el par (x0,Revt(x0)) as´ı,
Definicio´n 29 Considere un sistema dina´mico como el representado en la ecuacio´n 4-1 y su
respectivo espacio de estados pra´ctico (X ). Sea x0 ∈ Revt(x0) ∈ X un estado de equilibrio de
intere´s del sistema y Revt(x0) ⊂ Rn su respectivo conjunto reversible en tiempo t = T o en tiempo
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t→∞. La frontera topolo´gica de Revt(x0) es denotada por ∂S. Sea D : x0 ∈ Rn × ∂S ⊂ Rn → R
una funcio´n que mapea un punto en Rn al valor de su distancia euclidiana a x0. El indicador de
forma en tiempo t Itsh−Revt(x0) esta´ definido como
Itsh−Revt(x0) = 1−
σ(D)√
n
(4-4)
Donde σ(D) es la desviacio´n estandar estad´ıstica de D sobre ∂S.
Note de la definicio´n anterior que cuando el conjunto reversible es una hiperesfera en Rn centrada
en x0, el indicador toma un valor de uno, ya que la desviacio´n estandar vale cero, mientras que
cualquier otra forma representa una disminucio´n de este valor.
Es importante aclarar que el valor obtenido, como se menciono´ antes, es un indicador totalmente
independiente de la medida del conjunto reversible. Es posible que el conjunto reversible ocupe
regiones por fuera de la hiperesfera circunscrita en el hipercubo [0, 1]n que representa el espacio de
estados pra´ctico normalizado. Incluso aunque se tengan regiones de mayor hipervolumen que dicha
hiperesfera, lo que se busca cuantificar con este indicador es la desviacio´n del patro´n establecido y
no su taman˜o, para tal tarea fue definida la medida de taman˜o en Rn. La Figura 4-2 puede ayudar
a entender la concepcio´n geome´trica del indicador de forma, donde la circunferencia representa
la frontera del conjunto reversible considerado como patro´n de comparacio´n. Con esta figura es
posible clarificar de mejor manera la posibilidad de que existan conjuntos reversibles que ocupen
espacios por fuera de dicha hiperesfera.
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1
x0
Figura 4-2.: Patro´n de comparacio´n para el indicador de taman˜o de la controlabilidad de
estado
Una vez definida la medida de taman˜o y el indicador para la forma del par (x0,Revt(x0)), es
posible introducir un valor nume´rico para la controlabilidad de estado. En la siguiente seccio´n se
propone dicho valor por medio de la definicio´n de un indicador para la controlabilidad de estado y
se analizan algunos aspectos relacionados con dicho indicador.
4.4. Indicador de controlabilidad de estado
En las Secciones 4.2 y 4.3 se definen una medida para el taman˜o de un conjunto en Rn y un indicador
para la forma y la posicio´n relativa de dicho conjunto respecto a x0. En el Cap´ıtulo 3 se enfatiza
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el hecho que el conjunto reversible es poseedor de informacio´n valiosa que ayuda a caracterizar la
controlabilidad de estado local del sistema. Y a lo largo de todo este cap´ıtulo se ha mencionado
que tanto el taman˜o de dicho conjunto como su forma y posicio´n relativa con respecto a x0, dan
una nocio´n de la capacidad de “movimiento”del sistema alrededor de x0.
Tanto la medida de taman˜o como el indicador de forma son totalmente independientes uno del
otro, tratando as´ı cada uno de cuantificar la propiedad de intere´s. De esta manera resulta natural
ponderar ambos valores para definir un indicador de controlabilidad local de estados en una
vecindad de Rn as´ı,
Definicio´n 30 Dada una medida del taman˜o del conjunto reversible en tiempo t (Its(x0)) y un
indicador de forma para el conjunto reversible Itsh−Revt(x0) del par (x0,Revt(x0)), el indicador
de controlabilidad de estado en tiempo t ItRevt(x0) es el producto de I
t
s(x0) y I
t−Revt
sh (x0) as´ı,
ItRevt(x0) = I
t
s(x0) · Itsh−Revt(x0) (4-5)
Note que los dos factores ponderados en ItRevt(x0) esta´n acotados entre cero y uno, por lo tanto el
producto de ambos tambie´n lo estara´. Cada uno de los factores pondera diferentes situaciones que
pueden presentarse a la hora de considerar la controlabilidad. Mientras que el indicador de forma
no puede cuantificar el caso para el cual el interior del conjunto reversible Revt(x0) es vac´ıo, la
medida de taman˜o toma un valor de cero en este caso. Note tambie´n que la definicio´n del indicador
de forma exige que x0 pertenezca al conjunto reversible, por lo tanto, el caso de no pertencia indica
que x0 no es un punto de equilibrio del sistema con el conjunto de acciones de control disponibles,
y por lo tanto el indicador de forma tendr´ıa un valor de cero asignado de manera arbitraria ya que
representar´ıa un caso para el cual el indicador de forma no esta definido (Vease la Definicio´n 29).
De esta manera es posible afirmar que el indicador propuesto para cuantificar la controlabilidad
de estado local del sistema alrededor de x0 produce resultados satisfactorios. Adema´s permite una
cuantificacio´n acotada entre cero y uno para un te´rmino que hasta ahora so´lo ten´ıa dos valores
posibles, si o no (0 o 1).
Note que las definiciones dadas hasta este punto son teo´ricas y esta´n expresadas de forma tal que no
existe la manera de calcularlas directamente. Recordando que el conjunto reversible esta´ expresado
como una nube de puntos, no resulta factible calcular tanto su medida como su indicador de
forma, ya que estos esta´n expresados de manera continua y no discreta, como esta´ expresado el
conjunto reversible. En la siguiente seccio´n se aborda la manera de operar con el conjunto reversible,
y se determina la manera como las definiciones dadas pueden ser adaptadas para garantizar su
operatividad.
4.5. Algoritmo de ca´lculo para el indicador de
controlabilidad
En esta seccio´n se aborda el nivel operativo del indicador para la controlabilidad de estado. De esta
manera, los procedimientos de ca´lculo tanto para la medida de taman˜o como para el indicador de
forma son propuestos para el caso en el cual el conjunto reversible esta´ expresado como una nube
de puntos finita en Rn.
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4.5.1. Ca´lculo de la medida de taman˜o
En general, no es posible derivar una formula anal´ıtica para calcular la medida de taman˜o
del conjunto reversible Revt(x0), debido a que generalmente dicho conjunto presenta formas
irregulares. De esta manera, los algoritmos aleatorios surgen como una posible solucio´n al problema.
Particularmente el me´todo de integracio´n de Monte Carlo [27] permite aproximar a´reas, volu´menes
e hipervolu´menes de objetos regulares e irregulares. Luego tomando como base este tipo de
aproximacio´n es posible plantear el siguiente algoritmo como solucio´n al problema de co´mputo
de la medida de taman˜o de un conjunto irregular en Rn, expresado como una nube finita de puntos.
1. Seleccione una regio´n B ∈ Rn que contenga al espacio de estados pra´ctico del sistema. Esto
es,
X ⊆ B
Note que al tener el conjunto reversible normalizado entre cero y uno respecto al espacio de
estados pra´ctico, dicha regio´n B no es ma´s que el mismo hipercubo [0, 1]n
2. Muestrear uniformemente la regio´n B con un nu´mero finito de puntos NB. La precisio´n del
hipervolumen calculado depende directamente del nu´mero de puntos NB. La cota ma´xima
del error esta dada por |e| ≤ 1
(NB)
1
n
, un ana´lisis detallado puede verse en [27].
3. Determinar NRevt , el nu´mero de puntos del muestreo uniforme de B que pertenecen al
conjunto reversible. Luego determine NX , el nu´mero de puntos del muestreo uniforme de
B que pertenecen al espacio de estados pra´ctico. Dichos procedimientos pueden hacerse con
el mismo procedimiento definido en el cap´ıtulo anterior para el ca´lculo del conjunto reversible.
Note que NRevt ≤ NX ≤ NB. Note adema´s que si B = X , entonces NX = NB
4. Aproximar la medida de taman˜o usando
Its(x0) ≈
NRevt
NX
(4-6)
la cual da como resultado un estimativo de la medida de taman˜o del conjunto reversible,
comparada con la medida del espacio de estados pra´ctico.
La integracio´n por el me´todo de Monte Carlo determina que cualquier hipervolumen puede ser
aproximado mediante un muestreo uniforme de una regio´n conocida que contenga el hiper-objeto
de intere´s. Denote por HVkn el hipervolumen de la regio´n conocida, HVunk el hipervolumen del
objeto o regio´n desconocida, Nin el nu´mero de puntos que pertenecen al hiper-objeto de intere´s
y NT el nu´mero total de puntos usados para muestrear la regio´n de volumen conocido. Luego el
hipervolumen desconocido puede ser aproximado por
HVunk ≈ HVkn ∗ Nin
NT
(4-7)
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Usando la Ecuacio´n 4-7 para aproximar el hipervolumen del conjunto reversible (HVunk) y sabiendo
de antemano el hipervolumen del espacio de estados pra´ctico (HVkn = HV (X ) = 1), surge la
Ecuacio´n 4-6, que es la forma usada en la pra´ctica para aproximar el valor nume´rico de la medida
de taman˜o. 
Un procedimiento clave en este algoritmo es la identificacio´n de la pertenencia de un punto a un
conjunto. Como ya se menciono´, el mismo algoritmo descrito en el cap´ıtulo anterior para el ca´lculo
del conjunto reversible puede ser usado. Para determinar la distancia ma´xima de pertenencia, es
posible hacerlo calculando el espaciado promedio entre los puntos muestreados as´ı,
dmin =
n
√
HV ∗(B)
NB
(4-8)
y considerando B como el hipercubo ma´s pequen˜o que contiene a X = [0, 1]n,
dmin =
n
√∏n
i=1maxi −mini
NB
(4-9)
Donde maxi y mini se refieren al ma´ximo y mı´nimo valor de X̂, n la dimensio´n del sistema y NB
el nu´mero de muestras.
4.5.2. Ca´lculo del indicador de forma
Calcular el indicador de forma resulta un poco ma´s complicado que la medida de taman˜o. El
indicador ItRevt(x0) compara la forma de una hiperesfera centrada en x0, con la forma del conjunto
Revt(x0) respecto a x0. Como Revt(x0) esta´ representado por una nube de puntos finita, es
necesario determinar cua´les de estos puntos corresponden a la frontera de dicho conjunto. Los
puntos de frontera son aquellos puntos que esta´n localizados en el margen de los puntos densamente
distribuidos. De esta manera ser´ıa posible usar sumatorias finitas sobre todos los puntos de la
frontera en lugar de una integral sobre la frontera ∂S. El procedimiento para determinar los puntos
de frontera de dicha nube de puntos esta´ basado en la aproximacio´n de los vecinos inversos ma´s
cercanos (RNN del ingle´s Reversed Nearest Neighbours) propuesta en [83] y descrita en detalle
en el Anexo B. Ba´sicamente esta te´cnica se basa en la determinacio´n del nu´mero de vecinos ma´s
cercanos de cada punto y con base en ese nu´mero determinar cua´les son los puntos de frontera. El
procedimiento de ca´lculo para el indicador de forma puede ser establecido de la siguiente manera:
1. Determinar el conjunto finito de puntos que determinan de manera aproximada la frontera
del conjunto reversible, usando el procedimiento de los vecinos inversos ma´s cercanos.
2. Calcular las distancias desde (x0) hasta cada uno de los puntos de la frontera del conjunto
reversible. Denote este conjunto de distancias como D∗.
3. Calcule la desviacio´n estandar de D∗ y denotela como σ(D∗).
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4. Aproxime Itsh−Revt(x0) usando la siguiente expresio´n:
Itsh−Revt(x0) ≈ 1−
σ(D∗)√
n
(4-10)
una vez calculada la medida de taman˜o y el indicador de forma, resulta fa´cil calcular el indicador
de controlabilidad de estado reemplazando los valores para Its(x0) y I
t
sh−Revt(x0) directamente en
la Ecuacio´n 4-5.
4.6. Ejemplos de aplicacio´n
Esta seccio´n presenta tres ejemplos seleccionados, con los cuales se busca ilustrar los me´todos
descritos en la seccio´n anterior. Ma´s au´n, examinar la correspondencia del indicador de
controlabilidad con los me´todos establecidos para verificar la controlabilidad no lineal descritos en
el Cap´ıtulo 3. Para lograr esto se presenta en primer lugar un sistema lineal bastante simple pero lo
suficientemente ilustrativo. En segundo y tercer lugar, se presentan el caso del CSTR y el sistema
abstracto no lineal introducidos en el Cap´ıtulo 3. Con el objeto de poder apreciar gra´ficamente lo
que se refleja en el indicador de controlabilidad, so´lo se usan modelos de orden 2.
4.6.1. Ejemplo 1: Sistema lineal
En esta seccio´n se presenta un caso lineal bastante sencillo pero lo suficientemente ilustrativo.
Con este ejemplo se pretende mostrar la correspondencia entre el indicador de controlablidad
cuando se enfrenta a uno de sus casos extremos, el sistema es “totalmente”controlable. El sistema
esta´ representado por
[
x˙1
x˙2
]
=
[
u1
u2
]
(4-11)
Los valores ma´ximos y mı´nimos para los estados y las entradas esta´n definidos en xmin =
[−10 − 10]T , xmax = [10 10]T y U = {u ∈ R2/ |ui| ≤ 1}.
Para este particular sistema la condicio´n de rango para el caso lineal [38] establece que el sistema es
controlable en R2. Por otro lado, los conjuntos alcanzable y controlable en t = 10 corresponden con
la caja en R2 definida por 0 ≤ xi ≤ 1. Este es todo el espacio de estados pra´ctico. Luego la medida
de taman˜o toma un valor igual a uno. Calculando el valor para el indicador de forma se obtiene
un valor de 0,9515. La Figura 4-3 muestra los puntos de frontera del conjunto reversible en t = 10
para el sistema mostrado en la Ecuacio´n 4-11. El valor final para el indicador de controlabilidad es
de 0,9515.
Para este primer ejemplo no resulta complicado determinar la frontera del conjunto reversible, de
hecho en este ejemplo no se uso´ el me´todo de los vecinos inversos ma´s cercanos, en cambio se
suministraron los puntos de frontera de manera anal´ıtica al sistema. Se puede apreciar que el valor
para el indicador de forma Itsh−Revt(x0) es bastante cercano a la unidad, aunque no se alcanza
ya que el conjunto reversible difiere del patro´n de comparacio´n elegido para el indicador de forma.
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Recuerde que el patro´n es una hiperesfera centrada en x0, dicha hiperesfera debe estar inscrita en el
hipercubo [0 1]n ya que este determina el espacio de estado pra´ctico (X ) para el sistema. Note que
si se definiera la hiperesfera circunscribiendo al hipercubo [0 1]n se tendr´ıa que la controlabilidad
ideal ItRevt(x0) = 1 implicar´ıa poder alcanzar regiones fuera de X , adema´s que el sistema fuera
controlable a x0 desde estas regiones fuera de X .
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Figura 4-3.: Puntos de la frontera para el conjunto reversible en t = 10 para el sistema
mostrado en la Ecuacio´n 4-11
4.6.2. Ejemplo 2: Reactor tipo CSTR de dos estados
En esta seccio´n se utiliza nuevamente el CSTR de dos estados descrito en el Cap´ıtulo 3. El modelo
de este sistema es
x˙1 =
F
V
(CAf − x1)− k0exp(−Ea
Rx2
)x1 (4-12a)
x˙2 =
F
V
(Tf − x2) + (−∆H)
ρCp
k0exp(
−Ea
Rx2
)x1 − UA
V ρCp
(x2 − Tj) (4-12b)
Con las siguientes restricciones en las acciones de control
U = {u ∈ R2|
[
0
283
]
≤
[
u1
u2
]
≤
[
0,4
313
]
} (4-13)
En la Figura 4-4 se pueden apreciar la forma de los conjuntos alcanzable, controlable, reversible y
sus puntos de frontera. Para este caso se obtuvo un valor para Its(x0) = 0,1386 y un I
t
sh−Revt(x0) =
0,9227, lo cual nos lleva a un valor del indicador de controlabilidad ItRevt(x0) = 0,1279. Note que
este valor puede parecer bajo, pero observando la Figura 4-4 se puede apreciar que el conjunto
reversible ocupa una fraccio´n bastante pequen˜a del espacio de estados pra´ctico. De igual manera
la desviacio´n del patro´n de comparacio´n puede apreciarse en la Figura 4-5 y se refleja en el valor
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del indicador de controlabilidad. Note que las desviaciones son siempre ponderadas con la ma´xima
desviacio´n, la cual esta representada por
√
n ya que el espacio de estados pra´ctico esta´ normalizado
entre cero y uno.
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Figura 4-4.: Conjuntos alcanzable, controlable y reversible en t = 120 para el sistema
representado por la Ecuacio´n 4-12. Adema´s, los puntos que caracterizan la
frontera del conjunto reversible.
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Figura 4-5.: Histograma para las distancias desde la frontera del conjunto reversible
calculado al punto x0 para el sistema representado en la Ecuacio´n 4-12.
El indicador de controlabilidad fue calculado tambie´n para este mismo sistema pero variando uno de
sus para´metros de disen˜o. Para este caso, el volumen del reactor fue aumentado un 50 % de su valor
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nominal, con la intencio´n de ver que´ tanto podr´ıa afectarse el valor del indicador de controlabilidad.
La Figura 4-6 permite apreciar el resultado, en el cual se aprecia que x0 no pertenece ni al conjunto
alcanzable, ni al conjunto controlable, ni al reversible. Por este motivo se puede determinar que x0
no es un punto de equilibrio de dicho sistema modificado, con las acciones de control disponibles,
y en este caso fallan los procedimientos propuestos. Recuerde que una de las condiciones era que
x0 deb´ıa pertenecer al conjunto reversible.
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Figura 4-6.: Conjuntos alcanzable, controlable y reversible en t = 120 para el sistema
representado en la Ecuacio´n 4-12, con la modificacio´n del volumen V =
1,5Vnom. Adema´s los puntos que caracterizan la frontera del conjunto reversible.
En la Figura 4-7 se muestran los conjuntos para el caso en el cual el volumen fue modificado
un 30 % por debajo de su valor nominal, es decir V = 0,7Vnom. Para este caso se obtuvo
una medida del conjunto reversible Its(x0) = 0,1732. Tambie´n se obtuvo un indicador de forma
Itsh−Revt(x0) = 0,9128. Produciendo un indicador de controlabilidad I
t
Revt(x0 = 0,1581). Este valor
es mayor que para el caso con un volumen nominal. Lo cual es de esperarse ya que un tanque ma´s
pequen˜o resulta ma´s “maniobrable”que uno mas grande al cual le corresponde una mayor inercia.
4.6 Ejemplos de aplicacio´n 71
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
x1
x 2
 
 
Alcanzable
Controlable
Reversible
Frontera reversible
x0
Figura 4-7.: Conjuntos alcanzable, controlable y reversible en t = 120 para el sistema
representado en la Ecuacio´n 4-12, con la modificacio´n del volumen V =
0,7Vnom. Adema´s los puntos que caracterizan la frontera del conjunto reversible.
4.6.3. Ejemplo 3: Sistema no lineal no controlable
En esta seccio´n se aborda nuevamente el modelo abstracto presentado en [22] y que se usa tambie´n
en el Cap´ıtulo 3. El modelo en espacio de estados esta´ dado por
[
x˙1
x˙2
]
=
[
x2 + u(µ+ (1− µ)x1)
x1 + u(µ+ 4(1− µ)x2)
]
(4-14)
Los valores ma´ximos y mı´nimos para los estados y las acciones de control esta´n acotados en
xmin = [−10 − 2]T , xmax = [10 12]T y U = {u ∈ R/ |u| ≤ 2} y µ = 0,5.
La Figura 4-8 muestra que el conjunto alcanzable y el el controlable so´lo se sobreponen en una
l´ınea. No se hace necesario normalizar los conjuntos para verificar la controlabilidad del sistema, ya
que el interior de este conjunto reversible es igual al conjunto vac´ıo. De esta manera la medida de
taman˜o toma un valor igual a cero y por lo tanto el indicador de controlabilidad tambie´n es igual
a cero.
Recuerde que el procedimiento de ca´lculo tiene como paso principal la caracterizacio´n del conjunto
reversible. Para este caso, dicho conjunto deber´ıa ser una l´ınea. Debido al error inducido en el
procedimiento de computo de este conjunto reversible, espec´ıficamente cuando se define un valor
para la distancia ma´xima de pertenencia (Ver procedimiento para caracterizar la controlabilidad del
cap´ıtulo anterior), dicho conjunto quedara´ aproximado como un conjunto de dimensio´n completa,
como se puede ver en la Figura 4-9. Luego de realizar los procedimientos para calcular la medida
de taman˜o y el indicador de forma, se obtiene que Its(x0) = 0,0150 el cual indica que el conjunto
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Figura 4-8.: Conjuntos alcanzable (gris) y controlable (negro) en tiempo t = 1 para el
sistema representado en la Ecuacio´n 4-14.
reversible tiene un taman˜o cercano a cero. De esta manera este sera´ el mayor valor posible para el
indicador de controlabilidad de estado. Por otro lado se obtuvo un valor para Itsh−Revt(x0) = 0,9906
lo cual indica que la desviacio´n del patro´n de comparacio´n es muy baja. Este resultado puede
resultar engan˜oso. Debido al taman˜o del conjunto reversible, la desviacio´n de las distancias desde
su frontera a x0 es muy pequen˜a, justamente debido a la baja magnitud de dichas distancias. El la
Figura 4-10 se aprecia como la distancia ma´xima es aproximadamente 0,07, y principalmente dichas
distancias var´ıan entre 0 y 0,04. De acuerdo a la definicio´n del indicador de forma si la variacio´n de
dichas distancias es pequen˜a, el indicador tiende a uno. Lo cual para este caso no resulta cierto. Para
solucionar dicho problema, la medida de taman˜o del conjunto establece la baja controlabilidad del
sistema alrededor de x0. Considerando que el valor ma´ximo del indicador de controlabilidad es uno
y el mı´nimo es 0, y que se obtuvo un valor para el indicador de controlabilidad ItRevt(x0) = 0,1486
para un caso en el cual el indicador deber´ıa haber sido ItRevt(x0) = 0, note que se comete un error
del 1.4 %. El cual en gran parte es atribuido al procedimiento para la caracterizacio´n del conjunto
controlable y en una muy pequen˜a proporcio´n al procedimiento de computo de la medida de taman˜o
y el indicador de la forma para dicho conjunto reversible.
4.7. Conclusiones
En este cap´ıtulo se propone un indicador que permite cuantificar la controlabilidad de estado local
alrededor de x0. Dicho indicador se basa en la cuantificacio´n de la informacio´n del taman˜o, la
forma y la posicio´n con relacio´n al estado de equilibrio del conjunto reversible para un sistema
y un estado de equilibrio dados. El indicador fue aplicado en tres sistemas diferentes con el fin
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Figura 4-9.: Conjuntos alcanzable, controlable y reversible en t = 1 para el sistema
representado en la Ecuacio´n 4-14. Adema´s los puntos que caracterizan la
frontera del conjunto reversible. x0 es representado como una estrella
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Figura 4-10.: Histograma para las distancias desde la frontera del conjunto reversible
calculado al punto x0 para el sistema representado en la Ecuacio´n 4-14.
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de verificar su utilidad real. En un primer caso, considerado un sistema “fa´cilmente”controlable,
el indicador dio como resultado un valor cercano a la unidad. Aunque resulta natural pensar que
dicho valor deber´ıa ser 1,0 para dicho sistema, se aclaro´ que este valor no es 1,0 justamente por
la manera como de manera intuitiva se definio´ la idealidad para la controlabilidad de estado local
alrededor de un estado de equilibrio. El conjunto reversible de dicho sistema resulto´ ser igual al
espacio de estados (caja [0, 1]2). Este difiere de la forma definida como patro´n de comparacio´n,
definido como la hiperesferera en Rn que esta´ inscrita en el hipercubo [0, 1]n, el cual determina el
espacio de estados normalizado.
Para el segundo ejemplo se utiliza el CSTR descrito en el cap´ıtulo anterior. El indicador de
controlabilidad muestra un comportamiento adecuado, dando resultados que son consistentes con
lo que sucede en la realidad. Es el caso como un reactor de menor volumen, para un mismo
proceso, resulta ma´s “maniobrable”. Este comportamiento se refleja en el valor obtenido cuando
se modifica el volumen del reactor y el conjunto reversible resulta tener una medida de taman˜o
mayor. Adema´s, se modifica el volumen del reactor de forma tal que este para´metro excediera los
l´ımites de controlabilidad presentados en [5]. Efectivamente el resultado obtenido corresponde con
los resultados presentados en la misma referencia. Para este caso, el estado x0 no pertenece ni al
conjunto alcanzable ni al reversible, lo que lleva a la conclusio´n que dicho estado no es un estado
de equilibrio, por lo tanto no es posible aplicar ninguno de los procedimientos propuestos.
Finalmente, para el tercer ejemplo se aborda nuevamente el sistema no controlable del Cap´ıtulo
3. Aunque el valor del indicador de controlabilidad de estado resulta ser cercano a cero, no fue
exactamente dicho valor. Esto se debe al error en el que se incurre en el procedimiento para
caracterizar el conjunto reversible (Ver Seccio´n 3.3.2). Dicho procedimiento define una distancia
ma´xima de pertenencia, por lo cual el conjunto identifica como superpuestos aquellos puntos que se
encuentren a una distancia menor que tal valor para la distancia de pertenencia. Esto genera que
para el caso en el cual el conjunto reversible resulta ser una interseccio´n cuyo interior es el conjunto
vac´ıo, tal conjunto reversible sea aproximado mediante un conjunto de dimensio´n completa. Tal
inconveniente no puede ser solucionado por completo ya que siempre se incurrira´ en un error de
aproximacio´n, pero es posible reducir este error significativamente con una adecuada determinacio´n
de dicha distancia. En la Seccio´n 4.5.1 (Ecuacio´n 4-9) se propone una expresio´n para determinar
dicha distancia ma´xima de pertenencia con base en el espaciado promedio de los puntos de los
conjuntos.
En general, se propuso un indicador de controlabilidad de estado y un procedimiento operativo de
co´mputo que logra representar de manera adecuada, la “facilidad”o “dificultad”de movimiento de
un sistema dina´mico no lineal continuo en el tiempo.
5. Disen˜o simulta´neo de proceso y
control con controlabilidad de estado
o´ptima
La tarea de disen˜ar un proceso y su respectivo sistema de control ha sido regularmente llevada
a cabo de forma secuencial, cada una desde diferentes a´reas de la ingenier´ıa. De esta manera
puede evidenciarse la existencia de restricciones en cuanto al “manejo”de la planta, impuestas
desde el disen˜o y dimensionamiento de la misma. Un ejemplo cla´sico es el tiempo de residencia
mı´nimo en un reactor qu´ımico, el cual queda determinado como un l´ımite inferior una vez que
el volumen del reactor y el taman˜o de las tuber´ıas de suministro y descarga son fijados. De esta
forma en caso de requerir el lavado del reactor por alguna situacio´n anormal de operacio´n, no
sera´ posible en un tiempo menor al ya fijado desde el dimensionamiento del equipo y de las tuber´ıas.
Este es so´lo un ejemplo sencillo que muestra las limitaciones impuestas por la forma de disen˜ar
generalmente usada en la ingenier´ıa de procesos. Desde la definicio´n de las operaciones unitarias
[30], los ingenieros de procesos se han dedicado principalmente a ordenar y dimensionar dichas
operaciones. El problema con esta aproximacio´n de disen˜o radica en el uso de relaciones esta´ticas
entre las variables, con lo cual se garantiza un disen˜o efectivo so´lo para un punto de operacio´n. De
esta manera no se toman en cuenta perturbaciones y caracter´ısticas dina´micas propias del sistema,
peor au´n, debido a la minimizacio´n de costos se generan algunos dimensionamientos con poca
capacidad de accio´n frente a perturbaciones. O por el contrario, disen˜os que suelen resultar caros
y demasiado robustos con relacio´n a cualquier tipo de entrada exo´gena del sistema. Una vez que
estos disen˜os desde la ingenier´ıa de procesos son concluidos, la ingenier´ıa de control intenta disen˜ar
un sistema de control, que dadas las limitaciones ya mencionadas, en algunos casos es imposible de
lograr satisfactoriamente. As´ı, se hacen necesarias algunas modificaciones posteriores que requieren
tiempo y en ocasiones cuesta bastante dinero implementarlas.
Desde hace aproximadamente 30 an˜os [40], ha surgido la tendencia a explorar la posibilidad de
disen˜ar procesos qu´ımicos y su sistema de control de una forma unificada. Debido a la naturaleza
integrativa de los procesos, cada vez las unidades de proceso (u operaciones unitarias) se hac´ıan
ma´s pequen˜as, pero los reciclos ma´sicos y las redes de recuperacio´n energe´tica cobraban mayor
importancia en aras de lograr un mayor beneficio econo´mico. Estos reciclos ma´sicos y redes de
intercambio energe´tico hicieron cada vez ma´s importante considerar el comportamiento dina´mico
del sistema, ya que las plantas se hac´ıan cada vez ma´s sensibles a las perturbaciones y en ocasiones
estas estructuras induc´ıan incluso comportamientos inestables. So´lo hasta 2004 se publica el primer
libro dedicado exclusivamente al disen˜o simulta´neo (o integrado) de procesos y su control como
una recopilacio´n del trabajo de diversos autores [8]. En e´l se presentan algunas propuestas para
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considerar los aspectos necesarios para garantizar la “operacio´n”de un proceso y un adecuado
desempen˜o del sistema de control desde las etapas de disen˜o. Dichas propuestas se sustentan en el
planteamiento matema´tico de las caracter´ısticas deseadas para un proceso como lo son la operacio´n
econo´mica, la flexibilidad y la controlabilidad en la operacio´n o incluso el cara´cter amigable tanto
social como ambiental de la operacio´n del proceso.
5.1. Partes de un problema de disen˜o simulta´neo
En la formulacio´n y posterior solucio´n de un problema de disen˜o simulta´neo de proceso y su control
existen cuatro aspectos clave. El primero es el modelo que representara´ al proceso real. El segundo
es el sistema de control en general que se pretende implementar. El tercero es la manera en la cual
se consideran los efectos dina´micos o de controlabilidad del proceso. Y en cuarto lugar se consideran
los asociados con el costo del equipamiento y de su posterior operacio´n. Note que una vez definidos
estos cuatro aspectos es posible formular cualitativamente un problema de disen˜o simulta´neo de
proceso y su control so´lo reacomodando estos cuatro aspectos as´ı:
Optimizar costos considerando el modelo, el sistema de control y los efectos dina´micos o de
controlabilidad del proceso como restricciones.
Optimizar costos y efectos dina´micos o de controlabilidad del proceso considerando el modelo
y el sistema de control como restricciones.
Optimizar los efectos dina´micos o de controlabilidad del proceso considerando el modelo, el
sistema de control y los costos como restricciones.
Cada problema de disen˜o se adapta a una de las tres formas establecidas, dependiendo de cua´les
factores son limitantes y cua´les son deseables. No es lo mismo construir la planta ma´s barata posible,
que cumpla con ciertos criterios de desempen˜o, a construir la planta que tenga el mejor desempen˜o
posible con una cantidad de dinero definida.
5.1.1. Modelo del proceso
El tipo de modelo a usar para representar el proceso es una decisio´n de bastante cuidado. Existen
ba´sicamente tres tipos de modelos a elegir:
dina´micos lineales,
esta´ticos no lineales y
dina´micos no lineales.
De estos el ma´s usado es la representacio´n dina´mica lineal. Esto se debe a que este tipo de
modelo es capaz de representar de manera muy aproximada al proceso real en alguna vecindad
del punto de linealizacio´n, y se conservan las ventajas de la simplicidad matema´tica propia de
los sistemas lineales. Por otro lado los sistemas dina´micos no lineales a pesar de representar
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adecuadamente al proceso real en una regio´n ma´s amplia del espacio de estados, pueden llevar
a complicaciones mayores en la solucio´n del problema de optimizacio´n. Cabe recordar que un
problema de optimizacio´n no lineal generalmente no asegura una convergencia al verdadero valor
o´ptimo. Finalmente, el uso de modelos esta´ticos tiene la desventaja de no considerar las dina´micas
propias del sistema, y si lo que se pretende es disen˜ar un sistema de control, esta aproximacio´n
no es conveniente. En [64] se presenta una clasificacio´n de propuestas para el disen˜o simulta´neo de
procesos especificando el tipo de modelo de proceso que usa.
Particularmente en la propuesta hecha en este trabajo se usara´n modelos dina´micos no lineales.
Espec´ıficamente modelos en espacio de estados como los descritos en el Cap´ıtulo 2 de este trabajo.
Con este tipo de modelos se logra una mejor representabilidad del proceso en una regio´n ma´s amplia
del espacio de estados, que si se usa una representacio´n lineal. Por otro lado, al tratar con procesos
qu´ımicos dichos modelos en espacio de estados surgen directamente de la aplicacio´n de las leyes
de conservacio´n de materia, energ´ıa y cantidad de movimiento, dando as´ı interpretabilidad f´ısica a
cada uno de los estados y al concepto de controlabilidad discutido en el Cap´ıtulo 3. Por lo tanto,
para la formulacio´n del problema de disen˜o simulta´neo del proceso y su control en esta propuesta
se requiere un modelo de proceso o planta expresado as´ı:
Σ :
x˙(t) = F(x(t),u(t))
0 = G(x(t),u(t))
(5-1)
La forma de obtener un modelo de este tipo para una planta qu´ımica fue descrito en el Cap´ıtulo 2
de este trabajo.
5.1.2. Sistema de control
Existen tres aspectos clave en el disen˜o de un sistema de control. El primero es la determinacio´n
del pareamiento entre variables de entrada y de salida del sistema. El segundo es la estructura que
relaciona las variables y el tercero es la ley de control que se usa para relacionar dichas variables.
Note que el efecto de las decisiones de disen˜o no son evidentes en estos tres aspectos. De esta manera
puede comprenderse el porque´ algunas aproximaciones del disen˜o simulta´neo so´lo consideran el
pareamiento de variables ya que es la forma ma´s directa de asociar las tareas de disen˜o de proceso
y las tareas de disen˜o del sistema de control.
En [23] se propone usar el ı´ndice de Niederlinski para probar la viabilidad de algunos pareamientos
entrada-salida para disen˜o de estructuras de control multi-SISO, ma´s au´n se establece como un
ı´ndice de controlabilidad estructural del sistema. Dicho trabajo esta´ ma´s enfocado al control total
de planta que al disen˜o simulta´neo de procesos y control. Otra herramienta usada es la matriz de
ganancias relativas [2, 23]. Esta herramienta es usada para establecer el mejor pareamiento entrada-
salida para un sistema multivariable. T´ıpicamente, esta matriz es calculada a frecuencia zero y por
lo tanto no tiene en cuenta las dina´micas internas del sistema en otras frecuencia de intere´s. Debido
a esto se han propuesto algunas extensiones en la literatura [49, 70, 80, 84], todas estas poseen el
problema de tratar de agrupar todas las dina´micas en una sola que sea representativa, lo que causa
resultados distorsionados que producen malos pareamientos.
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En cuanto a la definicio´n del tipo de controlador, suena un poco descabellada la idea de no tener un
proceso disen˜ado, pero de antemano saber que´ tipo de controladores sera´n usados. En las propuestas
presentadas predomina el uso de controladores del tipo PI [43, 64] o algu´n tipo de parametrizacio´n
de controladores ma´s elaborados [29, 64, 75]. En general cualquier accio´n de control que pueda ser
expresada en te´rminos de las variables del proceso o de sus derivadas puede ser usada como ley de
control. El asunto es que en todas las aproximaciones revisadas nunca se considera el tipo de ley de
control como una variable discreta del problema de optimizacio´n, sino que esta es una decisio´n que
se toma previa al proceso de disen˜o simulta´neo. Existen muchas publicaciones ( ver por ejemplo
[51, 36, 73, 81]) dedicadas a la comparacio´n del desempen˜o entre diferentes controladores para un
mismo sistema, por lo cual el hecho de definir de antemano la ley de control a usar sin un previo
ana´lisis resulta en una decisio´n arbitraria y que puede no conducir a un resultado verdaderamente
o´ptimo.
5.1.3. Efectos dina´micos o de controlabilidad
Para la consideracio´n de los efectos dina´micos propios de cada proceso dentro del problema de
optimizacio´n, es necesario obtener un juicio de valor para dichos efectos, ya sean cualitativos o
cuantitativos.
En 1960 el matema´tico e ingeniero Rudolf Kalman definio´ la controlabilidad de estado as´ı: Un
estado x de una planta es llamado a ser ‘controlable’si existe una sen˜al de control u1(t) definida
sobre un intervalo finito 0 ≤ t ≤ t1 tal que φ(t1; x, 0) = 0. En general, el tiempo t1 dependera´ de
x. Si cada estado es controlable, la planta es llamada a ser ‘completamente controlable’. Donde
φ(t1; x, 0) representa la evolucio´n del sistema en un tiempo t1, partiendo desde un estado x en un
tiempo inicial igual a cero. Esta definicio´n de controlabilidad determina si es posible alcanzar el
origen para un sistema lineal en un tiempo finito, desde cualquier posicio´n en el espacio de estados.
Para los sistemas no lineales la definicio´n sigue teniendo validez pero en un entorno de cada punto
de equilibrio. Estos aspectos sobre controlabilidad de estado fueron tratados con mayor detalle en
el Cap´ıtulo 3 de este trabajo. En este punto se menciona la definicio´n de controlabilidad con el fin
de contrastar la definicio´n original de controlabilidad con las aproximaciones que algunos autores
usan en las formulaciones de problemas de disen˜o simulta´neo. Note que la controlabilidad expresa
la capacidad que posee un sistema para rechazar perturbaciones o seguir una trayectoria usando las
acciones de control disponibles, lo cual es justamente el comportamiento dina´mico del proceso. El
problema hasta ahora es que la controlabilidad de estado so´lo ten´ıa dos posibles valores, un sistema
es controlable o no lo era. En el Cap´ıtulo 4 se define justamente un indicador nume´rico para la
controlabilidad de estado, el cual permite superar las limitaciones de un juicio cualitativo binario.
Se ha propuesto, como un indicador cuantitativo para la controlabilidad, el uso de los valores propios
de un sistema linealizado [67]. Por medio de una linealizacio´n es posible seguir las variaciones de
los valores propios del sistema cuando existe incertidumbre parame´trica o perturbaciones. Esta
metodolog´ıa permite considerar las principales caracteristicas dina´micas de un sistema sin necesidad
de usar el modelo dina´mico no lineal. Usando el modelo linealizado del sistema se usan los valores
propios del mismo para generar una serie de restricciones para el problema de optimizacio´n. Notese
que para cada posible solucio´n a la optimizacio´n el modelo no lineal debe ser linealizado y verificadas
las restricciones referentes al “criterio de controlabilidad”, con lo cual se asegura un comportamiento
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dina´mico aceptable en una vecindad de esta solucio´n.
En [28, 68] se propone la integral del error cuadrado (ISE del ingle´s Integral Square Error) como
indicador de desempen˜o dina´mico del sistema en lazo cerrado. Aunque este indicador ha mostrado
ser bastante eficiente cuando se compara el desempen˜o entre dos o ma´s sistemas de control, debe
notarse que no brinda ningu´n tipo de informacio´n sobre el comportamiento dina´mico del proceso.
Diferentes comportamientos dina´micos pueden generar el mismo valor para el ISE. Por lo tanto
no es posible diferenciar entre un comportamiento oscilatorio con decaimiento exponencial, el cual
podr´ıa ser un buen comportamiento de un lazo de control, de un comportamiento con un alto
sobreimpulso inicial seguido por un decaimiento exponencial, el cual no es deseable en un sistema
en lazo cerrado. En general, aunque el ISE puede ser un exitoso ı´ndice para cuantificar desempen˜o,
no tiene relacio´n directa con el comportamiento dina´mico propio del proceso.
En [39] se propone el ı´ndice de resiliencia a perturbaciones (DRI del ingle´s Disturbance Resiliency
Index ). Este ı´ndice refleja la habilidad del proceso para rechazar perturbaciones previniendo al
mismo tiempo la saturacio´n en las variables manipuladas. Si se piensa como distancia en un espacio
euclidiano, el DRI representa la mı´nima magnitud de pertubacio´n (rechazando la perturbacio´n en
estado estacionario) que lleva al sistema al l´ımite de operacio´n factible.
Notese la relacio´n directa que existe entre este concepto y la controlabilidad definida por Kalman.
Mientras que Kalman simplemente exige la existencia de alguna accio´n de control u(.) que lleve el
sistema en tiempo finito al origen, este concepto define una regio´n desde la cual es posible regresar
el sistema al punto de operacio´n (origen mediante una traslacio´n simple) acotando las acciones de
control a un conjunto conocido como acciones de control admisibles. Este conjunto fue definido
simultaneamente por Schmitendorf y Vander Velde [78] como una sen˜al de entrada que obedece
a un l´ımite de magnitud o energ´ıa. La principal limitacio´n de este ı´ndice es su cara´cter esta´tico
y conservativo. Para sistemas no lineales las regiones de resiliencia a perturbaciones no suelen ser
regiones regulares y mucho menos esferas perfectas, por lo cual este ı´ndice toma la menor distancia,
lo cual a medida que el orden del sistema aumenta puede causar que el ı´ndice pierda bastante
representabilidad.
5.1.4. Aspectos econo´micos (Costos)
Los aspectos econo´micos considerados dentro de un proceso de disen˜o han sido especificados en
diversas publicaciones. En [57] se define el costo de capital total (CTC) de un proyecto, en este
caso disen˜o, como la suma de unos costos fijos de capital (CFC), sumados al costo de trabajo
de capital (CWC), sumado a los costos no depreciables (CL). Los costos fijos de capital incluyen
lo relacionado con el suministro de aquellos bienes depreciables. Estos son los costos generados
por la construccio´n y montaje de la planta como tal. Los costos de trabajo de capital incluyen
aquellos debidos a las materias primas para el arranque de la planta, los inventarios de materias
primas, productos intermedios y terminados, al manejo y transporte de material desde y hacia
su almacenaje, al pago de operarios. En general cualquier costo requerido para poder operar el
proceso. Los costos no depreciables esta´n asociados a aquellos bienes, servicios o productos que no
pierden valor en el tiempo. Un ejemplo es el terreno sobre el cual se construye la planta.
Ademas del uso de estos costos, existen otras aproximaciones como la de Manca y Grana [47],
quienes consideran la variabilidad temporal de los costos definidos en [57] como costos de trabajo de
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capital. En [85] puede apreciarse como los avances en cuanto al disen˜o han ido incluyendo otro tipo
de consideraciones que reflejan un impacto econo´mico, tal como el aspecto ecolo´gico que permiten el
disen˜o de procesos biorrenovables. De igual manera en [31] se mencionan varios aspectos ecolo´gicos
que pueden ser fa´cilmente convertidos a costos econo´micos debido a las regulaciones existentes en
cuanto a emisiones y generacio´n de desechos. En [21] se presenta incluso un software basado en
Excel R© el cual sirve como herramienta para el ana´lisis de sostenibilidad en el disen˜o de procesos.
En general cualquier efecto deseado o no puede ser adicionado en los costos asociados al disen˜o
y operacio´n de un proceso, siempre y cuando la relacio´n econo´mica sea directa o fa´cilmente
deducible. Todo con el fin de no restar claridad en la definicio´n de los aspectos econo´micos,
mediante la introduccio´n de relaciones subjetivas entre algunas efectos y su valor econo´mico. Una
vez mencionados los cuatro aspectos clave a la hora de disen˜ar de forma simulta´nea un proceso
qu´ımico y su sistema de control, es posible proceder al planteamiento de tal problema como un
problema t´ıpico de optimizacio´n.
5.2. Planteamiento del problema de optimizacio´n
En general un problema de disen˜o simulta´neo de proceso y su control puede ser visto
matema´ticamente como la optimizacio´n de alguna caracter´ıstica deseable sujeta a un conjunto
de restricciones as´ı:
ma´x
x
H(x)
Sujeto a
F(x˙,x) = 0
xmin ≤ x ≤ xmax
(5-2)
Donde x es el vector de variables de bu´squeda, H(.) es una funcio´n, que puede ser escalar o
vectorial, la cual representa las caracter´ıstica o las caracter´ısticas deseables del disen˜o final. F(., .)
es una funcio´n vectorial que representa las relaciones dina´micas y esta´ticas entre las variables de
bu´squeda. Visto de esta forma un problema de disen˜o simulta´neo de proceso y su control podr´ıa
parecer sencillo, pero las grandes dificultades se encuentran precisamente en la definicio´n de las
variables de bu´squeda y sus rangos, de la forma de la funcio´n F(., .) que resulte ma´s apropiada para
lograr una solucio´n al problema y de la definicio´n de la funcio´n H(.) que realmente sea representativa
de la caracter´ıstica requerida.
En cuanto a las variables de bu´squeda puede resultar un poco intuitiva tanto su seleccio´n como
la determinacio´n de sus rangos. Se debe tener en cuenta que la determinacio´n de los rangos de
variacio´n pueden causar que las soluciones o´ptimas se puedan alcanzar o no. O peor au´n es posible
obtener matema´ticamente soluciones que no son implementables en la realidad. La determinacio´n
de las variables de bu´squeda es una tarea que puede resultar obvia una vez se tienen claros algunos
objetivos y restricciones, es decir, si se pretende lograr un disen˜o de una planta considerando
todo el universo de posibilidades, es posible que el nu´mero de variables de bu´squeda resulte
desbordante, tal como resulta en la aproximacio´n de disen˜o basada en la optimizacio´n de una
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superestructura [71]. Por lo tanto, si se cuenta con un diagrama de flujo de proceso ya especificado,
la determinacio´n de las variables de bu´squeda se ve reducida considerablemente ya que estas se
limitara´n al dimensionamiento de los equipos (o determinacio´n del nu´mero de etapas), aspecto que
tiene una gran relacio´n con el comportamiento dina´mico final del sistema.
Por otro lado, la determinacio´n de las expresiones que relacionan el comportamiento dina´mico y
esta´tico entre variables puede ser abordado usando las diversas te´cnicas de modelado e identificacio´n
existentes. La exactitud con la cual dichas relaciones describen la realidad esta´n directamente
relacionadas con la complejidad matema´tica y por lo tanto con la complejidad para solucionar el
problema de optimizacio´n. Finalmente, la funcio´n que representa la caracter´ıstica o conjunto de
caracter´ısticas deseadas debe ser propiamente definida. Este aspecto resulta bastante importante,
ya que determina la linea de bu´squeda de la solucio´n para el problema. Debido a esto a continuacio´n
se dedica una seccio´n espec´ıfica para abordar este tema.
5.2.1. Funcio´n de costo
En un problema de disen˜o simulta´neo de proceso y su control es posible definir muchas
caracter´ısticas como deseables, entre otras se puede mencionar la productividad, la versatilidad, la
conmutatividad, la flexibilidad, el desempen˜o, etc. Sakizlis y colaboradores en 2004 [64] definen la
existencia de dos categor´ıas de problemas de disen˜o simulta´neo. La primera en la cual se consideran
dos indicadores de manera simulta´nea, uno para los efectos econo´micos y otro para los efectos
dina´micos del proceso. Se resalta la dificultad existente para conciliar los valores de cada indicador
ya que ambos dan cuenta de aspectos diferentes, generando de esta manera problemas para su
comparacio´n directa. Por otro lado, la segunda categor´ıa se describe como aquella en la cual so´lo
se optimizan los aspectos econo´micos, mientras que los aspectos dina´micos se consideran como
restricciones. Dichas restricciones en el comportamiento dina´mico generalmente vienen dadas como
desempen˜o del conjunto planta - controlador, por lo cual se pierde de vista una de las principales
caracter´ısticas de la controlabilidad de pertenecer exclusivamente a la planta sin importar el
controlador. En [10] tambie´n se usan aspectos de calidad en la funcio´n de optimizacio´n para el
disen˜o. En [74] se considera como objetivo de disen˜o alcanzar un o´ptimo de factibilidad y flexibilidad
sujeto a restricciones en el costo ma´ximo de inversio´n.
Generalmente en los problemas de disen˜o simulta´neo de procesos y su control se elige como funcio´n
de costo al estimativo de los costos totales anualizados [7, 63, 64, 67], o una combinacio´n de diversos
factores de eficiencia, desempen˜o y costo expresados de manera econo´mica [5] o una modificacio´n
de estas funciones de costo, incluyendo la esperanza estad´ıstica cuando se abordan problemas de
disen˜o con incertidumbre [43, 75].
Como se menciono´ anteriormente, una vez determinada la manera de considerar los cuatro aspectos
claves, es posible plantear el problema de optimizacio´n en diferentes maneras. La propuesta
presentada en este trabajo, resulta diferente a la propuesta comu´nmente usada de optimizar
costos. En este trabajo se busca optimizar los efectos dina´micos o de controlabilidad del proceso
considerando el modelo, el sistema de control y los costos como restricciones, tal como se ha
planteado en [74]. Considerando el indicador de controlabilidad de estado definido en el Cap´ıtulo
4, resulta inmediata y sencilla la definicio´n de la funcio´n de costo, en (5-2), como el indicador de
controlabilidad de estado as´ı:
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H(x) = ItΩ(x0) (5-3)
5.2.2. Construccio´n del problema de optimizacio´n
En esta seccio´n se describe y formula el problema de disen˜o simulta´neo de proceso y su control
de manera matema´tica, considerando el indicador de controlabilidad de estado desarrollado en el
cap´ıtulo anterior. Antes de obtener una expresio´n tal como:
ma´x
θ
ItΩ(x0)
sujeto a
f(x˙,x,u, θ, φ) = 0
h(x,u, θ, φ) = 0
c(θ) ≤ cmax
xmin ≤ x ≤ xmax
(5-4)
la cual describe en forma completa el problema de optimizacio´n, es necesario describir el
procedimiento de manera detallada para llegar hasta este punto.
Paso 1: S´ıntesis del proceso
El procedimiento de s´ıntesis del proceso debe estar completado. Es decir se debe contar con un
diagrama de flujo de proceso que lleve a cabo la transformacio´n deseada entre materias primas y
productos. Se deben tener definidas las entradas y salidas del sistema, al igual que la secuencia de
operaciones unitarias requeridas para alcanzar las transformaciones requeridas. Dicha estructura
de proceso no var´ıa durante todo el proceso de disen˜o simulta´neo de proceso y su control.
Paso 2: Modelado del proceso
Obtener un modelo matema´tico en variables de estado que describa el comportamiento dina´mico
de todo el proceso, tal como se abordo´ en el Cap´ıtulo 2. En dicho modelo deben ser claramente
definidas las entradas manipuladas (u), las perturbaciones (d), las variables de estado (x), los
para´metros constantes (θc) y los para´metros de disen˜o (θd).
El proceso de modelado involucra el uso de relaciones heur´ısticas entre variables o para´metros.
Es justo en este paso donde se deben especificar dichas relaciones heur´ısticas de forma tal que
puedan ser incluidas dentro del modelo que describe todo el proceso o planta. Siendo un poco ma´s
estrictos, no so´lo se deben especificar relaciones heur´ısticas, tambie´n restricciones debido a aspectos
estructurales, meca´nicos, de seguridad, etc. En este punto se hace necesario definir, adema´s, los
intervalos de variacio´n de las entradas manipuladas (u), las perturbaciones (d), las variables de
estado (x) y los para´metros de disen˜o (θd), todo esto para delimitar el espacio de bu´squeda en la
solucio´n del problema de optimizacio´n.
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Paso 3: Definicio´n del punto de operacio´n
En este paso se define el punto de operacio´n del proceso. La definicio´n de dicho punto de operacio´n
obedece a los requerimiento de calidad del producto final. Note que toda planta o proceso qu´ımico
se disen˜a con una intencionalidad definida, lo que hace que se tenga una idea inicial del punto de
operacio´n requerido.
El punto de operacio´n hace referencia a las caracter´ısticas f´ısicas y qu´ımicas que definen el estado
del sistema [61]. En los an˜os 60, Rudolf Kalman definio´ el estado de un sistema as´ı:
Definicio´n 31 [38] El estado de un proceso es el conjunto ma´s pequen˜o de variables x, de modo
que conociendo su valor en el instante inicial x(t0) y las entradas al proceso u(t) desde t0 hasta t,
es posible predecir el valor del estado en el instante t.
En [61] se definio´ entonces el punto de operacio´n como un estado de equilibrio del proceso segu´n
Kalman, con la restriccio´n adicional de que todas las variables de estado deben tener interpretacio´n
en la definicio´n y operacio´n del proceso. Para el adecuado cumplimiento de esta restriccio´n se
potencializa el uso de modelos basados en leyes de conservacio´n, como se vio en el Cap´ıtulo 2, una de
las principales ventajas de estos modelos en los procesos qu´ımicos es justamente la interpretabilidad
f´ısica de cada uno de los estados obtenidos.
Paso 4: Definicio´n de los costos asociados al proceso
En este paso se definen los costos asociados al disen˜o y operacio´n del proceso. En esta propuesta
de disen˜o simulta´neo de procesos y su control so´lo se considerara´n los costos fijos de capital. En
una seccio´n anterior se describieron las caracter´ısticas de estos costos. Por lo tanto es fa´cil concluir
co´mo estos pueden ser asociados directamente con el taman˜o, tipo de material o tipo de equipo a
construir [57].
En esta aproximacio´n no se considerara´n costos de trabajo de capital debido a que este proceso
no busca la determinacio´n del punto de operacio´n o´ptimo. Se asume que el punto de operacio´n es
definido de manera aproximada en un paso previo, y que dicha determinacio´n obedece a restricciones
en la calidad del producto final. Tampoco los valores de las entradas manipuladas que hacen que el
sistema tenga un punto de equilibrio justo en el punto de operacio´n predefinido, son consideradas
en los costos asociados al disen˜o.
Recordando el procedimiento usado para calcular el indicador de controlabilidad de estado, debe
notarse que se usan todas las acciones de control admisibles del proceso. Esta pesada tarea se
lleva a cabo justamente con la intencio´n de conocer los l´ımites operacionales del sistema. Una vez
caracterizados, se busca optimizar dichos l´ımites en cuanto a forma y taman˜o, generando como
resultado un disen˜o o´ptimo en cuanto a controlabilidad de estado en una vecindad del punto de
operacio´n previamente definido. Al maximizar la regio´n de controlabilidad, se definen otros posibles
puntos de equilibrio donde el proceso podr´ıa operar sin ningu´n problema. Es justamente la regio´n
de reversibilidad de´bil alrededor del punto de equilibrio de intere´s x0, la que define de manera
local el conjunto de estados de equilibrio hasta los cuales el sistema podr´ıa ir desde x0 y volver
a x0 con las acciones de control admisibles. Conocer, caracterizar y poder optimizar la regio´n de
reversibilidad local permite conocer los l´ımites de flexibilidad y conmutatividad del sistema, adema´s
la posibilidad de disen˜ar equipos multiproposito y poder optimizar dichos aspectos. Por otro lado,
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el uso de todas las entradas admisibles no permite la inclusio´n de costos de trabajo de capital
en el planteamiento del problema de optimizacio´n, ya que para evaluar los l´ımites del sistema es
necesario verificar con toda posible entrada admisible, sin determinar el valor en el cual cada una de
ellas operara´ una vez concluido el disen˜o. Note que el valor final de cada entrada quedara´ definido
por el punto de operacio´n y el valor de las perturbaciones en cada instante de tiempo, por lo
tanto considerando que los procesos son variantes en el tiempo, considerar el valor de las entradas
para un punto de operacio´n definido con unas perturbaciones en su valor nominal so´lo representa
uno de los muchos posibles valores para la tripleta formada por los estados del sistema (x, punto
de operacio´n), las entradas manipuladas (u, entradas admisibles) y perturbaciones del sistema (d,
entradas no manipuladas).
De forma general los costos fijos de capital pueden ser expresados como
CFC =
n∑
i=1
Aiθ
ri
i (5-5)
Donde CFC representa los costos fijos totales, Ai es un coeficiente o factor de conversio´n propio de
cada equipo y de la unidad econo´mica usada, θi es el para´metro de disen˜o a optimizar y ri puede
definirse como la dependencia heur´ıstica entre el costo y el para´metro de disen˜o. Dichos coeficientes
y factores de dependencia pueden encontrarse tabulados en diversas publicaciones de acuerdo al
tipo de equipo que se desee disen˜ar [17, 57, 58].
5.3. Una propuesta de solucio´n
El problema de optimizacio´n planteado en la seccio´n anterior es un problema de programacio´n
dina´mica mixta entera no lineal. Note que la funcio´n de costo a optimizar no es ma´s que el valor
del indicador de controlabilidad de estado definido en el Cap´ıtulo 4. Debido a los procedimientos
nume´ricos involucrados en el ca´lculo de dicho indicador, no es posible usar los me´todos establecidos
en la literatura para la solucio´n de este tipo de problemas [3, 64]. En particular para este problema
se propone una estrategia de solucio´n que busca reducir el nu´mero de iteraciones antes de converger
al valor o´ptimo.
Son varios los aspectos importantes de resaltar particularmente en este problema de optimizacio´n
antes de proponer una estrategia de solucio´n. En primer lugar note que el tiempo de co´mputo
del indicador de controlabilidad de estado es considerable. En cada iteracio´n se debe calcular
un conjunto controlable, un conjunto alcanzable, el conjunto reversible, caracterizar la frontera
y finalmente dar un valor al ı´ndice. Si se considera que este ca´lculo debe repetirse un nu´mero
considerable de veces, adema´s que no se puede considerar un me´todo de gradiente, el me´todo de
solucio´n debe ser cuidadosamente elegido.
Por otro lado las restricciones dina´micas y esta´ticas se consideran directamente en el ca´lculo de los
conjuntos, al igual que las restricciones de admisibilidad en las entradas manipuladas u y factibilidad
en los estados x. La u´nica restriccio´n que realmente considera el proceso de optimizacio´n es la
referente a costos.
Para enfrentar estos problemas es necesario contar con una solucio´n preliminar, la cual puede
ser asumida como aquel disen˜o hecho siguiendo las reglas esta´ticas brindadas en la ingenier´ıa de
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procesos. Partiendo de esta solucio´n preliminar, se asumira´ que el valor o´ptimo para los para´metros
de disen˜o representados so´lo por nu´meros enteros, sera´n cercanos al valor de la solucio´n preliminar.
Esto basado en que cada equipo debe cumplir mı´nimamente con los requerimientos esta´ticos para
los que fueron disen˜ados. De esta manera se puede determinar un nu´mero finito de escenarios
discretos para la bu´squeda de la solucio´n o´ptima.
Adema´s se debe definir claramente los l´ımites de cada para´metro continuo y definir un criterio de
bu´squeda emp´ırico que tome en cuenta las variaciones positivas o negativas en cada direccio´n. Por
u´ltimo, en cuanto a la evaluacio´n de las restricciones, se propone verificarlas de manera preliminar
a cada evaluacio´n de la funcio´n de costo. De esta manera es posible descartar aquellos disen˜os que
son inviables econo´micamente sin necesidad de evaluar el indicador de controlabilidad.
El problema descrito en (5-4) es de naturaleza no lineal. Encontrar una solucio´n global a este
tipo de problemas resulta dificultoso en la mayor´ıa de los casos [52]. Por lo tanto la mayor´ıa de
los algoritmos para este tipo de problemas so´lo aseguran convergencia a un mı´nimo local. En el
problema planteado para el disen˜o simulta´neo de procesos y control, es necesario que la solucio´n
hallada sea un punto de ma´ximo valor para la funcio´n de costo, al menos en todo la regio´n de
variacio´n de los para´metros de disen˜o.
Para enfrentar el problema de la globalidad de la solucio´n, surgen desde la inteligencia artificial
herramientas basadas en los procesos biolo´gicos, tales como la evolucio´n [66] o la bu´squeda de
alimento [24]. Dichos algoritmos no son ma´s que me´todos adaptables que pueden usarse para
resolver problemas de bu´squeda y optimizacio´n.
Uno de estos algoritmos biolo´gicos se caracteriza por su simpleza y facilidad en la implementacio´n. El
quimiotactismo bacteriano propuesto por primera vez en la de´cada de los 90 [16] imita el movimiento
t´ıpico de una colonia de bacterias dentro de un caldo de cultivo. Tales movimientos son una funcio´n
directa de la concentracio´n de nutrientes en dicho caldo de cultivo. La funcionalidad del movimiento
se logra por un cierto co´digo de comunicacio´n que provee informacio´n sobre la concentracio´n de
nutrientes en varias direcciones alrededor de la posicio´n actual de la colonia. El movimiento que
finalmente dara´ la colonia en el pro´ximo instante sera´ en aquella direccio´n en la que la concentracio´n
de nutrientes incremente. El mismo criterio de movimiento en busca de un o´ptimo matema´tico se
aplica durante las bu´squedas nume´ricas de un ma´ximo (o de un mı´nimo tomando el reciproco de
la funcio´n) de cualquier funcio´n multivariable.
El algoritmo de bu´squeda usado por el quimiotactismo bacteriano se puede describir de la siguiente
manera:
1. Determinar los intervalos nominales de variacio´n para cada una de las variables de bu´squeda.
Esta regio´n de Rn puede denotarse como Θ y define todo el universo de bu´squeda del problema
de optimizacio´n.
2. Determinar un valor semilla para el vector de variables de bu´squeda (θ ∈ Θ) y denotar dicho
vector semilla como θ0.
3. Calcular el valor de la funcio´n objetivo J con el valor actual de θ0 y denotelo como J0.
4. Determinar aleatoriamente la matriz de te´rminos de suma Sp de la misma dimensio´n de θ.
Cada componente en S puede ser positivo o negativo, pero se debe tener en cuenta que la
bu´squeda esta´ restringida a Θ.
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5. Determinar el nuevo valor para θ as´ı θp = θi + Sp.
6. Calcular el valor de la funcio´n objetivo J con el valor actual de θp y denotarlo por Jp.
7. Verificar si se cumple que Jp > Ji, luego,
Si- Definir θi+1 = θp, Ji+1 = Jp. Continuar al paso 8.
No- Definir θi+1 = θi, Ji+1 = Ji Regresar al paso 4.
8. Verificar si se cumple el criterio de parada
Si- El algoritmo ha convergido a un valor o´ptimo o se alcanzo´ el nu´mero ma´ximo de
iteraciones.
No- Regresar al paso 5 para la siguiente iteracio´n donde θi es el u´ltimo punto para el cual
hubo mejora en J.
Note que el algoritmo descrito es aplicable a un solo individuo, lo que puede producir que la
solucio´n obtenida sea so´lo un mı´nimo (o ma´ximo) local. Por otro lado si dicho algoritmo se aplica
simulta´neamente a un nu´mero finito de individuos distribuidos de manera aleatoriamente uniforme
en todo la regio´n de bu´squeda Θ, es bastante probable que la solucio´n obtenida finalmente sea
realmente un mı´nimo (o ma´ximo) global en Θ.
Respecto a la condicio´n de parada del algoritmo es posible considerar tres posibles casos que
ameritan dar por terminado el proceso de bu´squeda en la optimizacio´n.
La primera consiste en determinar de antemano un nu´mero ma´ximo de ciclos de generacio´n
de S y una vez se alcance dicho nu´mero de ciclos dar por terminado el proceso de bu´squeda.
La segunda consiste en determinar un nu´mero de pasos para los cuales se obtenga alguna
mejora en el valor de la funcio´n objetivo y una vez se alcance dicho nu´mero de pasos se da
por terminado el proceso de bu´squeda.
La tercera consiste en determinar un l´ımite de mejoramiento para la funcio´n objetivo.
En cada paso de mejora se evalu´a si la mejor es mayor que el l´ımite definido y cuando la mejora sea
menor al l´ımite definido se da por terminado el proceso de bu´squeda. Las dos primeras opciones
parecieran criterios arbitrarios de parada. El primero limitando el nu´mero de veces que es posible
cambiar de direccio´n de bu´squeda o de taman˜o de paso. El segundo limitando la obtencio´n de
una solucio´n, a la velocidad de convergencia hacia ella. Cada una de estas opciones so´lo deben
ser usadas cuando se cuenta con el suficiente conocimiento de la superficie de respuesta. En otro
caso lo ma´s probable es que se alcancen soluciones sub-o´ptimas, sin conocer realmente que tan
alejada se encuentra la solucio´n real. La tercera opcio´n es generalmente la ma´s utilizada, ya que
permite cuantificar mejoras y superar obsta´culos tales como superficies de respuesta muy planas.
Sin embargo es necesario tener una serie de precauciones para no incurrir en errores tales como
saltos entre valles de la superficie de respuesta o asumir convergencias cuando en realidad solo hay
poca distancia entre un punto de evaluacio´n y el siguiente. Para evitar dichos inconvenientes es
necesario considerar el taman˜o del paso dado en una iteracio´n. Un taman˜o de paso muy grande
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puede causar los saltos entre valles y un taman˜o de paso muy pequen˜o puede causar que el me´todo
asuma convergencia cuando en la realidad esta au´n no se ha alcanzado. De esta manera es posible
definir una distancia ma´xima y otra mı´nima para el paso en el proceso de bu´squeda, y de esta
manera poder usar un l´ımite de mejora como criterio de parada de la bu´squeda.
En esta seccio´n se describio´ el algoritmo base usado para solucionar cualquier problema de
optimizacio´n descrito por la Ecuacio´n 5-2. A continuacio´n se describira´ el algoritmo general para
la solucio´n del problema de disen˜o simulta´neo de procesos y control representado particularmente
por la Ecuacio´n 5-4.
Una vez mencionados los problemas particulares de esta aproximacio´n de disen˜o simulta´neo y
presentadas tambie´n las estrategias para enfrentar dichos problemas, a continuacio´n se presenta el
algoritmo de solucio´n de dicho problema de optimizacio´n.
1. Determinar la intencionalidad final de la planta. Este paso determinara´ un punto de operacio´n
(x0) aproximado de disen˜o, basado en los requerimientos de calidad del producto final.
2. Determinar el diagrama de flujo de proceso. Este procedimiento es conocido tambie´n como
s´ıntesis del proceso.
3. Obtener un modelo dina´mico de la planta. Dicho proceso de modelado fue descrito en el
Cap´ıtulo 2 de este trabajo. El modelo debe tener la forma general descrita en la Ecuacio´n
5-1.
4. Determinar los intervalos nominales de variacio´n para cada uno de los para´metros de disen˜o.
Esta regio´n de Rn puede denotarse como Θ y define todo el universo de bu´squeda del problema
de optimizacio´n.
5. Determinar un valor semilla para el vector de variables de bu´squeda (θ ∈ Θ) y denotar dicho
vector semilla como θ0. Para lograr este valor semilla deben usarse los procedimientos propios
de disen˜o generalmente usados en la ingenier´ıa de procesos. Estos procedimientos de disen˜o
en estado estacionario brindan generalmente un disen˜o o´ptimo para el caso en el cual las
perturbaciones permanecen en un valor de estado estacionario y tampoco es necesario variar
el punto de operacio´n.
6. Determinar los posibles valores de las variables enteras (nu´mero de etapas en una operacio´n
de separacio´n). Dichos valores se consideran cercanos a los obtenidos en el paso anterior. De
acuerdo con la facilidad de separacio´n dicho nu´mero de etapas podra´ variar entre un 10 % y
un 50 % por encima o por debajo del nu´mero nominal de etapas, obtenido en el paso anterior.
7. Calcular el valor de la funcio´n objetivo J = ItΩ(x0) con el valor actual de θ0 y deno´telo como
J0.
8. Determinar aleatoriamente la matriz de te´rminos de suma Sp de la misma dimensio´n de θ.
Cada componente en S puede ser positivo o negativo, pero se debe tener en cuenta que la
bu´squeda esta´ restringida a Θ. Adema´s se debe tener en cuenta la variacio´n de las variables
enteras.
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9. Determinar el nuevo valor para θ as´ı θp = θi + Sp. Recordar que θp ∈ Θ, adema´s de la
existencia de algunos θp−i ∈ Z.
10. Verificar si se cumple que c(θp) ≤ cmax, luego,
Si- Continuar al paso 11.
No- Regresar al paso 8.
11. Verificar que el punto de operacio´n (x0) sea un punto de equilibrio viable del sistema con las
acciones de control admisibles.
Si- Continuar al paso 12.
No- Regresar al paso 8.
12. Calcular el valor de la funcio´n objetivo J con el valor actual de θp y denotarlo por Jp.
13. Verificar si se cumple que Jp > Ji, luego,
Si- Definir θi+1 = θp, Ji+1 = Jp. Continuar al paso 14.
No- Definir θi+1 = θi, Ji+1 = Ji Regresar al paso 8.
14. Verificar si se cumple el criterio de parada
Si- El algoritmo ha convergido a un valor o´ptimo.
No- Regresar al paso 9 para la siguiente iteracio´n donde θi es el u´ltimo punto para el cual
hubo mejora en J.
El algoritmo presentado en esta seccio´n no es ma´s que la adecuacio´n del algoritmo ba´sico de
quimiotactismo bacteriano a las caracter´ısticas particulares presentadas en los problemas de disen˜o
simulta´neo de procesos y su control, descritas en la Seccio´n 5.2. Dichas modificaciones surgen
con el fin de reducir la alta demanda computacional requerida en el ca´lculo del indicador de
controlabilidad. De esta manera es posible evitar ca´lculos que de manera preliminar pueden ser
determinados como soluciones no factibles al problema.
5.4. Conclusiones
En este cap´ıtulo se aborda el problema del disen˜o simulta´neo de los procesos y su control.
Inicialmente se definen los cuatro aspectos que deben ser considerados dentro de un problema
de este tipo:
el factor econo´mico,
el modelo que representa al proceso,
los aspectos relacionados con el sistema de control y
los aspectos relacionados con el desempen˜o o la controlabilidad del proceso.
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Se discutieron las aproximaciones usadas hasta ahora en la literatura para abordar cada uno de
estos aspectos, encontrando limitaciones en cuanto al tipo de modelos que son utilizados, lo que
genera limitaciones en la representabilidad de los resultados obtenidos. Por otro lado, en cuanto a
los aspectos del sistema de control se determino´ que esta nunca es una decisio´n que sea tomada en el
proceso de disen˜o, por el contrario es una decisio´n tomada arbitrariamente y de manera preliminar
al proceso de bu´squeda de un disen˜o o´ptimo. En cuanto al desempen˜o o la controlabilidad del
proceso se encontro´ que hasta ahora se han usado principalmente indicadores de desempen˜o o
directa manipulacio´n de propiedades que reflejan mejoras en cuanto al desempen˜o sin necesidad de
expresarlas directamente como una cantidad definida. El concepto de controlabilidad de estado no
lineal ha sido usado hasta ahora simplemente como restriccio´n debido a su cara´cter binario.
Posteriormente se planteo´ el problema de disen˜o simulta´neo de proceso y su control usando un
indicador de controlabilidad de estado, definido en el Cap´ıtulo 4, directamente como funcional
de costo. Esto conducira´ a un disen˜o cuya controlabilidad es o´ptima teniendo en cuenta las
restriciones presentes, principalmente aquella de tener un l´ımite para los costos fijos de capital.
En esta aproximacio´n se busca optimizar ba´sicamente el dimensionamiento de cada uno de los
equipos de la planta, por lo tanto se aclara que se debe contar con un diagrama de flujo de proceso
que puede ser definido inicialmente pero no variara´ durante la optimizacio´n. Tampoco se pretende
optimizar el punto de operacio´n, ya que este es definido de manera aproximada una vez se determina
la intencionalidad de la planta y los requerimientos de calidad.
Finalmente se propuso una estrategia de solucio´n que usa como principal herramienta los algoritmos
biolo´gicos, particularmente el me´todo conocido como quimiotactismo bacteriano. Esto debido a los
procedimientos nume´ricos involucrados en la evaluacio´n del funcional de costos, lo que impide usar
un me´todo basado en gradiente. Adema´s, el uso de este me´todo permite considerar de manera
sencilla la mezcla de variables reales y enteras. Por otro lado se aumenta considerablemente la
posibilidad de hallar una solucio´n global en toda la regio´n de bu´squeda. En el pro´ximo cap´ıtulo
se ejemplificara´ la propuesta de disen˜o simulta´nea hecha aqu´ı mediante dos casos de estudio, un
reactor del tipo CSTR y una planta compuesta por un reactor seguida por un separador con un
reciclo ma´sico.
6. Ejemplos de aplicacio´n
A lo largo de esta tesis se han establecido algunas bases teo´ricas y operativas para el modelado
de plantas qu´ımicas y para verificar la controlabilidad de estado, de manera local, para sistemas
no lineales. Con base en dichas herramientas teo´ricas, se define un indicador nume´rico para la
controlabilidad de estado local de un sistema no lineal. Finalmente se formula un problema de
disen˜o simulta´neo de proceso y control, como un problema matema´tico de optimizacio´n, donde
justamente la caracter´ıstica real que se quiere optimizar es representada por el indicador de la
controlabilidad de estado no lineal del sistema.
En este cap´ıtulo se muestran los resultados obtenidos al aplicar el procedimiento descrito en el
Cap´ıtulo 5 para el disen˜o o´ptimo en cuanto a controlabilidad de estado de un reactor qu´ımico tipo
CSTR y de una planta qu´ımica compuesta de un reactor, un separador y un intercambiador de
calor.
6.1. Disen˜o de un equipo
En esta seccio´n se muestra el procedimiento detallado para la formulacio´n del problema de
optimizacio´n y posteriormente, los resultados obtenidos para el disen˜o o´ptimo en cuanto a
controlabilidad de estado de un reactor qu´ımico del tipo CSTR.
6.1.1. Construccio´n del problema de optimizacio´n
En esta seccio´n se aplica el procedimiento establecido en el Cap´ıtulo 5 para el planteamiento
del problema de disen˜o como un problema de optimizacio´n matema´tica. Son tres los elementos
requeridos para la adecuada formulacio´n del problema como una optimizacio´n: un modelo dina´mico
del proceso en su representacio´n de espacio de estados, la definicio´n clara del punto de operacio´n
deseable para el proceso y la definicio´n de los costos asociados a la construccio´n y montaje de la
planta. A continuacio´n se discute y se ilustra co´mo se obtuvieron estos elementos para el caso del
reactor qu´ımico tipo CSTR.
Paso 1: S´ıntesis del proceso
Para este caso de estudio no es necesario realizar la s´ıntesis del proceso ya que se trata de un
so´lo equipo. En su lugar se presenta un diagrama del proceso que permita identificar fa´cilmente
las corrientes de entrada y salida ma´sicas y energe´ticas. La Figura 6-1 es el diagrama de flujo del
proceso que consta de un reactor tipo CSTR al cual se le controla la temperatura de la chaqueta
con la intencio´n de mantener regulado el flujo de calor que se extrae de la masa reactiva.
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Figura 6-1.: Diagrama del reactor tipo CSTR a disen˜ar
Paso 2: Modelado del proceso
Con la ayuda del diagrama de flujo de proceso (Figura 6-1), junto a la metodolog´ıa para la obtencio´n
de modelos semif´ısicos de base fenomenolo´gica presentada en [5], es posible obtener un modelo en
la representacio´n de espacio de estados dado por
C˙A =
F0
V
(CA0 − CA)− k0exp(
−Ea
R ∗ T )CA (6-1a)
T˙ =
F0
V
(T0 − T ) + (−∆H)
ρCp
k0exp(
−Ea
R ∗ T )CA −
UA
V ρCp
(T − Tj) (6-1b)
Para la obtencio´n de este modelo se tuvieron en cuenta las siguientes suposiciones:
i. El volumen de la masa reactiva dentro del reactor es un para´metro constante. De esta manera
se cumple siempre que Fin = Fout = F0.
ii. La dina´mica de la temperatura en la chaqueta es muy ra´pida en comparacio´n a la dina´mica
de temperatura del reactor. Adema´s la chaqueta se comporta como un tanque perfectamente
mezclado, por lo tanto su temperatura sera homoge´nea e igual a Tj .
iii. No hay perdidas energe´ticas al ambiente.
Los valores de los para´metros de este modelo, los cuales fueron tomados de [9] se presentan en la
Tabla 6-1.
Paso 3: Definicio´n del punto de operacio´n
Para la definicio´n del punto de operacio´n del proceso es necesario considerar diversos factores
econo´micos, relacionados con la demanda de un producto con unas determinadas caracter´ısticas y
al costo de su produccio´n. Dicha labor va ma´s alla´ del enfoque de este trabajo. Por tal motivo se
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S´ımbolo Descripcio´n valor Unidades
Ea Energ´ıa de activacio´n de la Reaccio´n 75361 J/mol
k0 Factor de frecuencia de la ley de Arrehnius 2,8267 · 1011 1/minuto
CA0 Concentracio´n de reactivo en el alimento fresco 2114,5 mol/m
3
∆H Calor de reaccio´n −9,0712 · 104 J/mol
ρ ∗ Cp Densidad por capacidad calo´rica 3571300 J/m3K
U Coeficiente global de transferencia de calor 2,56 · 104 J/min ·m2K
T0 Temperatura del alimento 295 K
Tabla 6-1.: Para´metros del modelo del reactor tipo CSTR
asumira´ como punto de operacio´n de intere´s aquel punto de operacio´n que haya sido mencionado en
la literatura para un proceso similar al descrito. Justamente en [9] se establecen las condiciones de
operacio´n y los para´metros para un reactor de este tipo para la produccio´n de propilenglicol a partir
de la hidro´lisis del o´xido de propileno, la cual en exceso de agua es correctamente representada por
una cine´tica de primer orden.
En dicha referencia se define una conversio´n del reactivo del 50 %. Al resolver las ecuaciones
diferenciales con los para´metros en los valores de la Tabla 6-1, definiendo el punto de operacio´n
en CA = 1071 mol/m
3 y T = 311 K, lo que corresponde a una conversio´n de reactivo del 49 %,
se obtienen unos valores respectivos para las variables manipuladas en F = 0,1514 mol/m3 y
Tj = 279 K.
Es necesario definir tambie´n los valores posibles que pueden tomar las variables manipuladas del
proceso, para este caso segu´n los valores nominales de operacio´n se definen dichos intervalos as´ı:
0 ≤ F0 ≤ 0,5 [=] m3/min (6-2)
283 ≤ Tj ≤ 313 [=] K (6-3)
Note que el valor nominal para Tj esta´ por fuera de su intervalo de variacio´n permitido. Esto significa
que las dimensiones actuales del reactor no permiten alcanzar el punto de operacio´n requerido con
las acciones de control admisibles. Pero como se trata de optimizar el disen˜o alrededor del punto de
operacio´n definido, es posible continuar con el procedimiento aunque el punto de arranque resulte
no viable de acuerdo a lo que se quiere lograr.
Paso 4: Definicio´n de los costos asociados al proceso
Como se establecio´ en el cap´ıtulo anterior, so´lo se consideran costos asociados a la construccio´n y
montaje de la planta como tal. En particular, para este caso so´lo se requiere el costo asociado a
la construccio´n y montaje de un tanque enchaquetado. Para tal fin se usara´n los costos reportados
en [5], los cuales establecen que los costos de capital asociados a un reactor tipo CSTR pueden
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ser divididos en dos te´rminos, uno asociado con la construccio´n del tanque de reaccio´n y el otro
asociado a la construccio´n de la chaqueta, as´ı:
CR = 1780 · L0,87 ·D1,23 (6-4)
Cj = 450 ·A0,7j (6-5)
Se debe aclarar que estas dos formulaciones no consideran el tipo de material de construccio´n,
ni el valor agregado debido a la complejidad de la te´cnica de construccio´n. Adema´s que todos
los costos esta´n expresados en Dolares americanos. Para solucionar este inconveniente es posible
multiplicar dichas expresiones por dos constantes, una asociada con el material de construccio´n y
la otra asociada a la te´cnica de construccio´n. Para este caso se tomara´n dichas constantes iguales
a uno tal y como se hace en [5]. Adema´s se debe aclarar que la ecuacio´n para Cj es en realidad
el costo de construccio´n de un intercambiador de calor, pero puede ser usada como una buena
aproximacio´n en este caso.
Siguiendo algunas reglas heur´ısticas de disen˜o, se establece que entre el dia´metro de un reactor y
su altura debe existir una relacio´n D/L = 0,5. Adema´s que, la altura de la chaqueta deber´ıa ser
igual al 75 % de la altura total del reactor. Luego, es posible reescribir las ecuaciones para CR y Cj
solamente en te´rminos del dia´metro del reactor as´ı
CR = 3253 ·D2,1 (6-6)
Cj = 1332 ·D1,4 (6-7)
De esta forma es posible formular la restriccio´n de costo como
3253 ·D2,1 + 1332 ·D1,4 ≤ Cmax (6-8)
donde Cmax es el costo ma´ximo permitido para la construccio´n de la planta. Se debe aclarar tambie´n
que el volumen de la masa reactiva del reactor equivale so´lo al 85 % del volumen de construccio´n.
Por lo tanto en la Ecuacio´n 6-1 se debe tener en cuenta que el para´metro V debe ser remplazado
por (0,85/2) · pi ·D3.
6.1.2. Solucio´n del problema de optimizacio´n
En el Cap´ıtulo 5 se establece un procedimiento para solucionar el problema de optimizacio´n
mediante un algoritmo basado en quimiotactismo bacteriano. Los tres primeros pasos para la
solucio´n esta´n enfocados justamente a la obtencio´n del modelo dina´mico en espacio de estados
y la determinacio´n del punto de operacio´n.
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A continuacio´n es necesario determinar los intervalos de variacio´n para cada uno de los para´metros
de disen˜o, es decir, definir la regio´n de bu´squeda. Siguiendo algunos procedimientos heur´ısticos y
algunos requerimientos de disen˜o establecidos en [9], fue posible expresar el a´rea de transferencia
de calor entre la chaqueta y el reactor, adema´s del volumen efectivo de reaccio´n, en funcio´n del
dia´metro del tanque. Luego, el para´metro de disen˜o para este reactor resulta ser so´lo el dia´metro
del tanque. Una vez definida la variable de bu´squeda, se debe establecer su valor inicial. En el
Cap´ıtulo 5 se establecio´ que dicho valor debe encontrarse con los procedimientos de disen˜o en
estado estacionario usados generalmente en la ingenier´ıa de procesos. Para este caso se cuenta con
un disen˜o ya elaborado y presentado en [9]. En este caso el disen˜o presentado corresponde con un
valor para el dia´metro del tanque D = 1,22 m. El valor del dia´metro del tanque debe ser mayor
que cero, pero se debe considerar que entre ma´s pequen˜o sea el dia´metro menor sera´ la capacidad
de procesamiento del reactor y puede afectar la viabilidad econo´mica del proyecto. De esta manera
el l´ımite inferior debe quedar establecido por los requerimientos mı´nimos de produccio´n. Para este
caso se establecio´ un dia´metro mı´nimo del reactor de Dmin = 0,3, lo cual ser´ıa casi un reactor de
laboratorio, pero para este problema pequen˜o es posible experimentar que´ pasa en estos valores
extremos ya que el costo computacional no es tan elevado en cada iteracio´n. El l´ımite superior
simplemente es establecido por los costos de construccio´n, pero conocidos los valores nominales
para los flujos ma´sicos se determino´ que un dia´metro D = 2 m era un l´ımite alto de exploracio´n.
De esta manera queda definido el espacio de bu´squeda as´ı:
0,3 ≤ D ≤ 2 (6-9)
A continuacio´n es necesario establecer lo valores para las variables de bu´squeda enteras. En este
caso no es necesario ya que la u´nica variable de bu´squeda resulta ser continua. Luego no es necesario
evaluar todos los posibles escenarios definidos por cada valor posible de una variable entera. Con
los elementos dados en esta seccio´n y los de la seccio´n inmediatamente anterior es posible plantear
el problema de disen˜o de la forma descrita en 5-4. Los resultados son presentados en la siguiente
seccio´n.
6.1.3. Resultados y ana´lisis
En principio, se eligio´ el reactor tipo CSTR modelado so´lo con dos estados como primer ejemplo
de aplicacio´n, buscando la posibilidad de representaciones gra´ficas que permitieran una mayor
comprensio´n por parte del lector de los resultados obtenidos en esta tesis.
Luego de solucionar el problema de optimizacio´n se obtuvo que el valor o´ptimo para el indicador de
controlabilidad local de estado fue 0,5606 y se presento´ para un dia´metro del tanque D = 0,9628.
En la Figura 6-2 se pueden apreciar los valores calculados para el indicador de controlabilidad local
como funcio´n del dia´metro del reactor. Debe notarse que aunque existe una tendencia claramente
definida, existe un error inherente al me´todo de ca´lculo del indicador. Si se aprecia la parte del
gra´fico correspondiente a los valores ma´s grandes del indicador, es posible apreciar una forma un
poco aplanada en la seccio´n para 0,96 ≤ D ≤ 1,06. Lo que da lugar a pensar que el o´ptimo podr´ıa
estar en algu´n valor de este intervalo para D.
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Figura 6-2.: Comportamiento del indicador de la controlabilidad local de estado frente a la
variacio´n del volumen del tanque en un reactor qu´ımico tipo CSTR
Al ser un procedimiento que involucra algoritmos aleatorios resulta interesante verificar la
variabilidad en los resultados obtenidos, mas au´n con lo que se aprecio´ en la Figura 6-2. La Figura
6-3 presenta un histograma obtenido al realizar 50 veces el ca´lculo del indicador de controlabilidad,
usando el valor o´ptimo para el dia´metro del tanque. En esta figura se puede apreciar que el valor
mı´nimo calculado para el indicador es 0,5152 y el valor ma´ximo es 0,5602. Considerando que el
indicador de controlabilidad var´ıa entre cero y uno, se tiene que el procedimiento para su ca´lculo
induce un error de aproximadamente 4,5 %. Este error esta´ asociado con el ca´lculo de los diversos
conjuntos, y de la determinacio´n de los puntos de frontera.
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Figura 6-3.: Histograma de repetitividad en el ca´lculo del indicador de la controlabilidad
local de estado
Teniendo en cuenta el error asociado con el indicador, y con la ayuda de la l´ınea de tendencia
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para los datos experimentales en la Figura 6-2, es posible determinar que el valor o´ptimo para
el dia´metro del tanque se encuentra en el intervalo 0,925 ≤ Dopt ≤ 1,06. De acuerdo al valor del
costo ma´ximo permitido, este intervalo implica una variacio´n aproximadamente del 7 % del costo,
respecto al costo ma´ximo. Este intervalo tambie´n implica una variacio´n en el a´rea de transferencia
entre el reactor y la chaqueta menor a un metro cuadrado. En cuanto al volumen se tiene una
variacio´n de 0,53 m3, tomando como referencia el volumen original del reactor presentado en [9],
se tiene una variacio´n aproximadamente de −20 % en el volumen de la masa reactiva en el reactor.
La variacio´n en el volumen puede ser apreciablemente significativa, pero debe notarse que el disen˜o
inicial de este reactor corresponde a un reactor pequen˜o por lo tanto, cualquier variacio´n en el
volumen puede parecer bastante representativa. En conclusio´n, es posible afirmar que el indicador
de controlabilidad tiene un error asociado al procedimiento de ca´lculo ma´s no a su definicio´n. El
indicador muestra ser una buena herramienta para la determinacio´n del para´metro de disen˜o o´ptimo
en cuanto a controlabilidad. De igual forma es importante verificar los rangos de variacio´n de los
para´metros de disen˜o. Note que si el intervalo permitido de variacio´n es pequen˜o, la incertidumbre,
expresada como un porcentaje del intervalo de variacio´n, puede tornarse significativa.
La Figura 6-4 muestra los conjuntos alcanzable, controlable, reversible y su frontera,
correspondientes al dia´metro del tanque o´ptimo D = 0,9628 m. Adema´s la Figura 6-5 presenta
los conjuntos alcanzable, controlable, reversible y su frontera, correspondientes a un dia´metro del
tanque D = 1,05 m. Con estas dos figuras se busca ilustrar la forma como el valor del indicador
aumenta mientras exista una mayor superposicio´n entre los conjuntos alcanzable y controlable,
haciendo al conjunto reversible de mayor taman˜o. Note la forma en la que el conjunto reversible se
hace ma´s estrecho en los alrededores del punto de operacio´n a medida que el dia´metro del reactor
aumenta. En la Figura 6-6 pueden apreciarse los conjuntos para un valor del dia´metro del reactor
para el cual el punto de operacio´n deseado no pertenece al conjunto reversible, esto significa que
no existe un punto de equilibrio en el punto de operacio´n deseado con el conjunto de variables
manipuladas disponibles.
Debido a esto, es importante resaltar la importancia que tiene verificar la pertenencia del punto de
disen˜o de intere´s al interior del conjunto reversible, de otro modo el indicador produce resultados
que resultan erro´neos, como en el caso que se representa en la Figura 6-6. Se debe recordar que
el indicador de controlabilidad local de estado esta´ definido siempre y cuando el estado de intere´s
x0 sea un punto de equilibrio del sistema con las acciones de control admisibles, en otro caso dicho
indicador no esta´ definido. Para garantizar esto, el procedimiento de ca´lculo del indicador verifica
que las acciones de control requeridas para que exista un determinado equilibrio, pertenezcan
al conjunto de acciones de control disponibles. La Figura 6-6 presenta los conjuntos alcanzable,
controlable, reversible y su frontera, correspondientes a un dia´metro del tanque D = 1,21 m, punto
que fue seleccionado como punto de arranque para la optimizacio´n, ya que fue el volumen presentado
en [9] para el reactor. En la Figura 6-6 se puede apreciar que dicho valor hace que el punto de
operacio´n requerido no sea un punto de equilibrio viable con las acciones de control disponibles.
Para D = 1,21 m, se requieren valores de F0 = 0,1514 m3/min y Tj = 279,2 K, para que se alcance
el equilibrio en CA = 1071 mol/m
3 y T = 311 K. Recordando que 283 K ≤ Tj ≤ 313 K, es claro
que dicho valor no representa un valor viable para el dia´metro del tanque.
Debe ser claro que aunque se tomo´ como base el modelo del reactor tipo CSTR presentado en [9],
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Figura 6-4.: Conjuntos alcanzable, controlable, reversible y su frontera, correspondientes al
dia´metro del tanque o´ptimo D = 0,9628 m.
S´ımbolo Descripcio´n valor Unidades
D Dia´metro del tanque 1,05 m
H Altura del tanque 2,1 m
A A´rea de transferencia de la chaqueta 5,19 m2
V Volumen efectivo de reaccio´n 1,55 m3
Tabla 6-2.: Valores o´ptimos de disen˜o para el reactor tipo CSTR
existen algunas simplificaciones hechas con el fin de hacerlo tan sencillo como fuera posible, para que
el ejemplo fuera lo bastante ilustrativo. En primer lugar se desprecio´ por completo la dina´mica de
temperatura en la chaqueta. Se asumio´ tal dina´mica lo suficientemente ra´pida, adema´s de asumirla
uniforme en toda la chaqueta y controlada, de tal manera se definio´ tal temperatura como variable
manipulada. Se debe tomar en cuenta que el taman˜o del conjunto reversible depende del rango
de variacio´n de las acciones de control. Luego con la definicio´n para los rangos de las variables
manipuladas, el conjunto reversible se hizo tan pequen˜o que no fue viable alcanzar el equilibrio
deseado con las dimensiones originales del reactor presentadas en [9]. Luego se determino´ que era
posible alcanzar dicho equilibrio con un reactor de menor taman˜o al original.
Finalmente se presenta en la Tabla 6-2 el dimensionado del reactor tipo CSTR o´ptimo en cuanto
a controlabilidad de estado.
6.2. Disen˜o de una planta qu´ımica
En esta seccio´n se muestra el procedimiento para la formulacio´n del problema de optimizacio´n,
y posteriormente los resultados obtenidos para el disen˜o de una planta qu´ımica representativa,
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Figura 6-5.: Conjuntos alcanzable, controlable, reversible y su frontera, correspondientes al
dia´metro del tanque o´ptimo D = 1,05 m.
compuesta por: un reactor qu´ımico tipo CSTR, seguido por una etapa de separacio´n flash, un
reciclo de material y un precalentador de la corriente de alimento.
6.2.1. Construccio´n del problema de optimizacio´n
De nuevo se presenta el desarrollo de cada uno de los pasos requeridos para la formulacio´n del
problema de optimizacio´n, pero esta vez para el caso de la planta de reactor - separador - reciclo.
Paso 1: S´ıntesis del proceso
La s´ıntesis de procesos genera un conjunto de disen˜os alternativos llamados estructuras de proceso.
En esta seccio´n se usara´ una planta ampliamente citada en la literatura [4, 12, 33]. Se asume que
la s´ıntesis ba´sica para este proceso es una etapa ya completada y cuyo resultado final se muestra
en la Figura 6-7. En el diagrama puede verse que se controla la temperatura de la chaqueta, con la
intencio´n de mantener regulado el flujo energe´tico desde el interior del reactor. Adema´s se mantiene
controlada la temperatura del flujo de alimento al reactor. Debido a la alta sensibilidad del sistema
frente a perturbaciones en esta variable, fa´cilmente se puede extinguir la reaccio´n o llevar al sistema
a un incremento exponencial en la temperatura.
Paso 2: Modelado del proceso
Con la ayuda del diagrama de flujo de proceso (Figura 6-7), junto a la metodolog´ıa para la obtencio´n
de modelos semif´ısicos de base fenomenolo´gica presentada en [5], es posible obtener un modelo en
una representacio´n de espacio de estados como el que se muestra en el Ape´ndice C. Dicho modelo
esta´ compuesto por 21 ecuaciones diferenciales, una para cada variable de estado del modelo (en
el Ape´ndice C se especifica cada una de estas variables) y 7 ecuaciones algebraicas. Este modelo
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Figura 6-6.: Conjuntos alcanzable, controlable, reversible y su frontera, correspondientes a
un dia´metro del tanque D = 1,21 m.
incluye los efectos de retardo debido al transporte en las tuber´ıas que interconectan los equipos
del proceso, considerando longitudes t´ıpicas de esas l´ıneas (entre 20 y 40 m ). Los valores de los
para´metros usados en dicho modelo son mostrados en la Tabla 6-3
Paso 3: Definicio´n del punto de operacio´n
Para la definicio´n del punto de operacio´n de la planta, se tomo´ como base el punto de operacio´n
definido para el reactor tipo CSTR presentado en la seccio´n anterior. Al introducir un reciclo
de reactivo no procesado se hace necesario modificar las corrientes de alimento fresco. Una vez
modificadas las corrientes de alimento fresco se soluciono´ el sistema de ecuaciones diferenciales del
modelo de manera esta´tica (derivadas igualadas a cero) lo que produjo un valor para el estado de
equilibrio deseado en:
x0−deseado = 1e4∗ [0.10975 4.67777 0.09229 0.03107
0.10975 4.67777 0.09229 0.03107
0.04950 4.57158 0.16194 0.18959
4.81849 0.03107 0.20205 4.77007
0.03018 0.02951 0.20205 4.77007
0.02951]T
Los valores nominales de las variables manipuladas usados para alcanzar tal punto de equilibrio
son:
Variable Valor Unidad
F0 0.1 m
3/min
CA0 2114.5 mol/m
3
Tj 283 K
Tp−ref 295.2 K
y se definen los intervalos para las variables manipuladas del proceso as´ı:
100 6 Ejemplos de aplicacio´n
S´ımbolo Descripcio´n valor Unidades
Ea Energ´ıa de activacio´n de la Reaccio´n 75361,14 J/mol
k0 Factor de frecuencia de la ley de Arrehnius 2, 8267 · 1011 1/minuto
T0 Temperatura alimento fresco 295,22 K
Lt1 Longitud tuber´ıa 1 40 m
Lt2 Longitud tuber´ıa 2 20 m
Lt3 Longitud tuber´ıa 3 20 m
Lt4 Longitud tuber´ıa 4 20 m
Dt Dia´metro de la tuber´ıa 0,0508 m
4HRXN Calor de reaccio´n −9,0712e4 J/mol
Cp Capacidad calo´rica de la masa reactiva 3571,3 J/Kg −K
ρ Densidad de la masa reactiva 1000 Kg/m3
U Coeficiente global de transferencia de calor
chaqueta
2,5552e4 J/min−m2 −K
Cv Capacidad calo´rica de la masa en el
precalentador
4071 J/Kg −K
ρp Densidad de la masa en el precalentador 1000 Kg/m
3
Q˙bias Flujo de calor nominal en el precalentador 290 J/min
Kp ganancia proporcional 100
Kev Coeficiente de transferencia de masa l´ıquido-
vapor en la columna
0,002 m3/minK
Tev−ref Temperatura de referencia de evaporacio´n 273 K
Tabla 6-3.: Para´metros usados en la simulacio´n de la planta para la produccio´n de
propilenglicol
6.2 Disen˜o de una planta qu´ımica 101
Figura 6-7.: Diagrama de la planta de reactor - separador - reciclo
0 ≤ F0 ≤ 0,2 [=] m3/min (6-10)
0 ≤ CA0 ≤ 4000 [=] mol/m3 (6-11)
273,15 ≤ Tj ≤ 300 [=] K (6-12)
285 ≤ Tp−ref ≤ 310 [=] K (6-13)
Con lo que claramente se puede apreciar que el punto de equilibrio deseado es posible de alcanzar
con las variables manipuladas disponibles, y con las dimensiones actuales de los equipos del proceso.
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Paso 4: Definicio´n de los costos asociados al proceso
Al igual que en la seccio´n anterior, so´lo se consideran costos asociados a la construccio´n y montaje
de la planta. Los costos asociados con el reactor se toman de manera similar a como fueron tomados
en el ejemplo anterior. So´lo resta incluir los costos relacionados con la construccio´n y montaje tanto
de la columna de separacio´n como del precalentador de la corriente de alimento al reactor. Recuerde
que todos los costos esta´n expresados en Dolares americanos.
Para el costo de la columna, retomamos la Ecuacio´n 6-4 para el costo del reactor con base a su
dia´metro DR, y tomando en cuenta las relaciones heur´ısticas presentadas en [48], de acuerdo a la
presio´n de operacio´n, es posible determinar una relacio´n entre la altura y el dia´metro de la columna
H/DC = 3. Luego es posible reescribir la Ecuacio´n 6-4, de forma que evalu´e el costo aproximado
de la columna de separacio´n flash as´ı:
Ccol = 4629 ·D2,1C (6-14)
Para el costo del precalentador, es posible usar nuevamente la Ecuacio´n 6-5, ya que originalmente
esta ecuacio´n fue propuesta para estimar el costo de intercambiadores de calor.
Cj = 450 ·A0,7p (6-15)
De esta forma es posible formular la restriccio´n de costo como
3253 ·D2,1R + 1332 ·D1,4R + 4629 ·D2,1C + 450 ·A0,7p ≤ Cmax (6-16)
De igual manera que en el ejemplo del reactor, Cmax es el costo ma´ximo permitido para la
construccio´n de la planta. Se debe aclarar que el volumen de la masa reactiva en el reactor equivale
so´lo al 85 % del volumen total de construccio´n. El volumen de la fase l´ıquida en la columna flash
es so´lo el 33 % del volumen de construccio´n. Para el precalentador se debe tener en cuenta que el
para´metro de disen˜o de intere´s es el a´rea de transferencia. Este para´metro resulta directamente
relacionado con el volumen del intercambiador. Pero su relacio´n con el volumen del intercambiador
es significativamente variable debido a la gran variedad de dia´metros de tuber´ıa o del tipo de
intercambiador. Para este caso se observaron intercambiadores del tipo tubos y coraza disen˜ados
en [41, 35] y con base en esto, para este caso se determino´ una relacio´n entre el a´rea de transferencia
y el volumen del intercambiador Ap/Vp = 5. Luego, los para´metros VR y Vcl en el modelo del Anexo
C deben ser reemplazados por la correspondiente expresio´n, es decir:
VR = 0,425 · pi ·D3R (6-17)
Vcl = 0,2475 · pi ·D3C (6-18)
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6.2.2. Solucio´n del problema de optimizacio´n
Usando nuevamente el algoritmo propuesto en el Cap´ıtulo 5, una vez determinados el modelo
dina´mico en espacio de estados y el punto de operacio´n del proceso, es necesario determinar la
regio´n de bu´squeda para los para´metros de disen˜o.
Como se ha visto, hasta ahora ha sido posible relacionar las dimensiones de los equipos mediante
expresiones heur´ısticas de disen˜o [1, 79]. Por ejemplo el dia´metro del reactor qu´ımico con su altura
y por lo tanto con el a´rea de transferencia para la chaqueta. Tambie´n se pudo relacionar el dia´metro
de la columna de separacio´n con su altura y finalmente el volumen del precalentador con el a´rea de
trasferencia. Esto permite definir so´lo tres parametros de disen˜o. Estos para´metros son: El dia´metro
del reactor DR, el dia´metro de la columna de separacio´n flash DC y el a´rea de transferencia del
precalentador de la corriente de alimento al reactor Ap. Los intervalos de bu´squeda para cada uno
de estos para´metros fueron establecidos as´ı:
0,3 m ≤ DR ≤ 2 m (6-19)
0,5 m ≤ DC ≤ 3 m (6-20)
0,25 m2 ≤ Ap ≤ 5 m2 (6-21)
Para la definicio´n del punto de inicial en el proceso de optimizacio´n, se toma en primera instancia
el valor reportado en [9] para el dia´metro del reactor. Los valores iniciales para el dia´metro de la
columna y para el a´rea de tranferencia del precalentador se buscaron v´ıa simulacio´n, definiendo
los equilibrios l´ıquido-vapor y los coeficientes de transferencia y ajustando tales para´metros para
alcanzar la operacio´n requerida de la planta, es decir, alcanzar el grado de separacio´n requerido y
la capacidad de enfriamiento requerido en el precalentador. Este me´todo v´ıa simulacio´n a cobrado
relevancia como solucio´n preliminar al problema de disen˜o debido al grado de detalle alcanzado
por algunos programas tales como HISYS R©, PRO II R©, COMSOL multiphysics R©, entre otros.
Aunque debe aclararse que en esta tesis no se uso´ ninguno de ellos, pero s´ı se replico´ la mencionada
aproximacio´n a los valores iniciales de disen˜o. De esta forma entonces se encontraron valores para
el dia´metro de la columna DC = 1,568 m y para el a´rea del precalentador Ap = 2,5 m
2, tal que se
alcanzaran los requerimientos de operacio´n de la planta.
6.2.3. Resultados y ana´lisis
La presentacio´n gra´fica de los resultados obtenidos para el caso de la planta no resulta tan simple
como el caso del reactor. Debe notarse que en este caso se tienen tres para´metros de bu´squeda y
un indicador de controlabilidad local de estado que debe ser optimizado. Esto generar´ıa gra´ficos
de hipersuperficies en R4, luego so´lo es posible obtener proyecciones en R2 o R3. El algoritmo
implementado para la bu´squeda del o´ptimo, puede variar en cada iteracio´n de manera simulta´nea
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los tres para´metros, por lo que resulta poco representativo presentar proyecciones de los resultados
obtenidos en cada una de dichas iteraciones. Con fines informativos, tales resultados se presentan en
la Tabla 6-4. Como se puede apreciar en dicha tabla, se obtuvo un valor o´ptimo para el indicador de
controlabilidad local igual a 0,2720, correspondientes a valores para DR = 0,6935 m, DC = 2,03 m y
Ap = 2,439 m
3. Note que se inicio´ con un disen˜o para el cual se ten´ıa un indicador de controlabilidad
igual a 0,1730, que se incremento´ hasta 0,232, lo cual implica una mejora en la controlabilidad local
del proceso de aproximadamente del 34 %. Una vez obtenidos los valores de los para´metros de disen˜o
que hacen o´ptima la controlabilidad local de estado del proceso, con fines ilustrativos se hicieron
simulaciones alrededor del o´ptimo, manteniendo constantes dos para´metros en su valor o´ptimo y
variando el tercero. Tales gra´ficos se presentan en las Figuras 6-8, 6-9 y 6-10.
Figura 6-8.: Indicador de controlabilidad en una vecindad del valor o´ptimo en funcio´n del
dia´metro del reactor DR, manteniendo DC y Aj en sus valores o´ptimos
En la Figura 6-8 puede apreciarse que existe una diferencia del valor o´ptimo real para el indicador
de controlabilidad. Mientras que la optimizacio´n arrojo´ un valor o´ptimo para el indicador igual a
0,272, para un valor del dia´metro del reactor DR = 0,6935, en la figura se aprecia un valor o´ptimo
alrededor de 0,26 y correspondiente a un dia´metro del reactor DR aproximadamente igual a 0,75.
Esto implica una variabilidad de aproximadamente el 1,2 % en el resultado del indicador y una
variabilidad de aproximadamente 3,3 % en el valor obtenido para el dia´metro o´ptimo del reactor.
De igual manera, en la Figura 6-9 se puede apreciar que existen diferencias en los valores. Para
el caso del dia´metro de la columna DC , la optimizacio´n arrojo´ un valor o´ptimo igual a 2,03 m.
En la figura se aprecia que el valor o´ptimo para el indicador de controlabilidad se encuentra
aproximadamente en DC = 1,75 m para un valor del indicador aproximadamente igual a 0,27.
Adema´s a DC = 2,03 m le corresponde un valor del indicador de controlabilidad aproximadamente
de 0,265. Esto se traduce en variaciones en los valores del indicador menores al 1 % pero una
variacio´n cercana al 11 % en el valor calculado para el dia´metro de la columna. Esto significa que
aunque es posible evidenciar una tendencia en los datos calculados, la variacio´n del indicador es
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DR DC Ap Indicador
1,217 1,568 2,500 0,173
1,149 1,607 2,494 0,184
1,081 1,646 2,487 0,203
1,013 1,686 2,481 0,217
0,946 1,725 2,474 0,224
0,878 1,764 2,467 0,238
0,810 1,803 2,461 0,246
0,742 1,842 2,454 0,252
0,674 1,881 2,448 0,269
0,606 1,920 2,441 0,153
0,466 1,782 2,132 0,062
0,745 1,781 2,160 0,261
0,734 2,037 2,366 0,266
0,564 1,665 2,879 0,000
0,712 1,508 2,271 0,239
0,601 1,810 3,018 0,230
0,787 1,911 2,333 0,255
0,771 2,002 1,734 0,263
0,415 1,554 2,404 0,000
0,666 2,045 1,986 0,231
0,556 2,020 2,385 0,137
0,694 2,030 2,439 0,272 ?
0,713 2,179 2,431 0,261
0,879 1,759 2,791 0,239
0,709 2,024 2,234 0,264
0,607 1,881 2,527 0,241
0,597 2,114 2,449 0,151
0,813 2,127 2,048 0,255
0,856 1,504 2,448 0,253
0,697 2,180 1,687 0,261
0,436 1,738 2,635 0,100
0,965 2,063 2,025 0,221
0,768 1,883 2,735 0,256
0,772 1,465 2,620 0,251
0,778 2,130 2,746 0,254
0,621 2,099 2,633 0,175
0,489 1,753 2,738 0,000
0,372 2,011 2,194 0,000
Tabla 6-4.: Resultados obtenidos en la solucio´n del problema de disen˜o para la planta de
la Figura 6-7
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Figura 6-9.: Indicador de controlabilidad en una vecindad del valor o´ptimo en funcio´n del
dia´metro de la columna DC , manteniendo DR y Aj en sus valores o´ptimos
baja con respecto al dia´metro de la columna, es decir, se tiene una forma bastante aplanada de la
curva que presenta la proyeccio´n, luego la variabilidad del indicador empieza a ser significativa.
En la Figura 6-10 se puede apreciar una mayor dependencia del indicador con el a´rea de
transferencia para el precalentador. Segu´n la tendencia de los datos, el valor o´ptimo para el a´rea de
transferencia se encuentra aproximadamente en Ap = 2,6 m
2, mientras que el o´ptimo que resulto´ de
la optimizacio´n fue 2,44 m2. Esto significa una variacio´n aproximadamente del 3,5 % en el taman˜o
del a´rea, con relacio´n a todo el intervalo de disen˜o del precalentador. En cuanto a la variabilidad del
valor o´ptimo del indicador, se puede apreciar que el valor o´ptimo del indicador es aproximadamente
0,27, esto significa una variabilidad de aproximadamente el 0,2 %.
Se puede apreciar que finalmente se obtiene un valor para los para´metros de disen˜o que son
considerablemente diferentes a los valores iniciales, que provienen del disen˜o tradicional en la
ingenier´ıa qu´ımica. Esto refleja la falta de consideraciones dina´micas, principalmente en cuanto a
controlabilidad, que tienen los procedimientos regulares de disen˜o. El para´metro Ap fue el que menor
variacio´n tuvo, de hecho puede decirse que para un disen˜o final, tal intercambiador se disen˜ar´ıa
con el valor inicial del para´metro. Esta baja variabilidad es el resultado de las suposiciones hechas
en el modelo, donde se asumio´ que era posible retirar o adicionar calor a la corriente de alimento
a la velocidad que fuese necesaria. Es decir, el coeficiente de transferencia de calor constante sin
importar el re´gimen de flujo, adema´s de la posibilidad de controlar mediante la temperatura del
fluido de servicio y no con el flujo. En cuanto a los otros dos para´metros resulta claro que un reactor
de menor taman˜o resulta con menor capacitancia, lo que lleva a una mayor velocidad de respuesta.
Pero debe recordarse nuevamente que en la mayor´ıa de los casos el taman˜o del reactor esta´ limitado
por la viabilidad econo´mica del proceso. En cuanto al dia´metro de la columna se debe notar que una
columna de mayor taman˜o permite un mayor tiempo de residencia, lo que permite que la eficiencia
de separacio´n (o de etapa) sea ma´s cercana a la ideal, logrando as´ı la mayor eficiencia del equipo.
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Figura 6-10.: Indicador de controlabilidad en una vecindad del valor o´ptimo en funcio´n
del a´rea de tranferencia del precalentador Ap, manteniendo DR y DC en sus
valores o´ptimos
Finalmente se presenta en la Tabla 6-5 el dimensionado de la planta o´ptimo en cuanto a
controlabilidad de estado.
6.3. Conclusiones
En las Figuras 6-8, 6-9 y 6-10 se puede apreciar que el indicador presenta variabilidad, tal como
se aprecio´ en el ejemplo del reactor de la seccio´n anterior. En general esta variabilidad permite
encontrar para´metros de disen˜o verdaderamente o´ptimos para una planta, pero existen casos para
los cuales la variabilidad en el ca´lculo del indicador cambia los valores obtenidos, tal como se vio para
el para´metro DC . De igual manera se logra un valor aproximado para tales para´metros que afectan
poco la controlabilidad de la planta, lo que es verdaderamente importante del procedimiento.
Los problemas de variabilidad en el procedimiento de ca´lculo del indicador de controlabilidad,
podr´ıan ser estudiados ma´s a fondo mediante un ana´lisis estad´ıstico posterior al proceso de
optimizacio´n. De esta forma es posible conocer la variabilidad de los resultados. Para ello se requiere
realizar los ca´lculos del indicador varias veces, tal como se hizo para el ejemplo del reactor y
mediante histogramas y otros tratamientos de los datos, determinar la variabilidad punto a punto,
en todo el espacio de bu´squeda de los para´metros. Note la desbordante capacidad de computo
requerida para realizar dicho ana´lisis ma´s a fondo, adema´s del tiempo requerido. Y finalmente se
obtendr´ıan curvas de tendencia tales como las presentadas en las figuras, pero con un rango de
incertidumbre definido. De esta forma es posible decir que hasta este punto resulta suficiente el
ana´lisis propuesto, el cual permite obtener resultados bastante aproximados a los realmente o´ptimos
en cuanto a controlabilidad local de estado.
En este cap´ıtulo se presentaron dos ejemplos de aplicacio´n donde se usa el indicador de
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S´ımbolo Descripcio´n valor Unidades
DR Dia´metro del tanque 0,694 m
HR Altura del tanque 1,388 m
Aj A´rea de transferencia de la chaqueta 2,270 m
2
VR Volumen efectivo de reaccio´n 0,446 m
3
DC Dia´metro de la columna 2,030 m
HR Altura de la columna 6,09 m
Vcl Volumen efectivo de la fase l´ıquida 6,504 m
3
Vcv Volumen efectivo de la fase vapor 13,009 m
3
Ap A´rea de transferencia del precalentador 2,439 m
2
Vp Volumen del precalentador 0,488 m
3
Tabla 6-5.: Valores o´ptimos de disen˜o para la planta representativa
controlabilidad local de estado propuesto en esta tesis dentro de un proceso de disen˜o simulta´neo
de proceso y su control. Se determino´ que a pesar de la variabilidad introducida en el proceso
nume´rico de ca´lculo del indicador, este resulta una herramienta u´til que permite definir un nuevo
criterio de disen˜o en los procesos y plantas qu´ımicas.
7. Conclusiones y trabajos futuros
En esta tesis se propone el disen˜o de plantas qu´ımicas, de tal forma que la controlabilidad de
estado, como propiedad de la planta y sin importar el sistema o tipo de control a implementar,
sea o´ptimizada de acuerdo a unos criterios determinados. Para lograr esto, se propone en primer
lugar una metodolog´ıa que permita obtener modelos en el espacio de estados para las plantas,
considerando los efectos de transporte en las tuber´ıas, ma´s que so´lo el modelo de un agregado
de equipos. Esta propuesta de modelado toma en cuenta los efectos de retardo por transporte de
material, incluso en el caso de los sistemas no lineales, de manera simple y sin introducir mayor
complejidad al sistema que la representada por un aumento en la dimensio´n del espacio de estados.
Esta metodolog´ıa permite determinar los casos para los cuales el comportamiento dina´mico de un
sistema, difiere significativamente si se consideran o no los retardos de transporte evidenciados en
las tuber´ıas.
En segundo lugar se plantea una comparacio´n entre los dos me´todos existentes para la verificacio´n
de la controlabilidad de estado para sistemas no lineales, la geometr´ıa diferencial y la teor´ıa
de conjuntos. Se evidencian las bondades aplicativas de un procedimiento nume´rico frente a
uno matema´ticamente riguroso. Una vez examinadas las ventajas y desventajas ofrecidas por
cada me´todo, se propone un indicador nume´rico para la controlabilidad de estado, basado en el
procedimiento nume´rico para la verificacio´n de tal propiedad. Dicho indicador resulta que brinda
mayor informacio´n sobre la controlabilidad de un sistema, que la que hasta ahora brindaban los
procedimientos de verificacio´n de la controlabilidad de estado, la cual era binaria (si o no). Con la
definicio´n de este indicador nume´rico es posible comparar la controlabilidad entre varios sistemas,
adema´s es posible incluir a la controlabilidad de estado dentro de problemas de optimizacio´n
nume´rica. Dicho indicador resulta ser u´til para la solucio´n de problemas reales, donde no so´lo
basta con garantizar la controlabilidad del sistema, sino garantizar la controlabilidad del sistema
en un tiempo determinado y alrededor de un punto de operacio´n determinado.
Con la metodolog´ıa de modelado de plantas qu´ımicas y la propuesta del indicador nume´rico para
la controlabilidad de estado, se plantea un problema de disen˜o simulta´neo de proceso y su control,
en el cual no es necesario definir de antemano la estructura del sistema de control ni el tipo
de controladores. Se toma el indicador para la controlabilidad de estado como funcio´n de costo
del problema de optimizacio´n y finalmente se obtiene un disen˜o de planta o´ptimo en cuanto a
controlabilidad de estado.
La mayor ventaja de contar con un disen˜o o´ptimo en cuanto a controlabilidad, es que de antemano
es posible conocer los l´ımites de operacio´n de la planta, las regiones en las cuales el sistema es
capaz de rechazar perturbaciones, y todo esto considerando las restricciones temporales requeridas
para garantizar la aplicacio´n real. Note que si de antemano se conocen los limites de operacio´n
de la planta, es posible determinar intervalos de variacio´n en cuanto a ciertas caracter´ısticas del
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producto, e incluso evaluar la posibilidad de disen˜ar plantas para fines multi-proposito, lo cual
hasta ahora so´lo se tiene desarrollado para plantas que operan por lotes.
Debe notarse tambie´n que el tipo de estructura de control y los controladores usados pueden o
no sacar el ma´ximo provecho del cara´cter o´ptimo de la planta en cuanto a controlabilidad, pero
independientemente de esto se debe recordar que la controlabilidad es una propiedad de la planta,
sin importar el sistema de control que se le implemente. Una vez reunido de manera general lo
propuesto en esta tesis, es necesario mencionar los caminos que quedaron abiertos en esta tesis o
que es posible visualizar como posibles aplicaciones.
De esta tesis se derivan varios trabajos futuros, algunos porque fue necesario limitar la investigacio´n,
y otros generados por la necesidad de refinar algunos de los procedimientos usados como
herramientas durante el desarrollo de la tesis. En primer lugar el ana´lisis de los conjuntos reversibles
robustos, para los cuales se considera el efecto de las perturbaciones medidas. Estos conjuntos
podr´ıan permitir proponer disen˜os robustos o´ptimos de plantas qu´ımicas. En segundo lugar el uso
del indicador de controlabilidad en los procesos por lotes tambie´n resulta una aplicacio´n interesante,
ya que al cuantificar la controlabilidad en un tiempo determinado tal propiedad puede ser usada
para el disen˜o o el mismo ana´lisis de tales procesos. En cuanto al uso de las herramientas es posible
resaltar la necesidad de contar con una herramienta ma´s a´gil para la determinacio´n de las fronteras
de los conjuntos reversibles. Tambie´n los procedimientos de computo de los conjuntos controlables
resultan ser lentos y altamente demandantes de capacidad de computo, lo cual es aceptable por
tratarse de un procedimiento de disen˜o, pero de igual manera resulta interesante potencializar el
me´todo y as´ı poder tratar sin problemas con plantas de mayor taman˜o.
A. Anexo A: Expresiones simbo´licas de
los campos vectoriales que forman la
base de ALA para el reactor tipo
CSTR de dos dina´micas
El modelo del reactor tipo CSTR mostrado en la Ecuacio´n 3-33 puede ser expresado en la forma
af´ın con la entrada de la siguiente manera,
x˙1 = −k0exp(−Ea
Rx2
)x1 +
(CAf − x1)
V
∗ u1
x˙2 =
(−∆H)
ρCp
k0exp(
−Ea
Rx2
)x1 − UA
V ρCp
∗ x2 + Tf − x2
V
∗ u1 + UA
V ρCp
∗ u2
(A-1)
Es fa´cil identificar los diferentes campos vectoriales asociados, de acuerdo con la Ecuacio´n 3-3 as´ı,
F =
 −k0exp(
−Ea
Rx2
)x1
(−∆H)
ρCp
k0exp(
−Ea
Rx2
)x1 − UAV ρCp ∗ x2

h1 =

(CAf−x1)
V
Tf−x2
V

h2 =
[
0
UA
V ρCp
]
(A-2)
Una vez identificados los campos vectoriales asociados al sistema es posible calcular todos aquellos
campos que sera´n la base del a´lgebra de Lie asociada. De acuerdo con la Ecuacio´n 3-12, dicha
a´lgebra para este sistema esta´ dada por
ALA−CSTR = [h1 h2 adjFh1 adjFh2] (A-3)
donde cada uno de los te´rminos esta dado como:
h1 =
[
(CAf−x1)
V
UA
V ρCp
]
(A-4)
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h2 =
[
0
UA
V ρCp
]
(A-5)
adjFh1 = [F . h1] =

k0∗ (CAf−x1)V
e
Ea
Rx2
+ k0∗x1
V ∗e
Ea
Rx2
+
Ea∗k0∗x1∗Tf−x2V
R∗x22∗e
Ea
Rx2
Tf−x2
V ∗ ( AUV ρCp + Ea∆Hk0x1
R∗ρ∗Cpx22∗e
Ea
Rx2
) +
∆H∗k0∗x1
ρ∗Cp∗e
Ea
Rx2
+
A∗U∗x2
V ∗ρ∗Cp
V +
∆H∗k0∗ (CAf−x1)V
ρ∗Cp∗e
Ea
Rx2

(A-6)
adjFh2 = [F . h2]

− A∗Ea∗U∗k0x1
R∗V ∗ρ∗Cp∗x22∗e
Ea
Rx2
−
A∗U( A∗U
V ∗ρ∗Cp+
Ea∆H∗k0∗x1
R∗ρ∗Cp∗x22∗e
Ea
Rx2
)
V ∗ρ∗Cp
 (A-7)
B. Anexo B: Procedimiento de los
vecinos inversos ma´s cercanos (RNN)
para caracterizar fronteras de
conjuntos finitos multimensionales
Esta te´cnica fue presentada en 2006 por Xia y colaboradores [83] para determinar los puntos
de frontera en conjuntos de puntos finitos multidimensionales usando el me´todo de los k-vecinos
inversos ma´s cercanos (RkNN del ingle´s Reversed k-Nearest Neighbor).
En primer lugar es necesario definir lo que son los RkNN, los cuales fueron definidos desde el an˜o
2000 en [44] as´ı,
Definicio´n 32 Dado un conjunto de puntos DB, un punto de intere´s p, un entero positivo k y una
distancia me´trica l(), los k-vecinos inversos ma´s cercanos de p, denotados como RkNNp(k)
es el conjunto de puntos pi tales que pi ∈ DB y ∀pi, p ∈ kNNpi(k), donde kNNpi son los k-vecinos
ma´s cercanos del punto pi.
Para entender claramente el procedimiento y la definicio´n anterior, considere la Figura B. Suponga
que p2 es el punto de intere´s y k = 2. En la figura se puede apreciar que p2 es uno de los 2-vecinos
ma´s cercanos (2-kNN) de p1, p3 y p4. De ah´ı que los 2-vecinos inversos ma´s cercanos (2-RkNN) de
p2 sean p1, p3 y p4. Note que a pesar que p4 esta´ ma´s lejano de p2 que p5 o p7, es un 2-RkNN de
p2. Note por ejemplo que p4 y p8 no tienen ningu´n 2-vecinos inversos ma´s cercanos (2-RkNN).
La idea ba´sica del algoritmo usado, denominado BORDER en [83], es que los puntos de frontera
tienden a tener menor nu´mero de RkNN que los dema´s puntos del conjunto. El procedimiento es
bastante sencillo y consta de tres pasos principales as´ı,
1. Determinar los kNN para cada punto en el conjunto dado.
2. Determinar el nu´mero de RkNN de cada punto en el conjunto dado.
3. Clasificar los puntos de acuerdo a su nu´mero de RkNN. Aquellos puntos cuyo nu´mero de
RkNN es menor que un determinado umbral definido por el usuario, son declarados como
puntos de frontera.
El procedimiento resulta bastante sencillo de implementar y con muy buenos resultados. Un aspecto
que debe ser tratado con cuidado es la definicio´n del umbral que determina si el punto es un punto de
frontera o no lo es. Un umbral muy alto puede causar que la frontera quede pobremente determinada
y un umbral muy bajo causa que se incluyan muchos puntos interiores como puntos de frontera.
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Figura B-1.: RkNN para un conjunto finito en dos dimensiones, tomada de [83]
En [83] se hace un ana´lisis sobre este aspecto, el cual esta´ fuertemente ligado a la densidad del
conjunto dado, brindando resultados acerca de la adecuada determinacio´n del umbral.
C. Anexo C: Modelo matema´tico en
espacio de estados para la planta
reactor - separador - reciclo
En el Cap´ıtulo 6 se usa como segundo ejemplo de aplicacio´n, una planta de proceso compuesta por
un Reactor qu´ımico del tipo CSTR, seguido por una columna de separacio´n tipo flash para la cual
se un condensado total que luego es mezclado con la corriente de alimento fresco y posteriormente
dicha corriente es precalentada antes de ser introducida al reactor. Para brindar mayor claridad
al lector a continuacio´n se presenta el diagrama de flujo de proceso de dicha planta, en la cual se
asume que se controla la temperatura de la chaqueta, con la intencio´n de mantener regulado el flujo
energe´tico desde el interior del reactor. Adema´s se mantiene controlada la temperatura del flujo de
alimento al reactor.
Debe ser claro para el lector que se asume que en el reactor se produce propilenglicol, por la
hidro´lisis del o´xido de propileno con a´cido sulfu´rico como catalizador, todo en solucio´n acuosa, lo
que hace que el agua este´ en exceso y la reaccio´n pueda modelarse como de primer orden respecto a
la concentracio´n del o´xido. En adelante se asume la reaccio´n irreversible A→ B, siendo A el o´xido
y B el propile´nglicol. Los para´metros tanto cine´ticos como de disen˜o del reactor fueron tomados de
[5, 9].
En el modelado de esta planta se tuvo en cuenta el efecto de las retardo en las tuber´ıas tal como
se menciono´ en el Cap´ıtulo 2 de este trabajo. Para mayor claridad se mostraran las ecuaciones
diferenciales del modelo de manera secuencial, de acuerdo al arreglo de los equipos y finalmente se
mostrara´n el conjunto de ecuaciones algebraicas usadas. El conjunto de variables de estado usadas,
su descripcio´n y sus unidades se muestran en la Tabla C.
El reactor fue modelado mediante tres balances de materia por componente y un balance de energ´ıa,
obteniendo:
C˙A =
Fin
VR
(CA−t4 − CA)− k0CAe
−Ea
RT (C-1)
C˙H2O =
Fin
VR
(CH2O−t4 − CH2O)− k0CAe
−Ea
RT (C-2)
C˙B =
Fin
VR
(CB−t4 − CB) + k0CAe
−Ea
RT (C-3)
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S´ımbolo Descripcio´n Unidades
CA Concentracio´n reactivo en el reactor mol/m
3
CH2O Concentracio´n agua en el reactor mol/m
3
CB Concentracio´n producto en el reactor mol/m
3
T Temperatura en el reactor K
CA−t1 Concentracio´n reactivo en la tuber´ıa descarga reactor mol/m3
CH2O−t1 Concentracio´n agua en la tuber´ıa descarga reactor mol/m
3
CB−t1 Concentracio´n producto en la tuber´ıa descarga reactor mol/m3
Tt1 Temperatura en la tuber´ıa descarga reactor K
CA−cl Concentracio´n reactivo en la fase l´ıquida de la columna mol/m3
CH2O−cl Concentracio´n agua la fase l´ıquida de la columna mol/m
3
CB−cl Concentracio´n producto en la fase l´ıquida de la columna mol/m3
CA−t2 Concentracio´n reactivo en la tuber´ıa de la cabeza de la
columna
mol/m3
CH2O−t2 Concentracio´n agua en la tuber´ıa de la cabeza de la columna mol/m
3
Tt2 Temperatura en la tuber´ıa de la cabeza de la columna K
CA−t3 Concentracio´n reactivo en la tuber´ıa posterior al mezclado de
alimento fresco
mol/m3
CH2O−t3 Concentracio´n agua en la tuber´ıa posterior al mezclado de
alimento fresco
mol/m3
Tt3 Temperatura en la tuber´ıa posterior al mezclado de alimento
fresco
K
Tp Temperatura en el precalentador del alimento al reactor K
CA−t4 Concentracio´n reactivo en la tuber´ıa descarga del
precalentador
mol/m3
CH2O−t4 Concentracio´n agua en la tuber´ıa descarga del precalentador mol/m
3
Tt4 Temperatura en la tuber´ıa descarga del precalentador K
Tabla C-1.: Variables usadas en el modelo de la planta reactor - separador - reciclo
117
Figura C-1.: Diagrama de la planta de reactor - separador - reciclo
T˙ =
Fin
VR
(Tt4 − T )− (∆H
ρCp
)k0CAe
−Ea
RT + (
UA
VRρCp
)(Tj − T ) (C-4)
A continuacio´n se modela el efecto en la tuber´ıa de descarga del reactor y que alimenta la columna
de separacio´n tipo flash, los balances son:
C˙A−t1 =
Fin
Vt1
(CA − CA−t1) (C-5)
C˙H2O−t1 =
Fin
Vt1
(CH2O − CH2O−t1) (C-6)
C˙B−t1 =
Fin
Vt1
(CB − CB−t1) (C-7)
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T˙t1 =
Fin
Vt1
(T − Tt1) (C-8)
Luego de obtener las ecuaciones que aproximan el comportamiento de retardo por transporte en la
tuber´ıa 1, se presentan las ecuaciones de la fase l´ıquida en la columna de separacio´n flash. Debido
a la gran diferencia entre los puntos de ebullicio´n de A y B, se asume que no se evapora nada de
B. Luego la corriente FR esta compuesta so´lo por A y H2O. Adema´s se asume que la evaporacio´n
en la columna es un proceso isote´rmico.
C˙A−cl =
1
Vcl
(FinCA−t1 − FwCA−cl − FRCA−cv) (C-9)
C˙H2O−cl =
1
Vcl
(FinCH2O−t1 − FwCH2O−cl − FRCH2O−cv) (C-10)
C˙B−cl =
1
Vcl
(FinCB−t1 − FwCB−cl) (C-11)
De igual manera que la tuber´ıa 1, se presentan las ecuaciones para la tuber´ıa que va desde el
condensador total de la columna hasta la va´lvula de mezcla del reciclo y la corriente de alimentacio´n
fresca, a esta tuber´ıa se le denota como tuber´ıa 2.
C˙A−t2 =
FR
Vt2
(CA−cv − CA−t2) (C-12)
C˙H2O−t2 =
FR
Vt2
(CH2O−cv − CH2O−t2) (C-13)
T˙t2 =
FR
Vt2
(Tt1 − Tt2) (C-14)
Luego del proceso de mezclado de las corrientes de reciclo FR y alimento fresco F0, el cual se
asume instanta´neo, se modela el efecto de la tuber´ıa que va desde la va´lvula de mezclado hasta el
precalentador de la corriente de alimento al reactor, denotada como tuber´ıa 3.
C˙A−t3 =
Fin
Vt3
(CA−mix − CA−t3) (C-15)
C˙H2O−t3 =
Fin
Vt3
(CH2O−mix − CH2O−t3) (C-16)
119
T˙t3 =
Fin
Vt3
(Tmix − Tt3) (C-17)
Luego se realiza so´lo el balance de energ´ıa en el precalentador de la corriente de alimento al reactor
ya que se asume que no hay reaccio´n qu´ımica, por lo tanto las concentraciones permanecen iguales.
T˙p =
Fin
Vp
(Tt3 − Ttp) + Q˙
VpρpCv
(C-18)
Y finalmente el efecto de retardo por transporte en la tuber´ıa desde el precalentador hasta el reactor,
denotada como tuber´ıa 4.
C˙A−t4 =
Fin
Vt4
(CA−t3 − CA−t4) (C-19)
C˙H2O−t4 =
Fin
Vt4
(CH2O−t3 − CH2O−t4) (C-20)
T˙t4 =
Fin
Vt4
(Ttp − Tt4) (C-21)
Ahora se presenta el conjunto de ecuaciones algebra´icas que complementan el modelo. En primer
lugar, se asumio´ que la temperatura de entrada al reactor esta´ regulada. Luego el flujo de calor Q˙
en el precalentador esta dado por
Q˙ = UpAp(Trefrig − Tp) (C-22)
Al igual que en la chaqueta del reactor se toma como variable controlada la temperatura del fluido
de proceso en el precalentador (Tp) y como variable manipulada la temperatura del fluido de servicio
(Trefrig), luego se tiene que;
Trefrig = Trefrig−bias −Kp(Tp − Tp−ref ) (C-23)
El flujo de vapor en la columna es considerado de manera sencilla como una funcio´n de la
temperatura de alimentacio´n a la columna. Donde Kev toma en cuenta los efectos de la presio´n del
sistema y las volatilidades relativas.
FR = Kev(Tt1 − Tev−ref ) (C-24)
El equilibrio entre la fase liquida y la fase de vapor es representado en la Ecuacio´n C-25. Donde
Keq es una constante que considera la eficiencia de separacio´n, ya que dependiendo del tiempo de
residencia en la columna, no se alcanza el equilibrio de manera completa.
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y∗ = Keq
( α CA−clCA−cl+CH2O−cl+CB−cl
1 +
CA−cl
CA−cl+CH2O−cl+CB−cl
(α− 1)
)
(C-25)
Finalmente, las ecuaciones que describen el proceso de mezclado instanta´neo de las corrientes de
reciclo y alimento fresco.
CA−mix =
FRCA−t2 + F0CA0
Fin
(C-26)
CA−mix =
FRCH2O−t2 + F0CH2O0
Fin
(C-27)
Tmix =
FRTt2 + F0T0
Fin
(C-28)
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