We study the following problem: Given a collection A of polyhedral parts in 3D, determine whether there exists a subset S of the parts that can be moved as a rigid body by in nitesimal translation and rotation, without colliding with the rest of the parts, A n S. A negative result implies that the object whose constituent parts are the collection A cannot be taken apart with two hands. A positive result, together with the list of movable parts in S and a direction of motion for S, can be used by an assembly sequence planner (it does not, however, give the complete speci cation of an assembly operation). This problem can be transformed into that of traversing an arrangement o f c o n vex polytopes in the space of directions of rigid motions. We identify a special type of cells in that arrangement, which w e c a l l t h e maximally covered cells, and we show that it su ces for the problem at hand to consider a representative point i n e a c h of these special cells rather than to compute the entire arrangement. Using this observation, we devise an algorithm which is complete (in the sense that it is guaranteed to nd a solution if one exists), simple, and improves signi cantly over the best previously known solutions. We describe an implementation of our algorithm and report experimental results obtained with this implementation.
Introduction
In this paper we study an instance of the assembly partitioning problem 21]: Given a collection A of non-overlapping polyhedral parts, does there exist an in nitesimal motion (translation and rotation) that can be applied to a subset S of the parts in A, that will Work on this paper by L.J. Guibas, D. Halperin and J.-C. Latombe has been supported by NSF/ARPA Grant IRI-9306544, and by a g r a n t from the Stanford Integrated Manufacturing Association (SIMA). Work on this paper by L.J. Guibas move S as a rigid body without colliding with the rest of the parts, A n S? A collection of parts is two-handed if it can be assembled by a sequence of operations, each of which m o ves exactly one rigid subassembly relative to the rest of the parts, which d o n o t m o ve during the operation. A negative answer to the above question means that A is not two-handed. It may be the case that A can be assembled by more than two hands, but then the assembly process usually becomes more costly, and indeed most industrial products are two-handed. It may also be the case that A cannot be assembled. A positive answer to the question, together with a list of the parts in S and a direction of motion for S, can be used in an assembly sequence planner. It does not provide a complete speci cation for an assembly operation, but it points out a plausible direction of motion. Further computation is required to produce a feasible nite motion of the subassembly S, i f one exists. However, in nitesimal motions are attractive in assembly planning because they represent a necessary constraint on the existence of an assembly operation, and furthermore their analysis translates to handling linear constraints, even when allowing rotation (see, e.g., 10], 14] , 22]). For more information on assembly planning see, e.g., 11] , 21], 23].
In 1988, in his paper \On Planning Assemblies" 17], Natarajan conjectured that \two hands su ce to assemble any composite comprised of convex polyhedra in 3-space". In a surprising result, Snoeyink and Stol 19] h a ve recently been able to disprove this conjecture: They gave an example consisting of thirty c o n vex polyhedral parts that cannot be taken apart with two hands. The proof of the validity of the construction relies on a computer program that exhaustively tries every subset of the collection of parts against the rest of the parts for in nitesimal separation (that is, by showing that there is no possible in nitesimal translation and rotation for any division of the parts). Thus their algorithm for checking in nitesimal separability is exponential in the number of parts. This is typical of several existing assembly planning techniques that rely on a \generate-and-test" approach see, e.g. , 12] . We remark that the work by Snoeyink and Stol continues a long line of research, whose objective w as to construct composites that are interlocked under various types of motions (see, e.g., 3], 6], 17]).
An e cient procedure for the in nitesimal partitioning problem was proposed by Wilson and Matsui 22] who devised a polynomial-time algorithm to solve this problem. Their solution is based on the non-directional blocking graph (NDBG) concept 20] (see also Section 2 below).
In this paper we take a similar approach to that of Wilson and Matsui, but we derive a considerably more e cient algorithm. The problem can be transformed into that of traversing an arrangement o f c o n vex polytopes in the space of directions of rigid motions. We identify a special type of cells in that arrangement, which w e call the maximally covered cells, and we show that it su ces for the problem at hand to consider a representative point in each of these special cells rather than to compute the entire arrangement. We devise an e cient algorithm to access these cells directly and thus obtain a solution to the partitioning problem that improves considerably over the best previously known algorithms and is at the same time complete, namely, if there exists a solution our algorithm will nd it.
Our method is not restricted in dimension and it can be applied to various problems involving any n umber of degrees of freedom. It does, however, rely on the fact that the number of degrees of freedom is not too large. For in nitesimal rigid motions in three-dimensional space this number is ve.
We h a ve implemented the algorithm and we present details of the implementation and experimental results.
The rest of the paper is organized as follows. In Section 2 we supply more background which is needed to explain our algorithm. We expose the ideas underlying our new approach in Section 3. These are then used in the algorithm which w e present in Section 4, where we also analyze its running time. In Section 5 we g i v e details of our implementation of the algorithm and then we present experimental results produced with the implementation. Some concluding remarks and open problems are given in Section 6.
Preliminaries
In this section we review related results and background material necessary to understand our approach. In Subsection 2.1 we discuss contact analysis and describe the approach t o in nitesimal partitioning by Wilson and Matsui. In Subsection 2.2 we survey some combinatorial results concerning arrangements in general and arrangements of convex polytopes in particular.
Blocking Graphs and Contact Analysis
The starting point of our new approach is similar to that of Wilson and Matsui 22] . In this section we brie y review some of the ingredients of their analysis that are needed here as well. We refer the reader to their paper 22] for more details.
The non-directional blocking graph (NDBG, for short) is a subdivision of the space of all allowable motions of separation into a nite number of cells such that inside any s i n g l e cell the blocking relation between all pairs of parts is xed. These blocking relations for a xed motion (and hence for a cell in the subdivision) are gathered in a directed graph, the directional blocking graph (DBG), whose nodes v 1 v 2 : : : v n represent the n parts P 1 P 2 : : : P n in the assembly, and a directed arc from node v i to node v j means that the part P i will collide with the part P j if this motion is applied to P i . A partitioning of the full assembly into two subassemblies under a speci c motion is possible if and only if the DBG for that motion is not strongly connected. 1 For more details on the NDBG concept, see 20], 21].
Contacts between polyhedra consist of points, line segments, and planar polygonal contacts. The in nitesimal motion constraints arising from line segments and planar polygonal contacts can be reduced to equivalent nite sets of point c o n tact constraint. For example, the contact between a convex edge e of one polyhedron and a face f of another polyhedron is equivalent t o t wo point-plane constraints, one at each end of the intersection segment o f e and f. ( F or more details, see 10], 18], 22].) We therefore concentrate on point contact constraints.
An in nitesimal motion X of a polyhedron P i can be described as a vector with three 1 A strongly connected c omponent (or strong component) of a directed graph is a maximal subset of nodes such that for any p a i r o f n o d e s ( n1 n 2) in this subset, a path connects n1 to n2. A graph is strongly connected if it consists of one strong component. where x y and z are the components of the angular velocity around the x y and z axes, respectively. N o w, consider the point-plane contact c between the vertex v c of a polyhedron P i and the face of a polyhedron P j with outward normal n c (see Figure 1 ). The in nitesimal motion X causes the vertex v c of P i to undergo a translation J c X, where J c is the 3 6 Jacobian matrix that relates the di erential motion of P i to the motion of v c .
An in nitesimal motion X such that n T c J c X < 0 will cause the part P i to penetrate into P j at the contact point v c . Therefore this point-plane contact will allow only in nitesimal motions X such that n T c J c X 0, and when this inequality holds we s a y that X obeys the contact c. Equality (i.e., when n T c J c X = 0) means that the in nitesimal motion causes a sliding of one polyhedron relative to the other at the contact. The set of in nitesimal motions allowed by a l l t h e p o i n t constraints involving one polyhedron P i is the intersection of the motions that obey each constraint individually.
Since two motions X 1 and X 2 , with X 1 = s X 2 for a positive scalar s, di er only in velocity, w e restrict ourselves to motions X such that j Xj = 1. Hence our motions are all represented by p o i n ts on the unit sphere S 5 in six-dimensional space. Each p o i n t contact de nes a hyperplane that divides S 5 in half, and determines a closed hemisphere (whose boundary is a great circle on S 5 ) of in nitesimal motions that obey that speci c contact.
For convenience, we c hoose a hyperplane tangent t o S 5 and centrally project the great circles introduced by the constraints on S 5 , o n to that hyperplane. Now our constraints are transformed into closed halfspaces in R 5 . This way w e h a ve only projected a hemisphere of S 5 onto the special hyperplane . However, it is easily veri ed that with a little caution we do not lose any information by this transformation. Let 0 be the hyperplane parallel to and passing through the origin. We c hoose such t h a t 0 does not cross vertices on S 5 (i.e., points where 5 constraint h yperplanes or more meet), and then the projected hemisphere contains all the information necessary to nd a partitioning if one exists, because the other hemisphere has a symmetric subdivision on it. In other words, if a point p on the sphere represents a motion that will separate S from A n S, then the antipodal point o f p will represent the separation of the same two subassemblies in precisely the opposite direction. ) and showed that it is tight in the worst case. We note that we are not aware of an algorithm that takes advantage of this reduced complexity in arbitrary dimension (this is trivial to do in two-dimensional space).
One way o f a c hieving e ciency when computing with arrangements has been to focus on portions of an arrangement that are relevant to a speci c problem instead of computing the entire arrangement. A t ypical example of such s a ving is in robot motion planning when one is often interested in a single cell in the arrangement o f constraint surfaces (i.e., boundaries of con guration space obstacles) see 8], 9]. In the next section we present a special substructure in arrangements of convex polytopes that is relevant to the partitioning problem.
Maximally Covered Cells
Our novel and more e cient approach is based on several observations that we explain in this section.
First, we group the contact constraints for each ordered pair of parts (P i P j ). We d e n o t e the collection of closed halfspaces that represent constraints on the motion of P i relative t o P j by Q ij . It follows from the discussion in the previous section, that the intersection of all the constraints in Q ij is the convex polytope representing the motion directions in which P i will not collide into P j . With a slight abuse of notation we will refer to Q ij both as a collection of closed halfspaces and as the convex polytope that is the intersection of these halfspaces.
Next, we consider the arrangement in 5-space induced by all the constraints Q ij for all the ordered pairs of parts in our assembly, which is an arrangement o f c o n vex polytopes as described in Subsection 2.2. All the points inside each c e l l o f a n y dimension in this arrangement are contained in the same set of polytopes. Therefore, the blocking relation, and hence the blocking graph (the DBG, see Subsection 2.1) inside a single cell is xed. The crux of our new technique is the observation that we need to consider only some of the cells in this arrangement and that there is a way to access these cells directly without computing the entire arrangement.
Since our approach seems to be applicable in other settings as well, we describe it more generally from this point. (In the examples that we present below, we will refer to arrangements in two-and ve-dimensional space.) Let Q denote the collection of K polytopes in d-dimensional space (in our application, these are the at most n(n;1) polytopes Q ij in 5-dimensional space, where n is the number of parts in the assembly). Let A(Q) Informally, a cell is maximally covered, if it is covered by more polytopes than its immediate neighbors. In other words, a cell C is maximally c o vered if every point outside the closure C of the cell and in nitesimally close to C is covered by only a proper subset of the polytopes that cover the cell.
Since we d e a l w i t h closed p olytopes it is equivalent to require that any p o i n t o n t h e relative boundary of the cell will have the same covering set as its interior. Since a maximally covered cell and its relative boundary have the same covering set, dealing with both the cell and each of its bounding faces is redundant. Hence, we require that the closure of a maximally covered cell is a maximal connected region of d-space with that covering set. We summarize the above discussion in the following De nition 3. is not covered by a n y polygon. The shaded triangle is covered by t wo polygons, and the shaded pentagon is covered by three polygons. There is also one maximally covered cell that is one-dimensional. This is the segment o f i n tersection between two polygon boundaries pointed to by the arrow. Every point along this intersection segment i s c o vered by the two polygons (recall that we deal with closed polytopes) and every point in the neighborhood of this segment but not lying on it is either covered by a single polygon or by n o n e .
Back to the original problem, we argue that if there is a solution (S p) to our partitioning problem, namely there is a subset S of the parts in A, and a direction p of motion that will separate S in nitesimally from the rest of the parts, then there is a solution (S p 0 ) such that p 0 is a point inside a maximally covered cell. To see why this claim is true, consider a partitioning (S p) s u c h that p is not inside a maximally covered cell. Let C x denote the cell of the arrangement c o n taining the point x. Since C p is not maximally covered, there is a point q on the boundary of C p that is covered by more polytopes than its interior. Since we deal with closed polytopes, by m o ving to the boundary of C p we cannot get out of any polytope covering the interior of C p . W e m o ve to the point q on the boundary. I f C q is not maximally covered, we can either move to its boundary or inside any of the cells having C q on its boundary. W e k eep on moving as long as we can augment t h e c o vering set without losing any of the polytopes which are already in the current c o vering set. Thus the covering set of p 0 contains the covering set of p. It follows that the edges of the DBG at p 0 are a subset of the edges of the DBG at p, namely the DBG at p 0 is less constrained than the DBG at p 0 . Since the DBG at p is already not strongly connected, (S p 0 ) i s a v alid partitioning.
This process will stop only when we h a ve r e a c hed a maximally c o vered cell, and since we never leave a polytope we are in, the process is guaranteed to stop after a nite number of steps.
What do we gain from the above observation? We s h o w next that the number of maximally covered cells is potentially smaller than the overall number of cells in the entire arrangement A(Q). . The number of cells that our algorithm examines is (K 5 ). Note that K is never bigger than N in practical situations K is often much smaller than N.
Interestingly, the discussion above s h o ws that the number of directions that need to be checked depends on the number of parts and not on the shape of the parts or the shape of the contact areas between the parts. In the next section we show h o w w e directly access these cells without computing the entire arrangement.
The Algorithm
As explained above, we need only examine maximally covered cells in the arrangement A(Q) in order to nd a possible solution to the partitioning problem. Furthermore, we only need one sample point inside each cell, because all the points inside any single cell in the arrangement represent a xed blocking graph (and hence a xed set of blocking relations).
Finding Representative P oints
The idea behind the algorithm is the same as in the proof of Theorem 3.3, namely, the minimal vertex of any maximally covered cell in a xed direction D is a minimal vertex in direction D of the convex polytope which is the result of intersecting at most d polytopes from the given collection Q.
We c hoose the positive direction along the coordinate X d as the xed direction. (This choice is arbitrary.) Our algorithm therefore looks for the X d minimal vertex of the intersection of any set of up to d polytopes in Q. S i n c e w e are only interested in a single representative point, we do not have to compute the intersection of the polytopes. Instead, we use linear programming (LP, for short), where the constraints are the halfspaces determining the polytopes, and the objective function we wish to minimize is X d .
Remark. The set of points produced by this approach c o n tains all candidate representative directions. The produced points are not necessarily inside maximally c o vered cells. Whether a cell is maximally c o vered cannot be determined by c hecking just one point inside it. We p a y for the simplicity of obtaining all the candidate directions by producing possibly spurious points. A central open problem that our work raises is whether one can avoid producing spurious cells.
Overall Algorithm
Even if a representative point belongs to a maximally c o vered cell, we still need to check i f it actually represents a feasible direction of collision-free in nitesimal motion. We do this by constructing the directional blocking graph (DBG) at each direction and checking it for strong connectivity.
Since we do not construct the entire arrangement in the space of possible motion directions, we cannot use adjacency relations between cells of the arrangement to incrementally update the DBG as we m o ve from one cell to another, as in 22]. Rather, we construct the DBG from scratch a t e a c h p o i n t. To do this e ciently we build, for every polytope in our collection, a data structure that will enable us to determine in logarithmic time whether a point i s c o n tained in the polytope or not. If a given point g is not contained in a given polytope Q ij this means that we h a ve to put an arc directed from the node v i to the node v j (corresponding to the parts P i and P j respectively) in the blocking graph. Otherwise, there is no arc between the two n o d e s .
To summarize, here is a sketch of the algorithm for the partitioning problem with innitesimal motions where the space of directions has dimension d. The input is a set of K constraint sets Q ij for each pair of ordered parts (P i P j ) i n c o n tact, and the output is a subset of parts and a direction to move it, if one exists, or INTERLOCKED otherwise. In the variable H we collect all the constraints de ning a given subset R of the polytopes of one subproblem. Note that the set of candidate points produced may c hange if we c hoose a di erent direction D along which w e look for minimal vertices. However, the algorithm is guaranteed to produce a point inside each maximally covered cell.
Complexity Analysis
The main loop of our algorithm performs O(K d ) iterations, and in each iteration the major steps performed are: (i) solving a linear programming problem, (ii) computing a DBG, and (iii) checking the DBG for strong connectivity. In this subsection we analyze the worstcase running time of the algorithm using the best known procedures for each s t e p . We remark that our implementation, with which the experimental results reported below w ere obtained, uses di erent procedures to implement steps (i) and (ii) for reasons of software availability and simplicity. ) linear programming problems. Recall that we assume that the dimension d is a small constant. We will focus on the problems that arise when we take all possible combinations of exactly d polytopes this will dominate the running time of solving all the other LP problems. We use Megiddo's algorithm that runs in time linear in the number of constraints 13]. Thus asymptotically the overall running time for solving all the LP problems equals the overall number of constraints given to all these problems. Let us x one constraint h, belonging to one polytope T (i.e., to one set of constraints). This constraint will participate in O(K and the overall query time is
The time to check for strong connectivity is linear in the number of nodes and arcs in the DBG and hence it is dominated by the construction time of the DBG. We summarize of polyhedral parts in contact in the assembly (thus K is at most n(n ; 1) for an assembly with n parts), and N is the total number of the point contact constraints among the parts.
Rephrased in our original setting, namely for partitioning under in nitesimal rigid motions we h a ve Theorem 4.2 0 The partitioning of a polyhedral assembly under in nitesimal rigid motion (translation and rotation), can be c omputed i n O(K 4 N +K 6 log N) time after preprocessing in O(N 2+ ) expected time, where K is the number of ordered p airs of polyhedral parts in contact in the assembly (thus K is at most n(n ; 1) for an assembly with n parts), and N is the total number of the point contact constraints among the parts.
As for the storage requirements. The data structures for polytope membership queries require an expected total of O(N b d 2 c+ ) space. All other procedures require O(N) space. Every linear program handles at most N constraints and hence requires O(N) storage. Checking a graph with n nodes and at most K arcs for strong connectivity requires O(n+K) space. It is obvious that K N. W e also assume that K n ; 1|otherwise there is at least one part P i that does not touch a n y other part in the assembly and the partitioning problem has a trivial solution. In summary the algorithm requires expected O(N b d 2 c+ ) storage, for d 2.
Experimental Results

Implementation
The algorithm described above has been implemented, and here we describe how this has been done. The implemented program consists of three modules. The contact constraints are computed by the rst module, the representative p o i n ts of the maximally c o vered cells are found by the second module, and the DBG is constructed at each representative p o i n t and checked for strong connectivity b y the third module.
The contact constraints are computed by the algorithm described in 10]. Let us very brie y review this algorithm. The contact constraints between polyhedra for in nitesimal motions are equivalent in general to those at a nite number of point contacts. So the algorithm nds all pairs of vertices and planar faces in contact and those of pairs of edges in contact. Then the contact constraint is computed at each p o i n t b y nding separating planes between the two neighborhoods of the point. An example of the constraints found by the algorithm is shown in Figure 3 . In the gure, each a r r o w s h o ws the normal n c as Figure 3 : Example of contact constraints in Subsection 2.1. The input of the rst module is geometric models of assemblies, and the output is linear inequalities describing the contact constraints for all pairs of parts in contact. The rst module is implemented in CommonLisp with object-oriented primitives on a SunSparcStation1+.
As to the second module of the implementation, the representative points are found by linear programming. This linear programming part is solved using the MINOS package 16]. Here, a random hyperplane is used for the central projection (the hyperplane in Subsection 2.1), whose parallel hyperplane passing through the origin should not cross the vertices on S 5 . In the MINOS package, this hyperplane is given as one of the linear constraints to the LP problem. That is, it is written as 1 N T r X, where N r is a 6 1 random vector. The input of the second module is the output of the rst module. The output of the second module is a superset of representative points of the maximally covered cells. The second module is implemented in C and Fortran on a DEC Station 5000=240.
Currently the third module is an implementation of a naive algorithm querying the polytope membership by c hecking the inequalities one by one, because, as it turns out, the actual number of representative p o i n ts is not too large in most cases. The strong connectivity of the DBG is checked by an algorithm due to Tarjan and Hopcroft 2]. The input of the third module is the output of the second module, and the nal output is the separability of the given assembly. This module is implemented in the same environment as the rst module.
Examples 5.2.1 Preliminary Examples
The rst example, shown in Figure 4 , is a puzzle consisting of six parts, inducing 352 point contacts, and having 12 ordered pairs of parts in contact, i.e., K = 2 4 a n d N = 352, using the notation introduced in Section 3. Five parts are identical and each of them has two small tabs at the bottom (see Figure 5 for an illustration). The remaining part has only one tab. For this example we s o l v e the in nitesimal partitioning problem under translation only, so d = 2 in this case. Some of the contact constraints are illustrated in Figure 5 , where each arrow corresponds to the outward facing normal of the plane in the point contact (see Section 2) . Note that some of the constraints in the gure are redundant and we can eliminate them in a preprocessing stage (See 10] for details). The representative points in the maximally covered cells found by the algorithm are (1 0 0), (0 1 0) and (0 0 1), where the coordinate system is shown in Figure 4 . The DBGs corresponding to these points are illustrated in Figure 6 , where P1 is the part with one tab. The DBGs are strongly connected for the directions (1 0 0) and (0 0 1), and P1 is separable from the other parts by in nitesimal translation in the direction (0 1 0). The object of the next example, depicted in Figure 7 , cannot be separated without rotation, so we need to consider the ve-dimensional space here. In this example there are three parts, K = 6 a n d N = 140. Examples of the constraints are illustrated by arrows in Figure 8 . The representative points in the maximally c o vered cells for this example Figure 9 , where P1 is the biggest part including the big horizontal plate, P3 is the smallest part, and the coordinate system is located at the center of the upper face of P1. Note that the location of the origin should be speci ed to represent an in nitesimal motion including the rotation. The DBGs are strongly connected for the rst, second and third directions, none of which involves rotation, and P2 is separable from P1 and P3 by in nitesimal motion along the fourth direction, which i n volves rotation. Figure 10 shows a rotational motion in that direction.
Convex Objects in Contact
The next example, given by Snoeyink and Stol 19] , consists of six identical tetrahedra in contact and shown in Figure 11 . They proved that no proper subset is separable by in nitesimal translation. We revisit this example, con rm their result with our program, and show that if we allow general in nitesimal motion (i.e., including rotation), then this construction can be partitioned. In this example, K = 24 and N = 9 6 . In the case of translation only (where d = 2), 22 representative points are found by the algorithm, and all of the corresponding DBGs are con rmed to be strongly connected. Figure 11 , whose origin is located at the center point of the set of tetrahedra.
The next example, also given by Snoeyink and Stol 19] , consists of thirty convex polyhedral parts in contact. Each p a r t i s i n c o n tact with 10 parts, and so K = 300. Each contact region is a quadrangle, thus N = 1 200. Unfortunately, the complexity of our algorithm for this example with d = 5 seems to be too high for solving in reasonable time without parallelization, because of the large K. So our algorithm is applied to recon rm that any proper subset is not separable by a n y in nitesimal translation. Then, representative points are found by our algorithm, and all of the corresponding DBGs are con rmed to be strongly connected.
Industrial Example
Here we consider the application of our algorithm to an industrial example. The shapes of industrial parts are relatively complicated in general, so N, the number of the constraints between parts, tends to be relatively large. But this is not an impediment for our algorithm, since the time complexity of our algorithm is linear in N.
Our algorithm is applied to an engine of a model-aircraft whose parts are shown in Figure 13 . Figure 14 shows the assembled engine. In this example, the number of the parts is 12, the total number of their faces is 1 066, K = 2 4 , a n d N = 1 112. Note that the cylindrical surfaces are approximated by polygonal ones, and that K is not much larger Table 1 . In the case of d = 5, six representative points are found, and none of the DBGs is strongly connected. One of the DBGs, corresponding to an in nitesimal rotation, and another, corresponding to an in nitesimal translation are shown in Figure 15 . Table 1 summarizes the CPU time in seconds to solve the examples given in the paper. The CPU time is given for the three modules of the implementation separately, the rst for computing the constraints between the parts, the second for nding the representative points, and the third for constructing the DBGs and checking them for strong connectivity. The rst and third modules were run on Sparc Station 1+ (17.5MIPS), and the second one on DEC 5000=240 (42.9MIPS). In the table, the time for constructing the DBGs and checking for strong connectivity i s v ery long for the Snoeyink-Stol example with thirty parts, since our current implementation of the polytope membership queries is naive.
This example also points to some limitations of our formulation from a practical point of view and suggests open problems for further study. Brie y the two major problems are: (i) in nitesimal motions may not lead to a full separation of subassemblies, because the separability i s c hecked locally under the linearized contact constraints, and (ii) approximating curved objects by polyhedra may lead to false results, because extra contact constraints are added by the polyhedral approximation.
Conclusions
We h a ve presented a new, simple and e cient approach to the partitioning problem of polyhedral assemblies under general in nitesimal motions. The algorithm improves considerably over the best previously known algorithms for this problem (for a comparison of the Our algorithm was implemented and we h a ve reported experimental results. Currently, our main goal is to further improve the running time of our program so that it can handle larger and more di cult examples. We are also interested in extending our analysis and implementation to parts that are not necessarily polyhedral, such as spheres and cylinders. 
