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Abstract
Deep learning has become the standard methodology to
approach computer vision tasks when a large amount of
labeled data is available. One area where traditional
deep learning approaches fail to perform is one-shot
learning tasks where a model must make accurate clas-
sifications after seeing only one example image. Here,
we measure the capabilities of five Siamese similarity
comparison networks based on the AlexNet, VGG-19,
DenseNet201, MobileNetV2, and InceptionV3 architec-
tures considering the challenging one-shot learning task
of animal re-identification. We consider five data sets
corresponding to five different species: humans, chim-
panzees, humpback whales, fruit flies, and octopus, each
with their own unique set of challenges. Using a five-fold
validation split, we demonstrate that each network struc-
ture was able to successfully re-identify animal individ-
uals, with DenseNet201 performing optimally with 89.7,
75.5, 61.4, 79.3 and 92.2 percentage accuracy on the hu-
man, chimpanzee, humpback whale, fruit fly, and octopus
data sets respectively— without any species-specific mod-
ifications. Our results demonstrate that similarity com-
parison networks can achieve accuracies beyond human-
level performance for the task of animal re-identification.
The ability of a researcher to re-identify an animal indi-
vidual upon re-encounter is fundamental for addressing
a broad range of questions in the study of population dy-
namics and community/behavioural ecology. Our expec-
tation is that similarity comparison networks are the be-
ginning of a major trend that could stand to revolutionize
animal re-identification from camera trap data.
1 Introduction
Recent decades have witnessed the emergence of deep
learning systems that make use of large data volumes [1].
Modern deep learning systems no longer require ‘hard-
coded’ feature extraction methods. Instead, these algo-
rithms can learn, through their exposure to many exam-
ples, the particular features that allow for the discrimi-
nation of individuals. [2]. Deep learning methods have
shown great success when considering computer vision
re-identification tasks with large amounts of data.
One-shot learning tasks, which require a model to cor-
rectly classify examples from a domain after seeing only
a single example, are infeasible for traditional deep neu-
ral networks. Similarity comparison networks, such as
Siamese networks, are a creative alternative to standard
deep networks and have shown success re-identifying (re-
ID) human individuals [3]. Rather than traditional soft-
max classification outputs, Siamese networks consider
pairs of inputs and classify them as either similar or dis-
similar. For re-ID, this extends to determining if two input
images are of the same individual. We believe the capa-
bilities of these systems can extend beyond those of hu-
mans. As a means of testing the capabilities of similarity
comparison networks, we compare the training results of
these systems in a domain that has received little focus:
non-human animals. Animal species provide an excel-
lent testing suite for the capabilities of similarity compar-
ison networks as the characteristics that distinguish ani-
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mal individuals are often much more subtle than that of
humans. Here we explore five architectural variants of
the Siamese paradigm: AlexNet, VGG-19, DenseNet201,
MobileNetV2, and InceptionV3 to test their re-ID capa-
bilities on five species: humans, chimpanzees, humpback
whales, fruit flies, and octopus [4, 5, 6, 7, 8].
In practice, animal re-identification from images re-
quires years of training and practical experience. Cur-
rently, ecologists rely on a variety of techniques for re-ID
including: tagging, scarring, banding, and DNA analyses
of hair follicles or feces [9]. While accurate, these tech-
niques are laborious for the field research team, intrusive
to the animal, and often expensive for the researcher.
Re-identification from camera trap images is a desir-
able alternative for ecologists due to their lower cost and
reduced workload for field researchers. Currently, de-
spite their advantages, there are a number of practical
and methodological challenges associated with their use.
Primarily, even among experienced researchers, there re-
mains an opportunity for human error and bias [10, 11].
Historically, these limitations have restricted the use of
camera traps to the re-ID of animals that bear conspicu-
ous individual markings [10].
Our objective is to test whether a deep learning system
can expedite and reduce the human biases inherent to the
task of re-identifying animals from camera trap images.
Animal re-ID is used for a variety of ecological metrics,
including diversity, relative abundance distribution, and
carrying capacity [9]. By training an animal re-ID system,
one could automate the collection of metrics relevant to
health projection of ecosystem stability and species pop-
ulation health.
2 Brief History of Computer Vi-
sion Methods for Animal Re-
Identification
Prior to the advent of deep learning, for decades, the ap-
proach to standardizing the statistical analysis of animal
re-ID has involved computer vision. ‘Feature engineer-
ing’ has been the most commonly used act of engineering
as programming where algorithms are designed and im-
plemented to focus exclusively on predetermined traits,
such as the detection of patterns of spots or stripes, to dis-
Figure 1: Example Images from the FaceScrub Data Set
[17]
criminate among individuals. The main limitations of this
approach surround its impracticality [12]. Feature engi-
neering requires programming experience, sufficient fa-
miliarity with the organisms to identify relevant features,
and lacks in generality where once a feature detection al-
gorithm has been designed for one species, it is unlikely
to be useful for other taxa. For a comprehensive review
of computer vision relevant to animal re-ID see Schneider
et al. [13].
The success of deep learning methods for human re-
identification is well documented when ample training
images are available for each individual. In 2015, using
standard convolutional architectures, two research teams,
Lisanti et al. [14] and Martinel et al. [15] demonstrated the
success of CNNs on human re-ID using ETHZ, a data set
composed of 8580 images of 148 unique individuals taken
from mobile platforms. CNNs were able to correctly clas-
sify individuals after seeing 5 images of an individual.
Taigman et al. [16] introduced Deepface, a method of cre-
ating a 3-dimensional representation of the human face
to provide more data to a neural network which improved
classification accuracy on the YouTube faces data set con-
taining videos of 1,595 individuals.
Despite the success of deep learning methods for hu-
man re-ID, few ecological studies have realized its ad-
vantages. Carter et al. [18] published one of the first
works using neural networks for animal re-ID, a tool for
green turtle (Chelonia mydas) re-ID. The authors col-
lected 180 photos of 72 individuals from Lady Elliot Is-
land in the southern Great Barrier Reef, both nesting and
free swimming. They considered an undisclosed num-
ber of testing images. Their algorithm pre-processes the
image by extracting a shell pattern, converting it to grey
scale, unravelling the data into a raw input vector, and
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then training a simple feedforward network. Each indi-
vidual model yields an output accuracy of 80-85%, but
the authors utilize an ensemble approach by training 50
different networks and having each vote for a correct clas-
sification. The ensemble approach attains an accuracy of
95%. Carter et al.’s work has been considered a large suc-
cess and is currently used to monitor the southern Great
Barrier Reef green turtle population.
Freytag et al. [19] trained the CNN architecture
AlexNet on the isolated faces of chimpanzees considering
two chimpanzee data sets: C-Zoo and C-Tai. They report
an improved accuracy of 92.0% and 75.7% in comparison
to the original Support Vector Machine method of 84.0%
and 68.8% [19, 20]. Brust et al. [21] trained the object de-
tection method YOLO to extract cropped images of Go-
rilla (Gorilla gorilla) faces from 2,500 annotated camera
trap images of 482 individuals taken in the Western Low-
lands of the Nouabale´ -Nodki National Park in the Re-
public of Congo. Once the faces are extracted, Brust et al.
[21] followed the same procedure as Freytag et al. [19] to
train AlexNet, achieving a 90.8% accuracy on a test set
of 500 images. The authors herald the promise of deep
learning for ecological studies show promise for a whole
realm of new applications in the fields of basic identify,
spatio-temporal coverage and socio-ecological insights.
3 Similarity Learning Networks for
Animal Re-Identification
When approaching the problem of animal re-ID, tradi-
tional CNN architectures require a data set containing a
large number of examples for every individual from the
population. This is infeasible for real-world scenarios.
Furthermore, they also require fixing the number of in-
dividuals in advance, so one cannot add individuals to
the population without retraining the model. In order to
utilize deep learning for animal re-ID, an alternative ap-
proach must be considered.
Bromley et al. [22] introduced a suitable neural net-
work architecture for this problem, called a Siamese net-
work, which learns to detect if two input images are sim-
ilar or dissimilar [22]. The authors successfully trained
a network to distinguish if two signatures were authen-
tic or not. Siamese networks operate by accepting two
Figure 2: Example Images from the Chimpface Data Set
[19]
images as input which are passed through two sister net-
works with identical parameters. The activation values of
this last layer are concatenated and passed through a se-
ries of fully connected layers to return a binary result as to
whether the two input images are from the same domain.
In the case of re-ID, this domain would be determining if
the two input images are of the same individual. This is
in contrast to traditional network architectures which re-
quire all subjects to be identified and well represented in
the training data and re-trained if a new individual were
added to the data. The Siamese approach instead trains a
network to learn how to identify similarities between two
subjects. This allows new subjects to be recognized with-
out example images of every individual in a population,
and without any re-training of the network. Once trained,
Siamese networks require only one labeled input image of
an individual in order to accurately re-identify the second
input image of the same individual. The main advantage
for re-ID is that these systems generalize to individuals
not found in the training data. For humans, Schroff et al.
[3] introduced a modified Siamese-based network archi-
tecture, FaceNet, which currently holds the highest accu-
racy on the YouTube Faces data set with a 95.12% top-1
accuracy and is a promising model for animal re-ID.
Deb et al. [23] utilized Siamese networks for animal
re-ID considering three species: chimpanzees, lemurs,
and golden monkeys. They formulated the problem by
defining three categories for testing successful re-ID: ver-
ification (determine if two images are the same individ-
ual), closed-set identification (identify an individual from
a given set of images), and open-set identification (iden-
tify an individual from a given set of images or con-
clude the individual is absent from the data). For chim-
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panzees, they combined the C-Zoo and C-Tai data sets
to create the ChimpFace data set which contains 5,599
images of 90 chimpanzees. For lemurs, they consider
a data set known as LemurFace from the Duke Lemur
Center, North Carolina which contains 3,000 face images
of 129 lemur individuals from 12 different species. For
golden monkeys, they extracted the faces of 241 short
video clips (average 6 seconds) from Volcanoes National
Park in Rwanda where 1,450 images of 49 golden monkey
faces were cropped and extracted [23]. They use a custom
Siamese CNN containing four convolutional layers, fol-
lowed by a 512 node fully connected layer [23]. Deb et al.
(2018) report the above defined verification, closed-set,
and open-set accuracies respectively for lemurs: 83.1%,
93.8%, 81.3%, golden monkeys: 78.7%, 90.4%, 66.1%,
and chimpanzees: 59.9%, 75.8%, and 37.1%.
4 Methods
To test the capabilities of similarity networks on animal
re-ID, we consider Deb et al. [23] verification accuracy
metric on five species using the following data sets, each
with their own unique challenges:
• FaceScrub: 106,863 images of 530 male/female hu-
man individuals varying in pose [17].
• ChimpFace: 5,599 images of 95 male/female chim-
panzee (Pan troglodytes)individuals. This is a com-
bination of two previous data sets: C-Tai and C-Zoo
[19].
• HappyWhale: 9,850 images of 4,251 humpback
whale (Megaptera novaeangliae) individuals offered
as an expired Kaggle competition. Average number
of 2.1 photos per individual [24].
• FruitFly: 244,760 images of 20 fruit flies
(Drosophila melanogaster) in a variety of poses [25].
• Octopus: 5,192 images of an unknown number of oc-
topus (Octopus vulgaris). Images are captured from
research footage and the labels identify individuals
as being different only when appearing on camera at
the same time [26].
To format the data properly to train our similarity com-
parison networks, to create the ‘same’ images, for each
individual, we build all pairwise images of 15 randomly
selected images. To create the ’different’ data for each
individual, we randomly sample from the images of an
individual and pair it with a randomly selected image of
a different individual. This process creates an equal num-
ber of image pairs for each individual with labels, ’same’
and ’different’. We repeat this process in a five-fold split
to report accuracies for each species to represent our test
set for individuals seen during training, but in an unseen
pairing. This is referred to the test-1 data set.
Our main focus of this experiment is to determine if
trained Siamese networks can generalize animal similar-
ity beyond the individuals found within the training data.
As a result, we create a second testing set specifically to
test generalization to individuals not seen during training.
To do this, prior to performing the five-fold split, we ex-
cluded a random 10% of individuals and created a pair-
wise data set of unseen individuals. This second testing
set, referred to as the test-2 data set, provides a better rep-
resentation for how well the model generalizes to realistic
scenarios of unseen individuals and is considered as our
primary metric for performance. This is a unique prac-
tice, but we felt it best represented our ultimate question
of generalization to new individuals unseen during train-
ing.
For the re-ID of humans, we consider the publicly
available FaceScrub data set [17] (Figure 1). This data
set allows for a benchmark comparison of our methodol-
ogy in comparison to other human similarity networks.
After following the described data creation format, the
training set contains 218,872 pairs of images, the test-1
set 21,231 pairs of images, and the test-2 set 32,398 pairs
of images created by considering 16 random individuals
not included in the training data.
For the re-ID of chimpanzee, we consider the publicly
available C-Zoo and C-Tai data sets introduced in [20]
combined with the Chimpface data set introduced in [23].
This data set provides the unique opportunity of compar-
ing the performance of similarity networks to the previ-
ously reported performance of feature engineering as well
as classical deep learning methods. After following the
described data creation format, the training set contains
148,516 pairs of images, the test-1 set 13,656 pairs of
images, and the test-2 set 16,398 pairs of images created
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Figure 3: Example Images from the Fruit Fly Data Set
[25]
by considering 8 random individuals not included in the
training data.
To test re-identification of humpback Whales, we con-
sider the Humpback Whale Identification Challenge data
set offered as a Kaggle competition [24]. This data set
provides a realistic representation of the real-world appli-
cation of animal re-ID as the 9,046 images only contain
the fluke of the whale and are extremely sparse, having
only an average of only 2 (+/- 8) individuals considering
4,251 individual classifications (Figure 8). After creating
the pairwise data, the training set has 25,399 image pairs,
test-1 set 2,655 image pairs, and test-2 set 3,822 image
pairs.
To test the re-ID of fruit flies, we used a large library of
high resolution images of fruit flies [25] (Figure 3). The
large number of images available here provide an excel-
lent opportunity to test the capabilities of similarity learn-
ing networks on an animal species beyond the Chordata
phylum, and in the Arthopoda phylum, where re-ID is
beyond the capabilities of a human observer. After fol-
lowing the described data creation format, the training
set contains 216,421 pairs of images, the validation set
23,423 pairs of images, and the test set 17,632 pairs of
images created by considering 4 random individuals not
included in the training data.
Finally, to test the re-ID capabilities considering octo-
pus we consider a real-world scenario where images are
not readily curated into a data set, but instead extracted
from video when multiple individuals are on camera [26].
This data set demonstrates the framework as part of a real-
world application as it requires an accurate object detec-
tor to identify octopus as they enter the video frame and
a similarity comparison network to determine if these in-
dividuals have been previously seen before. This domain
has robust challenges as octopus individuals have variable
shape, colouration, size, and are photographed in murky
water conditions. The process of training the object de-
tector involves annotating the bounding box coordinates
for each octopus for each frame of video. We then ex-
tract these isolated octopus images into labeled folders
of unique individuals to train the similarity comparison
network. Using this data we were able to train a Faster
R-CNN object detection model [27], using the Inception
architecture to localize octopus within an video sequence
with 96.4% accuracy.
To collect bounding boxes and extract images of octo-
pus individuals, we have created a universally applicable
video data extraction tool to streamline the process. The
user begins by selecting their video of interest. The soft-
ware then asks the user to place their mouse cursor at the
top left corner of an object of interest (e.g. octopus) and
follow along while the video plays and it records the x
and y position of the mouse cursor for every frame. The
software then repeats the video for the user to follow the
bottom right corner of the same object. The user can then
select if there are additional objects and repeat/review the
process until the video is fully labeled. This produces the
necessary files required for the two data sets: the bound-
ing box coordinates per frame of each octopus individual
used to train the object detector, and the extracted images
of each octopus individual used to train the similarity net-
work.
For our internal testing purposes, we labeled 16 short
octopus videos with 3.5 average octopus per video and an
average length of 2:14 minutes. Three randomly selected
videos are used to create the test set. We manually in-
spected each catalog of images and deleted approximately
90% of images that appear redundant over time (i.e. when
an octopus remains stationary). We then follow the same
pair-based data creation format as described above for
each video independently to create a total of 80,916 train-
ing pairs, 9,080 validation pairs, and 17,968 unseen test-
ing pairs. Pairwise interactions are only considered within
each video segment where the octopus remains on screen
as the identity of individuals across videos cannot be de-
termined.
Our network architecture follows the Siamese Network
paradigm, composed of two sister networks with five
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standard architectures implemented: AlexNet, VGG-19,
DenseNet201, MobileNetV2, and InceptionV3 [4, 5, 6, 7,
8]. The features of the last convolution layers are then
concatenated and passed through two 2048 node fully
connected layers, and lastly through a sigmoid output rep-
resenting similar/dissimilar pairs.
In addition to the general architectures, we consider a
variety of regularization techniques to improve training
stability and prevent overfitting that are uniform across
architectures. When initializing the weights we use an
Xavier distribution to improve the likelihood of success-
ful training [28]. For the final fully connected layers,
to prevent overfitting, we utilize batch normalization,
ridge regression with a value of 0.01 and 50% dropout
[29, 30, 31]. We also apply data augmentation methods
during training using the imgaug library [32]. For each
training example there is a random chance of mirroring,
shifting, rotation, colour channel noise to be added, per
pixel manipulation, blurriness, and pixel dropout.
For training we selected the Adaptive Momentum
(Adam) optimizer with a learning rate of 0.001 and a de-
cay rate of 2% [33]. To represent error, we consider the
binary crossentropy loss considering the binary output of
the similarity network. The model was trained using mini-
batch sizes of 64 training examples of size 224 x 244 pixel
and trained for 100 epochs. Training and analyses of this
model were performed using Python 3.6, Tensorflow 1.8,
and Keras 2.2 on a NVIDIA P100 GPU.
5 Animal Re-Identification Results
Here we report only the best models per dataset. Results
for all models can be found in Table 1. On the Face-
Scrub data set, DenseNet201 performs the best, achiev-
ing a training set accuracy of 92.3%, a test-1 accuracy of
91.3%, and test-2 accuracy of individuals never seen dur-
ing training of 89.7%. Considering state-of-the-art mod-
els specifically designed for faces, such as FaceNet, which
has a re-ID accuracy of 92.12%, our model does not match
their level of performance, indicating there is room for im-
provement in terms of species-specific architecture. How-
ever, our results do demonstrate the capabilities of this
general system for animal re-ID. This serves as platform
of comparison for how similarity learning models perform
on a variety of different species and data set composition.
On the Chimpface data set, DenseNet201 attains a
training set accuracy of 88.2%, a test-1 accuracy of
87.5%, and test-2 accuracy of individuals never seen dur-
ing training of 75.5%. This is a large improvement over
the verification score of 59.9% using the same data re-
ported by Deb et al. (2018) [23] (Figure 4 & 5).
On the humpback whale data set, MobileNetV2 attains
the best training set accuracy of 65.2%, test-1 accuracy
of 62.3% and test-2 accuracy of 61.4%. The success of
MobileNetV2 suggests that models with higher represen-
tational capacity, such as DenseNet201 and Inception-
NetV3, overfit the limited training data associated with
this data set. While a poor result in comparison to an ac-
ceptable standards for monitoring, assuming similar per-
formance on the withheld Kaggle test set, our approach
currently stands as 4th best performing, considering 528
entries for the competition. The best performing model
followed the same Siamese approach, however, they first
isolated the whale flukes using a bounding box detector
before passing them into their similarity network. We do
not use such species-specific preprocessing.
For the fruit fly data set, DenseNet201 returns a training
set accuracy of 82.4%, test-1 accuracy of 82.0% and test-
2 accuracy of 79.3%. While distinguishing between fruit
fly individuals seems to be an impossible task for humans,
our model was able to successfully learn features which
accurately distinguish between individuals. Considering
the data set, the success of this model is likely based on
the very large number of training images available, the
limited number of individuals, as well as the standardized
background of the images themselves.
On the novel octopus data set, DenseNet201 attains a
training accuracy of 97.8%, test-1 accuracy of 95.3% and
test-2 accuracy of 92.2% considering octopus it did not
see during training. These results show promise, consid-
ering more data can still be collected. These results are
likely due to the large amount of data, uniform location,
and few number of individuals.
6 Near Future Techniques for Ani-
mal Re-Identification
The success of our models across multiple species, phyla,
and environments show that similarity learning networks
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are capable of solving the one-shot learning problem asso-
ciated with animal population monitoring. Ecologists can
realize our suggested similarity networks to improve ac-
curacies of computer vision aided animal re-identification
without the requirement of hand-coded feature extraction
methods and example images from every member of the
population.
Table 1: Summary of Performance Metrics for Similarity
Learning Models by Species & Data Set
Species Model Test-1
Acc.
Test-2
Acc.
Human
AlexNet 0.678 ± 0.235 0.654
VGG-19 0.810 ± 0.149 0.793
DenseNet201 0.913 ± 0.138 0.897
MobileNetV2 0.886 ± 0.130 0.858
InceptionV3 0.883 ± 0.864 0.870
Chimpanzee
AlexNet 0.653 ± 0.253 0.637
VGG-19 0.784 ± 0.184 0.753
DenseNet201 0.875 ± 0.165 0.849
MobileNetV2 0.843 ± 0.176 0.821
InceptionV3 0.858 ± 0.093 0.843
Whale
AlexNet 0.505 ± 0.343 0.500
VGG-19 0.583 ± 0.339 0.553
DenseNet201 0.612 ± 0.265 0.604
MobileNetV2 0.643 ± 0.183 0.614
InceptionV3 0.583 ± 0.145 0.563
Fruit Fly
AlexNet 0.553 ± 0.135 0.534
VGG-19 0.710 ± 0.340 0.694
DenseNet201 0.820 ± 0.208 0.773
MobileNetV2 0.763 ± 0.443 0.740
InceptionV3 0.803 ± 0.265 0.761
Octopus
AlexNet 0.686 ± 0.235 0.653
VGG-19 0.784 ± 0.385 0.759
DenseNet201 0.834 ± 0.288 0.786
MobileNetV2 0.810 ± 0.254 0.758
InceptionV3 0.828 ± 0.210 0.765
In terms of network selection, our results found that
DenseNet201 performed optimally on four of the five data
sets. Our results indicate that AlexNet and VGG-19 did
not have the representational capacity in comparison to
DenseNet201, MobileNetV2, and InceptionNetV3 since
their performance was always significantly lower. Inter-
estingly, MobileNetV2 performed best on the Humpback
Whale data set. This is likely due to its limited represen-
tational power, generalizing well presented with limited
training data.
To design a system that utilizes this technique, in prac-
tice a wildlife re-ID system would work as follows. One
would collect or find a data library of images of animal
individuals for the species in consideration, ideally in the
thousands or more range. One would then organize the
images into pairs and train a Siamese network to distin-
guish if two animal individuals are the same. In addition,
one would train an object detector to localize the animals
from a camera trap image [13]. Once both models are
trained, one can set up the object detector to extract an-
imals from images which are then fed into a similarity
network. This approach could be used to estimate popu-
lation sizes by querying a database. Upon initialization,
this database would be empty. As each individual enters
into the camera, the network would query all existing an-
imal within the database. If none are deemed to be sim-
ilar, an image of the new individual would be added to
the database and the process repeats for each individual
that enters. Eventually, this approach would see diminish-
ing returns with increased uncertainty for each individual
added. We recommend having multiple examples of each
individual to mitigate this problem.
In order for such a technique to become generally ap-
plicable, we foresee the greatest challenge for deep learn-
ing methods being the creation of large labeled data sets
for animal individuals. Our proposed approach for data
collection would be to utilize environments with known
ground truths for individuals, such as national parks, zoos,
or camera traps in combination with individuals being
tracked by GPS, to build the data sets. We recommend
using video wherever possible to gather the greatest num-
ber of images for a given encounter with an individual,
but be careful not to use repetitious images. Due to the
difficulty of data collection in this domain, we encour-
age researchers with images of labeled animal individu-
als to make these data sets publicly available to further
the research in this field. In addition to gathering the im-
ages, labeling data is also a labourious task, especially
when training an object detection model where bounding
boxes are required. One approach for solving this prob-
lem is known as weakly supervised learning, where one
provides object labels to a network (i.e. zebra) and the
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network returns the predicted coordinates of its location
[34]. An alternative approach is to outsource the label-
ing task to online services, such as Zooniverse which can
be time saving for researchers, but introduces inevitable
variability in the quality of annotations [35].
While deep learning approaches are able to general-
ize to examples similar to those seen during training, we
foresee various environmental, positional, and timing re-
lated challenges. Environmental challenges may include
inclement weather conditions, such as heavy rain, or ex-
treme lighting/shadows, especially from video analysis
which only makes comparisons between similar weather
conditions. One possible solution to limit these concerns
may be to re-ID only during optimal weather conditions.
A second is to include a robust amount of image augmen-
tation. A positional challenge may occur if an individual
were to enter the camera frame at extremely near or far
distances. To solve this, one could limit animals to a cer-
tain range from the camera before considering it for re-
ID. A challenge may also arise if an individual’s appear-
ance were to change dramatically between sightings, such
as being injured or the rapid growth of a youth. While
a network would be robust to such changes given train-
ing examples, this would require examples be available as
training data. To account for this, and all the other listed
considerations, we would recommend having a ‘human-
in-the-loop’ approach, where a human monitors results
and relabels erroneous classifications for further training
to improve performance [36].
While today fully autonomous re-ID is still in develop-
ment, researchers can already use these systems to reduce
manual labour for their studies. Examples include train-
ing networks to filter images by the presence/absence of
animals, or species classifications [13, 37, 38]. Soon deep
learning systems will accurately perform animal re-ID at
which time one can create systems that autonomously
extract from camera traps a variety of ecological met-
rics such as diversity, evenness, richness, relative abun-
dance distribution, carrying capacity, and trophic func-
tion, contributing to overarching ecological interpreta-
tions of trophic interactions and population dynamics.
This will allow us to receive autonomous updates of pro-
jected ecosystem and species population health.
7 Conclusion
Re-identification is a one-shot learning task where stan-
dard deep learning models fail to perform. Similar-
ity comparison networks, such as Siamese networks,
have shown success re-identifying human individuals.
We tested the capabilities of the five Siamese similarity
comparison networks based on the AlexNet, VGG-19,
DenseNet201, MobileNetV2, and InceptionV3 architec-
tures on five different species. Using a five-fold vali-
dation split, we were able to demonstrate that each net-
work structure was able to successfully re-identify ani-
mal individuals, with DenseNet201 performing optimally
with 89.7, 75.5, 61.4, 79.3 and 92.2 accuracy on the hu-
man, chimpanzee, humpback whale, fruit fly, and octopus
data sets respectively. Our results demonstrate that sim-
ilarity comparison networks can achieve accuracies be-
yond human level performance for the task of animal re-
identification. The ability for a researcher to re-identify
an animal individual upon re-encounter is fundamental
for addressing a broad range of questions in the study
of population dynamics and community/behavioural ecol-
ogy. Our expectation is that similarity comparison net-
works are the beginning of a major trend that could stand
to revolutionize the analysis of animal re-identification
camera trap data and, ultimately, our approach to animal
ecology.
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