Most approaches in predicting protein function from proteinprotein interaction data utilize the observation that a protein often share functions with proteins that interacts with it (its level-1 neighbours). However, proteins that interact with the same proteins (i.e. level-2 neighbours) may also have a greater likelihood of sharing similar physical or biochemical characteristics. We speculate that two separate forms of functional association accounts for such a phenomenon, and a protein is likely to share functions with its level-1 and/or level-2 neighbours. We are interested to find out how significant is functional association between level-2 neighbours and how they can be exploited for protein function prediction. We made a statistical study on recent interaction data and observed that functional association between level-2 neighbours is clearly observable. A substantial number of proteins are observed to share functions with level-2 neighbours but not with level-1 neighbours. We develop an algorithm that predicts the functions of a protein in two steps: (1) assign a weight to each of its level-1 and level-2 neighbours by estimating its functional similarity with the protein using the local topology of the interaction network as well as the reliability of experimental sources; (2) scoring each function based on its weighted frequency in these neighbours. Using leave-one-out cross validation, we compare the performance of our method against that of several other existing approaches and show that our method performs well.
Many common diseases in humans are not caused by a genetic variation within a single gene, but are influenced by complex interactions among multiple genes, environmental, and life style factors. The construction of gene networks is therefore helpful in understanding mechanisms of diseases and in designing effective therapies. I will present several example efforts at the Singapore Institute for Infocomm Research in constructing databases of such gene networks. I will also present some of the challenges and advances in information extraction, data cleansing, and data integration that are pertinent to constructing such databases.
Talk 3
Discovering Motif Pairs at Interaction Sites from Protein Sequences on a Proteome-Wide Scale Protein-protein interaction, mediated by protein interaction sites, is intrinsic to many functional processes in the cell. We propose here a novel method to discover patterns in protein interaction sites. We observed from protein interaction networks that there exist a kind of significant substructures called interacting protein group pairs, which exhibit an all-versus-all interaction between the two protein-sets in such a pair. The full-interaction between the pair indicates a common interaction mechanism shared by the proteins in the pair, which can be referred as an interaction type. Motif pairs at the interaction sites of the protein group pairs can be used to represent such interaction type, with each motif derived from the sequences of a protein group by standard motif discovery algorithms. The systematic discovery of all pairs of interacting protein groups from large protein interaction networks is a computationally challenging problem. We solve the problem using efficient algorithms for mining frequent patterns through an interesting transformation. We found 5349 pairs of interacting protein groups from a yeast interaction dataset. The expected value of sequence identity within the groups is only 7.48%, indicating non-homology within these protein groups. We derived 5343 motif pairs from these group pairs, represented in the form of blocks. Comparing our motifs with domains in the BLOCKS and PRINTS databases, we found that our blocks could be mapped to an average of 3.08 correlated blocks in these two databases. The mapped blocks occur 4221 out of total 6794 domains (protein groups) in these two databases. Comparing our motif pairs with iPfam consisting of 3045 interacting domain pairs derived from PDB, we found 47 matches occurring in 105 distinct PDB complexes. Comparing with another putative domain interaction database InterDom, we found 203 matches.
Knowledge Discovery Techniques for Bioinformatics
This short course will present a broad review of knowledge discovery techniques and also several in-depth studies of their applications in bioinformatics. It is intended for finalyear students and post-graduate students starting work with general data mining, machine learning, or bioinformatics. No special statistics, mathematics, or computer science background is required. The course is about 6 hours, comprising the following parts: 
