I. Introduction and Survey of Results
It is a well-known fact in classical point mechanics that the temporal development of the motion of a point particle is uniquely determined, if its initial position and velocity are specified. The impact of special relativity does not modify anything in this statement referring to a quite general class of second order differential equations.
A certain problem in connection with the initial data arises not until one wants to include radiation reaction into the equation of motion in the case of charged particles. The theory, which presently seems largely accepted in this field, is the Lorentz-Dirac theory 1 , mainly promoted by Rohrlich 2 (for the present context see p. 52 of the latter reference). (1, 1) of this theory is of second order in "velocity" w,s) and therefore the initial "acceleration" w has to be specified in addition to position and velocity. Unfortunately, one cannot prescribe an arbitrary initial acceleration, if one does not want to have an ever increasing velocity (runaway solution) even if the particle has escaped from a domain of interaction of finite range. In order to avoid difficulties of this sort, Rohrlich 2 has proposed to convert the differential Eq. (1,1) in an integro-differential equa- If the force K< s ) is a known function of proper time s, the initial acceleration (at 5 = 0, say, without loss of generality) follows uniquely from this equation.
But the basic equation of motion * m c 2 W( S ) = K (s) + | Z-W( s)
On the other hand, the unphysical pre-acceleration phenomena are fully elucidated in this form (I, 2) of the equation of motion and provide reason enough to be unsatisfied with this theory. In order to get rid of all these difficulties, a nonlocal generalization of the Lorentz-Dirac theory has recently been proposed 3 ' 4 , which actually is able to avoid runaway solutions and also pre-acceleration in a certain sense. But since this new theory is nonlocal in proper time s: m c 2 iV(s) Cosh {iV(s + j.,) -tt\s)} = K(S) , (I, 3) and thus corresponds to an infinitely high number of derivatives, one might suppose, that one has to specify an infinitely high number of initial data (referring to all the higher derivatives) or, equivalently, to specify the "velocity" w(s) in an initial interval of length As. If the latter would have been clone, one could easily find the corresponding solution W(f.) interval by interval from resolving (1,3) as
Indeed, if one consults a standard mathematical text on this subject 0 , one finds existence and uniqueness theorems referring to this kind of initial conditions.
But in the present paper we shall show that the Newtonian initial data (namely position and velocity) are sufficient to determine uniquely the future motion of the extended electron described by (I, 3).
So our finite-size model restores the old simplicity of initial conditions, which had to be abandoned in the rather doubtful Lorentz-Dirac theory. The only restriction, which becomes necessary in the course of the following existence proof, consists in the limitation of the force Kt^ not to surpass in magnitude the interaction force of two Coulomb singularities at distance of two times the classical electron radius. Clearly, such strong forces are far beyond experimental relevance; and the existence and uniqueness of solutions in physically reasonable situations is guaranteed.
Nevertheless, the restriction mentioned seems to be not mandatory, because we are able to find an exact solution for very short lasting pulses, which may violate the restriction under consideration. So one cannot exclude that there exists a proof working without this restriction.
The proof given here is accomplished by making use of the Picard-Lindelöf method of successive approximations. Applying this procedure to the constant-force problem, it is suggested that the exact solution of the non-local equation of motion is an analytic function of the size parameter As. This would mean that the Lorentz-Dirac solution (1,2), being non-analytic in As in the general case, can by no means be regarded as an approximation for the finite-size theory. Presumably, there does not exist a finite-size theory at all, which has the LorentzDirac theory as a consistent point limit.
II. Existence Proof by Means of the PicardLindelöf Method
In order to prove that there exists at least one solution of the equation of motion (1,3), which satisfies the Newtonian initial conditions, Ave resort to the famous Picard-Lindelöf method evoked in mathematical literature 6 to perform the analogous proof for differential equations of the kind
For this case, the Picard-Lindelöf existence theorem says that there exists exactly one solution of (II, 1), which is continuous together with its first derivative in a certain region ©(,% w) and passes through a given point (s*,w*)e if [(5, w) is itself continuous in © and satisfies there the Lipschitz condition (11, 4) or more generally w(s) = f(s; w(s), + J*)) (II, 4a)
instead of (11, 1). Clearly, in the present case
It is not necessary for the following existence proof to refer to the special case (11, 5) . Rather, we deal with the general case (II, 4a). According to the principal idea of the method of successive approximations** one has to construct a sequence of functions Wk( s ), which have to be shown to converge uniformly on a limit function
so that W(s) satisfies Eq. (II, 4a) and has lF(s = o) = u'in. Clearly, we choose for the first approximation it'or.s) = it'ji, and then s
IVU,S) = W\N + ./ F (/; M>IN ? WIN)DS' (H,7)
0 respectively in our special case (II, 5)
Indeed, this is the neutral-particle-limit solution following from (II, 3) with As-> 0:
The second approximation is assumed to be • _
(II, 9 ) 0 ** The method of Peano 7 ' 8 is not applicable here, because this method would presume the knowledge of the exact value of w( s ) in a distance As later than that point, in which the Newtonian initial data are given; whereas the Picard-Lindelöf method presupposes only an approximate value.
Continuing this procedure, a sequence of functions w'k(s) is generated
(11,11) is fulfilled for the limit function, because this is valid for all functions of the sequence {wk(s)}.
Before the desired convergence proof (II, 6) for the sequence of functions (II, 10) is accomplished, some restrictions have to be imposed on the function f(s; W(S), tt>(S + zjS)) : Clearly, condition (II, 2a) will be extended to the present non-local case as
and (II, 2b) is generalized to (11, 13) where one has for the special case (11,5) (see Appendix)
Clearly, M and N have to be finite (but may be arbitrarily large) constants. These generalizations were rather evident, but in specifying the region @3(s, w) we have to distinguish two cases with respect to the range of the variable 5 (the "velocity" w is not restricted at all) :
(a). The function f (s; it^, u>2) is either non-zero for all s>0 and arbitrary; or if f (s; Wj, u;2) becomes zero for a certain value of s (50, say), then it is non-zero in some neighbouring point (sj, say) so that | s0 ~ >s1 l <zls. In this case (a), we can achieve a global convergence proof, provided the Lipschitz constant N satisfies the requirement (2eAMs)<l; e = 2,7182.... (11, 15) As it shall be seen below, one is forced to consider the whole range of s : 0 ^ 5 < 00.
(/?). The function f(s ; w x , w 2 ) assumes the value zero in a whole interval of minimal length As: In this case (ß) we can achieve an existence and uniqueness proof already for the interval 0 s ^ Sfin + 0 under the same condition as in (11, 15) .
The reader shall easily realize what these statements on [(s; wt, w2) mean for the force function F(S) in our special case (11, 5) . The reason for discerning between the two cases (a) and (ß) becomes clearer during the course of the convergence proof, which is readily attacked now.
Writing the limit function W(s) as
we see that the uniform convergence of the sequence (wA-(a)} is assured, if we can find a dominating CO series for the sum 2 I w k +1(s) -Wk<s) I • Such a domik = o nating series is constructed now by induction: First, we conclude from the Lipschitz condition (II, 12) in the usual way
For k = 0 one finds ° (11,19) or Before we make further progress in our proof, we stop for a moment at (II, 22) and observe that for c all future time (5 + k As-+ <x> ) is involved on the right of this equation. This becomes understandable, if we look back at the recurrence formula (II, 10) : in order to know wk<s) up to time s we must know w k _ i(s) up to time s + As. But the knowledge of M>A--I(« + /)«) requires the knowledge of Wk-2 at time s + 2 As etc. So for k-y^o we cannot restrict ourselves on a finite interval of proper time, but we must know f(s; w1,w.2) for all future values of s (especially: we must know all future forces F(s) in order to compute the "velocity" WiS) at a given finite time). In physical language, this is clearly a violation of causality. We do not want to go into detail now with respect to this point, which is left for future work, but we confine ourselves to point out that a certain "decoupling of the present behaviour from the future 7 ' is obtained in the above mentioned case (ß), where no force is acting over a proper time interval of minimal length As. In this case, it is not necessary to know the future forces at times 5>Sfjn + a, if we want to compute the "velocity" w at time 5, where 0 s Sfjn . The reason for this is that wls) is constant in the interval Sfin + o, and therefore we have to integrate in (II, 10) only up to 5 = Sfjn and shall then know also the value of wk(s) in the interval 5 fin + where it is identical to wk(s.,") • After these remarks on the range of the variable s we continue the proof by making further evaluations concerning the inequality (II, 22) :
Here we have substituted the right-hand neighbouring integer n s (n s = 1, 2, 3,. .. ; n s sj As) for s/As, in order to handle only with integers, and further we have multiplied with rcs factors, each of which is greater than (or equals) unity. Hence, we have ,28) i. e. the maximal force Kmax occurs, if the centers of two electrons are separated by two times the classical radius; this means that the two electrons come into contact. For such "contact forces" our proof fails, but it is clear that such strong forces are of no experimental relevance in the classical domain. However, one cannot conclude that the existence of solutions is forbidden in the case K > K max . Indeed, we shall present below an exact solution of the constant-force problem, which is not restricted to K<KmAX . This suggests that there may be an existence proof working without the restriction (II, 15).
III. Uniqueness of the Solution
We wish now to prove that the solution W(s) found by the method of successive approximations is the only possible solution of the initial-value problem under consideration. To this end, we assume that there be a second solution V(a) W(s)) and shall then show, that V(s) must be identical to W(s).
The deviation of the new solution i\.s., from one of the approximate solutions ivk(S) is Hence, v {s ) must be identical with the limit function Wis), and the latter one is the only solution of the initial-value problem under consideration.
IV. An Exact Solution: the Short Pulse
Assume now the reduced force F(s) of the equation of motion (11,3) to be non-zero only during a proper time interval of maximal length zls. If s is contained in this interval, W(s + As) must be constant, because W( S + As) is zero on account of the equation of motion. Hence, we can write «ill where s;n is that time, where F(S) becomes non-zero: F (S) EE 0 for s ^ S;n . So the length of the interval under consideration is | Sfin -^in and we must have therefore I «fin-«in | ^ (IV, 7) It must be stressed that (IV, 5) is an exact solution, no means whether F ls ) is bounded or not [cf. Equation (11, 28) ]. This suggests that there is a unique solution of our initial-value problem even in the general case, where the restrictive condition (II, 15) is violated. The only requirement left would then consist in an integrability condition on the force F is ).
Comparing now formula (IV, 4) with the corresponding one following from the integro-differential formulation (I, 2) of the Lorentz-Dirac theory W(s) f F (/) exp { -(s'~ s)/As} ds' j As, (IV, 8) ds Sinh Aw(s) = -Fis) , (IV, 2) one realizes readily that also in the present nonlocal theory the acceleration at time s is determined by forces acting on the particle at later times. Thus, there must be violation of causality even in the present model. But this violation is presumably less severe than in the Lorentz-Dirac case. Of course, there is an intimate connection between the possibility of imposing Newtonian initial data and causality-violating phenomena: The solution of the equation of motion can be subjected to that sort of initial conditions, because the rate of change of the "velocity" w is determined by w itself at later times; or if w is eliminated, by the forces at later times [see Eq. (IV, 4) ]. Thus, the prehistory of the particle is irrelevant in this respect.
The force F(S) in the foregoing formulae is nowassumed to be a constant (/c, say), so that This function is also plotted in Fig. 1 , and the reader should realize clearly that the unphysical effects mentioned usually in connection with this special force problem 2-9 are missing in the present theory.
A final remark must be made about what Rohrlich (loc. cit., p. 213) has called the "neutral-particle limit". He has observed that if one lets As in (IV, 10) tend to zero, then the acceleration w LD (S) reduces to that of a neutral particle in the same force field, namely f0; s<0 ^n p (s) = |/c; 0£s<h (IV, 12) lo; lc£s.
But Ingraham 9 has pointed out recently, that the solution (IV, 10) is not analytic in the variable As (understood in the complex zJs-plane) and can therefore not be expanded in a perturbation series with respect to As, whereby the lowest order approximation would be the neutral-particle limit (IV, 12) . With this difficulty of the Lorentz-Dirac solution we have not to bother in the present case (IV, 11), because this solution does not depend upon As at all. This is clue to the fact that the pulse duration is shorter than As. If the force duration is longer than As, the possibility of a perturbative treatment with respect to As is suggested by the considerations of the next section.
V. Successive Approximation for the Constantforce Problem
In this section we look for an approximate solution for the force problem given in (IV, 9). According to the Picard-Lindelöf method, one starts with the neutral particle limit (IV, 12) wm = w n \s), (V,l) but with /,. (^-4s) replaced by L As assumed). Thus u>in ;
-00 <s ^ 0
Clearly, w^,, and wnn stand for initial and final "velocity"; especially we have in the neutral par-
From (11,9 ) one finds for the next approximation 'tv ia ; s 0
; 0 £s <L L-As
In the middle lines of (V, 4), we recognize the radiation damping effect in the replacement of fc in (V, 2) by /,./Cosh(/(. zls), and the third line of (V, 4) exhibits the non-local effect, which produces a sort of rounding-off. We cannot expect that this rounding-off is correctly accounted for by the third line of (V, 4). Rather, one would assume that in this second approximation (V, 4) the exact solution W(s) is approximated correctly up to order /c 3 [or (ds/c) 3 in dimensionless units]. Note, that the neutral particle limit (V, 2) contains the force /c linearly. Accordingly, we can expand** the Coshfunction in (V, 4) to obtain
) and
s' = L-As
After a trivial integration one gets But in this form, we can easily check the consistency of this sort of approximation by simply putting L = As = l { . and comparing the resulting formulae (V; 5, 4b") with those following from (IV, 5) and (IV, 6), specializing F(S) to the force (IV, 9) : the terms of first and third power in (L -s) represent the lowest order terms of the Taylor series expansion of the Ar Sinh-function in (IV; 5,6). Clearly, formulae (IV; 5, 6) are exact for the last zls-interval of an arbitrary force. Looking bade at the expansions in Eqs. (V, 4), one realizes readily that this sort of approximation procedure results actually in a power series expansion of the exact solution JF(S) with respect to the extension parameter As [or (f As) in reduced units]. Though a general proof of the property of analyticity of the exact solution W(s) with respect to the variable As is an outstanding problem, the approximation procedure indicated above suggests this analyticity property. The correctness of the latter assumed, Ave can put our aversion against the Lorentz-Dirac theory in a more concrete form: Since the Lorentz-Dirac solution (IV, 8) contains a function [namely exp { -(s -s)/zls}], which has an essential singularity in the (complex) variable As = § Z' 2 /m c 2 at As = 0, this solution is not expansible with respect to As in the general case * (see constant-force problem). Hence, it cannot be considered as an approximation of the present finite-size theory being analytical in As presumably. This statement sets aside the earlier opinion 11 that at least the integro-differential formulation of the Lorentz-Dirac theory be useful.
