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Abstract
We prove that in both the free and the wired uniform spanning forest
(FUSF and WUSF) of any unimodular random rooted network (in particular,
of any Cayley graph), it is impossible to distinguish the connected compo-
nents of the forest from each other by invariantly defined graph properties
almost surely. This confirms a conjecture of Benjamini, Lyons, Peres and
Schramm [8].
We also answer positively two additional questions of [8] under the as-
sumption of unimodularity. We prove that on any unimodular random rooted
network, the FUSF is either connected or has infinitely many connected com-
ponents almost surely, and, if the FUSF and WUSF are distinct, then every
component of the FUSF is transient and infinitely-ended almost surely. All
of these results are new even for Cayley graphs.
1 Introduction
The Free Uniform Spanning Forest (FUSF) and the Wired Uniform Span-
ning Forest (WUSF) of an infinite graphG are defined as weak limits of the uniform
spanning trees on large finite subgraphs of G, taken with either free or wired bound-
ary conditions respectively (see Section 1.2 for details). First studied by Pemantle
[31], the USFs are closely related many other areas of probability, including electrical
networks [23, 9], Lawler’s loop-erased random walk [24, 34, 8], sampling algorithms
[32, 34], domino tiling [22], the Abelian sandpile model [20, 21, 29], the rotor-router
model [18], and the Fortuin-Kasteleyn random cluster model [15, 16]. The USFs are
also of interest in group theory, where the FUSFs of Cayley graphs are related to
the `2-Betti numbers [12, 26] and to the fixed price problem of Gaboriau [13], and
have also been used to approach the Dixmier problem [11].
Although both USFs are defined as limits of trees, they need not be connected.
Indeed, a principal result of Pemantle [31] is that the FUSF and WUSF coincide
on Zd for all d ≥ 1 and that they are connected almost surely (a.s.) if and only
if d ≤ 4. A complete characterisation of the connectivity of the WUSF was given
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by Benjamini, Lyons, Peres and Schramm (henceforth referred to as BLPS) in their
seminal work [8], who showed that the WUSF of a graph G is connected a.s. if
and only if the traces of two simple random walks started at arbitrary vertices of
G a.s. intersect. This recovers Pemantle’s result on Zd, and shows more generally
that the WUSF of a Cayley graph is connected a.s. if and only if the corresponding
group has polynomial growth of degree at most 4 [17, 25].
Besides connectivity, several other basic features of the WUSF are also under-
stood rather firmly. This understanding mostly stems from Wilson’s algorithm
rooted at infinity, which allows the WUSF to be sampled by joining together loop-
erased random walks [34, 25]. For example, other than connectivity, the simplest
property of a forest is the number of ends its components have. Here, an infinite
graph G is said to be k-ended if, over all finite sets of vertices W , the subgraph in-
duced by V \W has a maximum of k infinite connected components. In particular,
an infinite tree is one-ended if and only if it does not contain a simple bi-infinite
path. Following earlier work by Pemantle [31], BLPS [8] proved that the number
of components of the WUSF of any graph is non-random, that the WUSF of any
unimodular transitive graph (e.g., any Cayley graph) is either connected or has
infinitely many components a.s., and that in both cases every component of the
WUSF is one-ended a.s. unless the underlying graph is itself two-ended. Morris [30]
later proved that every component of the WUSF is recurrent a.s. on any graph,
confirming a conjecture of BLPS [8, Conjecture 15.1], and several other classes of
graphs have also been shown to have one-ended WUSF components [27, 2, 19].
Much less is known about the FUSF. No characterisation of its connectivity is
known, nor is it known whether the number of components of the FUSF is non-
random on an any graph. In [8] it is proved that if the FUSF and WUSF differ on a
unimodular transitive graph, then a.s. the FUSF has a transient tree with infinitely
many ends, in contrast to the WUSF. However, it remained an open problem [8,
Question 15.8] to prove that, under the same hypotheses, every connected compo-
nent of the FUSF is transient and infinitely ended a.s. In light of this, it is natural
to ask the following more general question:
Question. Let G be a unimodular transitive graph. Can the components of the free
uniform spanning forest of G be very different from each other?
Questions of this form were first studied by Lyons and Schramm [28] in the
context insertion-tolerant automorphism-invariant random subgraphs. Their re-
markable theorem asserts that in any such random subgraph (e.g. Bernoulli bond
percolation or the Fortuin-Kasteleyn random cluster model) on a unimodular transi-
tive graph, one cannot distinguish between the infinite connected components using
automorphism-invariant graph properties. For example, all such components must
have the same volume growth, spectral dimension, value of pc and so forth (see
Section 1.3.1 for further examples). They also exhibited applications of indistin-
guishability to statements not of this form, including uniqueness monotonicity and
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connectivity decay. Here, a random subgraph ω of a graph G is insertion-tolerance
if for every edge e of G, the law of the subgraph ω∪{e} formed by inserting e into ω
is absolutely continuous with respect to the law of ω. The uniform spanning forests
are clearly not insertion-tolerant, since the addition of an edge may close a cycle.
BLPS conjectured [8, Conjecture 15.9] that the components of both the WUSF
and FUSF also exhibit this form of indistinguishability. In this paper we confirm
this conjecture.
Theorem 1.1 (Indistinguishability of USF components). Let G be a unimodular
transitive graph, and let F be a sample of either the free uniform spanning forest
or the wired uniform spanning forest of G. Then for each automorphism-invariant
Borel-measurable set A of subgraphs of G, either every connected component of F
is in A or every connected component of F is not in A almost surely.
As indicated by the above discussion, Theorem 1.1 implies the following positive
answer to [8, Question 15.8] under the assumption of unimodularity.
Theorem 1.2 (Transient trees in the FUSF). Let G be a unimodular transitive
graph and let F be a sample of FUSFG. If the measures FUSFG and WUSFG are
distinct, then every component of F is transient and has infinitely many ends almost
surely.
However, rather than deducing Theorem 1.2 from Theorem 1.1, we instead prove
Theorem 1.2 directly and apply it in the proof of Theorem 1.1.
We also apply Theorem 1.1 to answer another of the most basic open problems
about the FUSF [8, Question 15.6] under the assumption of unimodularity.
Theorem 1.3 (Number of trees in the FUSF). Let G be a unimodular transitive
graph and let F be a sample of the free uniform spanning forest of G. Then F is
either connected or has infinitely many components almost surely.
The derivation of Theorem 1.3 from Theorem 1.1 is inspired by the proof of [28,
Theorem 4.1], and also establishes the following result.
Theorem 1.4 (Connectivity decay in the FUSF). Let G be a unimodular transitive
graph and let F be a sample of the free uniform spanning forest of G. If F is
disconnected a.s., then for every vertex v of G,
inf
{
FUSFG(u ∈ TF(v)) : u ∈ V (G)
}
= 0 ,
where u ∈ TF(v) is the event that u belongs to the component of v in F.
We prove all of our results in the much more general setting of unimodular
random rooted networks, which includes all Cayley graphs as well as a wide range of
popular infinite random graphs and networks [2]. For example, our results hold when
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the underlying graph is an infinite supercritical percolation cluster in a Cayley graph,
a hyperbolic unimodular random triangulation [10, 5] (for which the FUSF and
WUSF are shown to be distinct in the upcoming work [3]), a supercritical Galton-
Watson tree, or even a component of the FUSF of another unimodular random
rooted network. See Section 1.3 for the strongest and most general statements.
Organization. In Section 1.1 we describe our approach and the novel ingredients of
our proof. The necessary background, including definitions of USFs and unimodular
random rooted networks are presented in Section 1.2. In Section 1.3 we define the
graph properties we will work with, state the most general and strongest versions
of our theorems (most importantly, Theorem 1.9), and provide several illustrative
examples. In Section 2 we develop the update-tolerance property of the FUSF, and
prove, in the setting of Theorem 1.9, that if the FUSF and WUSF are distinct then
every component of the FUSF is transient and infinitely-ended (Theorem 1.12), and
then prove indistinguishability of the components in this case. In Section 3, still
in the case where the FUSF and WUSF are distinct, we prove that the FUSF is
either connected or has infinitely many connected components (Theorem 1.10) and
in the latter case we show that connectivity decay is exhibited (Theorem 1.11). In
Section 4 we show that the WUSF components are indistinguishable, completing
the proof of Theorem 1.9.
Remark. After this paper was posted on the arXiv, Adam Tima´r posted indepen-
dent work [33] in which he proves Theorem 1.1 for the FUSF only in the case that
FUSF 6= WUSF, and also proves Theorems 1.2 and 1.3; Indistinguishability of com-
ponents in the WUSF is not treated. In the present paper, we prove [8, Conjecture
15.1] in its entirety for both the FUSF and WUSF.
1.1 About the proof
In [28], Lyons and Schramm argue that the coexistence of clusters of different types
in an invariant edge percolation implies the existence of infinitely many pivotal edges,
that is, closed edges that change the type of an infinite cluster if they are inserted.
When the percolation is insertion-tolerant, this heuristically contradicts the Borel-
measurability of the property, as the existence of pivotal edges far away from the
origin should imply that we cannot approximate the event that the cluster has the
property by a cylinder event. This argument was made precise in [28]. Unimodular-
ity of the underlying graph was used heavily – indeed, indistinguishability can fail
without it [28, Remark 3.16].
A crucial ingredient of our proof is an update-tolerance property of USFs. This
property was introduced for the WUSF by the first author [19] and is developed for
the FUSF in Section 2.1. This property allows us to make a local modification to a
sample of the FUSF or WUSF in such a way that the law of the resulting modified
forest is absolutely continuous with respect to the law of the forest that we started
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with. In this local modification, we add an edge of our choice to the USF and, in
exchange, are required to remove an edge emanating from the same vertex. The
edge that we are required to remove is random and depends upon both the edge we
wish to insert and on the entire sample of the USF.
Update-tolerance replaces insertion-tolerance and allows us to perform a variant
of the key argument in [28]. However, several obstacles arise as we are required to
erase an edge at the same time as inserting one. In particular, we cannot simply
open a closed edge connecting two clusters of different types in order to form a single
cluster. These obstacles are particularly severe for the WUSF (and the FUSF in
the case that the two coincide), where it is no longer the case that the coexistance
of components of different types implies the existence of pivotal edges. To proceed,
we separate the component properties into two types, tail and non-tail, according to
whether the property is sensitive to finite modifications of the component. Indistin-
guishability is then proven by a different argument in each case: non-tail properties
are handled by a variant of the Lyons-Schramm method, while tail properties are
handled by a completely separate argument utilising Wilson’s algorithm [34] and the
spatial Markov property. The proof that components of the WUSF cannot be distin-
guished by tail properties also applies to transitive graphs without the assumption
of unimodularity.
1.2 Background and Definitions
1.2.1 Notation
A tree is a connected graph with no cycles. A spanning tree of a graph G = (V,E)
is a connected subgraph of G that contains every vertex and no cycles. A forest is
a graph with no cycles, and a spanning forest of a graph G = (V,E) is a subgraph
of G that contains every vertex and no cycles. Given a forest F and a vertex v we
write TF(v) for the connected component of F containing v. An essential spanning
forest is a spanning forest such that every component is infinite. A branch of an
infinite tree T is an infinite component of T \ v for some vertex v. The core of an
infinite tree T , denoted core(T ), is the set of vertices of T such that T \ v at least
two infinite connected components.
Recall that an infinite graph G is said to be k-ended if removing a finite set of
vertices W from G results in a maximum of k distinct infinite connected components.
In particular, an infinite tree is one-ended if and only if it does not contain any simple
bi-infinite paths. We say that a forest F is one-ended if all of its components are
one-ended. The past of a vertex v in a one-ended forest, denoted pastF(v), is the
union of v and the finite components of F \ v. The future of the vertex v is the set
of u such that v ∈ pastF(u).
We write BG(v, r) for the graph-distance ball of radius r about a vertex v in a
graph G.
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1.2.2 Uniform Spanning Trees and Forests
We now briefly provide the necessary definitions, notation and background concern-
ing USFs. We refer the reader to [25, §4 and §10] for a comprehensive review of this
theory. Given a graph G = (V,E) we will refer to an edge e ∈ E both as an oriented
and unoriented edge and it will always be clear which one from the context. Most
frequently we will deal with oriented edges and in this case we orient them from
their tail e− to their head e+.
A network (G, c) is a locally finite, connected multi-graph G = (V,E) together
with a function c : E → (0,∞) assigning a positive conductance to each edge of
G. Graphs are considered to be networks by setting c ≡ 1. The distinction between
graphs and networks does not play much of a role for us, and we will mostly suppress
the notation of conductances, writing G to mean either a graph or a network. Write
c(u) for the sum of the conductances of the edges e− = u emanating from u and
c(u, v) for the conductance of the sum of the conductances of the (possibly many)
edges with endpoints u and v. The random walk 〈Xn〉n≥0 on a network G is the
Markov chain on V with transition probabilities p(u, v) = c(u, v)/c(u).
The uniform spanning tree measure USTG of a finite connected graph G is the
uniform measure on spanning trees of G (considered for measure-theoretic purposes
as functions E → {0, 1}). When G is a network, USTG is the probability measure
on spanning trees of G such that the probability of a tree is proportional to the
product of the conductances of its edges.
Let G be an infinite network. An exhaustion 〈Vn〉n≥0 of G is an increasing
sequence of finite sets of vertices Vn ⊂ V such that
⋃
n≥0 Vn = V . Given such an
exhaustion, we define Gn to be the subgraph of G induced by Vn together with the
conductances inherited from G, and define G∗n to be the network obtained from G
by identifying (or “wiring”) V \Vn into a single vertex and deleting all the self-loops
that are created. The weak limits of the measures USTGn and USTG∗n exist for any
network and do not depend on the choice of exhaustion [31, 16]. The limit of the
USTGn is called the free uniform spanning forest measure FUSFG while the limit
of the USTG∗n is called the wired uniform spanning forest measure WUSFG. Both
limits are clearly concentrated on the set of essential spanning forests of G.
The measures FUSFG and WUSFG coincide if and only if G does not support
any non-constant harmonic functions of finite Dirichlet energy [8], and in particular
the two measures coincide when G = Zd. The two measures also coincide on every
amenable transitive graph [8, Corollary 10.9], and an analogous statement holds for
unimodular random rooted networks once an appropriate notion of amenability is
adopted [2, §8]. When G is a Cayley graph, the two measures FUSFG and WUSFG
coincide if and only if the first `2-Betti number of the corresponding group is zero
[26]. By taking various free or direct products of groups and estimating their Betti
numbers, this characterization allows to construct an abundance of Cayley graphs
in which the two measures either coincide or differ [25, §10.2].
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A very useful property of the UST and the USFs is the spatial Markov property.
Let G be a network and let H and F be finite subsets of G. We write Gˆ = (G−H)/F
for the network formed from G by deleting each edge h ∈ H and contracting (i.e.,
identifying the two endpoints of) each edge f ∈ F . If G is finite and T is a sample
of USTG, then the law of T conditioned on the event {F ⊆ T,H ∩T = ∅} (assuming
this event has positive probability) is equal to the law of the union of F with an
independent copy of USTGˆ, considered as a subgraph of G [25, §4]. Now suppose
that G is an infinite network with exhaustion 〈Vn〉n≥0 and let F be a sample of either
FUSFG or WUSFG. Applying the Markov property to the finite networks Gn and G
∗
n
and taking the limit as n→∞, we see similarly that the conditional distribution of
F conditioned on the event {F ⊆ F, H ∩ F = ∅} is equal to the law of the union of
F with an independent copy of FUSFGˆ or WUSFGˆ as appropriate. It is important
here that H and F are finite.
Lastly, throughout Section 4 we will use a recent result of the first author re-
garding ends of the WUSF’s components. Components of the WUSF are known to
be one-ended a.s. in several large classes of graphs and networks. The following is
proven by the first author in [19], and follows earlier works [2, 8, 27, 31].
Theorem 1.5 ([19]). Let (G, ρ) be transient unimodular random rooted network
with E[c(ρ)] <∞. Then every component of the wired uniform spanning forest of G
is one-ended almost surely.
1.2.3 Unimodular random networks
We present here the necessary definition of unimodular random networks and refer
the reader to the comprehensive monograph of Aldous and Lyons [2] for more details
and many examples. A rooted graph (G, ρ) is a locally finite, connected graph G
together with a distinguished vertex ρ, the root. An isomorphism of graphs is an
isomorphism of rooted graphs if it preserves the root. The ball of radius r around a
vertex v of G, denoted BG(v, r) is the graph induced on the set of vertices which are
at graph distance at most r from v. The local topology on the set of isomorphism
classes of rooted graphs is defined so that two (isomorphism classes of) rooted graphs
(G, ρ) and (G′, ρ′) are close to each other if and only if the rooted balls (BG(ρ, r), ρ)
and (BG′(ρ
′, r), ρ′) are isomorphic to each other for large r. We denote the space of
isomorphism classes of rooted graphs endowed with the local topology by G•. We
define an edge-marked graph to be a locally finite connected graph together with
a function m : E(G) → X for some separable metric space X, the mark space (in
this paper, X will be a product of intervals and some copies of {0, 1}). For example,
if G = (G, c) is a network and F is a sample of FUSFG, then (G, c,F) is a graph with
marks in (0,∞)× {0, 1}. The local topology on rooted marked graphs is defined so
that two marked rooted graphs are close if for large r there is an isomorphism (of
rooted graphs) φ : (BG(ρ, r),m, ρ)→ (BG′(ρ′, r), ρ′) such that dX(m′(φ(e)),m(e)) is
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small for every edge e in BG(ρ, r). We denote the space of edge-marked graphs with
marks in X by GX• .
Similarly, we define a doubly-rooted graph (G, u, v) to be a graph together
with an ordered pair of distinguished vertices. The space G•• of doubly-rooted
graphs is defined similarly to G•. A random rooted graph (G, ρ) is unimodular
if it obeys the mass-transport principle. That is, for every non-negative Borel
function f : G•• → [0,∞] – which we call a mass transport – we have that
E
∑
v∈V
f(G, ρ, v) = E
∑
u∈V
f(G, u, ρ).
In other words, (G, ρ) is unimodular if for every mass transport f , the expected
mass received by the root equals the expected mass sent by the root. Every Cayley
graph (rooted at any vertex) is a unimodular random rooted graph (whose law is
concentrated on a singleton), as is every unimodular transitive graph [25, §8]. For
many examples of a more genuinely random nature, see [2]. Unimodular random
rooted networks and other edge-marked graphs are defined similarly.
When (G, ρ) is a unimodular random rooted network and F is a sample of either
FUSFG or WUSFG, (G, ρ,F) is also unimodular: Since the definitions of FUSFG
and WUSFG do not depend on the choice of exhaustion, for each mass transport
f : G(0,∞)×{0,1}•• → [0,∞], the expectations
fF (G, u, v) = FUSFG
[
f(G, u, v,F)
]
and fW (G, u, v) = WUSFG
[
f(G, u, v,F)
]
are also mass transports. This allows us to deduce the mass-transport principle for
(G, ρ,F) from that of (G, ρ).
1.2.4 Reversibility and stationarity
Let (G, ρ) be a random rooted network and let 〈Xn〉n≥0 be a random walk on G
started at ρ. The random rooted graph (G, ρ) is said to be stationary if
(G, ρ)
d
= (G,X1)
and reversible if
(G, ρ,X1)
d
= (G,X1, ρ).
While every reversible random rooted graph is trivially stationary, the converse need
not hold in general. Indeed, every transitive graph (rooted arbitrarily) is stationary,
while it is reversible if and only if it is unimodular. For example, the grandfather
graph [25] is transitive but not reversible.
The following correspondence between unimodular and reversible random rooted
networks is implicit in [2, §4] and is proven explicitly in [6].
8
Proposition 1.6. If (G, ρ) is a unimodular random rooted network with E[c(ρ)] <
∞, then biasing the law of (G, ρ) by c(ρ) (that is, reweighting the law of (G, ρ) by
the Radon-Nikodym derivative c(ρ)/E[c(ρ)]) yields the law of a reversible random
rooted network. Conversely, if (G, ρ) is a reversible random rooted network with
E[c(ρ)−1] <∞ then biasing the law of (G, ρ) by c(ρ)−1 yields the law of a unimodular
random rooted network.{
(G, ρ) unimodular
with E[c(ρ)] <∞
}
bias by c(ρ)−−−−−−−−→
←−−−−−−−−
bias by c(ρ)−1
{
(G, ρ) reversible
with E[c(ρ)−1] <∞
}
.
For example, a finite rooted network is unimodular if and only if, conditioned
on G, its root is uniformly distributed on the network, and is reversible if and only
if, conditioned on G, the root is distributed according to the stationary distribution
of the random walk on the network.
Thus, to prove an almost sure statement about unimodular random rooted net-
works with E[c(ρ)] < ∞ we can bias by the conductance at the root and work in
the reversible setting, and vice versa.
A useful equivalent characterisation of reversibility is as follows. Let G↔ de-
note the space of isomorphism classes of graphs equipped with a bi-infinite path
(G, 〈xn〉n∈Z), which is endowed with a natural variant of the local topology. Let
(G, ρ) be a random rooted graph and let 〈Xn〉n≥0 and 〈X−n〉n≥0 be two independent
simple random walks started from X0 = ρ, so that (G, 〈Xn〉n∈Z) is a random variable
taking values in G↔. Then (G, ρ) is reversible if and only if
(G, 〈Xn〉n∈Z) d= (G, 〈Xn+k〉n∈Z) ∀ k ∈ Z. (1.1)
Indeed, (ρ,X−1, . . .) is a simple random walk started from ρ independent of X1 and,
conditional on (G,X1), reversibility implies that ρ is uniformly distributed among
the neighbours of X1, so that (X1, ρ,X−1, X−2, . . .) has the law of a simple random
walk from X1 and (1.1) follows. Conversely, (1.1) implies that (G, ρ) is reversible
by taking k = 1 and restricting to the 0th and 1st coordinates of the walk.
A useful variant of Proposition 1.6 is the following. Suppose that (G, ρ) is a
unimodular random rooted network with E[c(ρ)] < ∞, F is a sample of either
FUSFG or WUSFG, and let cF(v) denote the sum of the conductances of the edges of
G emanating from v that are included in F. Then, if we sample (G, ρ,F) biased by
cF(ρ) and let 〈Xn〉n≥0 and 〈X−n〉n≥0 be independent random walks on F starting at
ρ, then, by [2, Theorem 4.1],
(G, 〈Xn〉n∈Z,F) d= (G, 〈Xn+k〉n∈Z,F) ∀ k ∈ Z. (1.2)
1.2.5 Ergodicity
We say that a unimodular random rooted network with E[c(ρ)] < ∞ is ergodic if
any (and hence all) of the below hold.
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Theorem 1.7 (Characterisation of ergodicity [2, §4]). Let (G, ρ) be a unimodular
random rooted network with E[c(ρ)] <∞. The following are equivalent.
1. When the law of (G, ρ) is biased by c(ρ) to give an equivalent reversible random
rooted network, the stationary sequence 〈(G,Xn)〉n≥0 is ergodic.
2. Every event A ⊂ G(0,∞)• invariant to changing the root has probability in {0, 1}.
3. The law of (G, ρ) is an extreme point of the weakly closed convex set of laws
of unimodular random rooted networks.
A similar statement holds for edge-marked networks. Tail triviality of the USFs
[8, Theorem 8.3] implies that if (G, ρ) is an ergodic unimodular random rooted
network and F is a sample of either FUSFG or WUSFG, then (G, ρ,F) is also ergodic.
The extremal characterisation (3) implies (by Choquet theory) that every uni-
modular random rooted network with E[c(ρ)] < ∞ can be written as a mixture of
ergodic unimodular random rooted networks. Thus, to prove a.s. statements about
general unimodular random rooted networks it suffices for us to consider ergodic
unimodular random rooted networks.
1.3 Component properties and indistinguishability on uni-
modular random rooted networks
General unimodular random rooted graphs and networks have few automorphisms,
so that it is not appropriate at this level of generality to phrase indistinguishability
in terms of automorphism-invariant properties. Instead, we consider properties that
are invariant under rerooting within a component as follows. Consider the space
G{0,1}• of rooted graphs with edges marked by ω(e) ∈ {0, 1}, which we think of
as a rooted graph together with a distinguished subgraph spanned by the edges
ω = {e : ω(e) = 1}. Given such a (G, v, ω) we define Kω(v) to be the connected
component of v in ω.
Definition 1.8. A Borel-measurable set A ⊂ G{0,1}• is called a component prop-
erty if and only if it is invariant to rerooting within the component of the root,
i.e.,
(G, v, ω) ∈ A =⇒ (G, u, ω) ∈ A ∀u ∈ Kω(v) .
Again, this may be formulated for networks with the obvious modifications.
This definition is equivalent to the one given in [2, Definition 6.14]. We say that
a connected component K of ω has property A (and abuse notation by writing
K ∈ A ) if (G, u, ω) ∈ A for some (and hence every) vertex u ∈ K. We are now
ready to state our main theorem in its full generality and strength.
Theorem 1.9 (Indistinguishability of USF components). Let (G, ρ) be a unimodular
random network with E[c(ρ)] <∞, and let F be a sample of either FUSFG or WUSFG.
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Then for every component property A , either every connected component of F has
property A or none of the connected components of F have property A almost surely.
And we may now restate Theorems 1.3, 1.4 and 1.2 in their full generality.
Theorem 1.10. Let (G, ρ) be a unimodular random rooted network with E[c(ρ)] <
∞ and let F be a sample of FUSFG. Then F is either connected or has infinitely
many components almost surely.
Theorem 1.11. Let (G, ρ) be a unimodular random rooted network with E[c(ρ)] <
∞ and let F be a sample of FUSFG. If F is disconnected a.s., then a.s. for every
vertex v of G,
inf{FUSFG(u ∈ TF(v)) : u ∈ V (G)} = 0.
Theorem 1.12. Let (G, ρ) be a unimodular random rooted network and let F be
a sample of the FUSFG. On the event that the measures FUSFG and WUSFG are
distinct, every component of F is transient and has infinitely many ends almost
surely. This holds both when the edges of F are given the conductances inherited
from G and when they are given unit conductances.
It follows that, under the assumptions of Theorem 1.12, every component of the
FUSF of G has positive speed and critical percolation probability pc < 1 [2].
We remark that, by [14, Proposition 5], Theorem 1.9 is equivalent to the following
ergodicity statement.
Corollary 1.13. Let (G, ρ) be an ergodic unimodular random rooted network with
E[c(ρ)] < ∞ and let F be a sample of either FUSFG or WUSFG. Then (TF(ρ), ρ) is
an ergodic unimodular random rooted network. Moreover, if we bias the distribution
of (G, ρ,F) by cF(ρ) and let 〈Xn〉n≥0 and 〈X−n〉n≥0 be independent random walks on
F started at ρ, then the stationary sequence
〈
(G, 〈Xn+k〉n∈Z,F)
〉
k∈Z is ergodic.
1.3.1 Examples of component properties
Example 1.14 (Automorphism-invariant properties). Let G0 be a transitive graph,
and let A be an automorphism-invariant set of subgraphs of G0, that is, γA = A
for any automorphism γ of G0. Fix an arbitrary vertex v0 of G0 and let
A ′ =
{
(G, v, ω) :
∃ an isomorphism φ : (G, v)→ (G0, v0)
such that φ(Kω(v)) ∈ A
}
Then A ′ is a component property such that (G0, v0, ω) ∈ A ′ if and only if Kω(v0) ∈
A . Thus, Theorem 1.1 follows from Theorem 1.1 and similarly Theorems 1.3, 1.4
and 1.2 follow from Theorems 1.10, 1.11 and 1.12, respectively.
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Example 1.15 (Intrinsic properties). A graph H is said to have volume-growth
dimension d if
|BH(v, r)| = rd+o(1)
for any (and hence all) vertices v of H. Let pn(·, ·) denote the n-step transition
probabilities of simple random walk on H. We say that H has spectral dimension
d if
pn(v, v) = n
−d/2+o(1)
for any (and hence all) vertices v of H. Lastly, recall that the critical percolation
probability pc(H) of an infinite connected graph H is the supremum over p ∈ [0, 1]
such that independent percolation with edge probability p a.s. does not exhibit an
infinite cluster. Then, under the hypotheses of Corollary 1.13, the volume-growth,
spectral dimension of TF(ρ) (if they exist) and value of pc are non-random, and
consequently are a.s. the same for every tree in F.
Component properties can be ‘extrinsic’ and depend upon how the component
sits inside of the base graph G.
Example 1.16 (Extrinsic properties). A subgraph H of G is said to have discrete
Hausdorff dimension α if
|BG(v, n) ∩H| = nα+o(1),
for any (and hence all) vertices v of G. The event that a component has a partic-
ular discrete Hausdorff dimension is a component property, and consequently The-
orem 1.9 implies that all components of the USF in a unimodular random rooted
network have the same discrete Hausdorff dimension (if this dimension exists). In
fact, the discrete Hausdorff dimension of every component of the USF in Zd was
proven to be 4 for all d ≥ 4 by Benjamini, Kesten, Peres and Schramm [7].
Even for unimodular transitive graphs, the conclusion of Theorem 1.9 is strictly
stronger than that of Theorem 1.1. This is because a component property can also
depend on the whole configuration, as the following example demonstrates.
Example 1.17. Define N(v, ω, r) to be the number of distinct components of ω
that are adjacent to the ball Bω(v, r) of radius r about v in the intrinsic distance
on Kω(ρ). Asymptotic statements about the growth of N(v, ω, r), can be used to
define component properties that depend on the entire configuration ω, e.g.
A = {(G, v, ω) : N(v, ω, r) = rβ+o(1)}.
All of the examples above are what we call tail properties. That is, these proper-
ties can be verified by looking at all but finitely many edges of both the component
and of the configuration (see the next section for the precise definition). Let us give
now an interesting example of a non-tail property.
12
Example 1.18 (Non-tail property). The component property
A (n) =
(G, v, ω) : for each connected component K of ω, there exists apath 〈ei〉 in G connecting Kω(v) to K such that at
most n of the ei’s are not contained in ω.

is not a tail property. Benjamini, Kesten, Peres and Schramm [7] proved the re-
markable result that the property A (n) \A (n− 1) holds a.s. for every component
of the USF of Zd if and only if 4(n− 1) < d ≤ 4n.
1.3.2 Tail properties
Definition 1.19. We say that a component property A is a tail component
property if
(G, v, ω) ∈ A =⇒ (G, v, ω′) ∈ A ∀ω
′ ⊆ E(G) such that ω4ω′ and
Kω(v)4Kω′(v) are both finite.
Indistinguishability of USF components by properties that are not tail can fail
without the assumption of unimodularity – see [28, Remark 3.16] and [4, Exam-
ple 3.1]. However, our next theorem shows that unimodularity is not necessary
for indistinguishability of WUSF components by tail properties when the WUSF
components are a.s. one-ended. In [27] it is shown that the last condition holds
in every transient transitive graph. The following theorem, which is used in the
proof of Theorem 1.9, implies that WUSF components are indistinguishable by tail
properties in any transient transitive graph (not necessarily unimodular).
Theorem 1.20. Let (G, ρ) be a stationary random network and let F be a sample
of WUSFG. Suppose that every component of F is one-ended almost surely. Then
for every tail component property A , either every connected component of F has
property A or none of the connected components of F have property A almost
surely.
1.3.3 Sharpness
We present a construction showing that the condition E[c(ρ)] < ∞ in Theo-
rem 1.9 is indeed necessary. For integers n and k > 2, denote by Tn(k) the finite
network on a binary tree of height n such that edges at distance h from the leaves
have conductance kh. Choose a uniform random root in Tn(k) and take n to∞ while
keeping k fixed. The limit of this process can be seen to be the transient unimodular
random rooted network T (k) in which the underlying graph is the canopy tree [1]
and edges of distance h from the leaves have conductance kh.
Consider the finite network Gn obtained by gluing a copy of Tn(3) and a copy
of Tn(4) at their leaves in such a way that the resulting network Gn is planar, and
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let ρn a uniformly chosen root vertex of Gn. Then the randomly rooted graphs
(Gn, ρn) converge to a unimodular random rooted network which is formed by glu-
ing a copy of T (3) and a copy of T (4) at their leaves. It can easily be seen via
Wilson’s algorithm (see Section 4) that the WUSF will contain precisely two one-
ended components corresponding to the two infinite rays of T (3) and T (4). These
two trees are clearly distinguishable from each other by measuring the frequency of
edges with conductances 3 or 4 on their infinite ray. This example can be made into
a graph rather than a network simply by replacing an edge with conductance kh by
kh parallel edges.
It is also possible to construct a unimodular random rooted network on which
there are infinitely many WUSF components almost surely and every cluster is
distinguishable from every other cluster. Let G be a 3-regular tree, and let F1 be
a sample of WUSFT . For every component T of F1, let U(T ) be i.i.d. uniform
[0, 1]. For each edge e of G that is contained in F1, let T (e) be the component of F1
containing e. Define conductances on G by, for each edge e of G, setting c(e) = 1 if
e /∈ F1 and otherwise setting
c(e) = exp
(
(1 + U(T ))× |The finite component of T (e) \ e|) .
These strong drifts ensure that a random walk on the network (G, c) will eventually
remain in a single component of F1. Running Wilson’s algorithm on the network
(G, c) to sample a copy F2 of WUSF(G,c), we see that the components of F2 correspond
to the components of F1. We can distinguish these components from each other by
observing the rate of growth of the conductances along a ray in each component.
2 Indistinguishability of FUSF components
Our goal in this section is to prove Theorem 1.9 for the FUSF on a unimodular
random rooted network (G, ρ) when the measures FUSFG and WUSFG are distinct.
2.1 Cycle breaking in the FUSF
Let G be a finite network. For each spanning tree t of G and oriented edge e of G
that is not a self-loop, we define the direction D(e) = D(t, e) to be the first edge
in the unique simple path from e− to e+ in t.
Lemma 2.1. Let G be an infinite network with exhaustion 〈Vn〉n≥1 and let Tn be
a sample of USTGn for each n. Then for every oriented edge e of G, the random
variables (Tn, D(Tn, e)) converge in distribution to some limit (F, D(e)), where D(e)
is an edge adjacent to e− and the marginal distribution of F is given by FUSFG.
Proof. Since the distribution of Tn converges to FUSFG, it suffices to show that the
conditional probabilities
P(D(Tn, e) = d | f1, . . . , fk ∈ Tn, h1, . . . hl /∈ Tn) (2.1)
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converge, where d = (d−, d+) is any oriented edge with d− = e− and F = {f1, . . . , fk}
and H = {h1, . . . , hl} are any two finite collections of edges in G for which the event
A = {f1, . . . , fk ∈ F, g1, . . . gl /∈ F} has non-zero probability. Fix such d, F and
H. If F includes a path from e− to e+ then D(Tn, e) is determined and there is
convergence in (2.1). Also, if d ∈ H then (2.1) is zero. So let us assume now that
neither is the case.
Let us first explain why convergence holds in (2.1) when F = H = ∅. In
that case, by Kirchhoff’s effective resistance formula (see [8, Theorem 4.1]), the
probability that the unique path between e− to e+ in Tn goes through d equals the
amount of current on the edge d when a unit current flows from e− to e+ in the
network Gn. It is well known that this quantity converges as n→∞ to the current
passing through d in the free unit current flow from e− to e+ in G [25, Proposition
9.1].
When F and H are non-empty, we take n to be sufficiently large such that the
edges e, d and all the edges of F and H are contained in Gn, and that the event
An = {F ⊂ Tn, H ∩Tn = ∅} has non-zero probability (i.e, that Gn \H is connected
and there are no cycles in F ). We write (Gn −H)/F for the network formed from
Gn by deleting each edge h ∈ H and contracting each edge f ∈ F . By the Markov
property (see Section 1.2.2), the laws of Tn conditioned on An and of F conditioned
on A can be sampled from by taking the union of F with a sample of the UST of
(Gn −H)/F or the FUSF of (G−H)/F respectively. Thus, the same argument as
above works when d 6∈ F and shows that the limit of (2.1) is equal to the current
passing through d in the free unit current flow from e− to e+ in (G−H)/F .
Finally suppose that d ∈ F . Let Vd be the set of vertices connected to e− by a
simple path in F passing through d, and let Ed be the set of oriented edges with
tail in Vd. By our previous discussion, (2.1) equals the sum of the currents flowing
through the edges of Ed in the unit current flow from e
− to e+ in (Gn −H)/F . As
before, [25, Proposition 9.1] shows that this quantity converges to the corresponding
sum of currents in the free unit current flow from e− to e+ in (G−H)/F .
For each oriented edge e of G and FUSFG-a.e. spanning forest f of G, we define
the update U(f, e) as follows. If e is either a self-loop or already contained in f , set
U(f, e) = f . Otherwise, sample D(e) from its conditional distribution given F = f ,
and set U(f, e) = F ∪ {e} \D(e). It seems likely that this conditional distribution
is concentrated on a point.
Question 2.2. Let G be a network and let e be an edge of G. Does U(f, e) coincide
FUSFG-a.e. with some measurable function of f?
If any additional randomness is required to perform an update, it will always be
taken to be independent of any other random variables considered.
Lemma 2.3. Let G be a network and F be a sample of FUSFG. Let v be a vertex
of G and let E be an element of the set {e : e− = v} chosen independently of F and
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with probability proportional to its conductance. Then U(F, E) and F have the same
distribution.
Proof. Let 〈Vn〉n≥0 be an exhaustion of G and let Tn be a sample of the UST on Gn
for each n. We may assume that Gn contains v and every edge adjacent to v for all
n ≥ 1. We define the update U(t, e) of a spanning tree t of Gn at the oriented edge
e to be
U(t, e) = t ∪ {e} \D(t, e).
Since U(Tn, E) converges to U(F, E) in distribution, and so it suffices to verify that
U(Tn, E)
d
= Tn for each n ≥ 0: this may be done by checking that USTGn satisfies
the detailed balance equations for the Markov chain on the set of spanning trees of
G with transition probabilities
p(t1, t2) =
1
c(v)
c({e : e− = v and U(t1, e) = t2}).
This simple calculation is carried out in [19, Lemma 6].
This has the following immediate consequence.
Corollary 2.4 (Update Tolerance for the FUSF). Let G be a network. Fix an edge
e, and let FUSFeG denote the joint distribution of a sample F of FUSFG and of the
update U(F, e). Then
FUSFG(F ∈ A ) ≥ c(e)
c(e−)
FUSFeG(U(F, e) ∈ A )
Proof. Lemma 2.3 implies that
FUSFG(F ∈ A ) = 1
c(e−)
∑
eˆ−=e−
c(eˆ)FUSFeˆG(U(F, eˆ) ∈ A )
≥ c(e)
c(e−)
FUSFeG(U(F, e) ∈ A ).
2.2 All FUSF components are transient and infinitely-ended
A weighted tree is a network whose underlying graph is a tree. Recall that a
branch of an infinite tree T is an infinite connected component of T \ v for some
vertex v.
Lemma 2.5. Let (T, ρ) be a unimodular random rooted weighted tree that is transient
with positive probability. On the event that T is transient, T a.s. does not have any
recurrent branches.
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Proof. For each vertex u of T , let V (u) be the set of vertices v 6= u such that the
component containing u in T \ v is recurrent. We first claim that if T is a transient
weighted tree and u is a vertex of T , then V (u) is either empty, or a finite simple
path starting from a neighbour of u in T , or an infinite transient ray (i.e. a ray such
that the sum of the edge resistances along the ray is finite) starting from a neighbour
of u in T . First, Rayleigh’s monotonicity principle implies that if v ∈ V (u) then
every other vertex on the unique path from u to v in T is also in V (u). Second, if
there exist v1, v2 ∈ V (u) which do not lie on a simple path from u in T , then the
component of u in T \ v1 and the component of u in T \ v2 are both recurrent and
have all of T as their union implying that T is recurrent.
Thus, if V (u) is not empty, it must be a finite path or ray in T starting at u.
Let us rule out the case that V (u) is a recurrent infinite ray. Assume that V (u) is
infinite and denote this ray by (v0, v1, v2, . . .) with v0 = u. For each integer n ≥ 0 the
component of T \vn+1 containing vn is recurrent and so, by Rayleigh’s monotonicity
principle, the components of T \ vn that do not contain vn+1 are all recurrent. Thus
T is decomposed to the union of the ray (v0, v1, . . .) and a collection of recurrent
branches hanging on this ray. If the ray V (u) is a recurrent, we conclude that T is
recurrent as well.
Suppose for contradiction that with positive probability T is transient but there
exists an edge e such that the component of ρ in T \ e is infinite and recurrent.
Take ε > 0 sufficiently small so that this edge e may be taken to have c(e) ≥ ε with
positive probability. Denote the event that such an edge exists by Bε. We will show
that this contradicts the Mass-Transport Principle by exhibiting a mass transport
such that every vertex sends a mass of at most one but some vertices receive infinite
mass on the event Bε.
From each vertex u such that V (u) is finite and non-empty, send mass one to
the vertex v in V (u) that is farthest from u in T . From each vertex u such that
V (u) is a transient ray, send mass one to the end-point v = e− of the last edge e
in the path from u spanned by V (u) such that c(e) ≥ ε. If V (u) is empty, u sends
no mass. Clearly every vertex sends a total mass of at most one. However, on the
event Bε, the vertex v that ρ sends mass to receives infinite mass. Indeed, every
vertex in the infinite recurrent component of T \ v containing ρ sends mass one to
v, contradicting the Mass-Transport Principle.
Lemma 2.6. Let G be an infinite network and let F be a sample of FUSFG. If with
positive probability F has a recurrent component and a transient component with a
non-empty core, then with positive probability F has a component that is a transient
tree with a recurrent branch. This holds both when edges of the trees are given the
conductances inherited from G and when they are given unit conductances.
Proof. We consider the case that the edges of the trees are given the conductances
inherited from G, the other case is similar. If two such components exist, then one
can find a finite path starting at a vertex of a recurrent component T and ending in
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a vertex of the core of a transient component T ′. Moreover, by taking the shortest
such path, the starting vertex is the only vertex in T and the end vertex is the only
vertex in core(T ′).
Thus, there exists a non-random finite simple path γ = 〈γi〉ni=0 in G such that
the following event, denoted B(γ), holds with positive probability:
• TF(γ0) is recurrent,
• TF(γi) 6= TF(γ0) for 0 < i ≤ n,
• TF(γn) is transient and
• γn ∈ core(TF(γn)) and it is the only such vertex in γ.
For each 1 ≤ i ≤ n, let ei be an oriented edge of G with e−i = γi and e+i = γi−1.
Define the forests 〈Fi〉ni=0 by setting F0 = F and recursively,
Fi = U(Fi−1, ei) , i = 1, . . . , n .
We claim that on the event B(γ), at least one of the two forests F0 or Fn contains
a transient tree with a recurrent branch. If F0 contains such a tree we are done, so
suppose not. We claim that in this case TFn(γn) is a transient tree with a recurrent
branch. Indeed, at each step of the process we are add the edge ei and remove some
other edge adjacent to γi in TFi−1(γi), so that TFn(γn) contains the tree TF0(γ0) (since
γi 6∈ TF0(γ0) for i ≥ 1) and the path e1, . . . , en. Moreover, since γi 6∈ core(TF0(γn))
for all 0 ≤ i < n, the tree TFn(γn) contains a branch of TF0(γn) and is therefore
transient by our assumption. Thus, removing γ1 from the transient tree TFn(γn)
yields the recurrent branch TF0(γ0) as required.
Denote by E the set of subgraphs of G that are transient trees with a recurrent
branch. We have shown that P(F0 ∈ E )+P(Fn ∈ E ) > 0, while by update-tolerance
(Corollary 2.4)
P(F0 ∈ E ) ≥
( n∏
i=1
c(ei)
c(e−i )
)
P(Fn ∈ E )
so that P(F0 ∈ E ) > 0 as claimed.
Proof of Theorem 1.12. We may assume that (G, ρ) is ergodic, see Section 1.2.5.
We apply [2, Proposition 4.9 and Theorem 6.2] to deduce that whenever (T, ρ) is an
infinite unimodular random rooted (unweighed) tree with E[c(ρ)] < ∞, the event
that T is infinitely-ended and the event that T is transient coincide up to a null
set and, moreover, T has positive probability to be transient and infinitely-ended
if and only if E[degT (ρ)] > 2. The expected degree of the WUSF is 2 in any uni-
modular random rooted network, and since the FUSFG stochastically dominates
WUSFG, the assumption that FUSFG 6= WUSFG implies that E[degF(ρ)] > 2. Let
M > 0 and let F′ be the forest obtained by deleting from F every edge e such that
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Figure 1: When recurrent components and transient components with non-empty
cores and no recurrent branches coexist, a finite sequence of updates can create a
transient component with a recurrent branch.
max(degF(e
−), degF(e
+)) ≥ M . If M is sufficiently large then E[degF′(ρ)] > 2 by
the monotone convergence theorem. It follows by the above that TF′(ρ) is infinitely-
ended and and transient (when given unit conductances) with positive probability,
and consequently that the same holds for TF(ρ) by Rayleigh monotonicity. Er-
godicity of (G, ρ,F) then implies that the forest F contains a component that is
infinitely-ended and transient (when given unit conductances) a.s.
Assume for contradiction that with positive probability F has a component that
is finitely-ended, or equivalently a component that is recurrent when given unit con-
ductances. Lemma 2.6 then implies that with positive probability F has a transient
component with a recurrent branch (when all components are given unit conduc-
tances), contradicting Lemma 2.5.
Thus, we have that all components of F are a.s. infinitely-ended and are transient
when given unit conductances. It follows from [2, Proposition 4.10] that every
component is also a.s. transient when given the conductances inherited from G.
2.3 Pivotal edges for the FUSF
Let G be a network, let F be a sample of FUSFG and let A be a component property.
We say that an oriented edge e of G is a δ-additive pivotal for a vertex v if
1. e+ ∈ TF(v) and e− 6∈ TF(v) and,
2. given F, the components TU(F,e)(v) and TF(v) have different types with prob-
ability at least δ.
We say that an oriented edge e is a δ-subtractive pivotal for v if
1. e− ∈ TF(v) and e+ 6∈ TF(v) and,
2. given F, the components TU(F,e)(v) and TF(v) have different types with prob-
ability at least δ.
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We emphasize that when we say “with probability at least δ” above, this is over the
randomness of U(F, e), rather than of F.
Lemma 2.7. Let G be a network and let F be a sample of FUSFG. Assume that
a.s. all the components of F are transient trees with non-empty cores and that with
positive probability F has components of both types A and ¬A . Then for some
small δ > 0, with positive probability there exists a vertex v and an edge e such that
v ∈ core(F ) and e is a δ-pivotal for v.
Proof. We argue similarly to Lemma 2.6. Due to the assumptions of this lemma,
there must be a component T of type A and a component T ′ of type ¬A and an
edge e 6∈ F connecting them. So we may form a path starting with e that ends in a
core vertex of T ′ such that all edges of the path except for e are in T ′, and the last
vertex of the path is the only vertex in core(T ′).
Hence, there exists a non-random simple path γ = 〈γi〉ni=0 in G such that the
following event, denoted B(γ), holds with positive probability:
• TF(γ0) has type A ,
• TF(γi) = TF(γj) 6= TF(γ0) for all 0 < i ≤ j ≤ n,
• TF(γn) has type ¬A and,
• γn ∈ core(TF(γn)) and it is the only such vertex in γ.
For each 1 ≤ i ≤ n, let ei be an oriented edge of G with e−i = γi and e+i = γi−1.
Define the forests 〈Fi〉ni=0 by setting F0 = F and, recursively,
Fi = U(Fi−1, ei) , i = 1, . . . , n.
We claim that given B(γ) there exists some small δ > 0 such that either one of
the edges ei is a δ-additive pivotal for γ0 in the forest Fi−1, or one of the edges ei is
a δ-subtractive pivotal for γn in the forest Fi−1. Indeed, if there is 1 ≤ i ≤ n such
that
P
(
TFi(γ0) ∈ ¬A | Fi−1
)
> 0 ,
(i.e., the component of γ0 changes type with positive probability in the transition
from Fi−1 to Fi), then for the first such i, the edge ei is a δ-additive pivotal for γ0 in
Fi−1 (since the cluster of γ0 only grows) where δ > 0 is the conditional probability
above.
If this does not occur, then a.s. TFn(γ0) is of type A . However, TFn(γ0) = TFn(γn)
and TF0(γn) is of type ¬A , so there is the first 1 ≤ i ≤ n in which TFi(γn) ∈ A
(i.e., the component of γn changes type in the transition from Fi−1 to Fi). For this
i we have ei is a δ
′-subtractive pivotal for γn in Fi−1 with
δ′ = P
(
TFi(γn) ∈ A | Fi−1
)
> 0 .
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Let Eδ be the event that there exists a vertex v such that v ∈ core(F) and there
exists an edge e that is a δ-additive pivotal or δ-subtractive pivotal for v in F. We
proved that for some small δ > 0 we get
∑n
i=0 P(Fi ∈ Eδ) > 0. However, by update
tolerance (Corollary 2.4) it follows that
P(F0 ∈ E ) ≥
( i∏
j=1
c(ej)
c(e−j )
)
P(Fi ∈ E ) .
Hence P(F0 ∈ Eδ) > 0 for some small δ > 0 as claimed.
2.4 Proof of Theorem 1.9 for the FUSF
Our goal in this section is to prove the following theorem.
Theorem 2.8. Let (G, ρ) be a unimodular random network with E[c(ρ)] <∞, and
let F be a sample of FUSFG. On the event that FUSFG 6= WUSFG, we have that for
every component property A , either every connected component of F has property
A or none of the connected components of F have property A almost surely.
We follow the strategy of Lyons and Schramm [28] while making the changes
necessary to use update-tolerance.
Proof of Theorem 2.8. Let (G, ρ) be a unimodular random rooted network with
E[c(ρ)] <∞, let F be a sample of FUSFG and let A be a component property. Let
〈Xn〉n∈Z be a bi-infinite random walk on F started at ρ (that is, the concatenation
of two independent random walks starting at ρ, as in Proposition 1.6). Conditioned
on the random walk 〈Xn〉n∈Z, let en be oriented edges chosen uniformly and inde-
pendently from the set of edges at distance at most r from Xn in G. Finally, let
{U(F, e) : e ∈ E} be updates of F at each edge e of G, sampled independently of
each other and of 〈Xn〉n∈Z and 〈en〉n∈Z conditional on (G, ρ,F). We bias by cF(ρ) so
that, by [2, Theorem 4.1],
(G, 〈Xn〉n∈Z,F) d= (G, 〈Xn+k〉n∈Z,F) ∀ k ∈ Z. (2.2)
Let P̂ denote joint distribution of the random variables (G, ρ), F, 〈Xn〉n∈Z, 〈en〉n∈Z,
and {U(F, e) : e ∈ E} under this biasing, and let P̂(G,ρ) denote the conditional
distribution given (G, ρ) of F, 〈Xn〉n∈Z, 〈en〉n∈Z and {U(F, e) : e ∈ E} under the
same biasing.
By Theorem 1.12, every component of F is a.s. transient and infinitely-ended.
By Lemma 2.7, there exists δ > 0 such that with positive probability ρ ∈ core(F)
and there exists a either a δ-additive or δ-subtractive pivotal edge e for ρ in F. By
decreasing δ if necessary, it follows that there exists an integer r such that with
21
positive probability ρ ∈ core(F) and there exists a δ-pivotal edge for ρ in F such
that ρ and e are at graph distance at most r in G and c(e)/c(e−) ≥ δ.
Conditional on (G, ρ), for each edge e in G and n ∈ Z, denote by E ne the event
that en = e and that the trace {Xn+k}k∈Z is disjoint from the components of F \Xn
containing e− and e+. For every essential spanning forest f of G and n ∈ Z, we
have
P̂(G,ρ)(E ne | F = f) = P̂(G,ρ)(E ne | U(F, e) = f) .
Thus, for every event B ⊆ {0, 1}E(G) such that P̂(G,ρ)(F ∈ B) > 0, we have that
P̂(G,ρ)(E ne ∩ {F ∈ B}) = P̂(G,ρ)(E ne | F ∈ B)P̂(G,ρ)(F ∈ B)
= P̂(G,ρ)(E ne | {U(F, e) ∈ B})P̂(G,ρ)(F ∈ B)
=
P̂(G,ρ)(F ∈ B)
P̂(G,ρ)(U(F, e) ∈ B)
P̂(G,ρ)(E ne ∩ {U(F, e) ∈ B})
=
FUSFG[cF(ρ)1(F ∈ B)]
FUSFeG[cF(ρ)1(U(F, e) ∈ B)]
P̂(G,ρ)(E ne ∩ {U(F, e) ∈ B}).
Observe that if e does not have ρ as an endpoint then, by Lemma 2.3,
FUSFG[cF(ρ)1(F ∈ B)] = 1
c(e−)
∑
e′−=e−
c(e′)FUSFe
′
G[cU(F,e′)(ρ)1(U(F, e
′) ∈ B)]
≥ c(e)
c(e−)
FUSFeG[cU(F,e)(ρ)1(U(F, e) ∈ B)]
=
c(e)
c(e−)
FUSFeG[cF(ρ)1(U(F, e) ∈ B)],
and so, for every edge e of G not having ρ as an endpoint,
P̂(G,ρ)(E ne ∩ {F ∈ B}) ≥
c(e)
c(e−)
P̂(G,ρ)(E ne ∩ {U(F, e) ∈ B}) . (2.3)
Update-tolerance also implies that (2.3) holds trivially when P̂(G,ρ)(F ∈ B) = 0.
Fix ε > 0, and let R be sufficiently large such that there exists an event A ′ that
is measurable with respect to (G, ρ) and F∩BG(ρ,R) and satisfies P̂(A 4A ′) ≤ ε.
Such an A ′ exists by the assumption that A is measurable. Define the disjoint
unions
E n :=
⋃
c(e)/(e−)≥δ
E ne and E
n
R :=
⋃
e− /∈BG(ρ,R) ,c(e)/c(e−)≥δ
E ne .
Condition on (G, ρ), and let
B = {ω ∈ {0, 1}E : (G, ρ, ω) ∈ A ′ \A }.
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Summing over (2.3) with this B yields that, for every R ≥ 1,
P̂(G,ρ)(F ∈ B) ≥ P̂(G,ρ)(E nR ∩ {F ∈ B})
≥ δP̂(G,ρ)(E nR ∩ {U(F, en) ∈ B})
and hence, taking expectations,
P̂((G, ρ,F) ∈ A ′ \A ) ≥ δP̂(E nR ∩ {(G, ρ,F) ∈ A ′ \A )}).
By the definition of A ′ we have that
E nR ∩ {(G, ρ, U(F, en)) ∈ A ′} = E nR ∩ {(G, ρ,F) ∈ A ′},
and so
P̂((G, ρ,F) ∈ A ′ \A ) ≥ δP̂
(
E nR ∩
{
(G, ρ,F) ∈ A ′} ∩ {(G, ρ, U(F, en)) ∈ ¬A }).
Let Pn denote the event that en is either a δ-additive or δ-subtractive pivotal
edge for Xn. On the event E nR , the vertices ρ and Xn are in the same compo-
nent of U(F, en), so that, on the event Pn ∩ E nR ∩ {(G, ρ,F) ∈ A }, we have that
(G, ρ, U(F, en)) ∈ ¬A with probability at least δ. Thus,
P̂((G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E nR ∩ {(G, ρ,F) ∈ A ′} ∩Pn)
≥ δ2P̂(E nR ∩ {(G, ρ,F) ∈ A } ∩Pn)− δ2ε ,
by definition of A ′. Since 〈Xn〉n≥0 is transient, we can take n to be sufficiently large
that P̂({(G, ρ,F) ∈ A } ∩ E n \ E nR ) ≤ ε. Thus, for such n,
P̂((G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E n ∩ {(G, ρ,F) ∈ A } ∩ Pn)− 2δ2ε
since A is a component property. Stationarity of 〈(G,F, 〈Xn+k〉k∈Z)〉n∈Z implies
that P̂(E n∩{(G, ρ,F) ∈ A }∩Pn) does not depend on n, so that it suffices to show
it is positive to obtain a contradiction by choosing ε > 0 sufficiently small.
As mentioned earlier, with positive probability ρ ∈ core(F) and there exists a
δ-pivotal edge e in F at distance at most r from ρ such that c(e)/(e−) ≥ δ. Hence,
either
P̂({ρ ∈ core(F)} ∩ {(G, ρ,F) ∈ A } ∩P0) > 0
or
P̂({ρ ∈ core(F)} ∩ {(G, ρ,F) ∈ ¬A } ∩P0) > 0.
Since ¬A is also a component property, we may assume without loss of generality
that the former occurs. Conditioned on the events {ρ ∈ core(F)}, {(G, ρ,F) ∈ A }
and P0, the event E n is the event that two independent random walks from ρ
stay within the components of F \ ρ that do not contain e−0 or e+0 . This occurs
with positive probability since every infinite component of TF(ρ) \ ρ is transient by
Theorem 1.12 and Lemma 2.5, concluding the proof.
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3 The FUSF is either connected or has infinitely
many components
Our goal in this section is to prove Theorems 1.10 and 1.11. Let (G, ρ) be a uni-
modular random rooted network with E[c(ρ)] <∞ and let F be a sample of FUSFG.
We may assume that (G, ρ) is ergodic, otherwise we take an ergodic decomposition.
We may also assume that FUSFG 6= WUSFG a.s., since otherwise the result follows
from [8].
The following is an adaptation of [28, Lemma 4.2] from the unimodular transitive
graph setting to our setting. We omit the proof, which is very similar to that of [28].
Lemma 3.1 (Component Frequencies). Let (G, ρ) be an ergodic unimodular random
rooted network with E[c(ρ)] < ∞ and let F be a sample of FUSFG. Conditional
on (G, ρ), let Pv denote the law of a random walk 〈Xn〉n≥0 on G started at v for
each vertex v of G, independent of F. Then there exists a measurable function
Freq : G{0,1}• → [0, 1] such that for every vertex v of G and every component T of F,
lim
N
1
N
N∑
n=1
1(Xn ∈ T ) = Freq(G, ρ, T ) Pv-a.s.
For each subset W of V , we refer to Freq(W ) = Freq(G, ρ,W ) as the frequency
of W .
Lemma 3.2. Let (G, ρ) be an ergodic unimodular random rooted network with
E[c(ρ)] < ∞ such that FUSFG 6= WUSFG a.s. and let F be a sample of FUSFG.
Conditioned on F let Px denote the law of a random walk 〈Xn〉n≥0 on G started at
x, independent of F. Assume that with positive probability there exist a component
of F with positive frequency. Then on this event, we a.s. have that for every vertex
u of G such that Freq(TF(u)) > 0 and every edge e ∈ TF(u) such that F \ e consists
of two infinite components K1 and K2,
Px
(
lim sup
N→∞
1
N
N∑
n=1
1(Xn ∈ Ki) > 0
∣∣∣∣∣ (G, ρ,F)
)
> 0.
for both i = 1, 2 and every vertex x ∈ G.
Proof. We argue similarly to Lemma 2.5. For each vertex u of G and each edge e in
TF(u), let Ku(e) denote the component of TF(u) \ e containing u. For every vertex
u such that Freq(TF(u)) > 0, let E(u) be the set of edges e in TF(u) such that
Px
(
lim sup
N→∞
1
N
N∑
n=1
1(Xn ∈ Ku(e)) > 0
∣∣∣∣∣ (G, ρ,F)
)
= 0.
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for some vertex x (and hence every vertex).
Similarly to the proof of Lemma 2.5, we have that for every vertex u, if E(u)
is non-empty then it is either a finite simple path or a ray in TF(u) starting at u.
Indeed, if e ∈ E(u) then every edge on the path between u and e is also in E(u),
while if e1 and e2 do not lie on a simple path from u in TF(u) then the union of
Ku(e1) and Ku(e2) is all of TF(u) hence
lim sup
N→∞
1
N
N∑
n=1
1(Xn ∈ Ku(e1)) + lim sup
N→∞
1
N
N∑
n=1
1(Xn ∈ Ku(e2)) ≥ Freq(TF(u)) > 0
a.s. for every starting point x of the random walk Xn.
First suppose that with positive probability there exists a vertex u ∈ core(F )
such that E(u) is a finite path. Define a mass transport by sending mass one from
each vertex u such that E(u) is finite, to the endpoint of the last edge in E(u); from
all other vertices send no mass. Every vertex sends a mass of at most one while,
if E(u) is a finite path for some u ∈ core(F ) and e = (e−, e+) is the last edge of
this path, then e+ receives mass one from every vertex in the infinite set Ku(e),
contradicting the Mass-Transport Principle.
Next suppose that with positive probability there exists a vertex u such that E(u)
is an infinite ray emanating from u. In this case, for any other vertex u′ ∈ TF(u) all
but finitely many edges e of E(u) satisfy that u′ ∈ Ku(e) and it follows that E(u′)
is also an infinite ray and E(u′)4E(u) is finite. By Theorem 2.8 and ergodicity
of (G, ρ,F), the set E(u) is therefore an infinite ray for every vertex u in G a.s.
Transport unit mass from each vertex u to the first vertex following u in the ray
E(u). Then every vertex u sends unit mass, and receives degF(u)− 1 mass. By the
Mass-Transport Principle E[degF(ρ)] = 2, contradicting [2, Proposition 7.1] and the
assumption that FUSFG 6= WUSFG a.s.
By Theorem 1.12 each component of F has a non-empty core a.s. and by the above
argument E(u) = ∅ for every core vertex u for which Freq(TF(u)) > 0, concluding
our proof.
Proof of Theorem 1.10. Suppose that F has some finite number k ≥ 2 of components
a.s., which we denote T1, . . . Tk. Then for every N and v
k∑
i=1
1
N
N∑
n=1
1(Xn ∈ Ti) = 1
and so
∑k
i=1 Freq(Ti) = 1. The frequency of a component is a component property
and so, by Theorem 2.8 we must have that Freq(Ti) = 1/k for all i = 1, . . . , k.
As in Lemma 2.5, conditional on (G, ρ,F) there exists a simple path 〈γi〉mj≥0 in
G that does not depend on F such that, with positive probability
• TF(γj) 6= TF(γ0) for j = 1, . . . ,m and
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• All the edges (γj, γj+1) for j = 1, . . . ,m − 1 belong to the same component,
and
• γm ∈ core(TF(γm)) and it is the only such vertex in γ.
Denote this event by B(γ). For each 1 ≤ j ≤ m, let ej be an oriented edge of G
with e−j = γj and e
+
j = γj−1. Define the forests 〈Fj〉mj=0 recursively by setting F0 = F
and
Fj = U(Fj−1, ej).
Condition on this event B(γ). The choice of the edges 〈ej〉j≥0 is such that
Fm = F ∪ {e1} \ {d}
for some edge d, which we orient so that d− = γm, that disconnects TF(γm) and whose
removal disconnects TF(γm) into two infinite connected components. We denote the
component in F containing γm by K1 and the component containing d
+ by K2. As
sets of vertices, we have that
TFm(γ0) = TF(γ0) ∪K1 and TFm(d+) = K2.
Thus, by update-tolerance (Corollary 2.4), we have a.s. that
Freq(TFm(γ0)) = Freq(TF(γ0)) + Freq(K1) =
1
k
, (3.1)
and so Freq(K1) = 0 a.s., contradicting Lemma 3.2.
Proof of Theorem 1.11. By Theorem 1.10 and the assumption that F is disconnected
a.s., F has infinitely many components. For every N and v, letting 〈Xn〉n≥0 be a
simple random walk independent of F started at v,
∑
Ti is a component of F
1
N
N∑
n=1
1(Xn ∈ Ti) = 1
and so, taking the limit ∑
Ti a component of F
Freq(Ti) ≤ 1.
By Theorem 2.8 all the component frequencies are equal and so must all equal zero.
Thus, for every component T of F,
lim
1
N
N∑
n=1
1(Xn ∈ T )→ 0 a.s. ,
which in particular implies that for any ε > 0 there exists some n for which P(Xn ∈
TF(ρ)) ≤ ε, hence there exists a vertex v with P(v ∈ TF(ρ)) ≤ ε, as required.
26
Remark. It is possible to remove the application of indistinguishability in the above
proofs. If there is a unique component with non-zero frequency a.s., Lemma 3.2
allows us to perform updates to create two components of non-zero frequency, con-
tradicting update-tolerance and ergodicity. Otherwise, consider the component of
maximal frequency. The maximal component frequency is non-random in an er-
godic unimodular random rooted network. However, updating allows us to attach
an infinite part of another positive-frequency component to the maximal frequency
component, increasing its frequency by Lemma 3.2, contradicting update-tolerance.
4 Indistinguishability of WUSF components
4.1 Indistinguishability of WUSF components by tail prop-
erties.
Let G be a transient network. Recall that Wilson’s algorithm rooted at infinity
[34, 32, 8] allows us to generate a sample of WUSFG by joining together loop-erased
random walks on G. Let γ be a path in G that is either finite or transient, i.e. visits
each vertex of G at most finitely many times. The loop-erasure LE(γ) of the path
γ (introduced by Lawler [24]) is formed by erasing cycles from γ chronologically
as they are created. More formally, we define LE(γ)i = γti where the times ti are
defined recursively by t0 = 0 and ti = 1 + max{t ≥ ti−1 : γt = γti−1}.
Wilson’s algorithm rooted at infinity generates a sample F of WUSFG as follows.
Let {vj : j ∈ N} be an enumeration of the vertices of G and define a sequence of
forests 〈Fi〉i≥0 in G as follows:
1. Let F0 = ∅.
2. Given Fj, start an independent random walk from vj+1 stopped if and when
it hits the set of vertices already included in Fj.
3. Form the loop-erasure of this random walk path and let Fj+1 be the union of
Fj with this loop-erased path.
4. Let F =
⋃
j≥0 Fj.
It is a fact that the choice of enumeration does not affect the law of F. We will
require the following slight variation on Wilson’s algorithm rooted at infinity.
Lemma 4.1. Let W be a finite set of vertices in G, and let {vj : j ∈ N} and
{wj : 1 ≤ j ≤ |W |} be enumerations of V (G) \W and W respectively. Let F be the
spanning forest of G generated as follows.
1. Let F′0 = ∅.
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2. Given F′j, start an independent random walk from vj+1 stopped if and when it
hits the set of vertices already included in F′j.
3. Form the loop-erasure of this random walk path and let F′j+1 be the union of
F′j with this loop-erased path.
4. Let F0 =
⋃
j≥0 F
′
j.
5. Given Fj, start an independent random walk from wj+1 stopped if and when it
hits the set of vertices already included in Fj.
6. Let F =
⋃|W |
j=0 Fj.
Then F is distributed according to WUSFG.
Proof. Let j0 = max{j : vj is adjacent to W} and consider the enumeration
v1, . . . , vj0 , w1, . . . , w|W |, vj0+1, . . .
of V (G). Let {Xv : v ∈ V (G)} be a collection of independent random walks, one
from each vertex v of G. Let F be generated using the random walks {Xv : v ∈
V (G)} as above and let F′ be a sample of WUSFG generated using Wilson’s algorithm
rooted at infinity, using the enumeration v1, . . . , vj0 , w1, . . . , w|W |, vj0+1, . . . and the
same collection of random walks {Xv}. Then F′ = F, and so F′ has distribution
WUSFG as claimed.
Proof of Theorem 1.20. If G is recurrent, then its WUSF is a.s. connected and the
statement holds trivially, so let us assume that G is a.s. transient.
For each r > 0 let Gr be the σ-algebra generated by the random variables (G, ρ)
and F∩BG(ρ, r). Let Ĝ be the network obtained from G by contracting every edge
of F∩BG(ρ, r) and deleting every edge of BG(ρ, r)\F. Conditional on Gr, the forest
F is distributed as the union of F∩BG(ρ, r) and a sample of WUSFĜ by the WUSF’s
spatial Markov property (see Section 1.2.2).
For each integer R ≥ 0, let FR be the subgraph of F defined to be the union of
the futures in F of every vertex in G \ BG(ρ,R). For each R, we can sample FR
conditioned on Gr by running Wilson’s algorithm on Ĝ starting from every vertex
Ĝ\BG(ρ,R) (in arbitrary order). A vertex v is contained in FR if and only if its past
pastF(v) intersects G \ BG(ρ,R), and so
⋂
R≥0 FR = ∅ a.s. by the assumption that
F has one-ended components a.s. Conditional on Gr and FR, the rest of F may be
sampled by finishing the run of Wilson’s algorithm on Ĝ as described in Lemma 4.1.
For each R and n such that R ≥ n, let CR,n be the event that FR∩BG(ρ, n) = ∅,
so that limR→∞ P(CR,n) = 1 for each fixed n (see Figure 2). Let 〈Xi〉i≥0 be a
random walk on G started at ρ and let 〈X̂i〉i≥0 be a random walk on Ĝ started at
(the equivalence class in Ĝ of) ρ. Fix r ≤ n ≤ R and condition on Gr,FR and on the
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ρ
Figure 2: Illustration of the forest FR and the event CR,n. The forest FR is defined
to be the union of the futures in F of each of the vertices of G outside the ball of
radius R about ρ. CR,n is the event that none of these futures intersect the ball of
radius n about ρ.
event CR,n. The definition of FR ensures that F\FR is finite and that TF(v)\TFR(v)
is finite for every v ∈ FR. Thus, since A is a tail property, the event that TF(v)
has property A is already determined by (G, ρ) and FR for every for vertex v ∈ FR.
Thus, by Lemma 4.1, the conditional probability that ρ is in an A cluster equals
the conditional probability that the random walk 〈X̂i〉i≥0 first hits FR at a vertex
that belongs to an A cluster, so that
P(TF(ρ) ∈ A | Gr,FR,CR,n) = P(〈X̂i〉i≥0 first hits FR at an A cluster | Gr,FR,CR,n).
On the event CR,n the walk 〈X̂i〉i≥0 must hit FR at time n− r or greater, and so for
all j < n− r we have
P(TF(ρ) ∈ A | Gr,FR,CR,n) = P(〈X̂i〉i≥j first hits FR at an A cluster | Gr,FR,CR,n)
= P(TF(X̂j) ∈ A | Gr,FR,CR,n)
where the last equality is due to Lemma 4.1. That is,
P({TF(ρ) ∈ A } ∩ CR,n | Gr,FR) = P({TF(X̂j) ∈ A } ∩ CR,n | Gr,FR)
a.s. for all j < n− r. Taking conditional expectations with respect to Gr gives
P({TF(ρ) ∈ A } ∩ CR,n | Gr) = P({TF(X̂j) ∈ A } ∩ CR,n | Gr)
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a.s. for all j < n− r. Since the events CR,n are increasing in R and P(CR,n)→ 1 as
R→∞, taking the limit R→∞ in the above equality gives that
P(TF(ρ) ∈ A | Gr) = P(TF(X̂j) ∈ A | Gr) (4.1)
for all j < n− r. This equality holds for all j by taking n to infinity.
Let τ and τ̂ be the last times that 〈Xn〉n≥0 and 〈X̂n〉n≥0 visit BG(ρ, r + 1)
respectively. Then for each vertex v ∈ BG(ρ, r + 1), the conditional distributions
〈Xτ+n〉n≥0 conditioned on Xτ = v and (G, ρ) and
〈X̂τ̂+n〉n≥0 conditioned on X̂τ̂ = v and Gr (4.2)
are equal.
Let I denote the invariant σ-algebra of the stationary sequence 〈(G,Xn,F)〉n≥0.
The Ergodic Theorem implies that
1
N
N∑
i=1
1(TF(Xi) ∈ A ) a.s.−−−→
N→∞
Y := P(TF(ρ) ∈ A | I).
Moreover, the random variable Y is measurable with respect to the completion of
the σ-algebra generated by (G, ρ,F): to see this, note that for every a < b ∈ [0, 1],
Levy’s 0-1 law implies that
P
(
lim
N→∞
1
N
N∑
i=1
1(TF(Xi) ∈ A ) ∈ [a, b]
∣∣∣∣ (G, ρ),F, 〈Xn〉kn=0)
a.s.−−−→
k→∞
1
(
lim
N→∞
1
N
N∑
i=1
1(TF(Xi) ∈ A ) ∈ [a, b]
)
.
But
P
(
lim
N→∞
1
N
N∑
i=1
1(TF(Xi) ∈ A ) ∈ [a, b]
∣∣∣∣ (G, ρ),F, 〈Xn〉kn=0)
= P
(
lim
N→∞
1
N
N∑
i=1
1(TF(Xk+i) ∈ A ) ∈ [a, b]
∣∣∣∣ (G,Xk),F)
and so, by stationarity, P
(
Y ∈ [a, b] ∣∣ (G, ρ,F)) ∈ {0, 1} a.s. In particular, Y is
independent of Xτ given (G, ρ).
Since G is transient, τ is finite a.s. and so
1
N
N∑
i=1
1(TF(Xτ+i) ∈ A ) a.s.−−−→
N→∞
Y.
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In particular, this a.s. convergence holds conditioned on Xτ = v for each v such that
P(Xτ = v) > 0. Since the support of X̂τ̂ is contained in the support of Xτ and the
conditioned measures in (4.2) are equal, we have by the above that there exists a
random variable Ŷ such that
1
N
N∑
i=1
1(TF(X̂τ̂+i) ∈ A ) a.s.−−−→
N→∞
Ŷ ,
and the distribution of Ŷ given Gr and X̂τ̂ = v is equal to the distribution of Y
given (G, ρ) and Xτ = v, so that Ŷ is in fact independent of Gr and X̂τ̂ given (G, ρ).
That is, for every a < b ∈ [0, 1],
P(Ŷ ∈ [a, b] | Gr, X̂τ̂ = v) = P(Y ∈ [a, b] | (G, ρ), Xτ = v) = P(Y ∈ [a, b] | (G, ρ))
so that, taking conditional expectations with respect to (G, ρ),
P(Ŷ ∈ [a, b] | (G, ρ)) = P(Y ∈ [a, b] | (G, ρ)) = P(Ŷ ∈ [a, b] | Gr, X̂τ̂ = v) (4.3)
establishing the independence of Ŷ from Gr and X̂τ̂ conditional on (G, ρ).
Since τ̂ is finite a.s. we also have that
1
N
N∑
i=1
1(TF(X̂i) ∈ A ) a.s.−−−→
N→∞
Ŷ .
Hence, by (4.1) and the conditional Dominated Convergence Theorem,
P(TF(ρ) ∈ A | Gr) = E
[
1(TF(X̂j) ∈ A ) | Gr
]
= E
[
1
N
N∑
j=1
1(TF(X̂j) ∈ A )
∣∣∣∣∣Gr
]
a.s.−−−→
N→∞
E
[
Ŷ
∣∣∣Gr] = E [Ŷ ∣∣∣ (G, ρ)] .
It follows by similar reasoning to (4.3) that the event {TF(ρ) ∈ A } is independent of
F∩BG(ρ, r) conditional on (G, ρ) for every r. It follows that WUSFG(TF(ρ) ∈ A ) ∈
{0, 1} a.s., and hence WUSFG(TF(v) ∈ A ) ∈ {0, 1} for every vertex v of G a.s. by
stationarity. But, given (G, ρ), every vertex v of G has positive probability of being
in the same component of F as ρ, and so we must have that the probabilities
WUSFG(TF(v) ∈ A ) = WUSFG(TF(ρ) ∈ A ) ∈ {0, 1}
agree for every vertex v of G a.s., so that either every component of F has type
A a.s. conditional on (G, ρ) or every component of F does not have type A a.s.
conditional on (G, ρ), completing the proof.
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4.2 Indistinguishability of WUSF components by non-tail
properties.
4.2.1 Wired Cycle-Breaking for the WUSF
Let G be an infinite network and let f be a spanning forest of G such that every
component of f is infinite and one-ended. For every oriented edge e of G, we define
the update U(f, e) of f at e as follows:
If e is a self-loop, or is already contained in f , let U(f, e) = f . Otherwise:
1. If e− and e+ are in the same component of f , so that f∪{e} contains
a cycle, let d be the unique edge of f that is both contained in this
cycle and adjacent to e− and let U(f, e) = f ∪ {e} \ {d}.
2. Otherwise, let d be the unique edge of f such that d is adjacent
to e− and the component containing e− in f \ {d} is finite, and let
U(f, e) = f ∪ {e} \ {d}.
The following are proved in [19] (in which an appropriate update rule is also devel-
oped for the case that the WUSF has multiply-ended components) and can also be
proved similarly to the proof in Section 2.1.
Proposition 4.2. Let G be a network, let F be a sample of WUSFG and suppose
that every component of F is one-ended almost surely. Let v be a fixed vertex of
G and let E be an edge chosen from the set {e : e− = v} independently of F and
with probability proportional to its conductance. Then U(F, E) and F have the same
distribution.
Corollary 4.3 (Update-tolerance for the WUSF). Let G be a network and let F be
a sample of WUSFG. If every component of F is one-ended almost surely, then for
every event A ⊂ {0, 1}E(G) and every oriented edge e in G,
WUSFG(F ∈ A ) ≥ c(e)
c(e−)
WUSFG(U(F, e) ∈ A ).
Proof. By Proposition 4.2,
WUSFG(F ∈ A ) = 1
c(e−)
∑
eˆ−=e−
c(eˆ)WUSFG(U(F, eˆ) ∈ A )
≥ c(e)
c(e−)
WUSFG(U(F, e) ∈ A ).
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4.2.2 Pivotal edges for the WUSF
Let G be a network, and let f be a spanning forest of G such that every component
of f is infinite and one-ended and let A be a component property. We call an
oriented edge e of G a good pivotal edge for a vertex v of G if either
1. e+ ∈ Tf (v), e− ∈ Tf (v), and the type of TU(f,e)(v) is different from the type of
Tf (v) (in which case we say e is a good internal pivotal edge for v),
2. e+ /∈ Tf (v), e− /∈ Tf (v), and the type of TU(f,e)(v) is different from the type of
Tf (v) (in which case we say e is a good external pivotal edge for v),
3. e+ ∈ Tf (v), e− /∈ Tf (v), and the type of TU(f,e)(v) is different from the type of
Tf (v) (in which case we say e is a good additive pivotal edge for v), or
4. e− ∈ Tf (v), e+ /∈ Tf (v), the component of v in Tf (v) \ {e−} is infinite and the
type of TU(f,e)(v) is different from the type of Tf (v) (in which case we say e is
a good subtractive pivotal edge for v).
In particular, e is a good pivotal for some vertex v only if infinitely many vertices
change the type of their component when we update from f to U(f, e).
Lemma 4.4. Let G be a network, let F be a sample of WUSFG and let A be a
component property. If every component of F is one-ended a.s., then either
there exists a good pivotal edge for some vertex v with positive probability
or
A is WUSFG-equivalent to a tail component property. That is, there
exists a tail component property A ′ such that
WUSFG((G, v,F) ∈ A 4A ′) = 0.
for every vertex v of G.
Proof. Suppose that no good pivotal edges exist a.s. and let A ′ ⊆ G(0,∞)×{0,1}• be
the component property
A ′ =
(G, v, ω) :
There exists a vertex u ∈ Kω(v) and a one-
ended essential spanning forest f of G such that
(G, u, f) ∈ A and the symmetric differences ω4f
and Kω(u)4Kf (u) are finite.
 .
Note that by definition A ′ is a tail component property. Our goal is to show that
A and A ′ have WUSFG((G, v,F) ∈ A 4A ′) = 0 for every vertex v of G. One part
of this assertion is easy, indeed, let Ω0 ⊂ G(0,∞)×{0,1}• be the event Ω0 = {(G, v, ω) :
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ω is a one-ended essential spanning forest} so that WUSFG(Ω0) = 1 by assumption.
Then A ∩ Ω0 ⊂ A ′ since one can take f = ω and u = v in the definition of A ′.
The second part of this assertion is slightly more difficult and requires the use
of update-tolerance. Given a one-ended essential spanning forest F and a finite
sequence of oriented edges 〈ei〉ni=1 of G we define U(F; e1, . . . , en) recursively by
U(F; e1) = U(F, e1) and
U(F; e1, . . . , en) = U(U(F; e1, . . . , en−1), en).
Let F be a sample of WUSFG and let Ω1 be the event that for any finite sequence
of edges 〈ei〉ni=1 the forest U(F; e1, . . . , en) has no good pivotal edges. By update-
tolerance and the assumption that F has no good pivotal edges a.s., WUSFG(Ω1) = 1.
Thus, it suffices to show that A ′ ∩ Ω0 ∩ Ω1 ⊂ A .
Let (G, v,F) ∈ A ′ ∩ Ω0 ∩ Ω1 and let f be a one-ended essential spanning forest
such that F4f and TF(u)4Tf (u) are finite and (G, u, f) ∈ A for some vertex
u ∈ TF(v). We will prove by induction on |f \F| that there exists a vertex u′ ∈ TF(v)
with (G, u′, f) ∈ A and a finite sequence of oriented edges 〈ei〉ni=1 of G such that
U(F; e1, . . . , en) = f and TF(u
′) and TU(F;e1,...,ei)(u
′) have the same type for every
1 ≤ i ≤ n. Since (G, u′, f) ∈ A by assumption, this will imply that (G, v,F) ∈ A
as desired.
To initialize the induction assume that |f \ F| = 0. Then f ⊂ F and, since both
F and f are one-ended essential spanning forests, we must have that F ⊂ f since
any addition of an edge to f creates either a cycle or a two-ended component, so
that F = f and the claim is trivial.
Next, assume that |f \F| > 0 and let h ∈ f \F. Since F is a one-ended essential
spanning forest, F ∪ {h} contains either a cycle or a two-ended component and we
can therefore find an edge g ∈ F \ f such that F′ = F ∪ {h} \ {g} is a one-ended
essential spanning forest. The choice of g is not unique, and will be important in
the final case below.
First suppose F ∪ {h} contains a cycle. In this case the choice of an edge g as
above is not important. The edge g must be contained in this cycle since otherwise
the cycle would be contained in F′. Let e1, . . . , ek be an oriented simple path on
this cycle so that e1 = g and ek = h. We have that F
′ = U(F; ek, ek−1, . . . , e2)
by definition of the update operation. Since none of the forests U(F; ek, . . . , ei)
have any good internal or external pivotal edges, we have that TF′(u) has the same
type as TF(u). Lastly, (G, u,F) ∈ Ω0 ∩ Ω1 and |F′ ∩ f | < |F ∩ f |, so that our
induction hypothesis provides us with a vertex u′ ∈ TF′(u) and a sequence of edges
e′1, . . . , e
′
m such that U(F; e
′
1, . . . , e
′
m) = f and TF(u
′) and TU(F;e1,...,ei)(u
′) have the
same type for every 1 ≤ i ≤ n. Since this also holds when u′ is replaced by any
vertex u′′ in the future of u′ in F′, we may take u′′ such that the above hold and
u′′ ∈ TF(v). We conclude the induction step by concatenating the two sequences
e′1, . . . , e
′
m, ek, . . . , e2.
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Now suppose that F∪{h} contains a two-ended component. Let us first consider
the easier case in which u is not contained in this two-ended component, which is
the case if and only if neither of the endpoints of h are in TF(u). In this case the
choice of an edge g as above is not important. The edge g must be such that the
removal of g disconnects the component of F ∪ {h} containing g into two infinite
connected components. We orient h so that its tail is in the component of g in F
and orient g so that its head is in the component of F \ {g} containing h−. We
then take an oriented simple path in F from g+ to h− and append to it the edge
h. As above, performing the updates from the last edge of the path (that is, h)
to the first (the edge in the path touching g+) yields F′. Since none of the forests
U(F; ek, . . . , ei) have any good external pivotal edges, we have that TF′(u) has the
same type as TF(u). We may now apply our induction hypothesis to (G, u,F
′) as
before to complete the induction step in this case.
Finally, if F ∪ {h} contains a two-ended component and one of the endpoints of
h is in TF(u). The choice of g is important in this case. Orient h so that h
+ ∈ TF(u)
and consider the unique infinite rays from h+ and h− in F, denoted e1, e2, . . . and
e−1, e−2, . . . respectively. Orient the ray 〈ei〉i≥1 towards infinity and the ray 〈e−i〉i≥0
towards h− so that, writing e0 = h, 〈ei〉i∈Z is an oriented bi-infinite path in F∪{h}.
Next consider the unique infinite ray from u in F. Since the symmetric difference
TF(u)4Tf (u) is finite, all but finitely many of the edges in the infinite ray from u
in F must also be contained in the component of u in f . Let u′ be the first vertex
in the infinite ray from u in F such that u′ is contained in the ray from h+ in F and
all of the ray from u′ in F is contained in f , so that u′ = e+k = e
−
k+1 for some k ≥ 0.
Since f is a one-ended essential spanning forest and contains the ray 〈ei〉i≥k+1,
there exists an edge el with l < k such that el /∈ f . By the definition of the
update operation, we have that F′ = U(F;−e0,−e1, . . . ,−el−1) if l > 0 and F′ =
U(F, e0, e−1, . . . , el+1) if l < 0. Let Fj denote either U(F;−e0,−e1, . . . ,−ej) or
U(F, e0, e−1, . . . , e−j) for each j ≤ l − 1 as appropriate. In either case, u′ is in an
infinite connected component of Fj \ ej+1 for each j and so, since good pivotal edges
do not exist for any of the Fj, the type of TF′(u
′) is the same as the type of TF(u′).
Lastly, we also have that (G, u′,F) ∈ Ω0 ∩Ω1 and |F′ ∩ f | < |F ∩ f |, and so we may
use apply our induction hypothesis to (G, u′,F′) as before, completing the proof.
4.2.3 Indistinguishability of WUSF components by non-tail properties
Our goal in this section is to prove the following, theorem, which in conjunction
with Theorem 2.8 completes the proof of Theorem 1.9.
Theorem 4.5. Let (G, ρ) be a unimodular random network with E[c(ρ)] <∞, and
let F be a sample of WUSFG. Then for every component property A , either every
connected component of F has property A or none of the connected components of
F have property A almost surely.
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Proof of Theorem 4.5. We may assume that G is transient, since otherwise F is
connected a.s. and the claim is trivial. Since (G, ρ) becomes reversible when biased
by c(ρ), Theorem 1.20 implies that the components of F are indistinguishable by tail
properties (and therefore also by properties equivalent to tail properties), so that
we may assume from now on that A is not equivalent to a tail property. In this
case, Lemma 4.4 implies that good pivotal edges exist for ρ with positive probability.
Without loss of generality, we may assume further that, with positive probability,
TF(ρ) has property A and there exists a good pivotal edge for ρ: if not, replace
A with ¬A . In this case, there exist a natural numbers r such that, with positive
probability TF(ρ) has property A and there exists a good pivotal edge e for ρ at
distance at most r from ρ in G.
Let {θ(e) : e ∈ E} be i.i.d. uniform [0, 1] random variables indexed by the edges
of G, and let 〈ωn〉n≥1 be Bernoulli (1 − 1/(n + 1))-bond percolations on G defined
by setting ωn(e) = 1 if and only if θ(e) ≥ 1 − 1/(n + 1). By Theorem 1.5, every
connected component of F is one-ended a.s. and so every component of F ∩ ωn
is finite for every n a.s. Given (G, ρ,F, θ), for each vertex u of G let vn(u) be a
vertex chosen uniformly at random from the cluster of u in F ∩ ωn and let en(u)
be an oriented edge chosen uniformly from the ball of radius r about vn(u) in G,
where (vn(u), en(u)) and (vn′(u
′), em′(u′)) are taken to be independent conditional
on (G, ρ,F, θ) if n′ 6= n or u′ 6= u. We write vn = vn(ρ), en = en(ρ) and let P̂ denote
the joint law of (G, ρ,F, θ, 〈(vn(u), en(u)) : u ∈ V 〉n≥1). The following is a special
case of a standard fact about unimodular random rooted networks.
Lemma 4.6. (G, ρ, vn,F, θ) and (G, vn, ρ,F, θ) have the same distribution.
Proof. Let B ⊆ G(0,∞)×{0,1}×[0,1]•• be an event, and for each vertex u of G let Kn(u)
by the connected component of ωn ∩ F containing u. Define a mass transport by
sending mass 1/|Kn(u)| from each vertex u to every vertex v ∈ Kn(u) such that
(G, u, v,F, θ) ∈ B (it may be that no such vertices exist, in which case u sends no
mass). Then the expected mass sent by the root is
Ê
 1
|Kn(ρ)|
∑
v∈Kn(ρ)
1((G, ρ, v,F, θ) ∈ B)
 = P̂((G, ρ, vn,F, θ) ∈ B)
while the expected mass received by the root is
Ê
 1
|Kn(ρ)|
∑
v∈Kn(ρ)
1((G, v, ρ,F, θ) ∈ B)
 = P̂((G, vn, ρ,F, θ) ∈ B).
We conclude by applying the Mass-Transport Principle.
We will also require the following simple lemma.
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Lemma 4.7. Let f be an essential spanning forest of G such that every component
of f is one-ended.
1. For every edge e such that e /∈ f but e+ and e− are in the same component
of f , let C(f, e) denote the unique cycle contained in f ∪ {e}. Then for every
vertex u in G,
P̂(en(u) = e and C(f, e) ⊆ ω1 | (G, ρ), F = f)
= P̂(en(u) = e and C(f, e) ⊆ ω1 | (G, ρ), F = U(f, e))
for all n ≥ 0.
2. For every edge e of G, there exists κ(f, e) > 0 such that for every vertex u
of G for which at least one endpoint of e is not contained in Tf (u) and the
component of u in f \ {e−} is infinite,
P̂(en(u) = e | (G, ρ), F = f) ≥ κ(f, e)P̂(en(u) = e | (G, ρ), F = U(f, e))
for all n ≥ 0.
Proof. Item (1) follows immediately from the observation that, under these assump-
tions, the set of vertices connected to u in ωn ∩ f and ωn ∩ U(f, e) are equal on the
event that C(f, e) ⊆ ω1. We now prove item (2). If e+ and e− are in the same com-
ponent of f or if e+, e− /∈ Tf (u) then the claim holds trivially by setting κ(f, e) = 1,
so suppose not. Recall that Kωn∩f (u) is defined to be the connected component of
u in ωn ∩ f . Define
κ1(u, f ;ωn) =
1
|Kωn∩f (u)|
and
κ2(u, f, e;ωn) =
∑
{v∈Kωn∩f (u) : d(v,e)≤r}
1
|{e′ ∈ E : d(v, e′) ≤ r}| .
Then conditional on (G, ρ), F = f , and ωn, the probability that en(u) = e for each
oriented edge e of G equals
κ1(u, f ;ωn)κ2(u, f, e;ωn).
Let W denote the union of the finite components of f \ {e+, e−}. Our assumptions
on e, u and f imply that TU(f,e)(u)4 Tf (u) is contained in W , so that
κ1(u, f ;ωn)
−1 = |Kωn∩f (u)| ≤ |Kωn∩U(f,e)(u)|+ |W | = κ1(u, U(f, e);ωn)−1+|W | ,
and so
κ1(u, f ;ωn) ≥ 1
1 + |W |κ1(u, U(f, e);ωn),
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since κ1(u, U(f, e);ωn) ≤ 1. Let
κ−2 (e) = min
{|{e′ ∈ E : d(v, e′) ≤ r}|−1 : v ∈ V (G), d(v, e) ≤ r} > 0.
Suppose that κ2(u, U(f, e), e;ωn) > 0. Then there is a vertex x in the treeKωn∩U(f,e)(u)
such that d(x, e) ≤ r and x is still connected to u in Kωn∩U(f,e)(u) \ e. This x is
therefore also be connected to u in ωn ∩ f , and so
κ2(u, f, e;ωn) ≥ |{e′ ∈ E : d(x, e′) ≤ r}|−1 ≥ κ−2 (e) ,
and thus,
κ2(u, f, e;ωn) ≥ κ−2 (e)1
(
κ2(u, U(f, e), e;ωn) > 0
)
.
But κ2(u, U(f, e), e;ωn) is bounded above by
κ2(u, U(f, e), e;ωn) ≤ κ+2 (e) :=
∑
{v: d(v,e)≤r}
1
|{e′ ∈ E : d(v, e′) ≤ r}|
and so
κ2(u, f, e;ωn) ≥ κ
−
2 (e)
κ+2 (e)
κ2(u, U(f, e), e;ωn).
We obtain that
κ1(u, f, e;ωn)κ2(u, f, e;ωn) ≥ κ
−
2 (e)
(1 + |W |)κ+2 (e)
κ1(u, U(f, e);ωn)κ2(u, U(f, e), e;ωn).
(4.4)
The claim follows by setting
κ(f, e) =
κ−2 (e)
(1 + |W |)κ+2 (e)
and taking expectations over ωn in (4.4).
Given (G, ρ,F, θ) and a positive δ > 0, we say that an oriented edge e of G is
δ -update-friendly if
1. c(e)/c(e−) ≥ δ, and
2. κ(F, e) ≥ δ, and
3. if e /∈ F but e+ and e− are in the same component of F, then C(F, e) ⊆ ω1.
Note that if e is δ-update-friendly for (G, ρ,F, θ) then it is also δ-update-friendly
for (G, ρ, U(F, e), θ). By assumption, there exists δ > 0 such that with positive
probability TF(ρ) has property A and there exists a good pivotal edge e for ρ at
distance at most r from ρ in G such that e is δ-update-friendly.
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Conditional on (G, ρ), for each edge e of G and n ∈ Z, let E ne denote the
event that e is δ-update-friendly and en = e. Write P̂(G,ρ) for P̂ conditioned on
(G, ρ). Applying part (2) of Lemma 4.7 if e+, e− are both in TF(ρ) and part (1)
otherwise, we deduce from the definition of δ-update-friendliness that for every
event B ∈ {0, 1}E(G) such that WUSFG(F ∈ B) > 0,
P̂(G,ρ)(E ne ∩ {F ∈ B}) = P̂(G,ρ)(E ne | F ∈ B)WUSFG(F ∈ B)
≥ δP̂(G,ρ)(E ne | {U(F, e) ∈ B})WUSFG(F ∈ B)
= δ1
(
c(e)
c(e−)
≥ δ
)
WUSFG(F ∈ B)
WUSFG(U(F, e) ∈ B)
· P̂(G,ρ)(E ne ∩ {U(F, e) ∈ B})
≥ δ2P̂(G,ρ)(E ne ∩ {U(F, e) ∈ B}) , (4.5)
where the last inequality is by update-tolerance (Corollary 4.3). Update-tolerance
also implies that this inequality holds trivially when WUSFG(F ∈ B) = 0.
Fix ε > 0, and let R be sufficiently large that there exists an event A ′ that is
measurable with respect to the σ-algebra generated by (G, ρ) and F∩BG(ρ,R) and
has P̂((G, ρ,F) ∈ A 4A ′) ≤ ε. Define the disjoint unions
E n :=
⋃
c(e)/(e−)≥δ
E ne and E
n
R :=
⋃
e− /∈BG(ρ,R) ,c(e)/c(e−)≥δ
E ne .
Condition on (G, ρ), and let
B = {ω ∈ {0, 1}E : (G, ρ, ω) ∈ A ′ \A }.
Summing over (4.5) with this B yields that
P̂(G,ρ)(F ∈ B) ≥ P̂(G,ρ)(E nR ∩ {F ∈ B})
≥ δ2P̂(G,ρ)(E nR ∩ {U(F, en) ∈ B})
and hence, taking expectations,
P̂((G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E nR ∩ {(G, ρ,F) ∈ A ′ \A }).
By the definition of A ′ we have that
E nR ∩ {(G, ρ, U(F, en)) ∈ A ′} = E nR ∩ {(G, ρ,F) ∈ A ′},
and so
P̂((G, ρ,F) ∈ A ′ \A )
≥ δ2P̂
(
E nR ∩
{
(G, ρ,F) ∈ A ′} ∩ {(G, ρ, U(F, en)) ∈ ¬A }). (4.6)
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Let Pn denote the event that en is a good pivotal edge for vn. We claim that
if Pn occurs and ρ is not in the past of vn, then TU(F,en)(ρ) = TU(F,en)(vn) and
(G, ρ, U(F, en)) ∈ ¬A . If en is a good internal, external or additive pivotal for vn,
then clearly ρ and vn are in the same component of U(F, en), and, since en is pivotal
for vn we deduce that (G, ρ, U(F, en)) ∈ ¬A . If en is a good subtractive pivotal edge
for vn then the component of vn in F \ {e−n , e+n } is infinite and, since ρ is not in the
past of vn, ρ and vn must be in the same component of F \ {e−n , e+n }. It follows that
ρ and vn are in the same component of U(F, en), and so U(F, en) ∈ ¬Aρ as before.
Combining this with (4.6), we have
P̂
(
(G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E nR ∩ {(G, ρ,F) ∈ A ′} ∩Pn ∩ {ρ 6∈ pastF(vn)}) .
Lemma 4.8. P̂(ρ ∈ past(vn))→ 0 as n→∞.
Proof. By Lemma 4.6,
P̂
(
ρ ∈ pastF(vn)
)
= P̂
(
vn ∈ pastF(ρ)).
Observe that past(ρ) is finite, while the size of the component of ρ in TF(ρ) ∩ ωn
tends to infinity as n → ∞. Since vn is defined to be a uniform vertex of the this
component, it follows that
P̂(vn ∈ pastF(ρ) | (G, ρ,F, θ)) a.s.−−−→
n→∞
0
and the claim follows by taking expectations.
Thus, taking n sufficiently large that P̂(ρ ∈ pastF(vn)) < ε, we have that
P((G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E nR ∩ {(G, ρ,F) ∈ A ′} ∩Pn)− δ2ε.
By definition of A ′, we then have that
P((G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E nR ∩ {(G, ρ,F) ∈ A } ∩Pn)− 2δ2ε .
We can further choose n to be sufficiently large that P̂(E n \ E nR ) ≤ ε, so that
P((G, ρ,F) ∈ A ′ \A ) ≥ δ2P̂(E n ∩ {(G, ρ,F) ∈ A } ∩Pn)− 3δ2ε
= δ2P̂(E n ∩ {(G, vn,F) ∈ A } ∩Pn)− 3δ2ε (4.7)
where in the second equality we have used the fact that A is a component property.
Observe that, by Lemma 4.6, the probability P̂(E n ∩ {(G, vn,F) ∈ A } ∩Pn) > 0
does not depend on n. It does not depend on ε either, and so (4.7) contradicts the
definition of A ′ when ε is taken to be sufficiently small.
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