Singular hyperbolic systems, VII. Asymptotic analysis for Fuchsian hyperbolic equations in Gevrey classes (2) By Hidetoshi TAHARA (Received February 29, 1988) In the previous paper [5] , the irregularity index a (~ 1) was defined for some Fuchsian hyperbolic operators P, and the equation Pu=f was investi gated in the Gevrey class 6 under the condition 1<s<o'/(6 l). The following is a typical example: The purpose of this paper is to study the following case:
Roughly speaking, the result established in this paper is as follows: if we treat the equation Pu=f in the projective Gevrey class ~~S) (not in the classical one 6'), we can obtain the same results as in [5] (i) When l<s<a/(a -1), Au=f is well-posed in 6 (by [5] ).
(ii) When s=6/(a---1), Au=f is not well-posed in 6{S} even in the local sense (by an application of [1] ).
(iii) When s = o'/(a 1), A u = f is well-posed in 6 ~S) (by Theorem 2).
The condition J~ (1 Sp = 0 is introduced as a necessary and sufficient condition for some formal power series to converge under s = 6/(a-1) (see Proposition 1) . Most of our operators satisfy 4 n SP= 0 ; in particular, if P is of the second order, 4 n S~= 0 is trivially satisfied. But, there are ex amples of the case 4 n SPA 0 and it seems impossible to apply our argument to the case and (by Proposition 1). Hence, it is still an open problem to decide whether the condition 4 n Sp = 0 (under s = a/(cr--1)) is essential or not.
•˜1. Preliminaries are real, simple and bounded on {(t, x, ) e [0, T ] X Rn X R'z ; { e j =1}. Then, P is the Fuchsian hyperbolic operator discussed in [5] . Recall that the characteristic exponents pl(x), ... , pm(x) of P are defined by the roots of where aj(x)=[tl(j,(0,...,0))aj,(0,...,0(t,x)]|t=0(j<m).
Also, recall that the irreg-ularity index a (> 1) of P is defined by (1.2) where Cn is the permutation group of n-numbers and (1.3)
In [5] , we discussed the equation Pu=f in C°°([0, T], 6{s}(Rn)) or C`~((0, T), g'{s}(Rn)) under the condition 1<s<af(a®1).
But, in this paper, we will consider the equation Pu= f in C~([0, T], 6(R) ) or C°°((0, T), $(s)(Rn)) under the condition 1 <s ~ a/(a ®1).
Here, 6(s)(Rn) [resp.{s}(Rn)] denotes the set of all the functions f (x) E C(R) satisfying the following: for any compact subset K of Rn and for any h>0, there is a C>0 [resp. for any compact subset K of Rn, there are h>0 and C>0] such that for any a e Z.
When s = oo, we put 6 (R)= 6(R).
Note that 6(s~(Rn) C 6{S}(R1) holds for 1<s<oo.
For simplicity, we often write ~* instead of 6{S} or i(s); that is, 6 * with *={s} means 6{s}, and 6* with *=(s) means 6(s'. By C°°([0, T], 6*(Rn))
[resp. C°°((0, T), 6*(Rn))] we denote the set of all infinitely differentiable functions on [0, T] [resp. (0, T)] with values in 6* equipped with the usual topology. Then, by following the discussion in [5] we can obtain the following result. THEOREM 1. Let P be the operator in (1.1) satisfying (As) and (B). Assume the following conditions: Let k=(k1,..,,kn) e Rn be the one in (Ak). For a = (al, • .. , an) e Z, denote by Sa(a) the set of all l e R satisfying the following (i) and (ii): (i) 0<1<<h, a>, and (ii) there are z E Cn and p e {1, .. , n 1} such that (2.4) Here, <ic, a> =1cla1 + ... + Knan, and {a1, .. , a} <{b1, .. , bq} means that ai<bj holds for any i and j. Put Sp as follows:
Then, the main theorem of this paper is stated as follows .
THEOREM 2. Let P be the operator in (1 .1) satisfying (A,) and (B). Assume the following conditions:
(1) s = a/(a --1) and 4P (1 SP = O .
(2) *=(s).
Then, the same results as in 
Let a>0. For Jk=((j1, a (1)), ..., (jk, a(k))) /k, P(Jk)=(j3 (1) 
Assume that supp (f) C [0, T] X K holds for some compact subset K of Rn. Then, the following conditions (i) and (ii) are equivalent:
For a positive-valued function C(s) in ~> 0, we write
Then, (3.1) is equivalent to the condition that ~9(t, p) «p(S)(p; C(s)) holds on [0, T] for some C(s). Note that by putting A=C(1) and C0(~) = C(s)/A we have p(S)(p, C(~))=AB(S)(p; C0(~)) and C0(1)=1.
We say that cp(t, p)=Jq=0cpq(t)pq satisfies (M(S)) with respect to C(E), if co(t, p) satisfies the following condition:
on (0, T) for any p, q e Z+. The following lemma guarrantees that the arguments in [5] with 8S(p) replaced by B(S)(p; C(E)) are also valid. Therefore, to have Lemma 3 it is sufficient to construct a function g(z) e satisfying the following (g-1) and (g-2): [0, oo), h(z) is increasing in z and h(z)-~oo (as z-*oo). Then, we can find a b(z) E C0 ([0, o®)) which satisfies the following conditions:
By using this lemma, let us construct a function g(z) e satisfying (g-1) and (g-2 
for any l e Z+ and Il®p'i7 lv(t)II E ~cs> uniformly on [0, T]. In addition, if g(t, x) satisfies supp(g)CC,(0, K) for some compact subset K of Rn, v(t, x) also satisfies supp(v)CC~(0, K).
Here, C(0, K) is defined by the case t0=0 of Thus, the existence part of Proposition 2 is proved. The other part may be proved in the same way.
Q. B.D .
• given as follows.
PROPOSITION 3. Let P be the operator in (1.1), let 1<s< oo, and let p e N. Assume that P satisfies (Ak), (B') and (D(s)p), and that s satisfies (C-1) or (C-2). such that a uf~_T=0 for i=0,1,...,m+p-1 and that tB 1Vmo 1u(t) e uniformly on (0, T] for some B>0. In addition, if f(t,x) satisfies supp (f) ci C(T, K) for some compact subset K of Rn, u(t,x) also satisfies supp(u)CCu(T, K). (Here, C(T, K) is defined by the case t0=T of (4.2).) PROOF. Let Qr(J, a) and L be as in (4.3) and that 0<|z|i<I a Iz holds for some i € {1, •, v},
When s = o°j, a/(a3, a -1) and l (j, a) € Sk(a), there is a z E £(j, a) such that and that 0 < t z I1< a lz holds for some i E {1, a • a , u}. Then, we can obtain (1) in Lemma 7 by defining z=(z1,...zn) E Rn as follows: when wk=0, we put zk=0; when wk>0, we choose zk E R so that 0<zk<wk and that zk is sufficiently close to wk. In fact, if z E Rn is as above, z € (j, a) is clear, (6.2) is verified by the fact that as |z||w|, and the last condition is verified as follows. Since |w|>0, we have Wk>0 for some k and therefore 0<zk<wk <_ ak; hence by taking i E {1, ... , v} such that k E Kz we obtain 0 < 1 z Iz < I a ~~. Thus, (1) is proved.
When s = o~, a/(0 j, a -1), by (3) in Lemma 6 we can find z=(z1,...,zn) E Rn, 2 E ,, and p e {1, ... , n} such that (0,...,0) ~ z e a, 0<|z|<, a 1, (ic, z> = l(j, a), Kz Therefore, to have (2) and (3) in Lemma 7 it is sufficient to prove the following fact: Since zz(q) =0 and az (q) > 0, we obtain which proves (6.3). As a consequence, we obtain (2) in Lemma 7.
Let us next show (6.4). Assume that l (j, a) e S0(a). Then, there are v e,~ and q e {1, ..., n-1} such that zz(k) = ar(k) for any z(k) E K10, which proves (6.4). As a consequence, we obtain (3) in Lemma 7. Lastly, let us prove (4) in Lemma 7 by showing the following: under the conditions s> a3, al (o , a -1), z e (j, a) and (6.12)
we can obtain a contradiction.
Assume that s>u;, a10 1) and that z= (z1i • • •, zn) e ~' (j, a) satisfies (6.12). Then, we have (6.13)
Since o';p Q> 1, by (6.13) we have Therefore, for any r e Cn we can find a p e {1, • • •, n} such that and this is equivalent to (6.14)
On the other hand, by the condition <i:, z> l(j, a) we have (6.15)
Hence, by (6.14) and (6.15) we obtain (6.16) Thus, by choosing r E ~n so that /C,(1)< /CD(2) < i(n) we can obtain a contra diction from (6.16).
Q. E. In the proof of (3) in Lemma 7 we already have the following
Hence, we obtain z=z*.
Q. E. D.
Note that the condition "(C-1) or (C-2)" is equivalent to the following: for any (j, a) E / we have the condition (i) or (ii) given below Assume that (C-1) or (C-2) holds. Then, there are c1>0, c2>0 and c3>0 such that for any Jk=((jl, a(1)), (jk, a(k))) e /k we can find a P(Jk)=(P 1 .
• . for i=i,...,k, where v is the one in (6,1) and |Ir| means the number of elements in Ir.
PROOF. Since (C-1) or (C-2) holds, by (1) and (2) in Lemma 7 we have the following: for any (j, a) e / we can find a z(j, a) E (j, a) such that and that 0<1 z (j, a)1 < a ~1 holds for some i E {l, • • •, v}. We take z(j, a) e (j, a) (for any (j, a) e /) as above and fix them hereafter. , c(,) ), ... , (ix, a(k))) E /k, let p (Jk) _ (j3 (1), ... , /3(k)) E 4'(J,) and N1,..., Nk e Z~ be the ones chosen for Jk in Lemma 8, and let a, (i=1, , k) be as in (2. for some H>0 (which is independent of Jk, (Jk) and k). This leads us to the condition (I-2) in Proposition 1.
Q. E. D .
In the above proof, the following fact is essential the conditions (i), (ii) in Lemma 8 and (6.32) imply (I-2) (and hence (I-3) ). The following lemmas 9 and 10 assert that the converse relation holds.
LEMMA 9. There is a d>0 which satisfies the following conditions i f Jk=((J1, a (1) Then, to have (14) in Proposition 1 it is sufficient to prove the following: if we assume that (C-3) or (C-4) holds, we can obtain a contradiction . Let us show this.
First, let us discuss the case (C-4). Assume that (C-4) holds; that is , s> ~~, a/(O,, a -1) holds for some (j, c) e f . Take such a (j, a) E / and fix it. Then, we have o , a>1 and hence 0 < l (j, a) < <,c, a) (by (1) in Lemma 6). Therefore, by (1) in Corollary to Lemmas 9 and 10 we can find z(k ) E (j, a) (k=1,2,...) such that (as k-~oo). Thus, by choosing s0>0 so that s>s0> a59 a/(°'j , a-1) and by taking k sufficiently large we obtain which contradicts the condition (4) in Lemma 7. Next, let us discuss the case (C-3). Assume that (C-3) holds; that is, s =c~,,, (a~, a-1) and l(j, a) e S(a) hold for some (j, a) e /.
Take such a (j, a) E / and fix it. Let A>0, B>0 and Z(k) e £°(j, a) (k=1,2,...) be as in Corollary to Lemmas 9 and 10, and let z* e Z+ be the one in Corollary to (3) in Lemma 7. Then, we can see that Hence, by (6.41), (6.47) and (6.48) we obtain (6.46). Further, we can also see that (6.49) for any k e N.
In fact, if otherwise, we can find a k e N such that which contradicts the condition (4) in Lemma 7. Hence, by (6.46), (6.49) and (2) in Corollary to Lemmas 9 and 10 we have the following: for any > 0 there is a Ce > 0 such that hyperbolic systems, VII 305 (6.50) holds for any k. In addition, by applying Stirling's formula to the left hand side of (6.50) and by using the condition d < () a I Z(k) ~) <_ m (k=1,2,...) we have (6.51) (k=1,2,... )
for some H>0 (which is independent of c and k). Thus, by choosing > 0 so that < 1/H and by letting k-* co in (6.51) we can obtain a contradiction.Q. E. D.
Lastly, let us show "(II-3)(II-1)" in Proposition 1 by the argument similar to that above. Note that the difference between (II-3) and (1-3) lies in whether we can take R>0 sufficiently large or not, and that T0 depends on R in (II-3).
PROOF OF "(II-3)~(II-1)" IN PROPOSITION 1. Our purpose is to prove the following if we assume that (II-3) in Proposition 1 and s >_ _ o/(c --1) hold, we can obtain a contradiction.
Assume the condition (11-3) in Proposition 1. Let R>1 be sufficiently large. Then, we have for some T0>0 and jl(Jk)=(jl(1), . f3) k,) e %'(Jk) (where Jk=((j1, a(1)), . , (1k, am)) e ,P. k=1, 2, .. (i) (k=1,2,...).
(ii) (k=1,2,...).
(iii) (k=1,2,...).
(iv) ck=0(1) (as k--+oo).
By using these conditions, we can obtain a contradiction as follows.
When s> c , a/(o j, a --1), by choosing s0>0 so that s> so> 6j, a/(o , a -1) and by taking k sufficiently large we have (by (iii) and (iv)), which contradicts the condition (4) for some H>0 (which is independent of k, R and T0), Since R is sufficiently large, we may assume that H/Rd<1. Therefore, to have a contradiction from (6.54) it is sufficient to prove the following; there is a subsequence {z(ki)} of {z(k)} such that
Let us show this now. Since {Z(k)} is a bounded sequence in Rn, we can take a convergent subsequence {z(ki)} of {z(k)}. Then, the limit z e Rn of {z(kz)} satisfies z, e 1(J, a) (by (i)), 
