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Résumé – Le suivi de trajectoires des personnes âgées est très important pour les aider le plus vite possible. Le présent article propose une
méthode de suivi de trajectoires pour localiser des personnes âgées en temps réel dans des environnements fermés. Le modèle de mobilité est
basé sur les modèles de Markov cachés. Ce modèle sert à estimer la trajectoire de la personne. Nous présentons dans cet article un modèle de
mobilité en utilisant les modèles de Markov cachés. Ce modèle est combiné par un modèle d’observation. Ce dernier utilise les puissances des
signaux WiFi reçus des points d’accès dans l’environnement. Les performances de la méthode proposée sont validées par des expérimentations
sur des données réelles.
Abstract – Tracking of elderly people is indispensable in order to assist them as fast as possible. In this paper, we propose a trajectory tracking
technique to localize elderly people in real time in indoor environments. A mobility model is constructed, based on the hidden Markov models, to
estimate the trajectory followed by each person. The mobility model is combined to an observation model using measurements from the network.
Here, we use the power of the WiFi signals received from surrounding Access Points installed in the building. The combination between the
mobility model and the measurements result in tracking of elderly people. Real experiments are realized to evaluate the performance of the
proposed approach.
1 Introduction
La localisation des capteurs dans un réseaux de capteurs sans fil
(RCSF) est primordiale pour un grand nombre d’applications
[1, 2]. Nous nous intéressons dans cet article à la localisation
des personnes âgées. Dans cette application, la détermination
de la zone où se trouve la personne âgée est suffisante, sans
besoin de localisation exacte. Pour cette raison, nous abor-
dons le problème de localisation par zonage. Les méthodes
de localisation basées sur les RSSIs sont considérées les plus
populaires puisqu’elles présentent de nombreux avantages du
point de vue de leur simplicité ainsi que du coût de matériel.
Certaines de ces techniques exploitent l’atténuation de la puis-
sance du signal avec la distance parcourue pour estimer les
distances séparant les capteurs. Cependant, ces techniques ne
sont pas toujours efficaces, puisque les signaux sont sensibles
à la présence du bruit et des interférences. D’autres méthodes
s’appuient sur la technique du fingerprinting qui consiste à col-
lecter des informations du réseau pour construire une base de
données à utiliser pour la localisation [3].
Le suivi de trajectoires est une application très populaire des
RCSFs. Il consiste à estimer de manière récursive la posi-
tion d’un nœud mobile (MN). En utilisant un modèle de mo-
bilité qui décrit le mouvement du MN, nous pouvons d’abord
prédire son état futur à partir de son état actuel. Ensuite, l’état
prédit est mis à jour en utilisant les observations du réseau, à
savoir, un modèle d’observation. Plusieurs méthodes de fu-
sion de données peuvent être utilisées pour combiner les in-
formations de mobilité et les observations. Le filtre de Kalman
(KF) [4] peut être utilisé dans le cas d’un modèle d’observation
linéaire. Dans le cas de la non-linéarité, le filtre de Kalman
étendu (EKF) et le filtre de Kalman sans parfum (UKF) peu-
vent être utilisés [5]. Cependant, de telles approches effectuent
des linéarisations et des approximations conduisant à une per-
formance sous-optimale et parfois à la divergence. Le fil-
tre particulaire (PF) [6] est également utilisé pour le suivi de
trajectoires. Un tel filtre a plus de potentiel que le filtre de
Kalman dans le cas de bruits non gaussiens et de modèles non
linéaires. Cependant, la génération d’échantillons et l’étape de
ré-échantillonnage rendent les algorithmes employant ce filtre
plus complexes en termes de calculs que le filtre de Kalman.
Plusieurs techniques de suivi utilisant des informations de mo-
bilité ont été proposées dans la littérature. En plus des mesures
de Received Signal Strength Indicator (RSSI), ces techniques
emploient un modèle de mobilité pour affiner l’estimation de la
position grâce à sa position antécédente.
Dans ce papier, nous effectuons le suivi de trajectoires en
combinant un modèle d’observation et un modèle de mobilité.
En utilisant la technique de fingerprinting, nous définissons un
modèle d’observation pour donner une première estimation de
la zone du MN. Ensuite, nous combinons cette première esti-
mation à un modèle de mobilité pour obtenir une estimation
plus affinée de la zone du MN. Dans ce but, un modèle de
mobilité, basé sur les modèles de Markov cachés, est proposé.
Nous évaluations la performance de la méthode proposée par
des expérimentations sur des données réelles.
Cet article est organisé comme suit. La section suivante
présente la problématique. Puis, le modèle d’observation est
présenté. Ensuite, le modèle de mobilité est expliqué, en
décrivant la mise en oeuvre des modèles de Markov cachés
pour le suivi de trajectoires. Finalement, la méthode est il-
lustrée au travers d’expérimentations pour la localisation in-
door des personnes âgées.
1.1 Problématique
Soient NZ le nombre de zones de la région cible, notées
Zj, j = 1, 2, . . . , NZ , NAP le nombre de points d’accès (APs),
notés APk, k = 1, 2 . . . , NAP et ρt le vecteur de RSSIs
reçu par le MN à l’instant t des APs détectés. Soit vmax la
vitesse maximale du MN dans le milieu couvert. Dans notre
application, vmax est la vitesse maximale prévue du mouve-
ment des personnes âgées dépendantes à l’intérieur. L’objectif
de l’algorithme proposé est de trouver une fonction T :
RNAP → [0, 1]NZ telle que T(ρt) = (Wt(Z1), . . . ,Wt(ZNZ )),
où Wt(Zj) est le niveau de confiance d’avoir le MN dans cha-
cune des zones Zj , j = 1, 2, . . . , NZ à l’instant t.
D’une part, la méthode profite de la mobilité du MN pour
donner une première estimation de sa zone. Le MN est sup-
posé se déplacer avec une vitesse inférieure ou égale à la vitesse
maximale vmax. Sur cette base, nous pouvons avoir une idée
des destinations possibles du MN selon l’architecture de la
région cible et le temps d’exécution de l’algorithme de localisa-
tion. Le modèle de mobilité est basé sur les modèles de Markov
cachés et utilise la trajectoire du MN pour le suivre. Ce modèle
attribue une masse mM,t(·) à chaque zone.
D’autre part, le modèle d’observation attribue une autre
masse mO,t(·) dans le cadre de l’estimation par noyau, ou en-
core kernel density estimate (KDE). La masse du modèle de
mobilité est combinée avec celle du modèle d’observation pour
attribuer un niveau de confiance Wt(·) à chaque zone.
2 Modèle d’observation
Le modèle d’observation utilise les RSSIs reçus des points
d’accès pour estimer la zone du capteur mobile. Dans une
phase préliminaire, des échantillons sont collectés en mesurant
les RSSIs de tous les APs dans chaque zone. Soit ρj,k,ℓ, ℓ ∈
{1, . . . , Nj}, l’ensemble des échantillons collectés dans la
zone Zj par rapport à APk . En temps réel, pour un nouvel
échantillon ρt de taille NAP , le modèle d’observation attribue
une masse mO,t(·) à chaque zone Zj, j ∈ {1, . . . , NZ}. Pour
ce faire, l’estimation par noyau [7] est employée pour constru-
ire une distribution Q(·) en modélisant les RSSIs de chaque
zone par rapport à tous les APs,
QZj (·) =
1
Nj
Nj
∑
ℓ=1
1
hj,1 . . . hj,NAP
NAP
∏
k=1
K
( · − ρj,k,ℓ
hj,k
)
, (1)
où K(·) est le noyau et hj,k est le paramètre de lissage de zone
Zj par rapport à APk . Le noyau est choisi comme la densité
d’une fonction gaussienne standard [8],
K(u) = 1√
2π
e−
1
2
u2 . (2)
Le paramètre de lissage hj,k est estimé en maximisant la fonc-
tion de vraisemblance [9], hj,k = argmaxh MLj,k(h), dont
MLj,k(h) est calculée comme [9]
MLj,k(hj,k)=
1
Nj
Nj
∑
ℓ=1
log


∑
ℓ′ 6=ℓ
K
(
ρj,k,ℓ′− ρj,k,ℓ
hj,k
)

−log[(Nj−1)hj,k].
(3)
La masse attribuée à chaque zone par le modèle d’observation
à tout instant t est alors calculée par
mO,t(Zj) =
QZj (ρt)
∑NZ
i=1 QZi(ρt)
(4)
3 Modèle de mobilité
Dans ce modèle, nous profitons de la trajectoire du MN pour
le suivre. L’objectif est de détecter une transition d’une zone
à une autre dans une période de temps. Pour ce faire, nous
utilisons les modèles de Markov cachés (HMM) [10] pour
déterminer une probabilité que le MN a suivi une certaine tra-
jectoire. Chaque HMM Λ est définie par trois paramètres,
Λ = (A,B, π), où A est la matrice de transition, B est le
modèle d’émission et π est le vecteur d’états initiaux. Quand
une séquence d’états S = {s1, . . . , sα} est déterminée, nous
pouvons observer une séquence R = {R1, . . . , Rα}. Nous
nous intéressons à la probabilité P (R|Λ), qui désigne la prob-
abilité d’observer la séquence R pour un modèle Λ donné [11].
Nous construisons des HMMs, notés Λij , i, j ∈
{1, . . . , NZ}, où Λij est un HMM de NS-états correspondant
à une transition de la zone Zi à la zone Zj . Le paramètre
NS est le nombre d’états et est choisi par l’utilisateur. Dans
la phase offline, une région de transition est construite entre
chaque paire de zones voisines, comme le montre la figure
1(a). Cette région est divisée en NS états. A chaque état, des
mesures de RSSIs sont recueillies. Les trajectoires sont créées
en sélectionnant aléatoirement une mesure dans chaque état,
comme le montre la figure 1(b). Les paramètres de chaque
HMM Λij = (A,B, π) sont calculés comme suit :
• La matrice de transition A de taille NS ×NS est définie
comme suit,
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• Le modèle d’émission de chaque séquence est calculé
en modélisant les mesures de RSSIs de chaque séquence
par une distribution multi-dimensionnelle en utilisant
l’équation (1).
(a) Construction des régions de transition entre chaque
paire de zones voisines.
(b) Création d’un HMM de NS-états à partir des trajec-
toires dans la région de transition.
FIG. 1: Illustration of the architecture of the HMM-based mobility model.
• Le vecteur π est défini par π = [ 1
NS
, . . . , 1
NS
].
L’objectif de ce modèle est d’associer une masse ou preuve
indiquant que le MN a suivi une certaine trajectoire, qui est
une transition d’une zone à une autre. Une fois une séquence
R = {R1, . . . , Rα} est détectée, chaque HMM Λij attribue
une probabilité que le MN a suivi la trajectoire correspondante
à cet HMM. Les probabilités P (R|Λij), i, j ∈ {1, . . . , NZ},
sont calculées en utilisant les équations (5) à (14).
Pour un HMM à NS-états Λ et une séquence d’observation
R, l’objectif est d’évaluer la probabilité d’observer la
séquence P (R|Λ). Étant donné une séquence d’état S =
{s1, . . . , sα}, 1 ≤ α ≤ NS , nous calculons la probabilité jointe
de la séquence observée et la séquence d’état,
P (R,S|Λ) = P (R|S,Λ)× P (S|Λ). (5)
C’est le produit de la probabilité de la séquence d’observation
R sachant S et la probabilité de la séquence d’état sachant le
modèle. le premier terme est obtenu de la matrice d’émission
B,
P (R|S,Λ) =
α
∏
f=1
bsf (Rf ). (6)
Le second terme est obtenu à partir de la matrice de transition
A,
P (S|Λ) =
α
∏
f=1
asf−1sf . (7)
La probabilité P (R|Λ) est déduitepar la sommation de
P (R,S|Λ) sur toutes les séquences d’état possibles S [12],
P (R|Λ) =
∑
for all S
P (R,S|Λ) =
∑
for all S
α
∏
f=1
asf−1asf bsf (Rf ).
(8)
Le nombre total des trajectoires augmente avec la taille de la
séquence. C’est pour cela qu’un algorithme forward-backward
est adopté pour obtenir P (R|Λ) et donc réduire la complexité
algorithmique [12]. L’expression de l’équation (8) peut se
transformer comme suit,
P (R|Λ)=
NS
∑
y=1
P (R1, . . . , Rf , sf = y|Λ).P (Rf+1, . . . , Rα|sf = y,Λ).
(9)
La probabilité d’observer la séquence peut alors être
déterminée par un calcul progressif et régressif des proba-
bilités,
gf (y) = P (R1, . . . , Rf , sf = y|Λ). (10)
hf (y) = P (Rf+1, . . . , Rα|sf = y,Λ). (11)
Les probabilités des équations (10) et (11) peuvent être cal-
culées respectivement,
gf+1(y) =
[
NS
∑
x=1
gf(x)axy
]
by(Rf+1); (12)
hf (y) =
NS
∑
x=1
ayxbx(Rf+1)hf+1(x). (13)
La probabilité P (R|Λ) est alors donnée par
P (R|Λ) =
NS
∑
y=1
gf (y)hf (y). (14)
C’est la probabilité d’observer une séquence R d’une taille α
sachant un HMM à NS-états Λ.
Ainsi, la probabilité de transition entre toutes paires de zones
est déterminée. Nous définissons le coefficient pij , i, j ∈
{1, . . . , NZ}, de Zi à Zj comme suit,
pij =
{
P (R|Λij), si i 6= j;
1−∑NZj=1 P (R|Λij), si i = j.
(15)
Enfin, les probabilités associées par les HMMs sont propagées
à l’instant suivant. La confiance attribuée par ce modèle de
suivi T à chaque zone Zj est calculée comme suit,
Wt(Zj) =
NZ
∑
i=1
mO,t−1(Zi)× pij , (16)
où mO,t−1(Zi) est la masse associée par le modèle
d’observation O(·) à l’instant t− 1.
4 Expérimentations
Cette section évalue les performances de la méthode de suivi
de trajectoires que nous venons de proposer. Nous considérons
10 trajectoires de 50 observations chacune. Dans notre appli-
cation, nous nous intéressons à la localisation des personnes
âgées dépendantes. Pour cela, nous considérons une vitesse
maximale vmax = 1m/s, un nombre d’états NS = 10 et
une longueur de séquence α = 8. Les tableaux 1 mon-
trent l’influence du modèle de mobilité lors de la combinai-
son avec le modèle d’observation, sur les performances de
la méthode de suivi de trajectoires. Nous pouvons voir que
le modèle de mobilité améliore la précision de la localisation
pour les deux expérimentations. Nous étudions l’impact de la
longueur de la séquence α. Nous remarquons que la précision
de l’approche proposée augmente lors de l’augmentation de la
taille de la séquence observée α. Cependant, l’augmentation
de la taille de la séquence induit une augmentation de la com-
plexité du calcul. La méthode proposée est comparée à d’autres
méthodes de localisation telles que les k-plus proches voisins
pondérés (WKNN), la connectivité, les réseaux de neurones et
les machines à vecteur support sont considérées. Le tableau
4 montre la précision de l’approche proposée dans les deux
expérimentations en comparaison avec les méthodes de locali-
sation mentionnées. La méthode proposée surpasse les autres
en termes de précision avec un temps d’exécution plus grand.
TAB. 1: Influence du modèle de mobilité sur la performance
de la méthode de suivi dans l’expérimentation 1.
Expérimentation 1
Méthode précision (%) temps d’exécution (s)
Modèle d’observation 79.77 0.1104
méthode de suivi 87.74 0.1944
TAB. 2: Influence du modèle de mobilité sur la performance
de la méthode de suivi dans l’expérimentation 2.
Expérimentation 2
Méthode précision (%) temps d’exécution (s)
Modèle d’observation 80.44 0.1479
méthode de suivi 89.43 0.2138
5 Conclusion
Cet article a présenté une méthode suivi de trajectoires pour des
personnes âgées dans des environnements fermés. La méthode
combine un modèle d’observation et un modèle de mobilité.
Le premier utilise les RSSIs pour attribuer une masse à chaque
zone et le deuxième est basé sur les modèles de Markov cachés
et attribue une autre masse. Les deux masses sont combinées
pour déterminer la zone du capteur mobile à chaque instant.
Des expérimentations pour localiser des personnes âgées dans
un réseau de capteurs sans fil en utilisant la technologie WiFi
ont montrées l’efficacité de la méthode proposée, surpassant
TAB. 3: Influence de la taille de la séquence α sur la
performance de la méthode de suivi.
Expérimentation 1 Expérimentation 2
α accuracy (%) online time (s) accuracy (%) online time (s)
2 80.60 0.1308 81.81 0.1507
4 82.19 0.1430 84.22 0.1662
6 84.42 0.1725 87.76 0.1877
8 87.74 0.1944 89.43 0.2138
10 87.97 0.2486 90.54 0.2503
TAB. 4: Comparaison de la méthode proposée avec différentes
techniques de localisation.
Expérimentation 1 Expérimentation 2
Method accuracy (%) online time (s) accuracy (%)
online time
(s)
WKNN 83.78 0.0982 84.28 0.1265
Connectivité 84.29 0.1107 86.67 0.1338
NN 84.72 0.1466 85.82 0.1866
SVM 85.55 0.1559 86.47 0.1912
Proposéz 87.74 0.1944 90.54 0.2503
des méthodes de l’état de l’art.
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