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ABSTRACT
An Investigation of the Adequacy of Two Item Response Models
for Calibrating an Item Bank
Craig N. Mills, B.S., Purdue University
M.A., West Virginia College of Graduate Studies
Ed.D., University of Massachusetts
Directed by: Professor Ronald K. Hambleton
Advances in item response theory have led to an increased interest in
item banking. If model assumptions are met, item response theory
theoretically allows examinees to attempt different items from a
calibrated item bank without sacrificing comparability of ability
estimates for those e.xaminees. The purpose of this study was to
investigate the adequacy of the one-parameter and three-parameter item
response models for calibrating an item bank. Of particular interest
was the equivalence of estimated ability, percentile rank, and NCE from
different subsets of items drawn from the bank. A total of 496 items
were calibrated to a single scale using item response theory techniques.
Parallel and non-parallel tests were drawn from the bank following
calibration. Examinee ability was estimated from different tests and
the equivalence of (1) estimated ability, (2) percentile rank placement,
and (3) assigned NCE from the different tests was assessed.
Results were obtained for the total group and for three ability
levels within the group. Both models provided consistent results for
parallel tests. Neither model provided consistent estimates when tests
viii
were of different difficulty. When abilities were converted to
z~scores, results favored the one-parameter model in most cases.
Average absolute deviation results for percentile rank and NCE
,
however,
favored the three-parameter model in the majority of the cases.
However, comparisons between models were not clear due to differences in
the ability scales and norms established with each model.
One result of the study was a demonstration of the need for good
parameter estimation. Students performed very well on the easy tests
and poorly on the hard tests. The result was poor ability estimation on
one or both tests. Thus, part of the instability of results from
non-parallel tests was due to poor estimation. If item banks are to be
used for both criterion-referenced and norm-referenced testing, care
must be taken when drawing the items from the bank to assure accurate
measurement
.
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CHAPTER I
INTRODUCTION AND STATEMENT OF THE PROBLEM
1 . 1 Background
Item banking is becoming increasingly popular with test
developers and test users alike (Hambleton and Cook, 1977; Hiscox and
Brezinski, 1980; Rentz and Bashaw, 1977). There are several reasons for
the popularity of item banks. One advantage for test developers is that
the need for hiring and training item writers, conducting pilot studies,
and validating item content for new tests can be reduced in the long
term. During the initial test development process, many more items can
be written than are actually needed. Pilot administrations are then
used to identify items which are of high enough quality to be included
in the item bank and to identify flaws in items. Since few items are
unsalvagable
,
the items which are not used in the test can be upgraded,
repiloted, and placed in the bank. When test revision or development of
additional forms is being considered, the items which are in the bank
can be used. Thus, although initial development costs may be
substantial, in the long term, the benefits of an item bank can also be
substantial
.
The existence of an item bank also has advantages for the users
of the bank. One important advantage is the flexibility which is
possible in drawing items from the bank. Different users can select
different subsets of items and different numbers of items in order that
the tests more closely match local curricular emphasis. By judiciously
choosing items with desired characteristics, tests can be developed to
1
2provide maximum information for individuals at certain ability levels,
provide description at all ability levels covered by the range of
content in the bank, or to serve other purposes. By using more items to
measure more important aspects of the curriculum, the tests can
accurately reflect local emphasis.
Advances in computer technology have made storage and retrieval
of items and item statistics efficient and economical. Selection, by
computer, of items with desired characteristics from an item bank has
increased the capacity of test developers to allow flexibility in test
development to meet specific user needs. A large bank, properly stocked
with good items can be utilized to develop many tests with
characteristics which are appropriately tailored to the needs of various
users (Lippey, 1974)
.
1.2 Statement of the Problem
Although item banks can serve many useful purposes, there are
limitations in the use of item banks. Many test users would like to
take advantage of the flexibility of item banks in designing tests which
are useful for their needs in terms of student diagnosis and monitoring
progress though individualized programs. However, since many funding
agencies require normative data for evaluation purposes, it may be
necessary to also obtain normative data regarding examinee performance.
Thus, for many users, an optimal testing program is one which has the
capacity for both norm-referenced and criterion-referenced
interpretations, but which does not sacrifice the flexibility offered by
an item bank and which does not greatly increase testing time. While
3item banks are well-suited for many criterion-referenced testing
purposes, they are not as useful in programs which desire
norm-referenced interpretations in addition to criterion-referenced
interpretations
.
There are at least three methods of obtaining normative
information from an item bank. However, as will be seen below, only one
of the methods satisfies the criteria of maintaining flexibility and
keeping testing time to a minimum. In the first method, a
representative set of items is normed on a suitable sample of examinees.
A suitable sample of examinees is the sample to which performance is to
be referenced (local or national). The sample should be large enough to
produce stable results and should cover a wide range of ability on the
content tested. Whenever normative data are required, examinees are
administered only the items for which the norms were developed.
Unfortunately, if this procedure is followed the flexibility of the bank
is sacrificed. When normative data are required, the normed items must
be administered. The second method also involves developing norms for a
representative set of items on a suitable sample of examinees. Again,
when normative data are required, examinees must take the items for
which the norms were developed. In addition to taking those items, each
examinee would also take a second set of items. These items would be
selected to provide desired flexibility. Although flexibility is
maintained, an increase in testing time is required with this method
since the examinee is, in effect, taking two tests (one norm-referenced
and one criterion-referenced)
.
AIf maximum flexibility and minimum testing time are to be
maintained, a process is needed whereby items which are selected in a
flexible manner can also provide normative information. This would be
possible if an estimate of an examinee's ability could be obtained which
was not dependent on the particular items attempted by that examinee.
Item response theory has, as one theoretical advantage, the capability
of producing such item-free measurement. When all items are calibrated
to a common scale using item response theory, it is theoretically
possible to choose any subset of items, administer them to an examinee,
and use the results to infer performance on any other subset of items in
the bank. Thus, if assumptions are met, a method may be available which
makes it possible to retain the advantages of item banking and still
provide normative information by using items which are calibrated to one
scale
.
Some theoretical features of item response theory make it
attractive for users and developers of item banks. Item parameters are
invariant. Measures of item difficulty, discrimination and guessing are
not dependent on the ability of the group of examinees who attempt the
item. Second, expected ability is independent of items. An examinee
has the same expected ability regardless of the set of items from the
pool he or she attempts. Thus, in theory, different examinees can be
given different sets of items and the resulting estimates of ability
will still be comparable (Allen and Yen, 1979; Wright and Stone, 1979;
Lord
,
1980)
.
It can be seen from the preceeding discussion that.
5theoretically, item response theory offers a solution to the problem of
establishing norms for an item bank. A scale must be established and
all items calibrated to it. A subset of items is selected and
administered to a representative sample of examinees. Norms are
established in the usual manner. When an examinee takes any subset of
items, performance is referenced to the calibrated scale and through the
scale to the norms (Hambleton, 1980). Although the process is
theoretically possible, little practical work has been done in the area
and little validation has been conducted on the work which has been
done. Further research is necessary to determine the extent to which
the theoretical advantages of item response theory can be obtained in
practical situations. Item response models are based on strong
assumptions which are probably never completely met in practice (Lord
and Novick, 1968). Research is needed to determine the extent to which
violations of the assumptions are possible without significantly
reducing the quality of the results. Among the questions to be answered
in relation to the problem of establishing norms for item banks using
item response models are:
1. What is the effect of misfit between item and model on
prediction of raw scores?
2. What is the effect of sample size on the quality of
predictions?
3. What practical measures are available for use in
judging fit and quality of prediction in the
6application of item response theory to developing
norms for item banks?
4. How do differences between tests drawn from the bank
and the test which was normed affect predictions? In
particular, what is the effect of varying test
difficulty on estimated ability, assigned percentile
rank, and assigned NCE.
5. Do different item response models differ in
performance in the application of item response theory
to the development of norms for an item bank?
Specifically, how do the one- and three-parameter
logistic models compare to one another in equivalence
and bias of prediction of results from different
tests?
6. What is the effect of non-standardization of testing
(different examinees attempting tests of different
lengths and difficulty) on the resulting norms?
1.3 Purposes
In the previous section of this chapter several problems which
affect the usefulness of using item response theory for establishing
norms for item banks were listed. The purpose of this research was to
investigate two of the problems.
1 . How do differences between tests drawn from the bank
7and the test which was normed affect predictions? In
particular, what is the effect of varying test
difficulty on estimated ability, assigned percentile
rank, and assigned NCE.
Although tests can be built to have specific characteristics in
terms of difficulty, there are at least three types of tests in relation
to the test which is normed. Tests can be made up of items which are on
the average easier than, harder than, or equivalent to the normed test
in difficulty. Similarly, examinees are often described as being low,
medium, or high in ability. The desired condition is to have low
ability examinees take easy tests, middle ability students take
moderately difficult tests, and high ability students take hard tests.
This situation, where test difficulty is matched to examinee ability
provides the most information about the examinee. If, however,
different levels of difficulty of a test lead to substantially different
ability estimates for the same examinee, the ability estimates are not
independent of items and the resulting normative placement of
individuals will not be stable. In this study, the effect of varying
average test difficulty was investigated. This factor was investigated
for three ability groups - low, medium, and high. Of interest was
equivalence (invariance of ability estimates, percentile rank and NCE)
of results obtained from different tests.
The extent to which the results are biased was also studied. If
the results in terms of equivalence of estimates from different tests
are poor, they will be of limited value for individual examinees. In
8program evaluation, however, the individual results are not important.
If the results are unbiased (no consistent positive or negative
difference in results from different tests), estimates of group
statistics may still be valuable for evaluation purposes. To the extent
that results are not only non-equivalent at an individual level, but
also biased at the group level, their usefulness in program evaluation
studies will be reduced. While random fluctuation may possibly be
reduced by lengthening the test with items of similar difficulty, if the
estimate is systematically biased it may require different strategies to
reduce or eliminate the bias. One aspect of this study was to determine
the extent to which bias existed in the estimation of aoility with
several combinations of test difficulty and examinee ability.
2. Do different item response models differ in
performance in the application of item response
theory to the development of norms for an item bank?
Specifically, how do the one- and three-parameter
logistic models compare to one another in equivalence
and bias of prediction of results from different
tests?
One controversy in the field of item response theory is model
selection. While in some applications there does not seem to be a
reason to prefer one model over another on the basis of performance, in
other applications, differences do exist. Since it is not clear on an
apriori basis which model is to be preferred in a given application.
9comparison studies are necessary.
Two of the most widely used item response models are the one-
and the three-parameter logistic models. The investigation outlined
under the purposes above can be conducted with either model. The
one-parameter model is a simpler model and is conceptually attractive
because an examinee's test score is sufficient for ability estimation if
the model fits the data. There are, however, reservations about the
adequacy of the model for applications which involve equating tests of
different difficulty (Slinde and Linn, 1978; Loyd and Hoover, 1980).
The three-parameter model, which considers discrimination and guessing
in addition to difficulty, may be more appropriate in such situations.
Unfortunately, the three-parameter model is conceptually and
computationally more complex. The added complexity would, however, be
worthwhile if significant gains accrue from use of the model. A second
purpose of this study was, therefore, to compare the performance of the
two models. Each model was used to investigate the conditions outlined
above. The same data were analyzed with both models. Comparisons were
made of the equivalence and bias of the results obtained from the two
models
.
1.4 Organization of the Dissertation
The dissertation is organized into five chapters. In Chapter II
a review of the relevant literature is presented. In Chapter III
methodology is discussed. In Chapter IV the results of the study are
reported. Conclusions, summary, implications, and recommendations for
further research are included in Chapter V.
CHAPTER II
REVIEW OF THE LITERATURE
2.1 Introduction
The purpose of this chapter is to review literature which is
related to the problem of developing norms for item banks. Four areas
are reviewed. First, a brief introduction to item banking is presented.
Second, procedures for developing norms for item banks are discussed.
The last two sections of this chapter are devoted to a discussion of the
applications of item response theory for developing norms for item
banks. In Section 2.4 procedures for calibrating items to a common
scale are reviewed. Research related to the adequacy of item response
models for equating tests of different difficulty is presented in the
final section of the chapter.
2.2 Item Banking
Basically, item banking refers to a process by which items are
collected, monitored, and stored in a computer with relevent information
(such as content codes and statistical information) in such a manner as
to facilitate retrieval of items for test construction (Shoemaker, 1976;
Thorndike, 1971). Although it is possible to develop and manage small
item banks without the aid of a computer, most often computers are used
for at least some of the functions of the bank. Item banks also include
mechanisms for classifying items, introducing new items, editing and
updating existing items, and deleting items which are no longer useful
(Prosser, 1974). A few of these mechanisms are discussed below.
10
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Large item banks often have elaborate classification schemes for
identifying items. By carefully developing the classification scheme,
each level or category of classification can have the potential for
including new items or new categories (Stodola, 1974). Investigation of
the number of items in each category and the average number of items
requested from that category can clarify whether or not more items are
needed.
Baker (1974) has suggested a number of statistics which can be
useful in monitoring an item bank. Traditional statistics of difficulty
and discrimination can indicate items which are in need of revision or
which are not functioning as expected in the examinee group. Item
response model statistics, which are theoretically independent of
examinee group, are also potentially useful for describing items. A
record of history of item use can be valuable as well. Items which are
rarely used may be flawed, irrelevant, or in some way unsuited to the
examinee group. Items which have a history of frequent use and for
which usage decreases may be incorrectly classified or rendered
irrelevant due to curricular revisions. Such items may need to be
revised, re”categorized, or deleted from the system. Several versions
of an item might be found in an item bank. For instance, the same stem
with different distractors might be appropriate for different grade
levels. Similarly, an item might occur as a true-false, a
multiple-choice, and an essay question. Baker (1974) suggests recording
item "links" which can identify different versions of the same item.
Test constructors can use the information to select appropriate item
12
formats and to avoid duplication of items within a test.
The process of developing and monitoring a good item bank is a
difficult one. Several problems and limitations associated with item
banking will be discussed later. If, however, the problems can be
overcome and a high quality bank developed, there are several benefits
which can accrue from utilizing the bank. Many individuals who are
faced with the necessity of developing tests on a regular basis (such as
teachers) are not skilled in test development. Item banks provide a way
for those individuals to specify their testing requirements and have
others who are skilled in test development provide the tests. The
availability of a large number of high quality items should improve the
quality of tests. Item banking has advantages in the item writing phase
as well. Item writing is not easy. Training of item writers takes time
and money. Most traditional test development projects require a large
scale item writing phase at each revision of the test. When item banks
are developed, one large item writing project can be used to generate
many more items than are needed for any one test. The items can then be
arranged in many combinations to form many tests. Once the bank is in
place, the item writing task becomes one of adding new items as needed
or as they are acquired from small on-going item writing projects.
Thus, item writing is a less expensive and time-consuming process than
in traditional test development projects (Wood and Skurnik, 1969).
Since item banks potentially serve large audiences, pilot data can be
representative of a large examinee population. The history of an item
and its performance in various groups of examinees or testing situations
13
can be monitored. Also, in a large bank, the breadth of content
included in the bank may be quite large.
Probably the most important advantage of item banking is,
however, the flexibility it offers. An almost unlimited number of
different tests can be generated from a large item bank. It is possible
for users to specify tests which are optimal for their testing needs by
appropriate specification of content, number of items, and statistical
properties desired. This feature of item banking makes it particularly
attractive in criterion-referenced testing applications where it is not
uncommon for different students to be tested on different objectives.
Examples of item banking are numerous (Choppin, 1976; Hiscox and
Brezinski, 1980; Wood, 1976; Wood and Skurnik, 1969; Hambleton, 1980a;
Rentz and Bashaw, 1977). Introductions to item banking and procedures
for developing, monitoring, and using banks are also available (Lippey,
1974). There are, however, problems and limitations associated with
item banks. Among these are (1) assurance of item quality, (2)
selection of items for inclusion in a test, (3) limitations of computers
for printing tests, (4) sample dependency of item statistics, and (5)
non-comparability of item subsets drawn from the bank. Each of these
problems will be briefly discussed below.
Item banks are often keyed to objectives, course syllabi, or
textbook topical outlines. There are several ways to develop an item
bank. One common ways is to hire item writers, give them a short
instructional sequence on item writing techniques and to give them an
item writing assignment. Other than a pilot administration (sometimes
1
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even this is lacking), often little attention is given to the quality of
the items (Hiscox and Brezenski, 1980). Clearly, the quality of tests
drawn from such a bank is suspect. A number of procedures are available
which can be applied to the items to enhance their quality. First,
detailed domain specifications can be provided to item writers. The
specifications represent an expanded objective statement which clearly
outlines acceptable content and distractors for item writers. Once
items have been written they should be reviewed for item-objective
match, content relevance, and technical quality by appropriate experts.
Procedures for writing and reviewing domain specifications can be found
in Popham (1978) and Hambleton and Eignor (1979). Hambleton and Eignor
(1979) also provide procedures and forms for conducting appropriate
reviews
.
Pilot administrations of items are very important. Care should
be taken to select a pilot population which represents the targeted
examinee population. The pilot can provide information regarding flaws
in the items and how they function for various examinee subgroups of
interest. Comments from examinees about the items are also valuable.
Stodola (1974) has discussed the selection of items from a bank
for inclusion on a test. One procedure is to reproduce all items in a
catalog. Users choose the items they desire from the catalog. While
this method may be suitable for use with small item banks, it clearly is
not well suited for large ones. The size of the catalog alone would
make item selection a monumental task. Further, since teachers are not
well-versed in test development procedures, the items chosen may not be
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optimal for the purpose of the test. An alternative is to allow
teachers to present their test specifications and have the computer
select (by a random or stratified random procedure) the items for the
test. A problem is that item selection is, of course, governed by the
number of items available in the categories specified. Tests may be
developed which have fewer items than desired, or which, due to
relaxation of specifications, are not optimal for the desired purposes.
Some systems reviewed by Stodola include the capacity for revising the
tests which are generated by deleting some items and adding others at
the user’s request. The user reviews the first test and then requests
appropriate revisions until an acceptable test is developed. Thus,
although item selection can be problematic, procedures are often
available whereby acceptable tests may be produced.
It is often desirable to utilize the computer not only to select
items, but also to print the tests or a master test. This is a
relatively straight-forward procedure except for items which require
illustrations (Stodola, 1974). Computer technology has not yet reached
the point where the capacity for providing complex illustrations is
routinely available. Current procedures provide only a reference to the
location of an appropriate illustration (for example, a page number).
This problem is particularly troublesome when tests are being developed
which require numerous illustrations (for example, primary grade or
geometry tests).
A fourth problem is that statistics of item difficulty and
discrimination which are traditionally used to describe items are
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dependent on the sample of examinees which attempts the item. Although
items can be piloted with several diverse groups, the results are not
satisfactory (Choppin, 1976). A potential solution to this problem lies
in the use of item response theory to describe the items. In theory,
item response models yield item statistics which are invariant across
examinee groups. Thus, if model assumptions are met and the model
accounts for the data, item statistics should be the same for all
examinee groups. The extent to which invariance of item statisitics is
met in practice depends on a number of factors including the extent to
which assumptions are met.
A fifth problem associated with item banking is the
non-comparability of different subsets of items which may be drawn from
the bank. This problem arises when it is desired that tests drawn from
the bank serve dual purposes. When the purpose of the testing is to
diagnose the strengths and weaknesses of each individual examinee and
not to make comparisons of that examinee to other students or to measure
growth at a later time on a different test, it is not always important
that different tests be comparable. However, when pretest-posttest
comparisons are of interest, the examinee must take the same test (or
classically parallel tests) if item subsets are not comparable. This
situation can result in poor measurement during at least one of the test
administrations due to use of a test which is not matched well to the
examinee's ability. When normative comparisons are also desired, either
all examinees must take the same items or item subsets must be
comparable. This dual purpose (obtaining both norm-referenced and
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criterion-referenced test data) is often of interest in program
evaluation where monitoring of individuals’ progress toward project
goals as well as normative information are needed. Projects are faced
with the prospect of needing two testing programs to adequately monitor
progress and to meet evaluation requirements. If, however, the
invariant statistics discussed above are available, the items can all be
calibrated to one scale. Performance on any subset of items can then be
inferred from performance on another subset. Thus, if some items have
been normed, performance on those items and corresponding normative
information can be inferred from performance on a subset of items which
is more appropriately tailored to the examinee.
Item response theory offers potential solutions to two problems
associated with the use of item banks. Invariant item statistics and
comparability of subsets of items are theoretical advantages offered by
item response theory. The application of item response theory in these
circumstances is explained later in this chapter. First, however, a
brief introduction to developing norms is presented in the next section.
2.3 Procedures for Developing Norms
In this section, the topic of norms is briefly reviewed. First,
the percentile rank, probably the most widely used normative scale, is
reviewed. The effect of non-standardized testing conditions on norms is
reviewed next. It is clear that attempts to develop norms for item
banks will have to consider the effect of non-standard conditions on
norms since examinees may be taking quite different sets and numbers of
items
.
I
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2.3.1 OeternilnOAi o^_tlie_Pe^enti 1^_R ank
An Individual 's raw score on a tost has little direct meaning
(Allen and Yen, 1979; Angoff, 1971). Although information about the
number of Items on the test and performance in relation to spociflod
"acceptable" levels or the performance of others Is helpful, it Is
common to transform scores in some manner in order to add more meaning
to the scores. Many of the scales which are made up of tranformed
scores are designed to have a normative Interpretation. That is, an
individual's score is interpreted in relation to performance of an
appropriate reference group of examinees.
The most widely used of these scales is the percentile rank
scale. The percentile rank gives the percentage of individuals in the
norm group who scored at or below the midpoint of a score or score
interval (Angoff, 1971). The percentile rank scale results in a
rectangular distribution with one percent of the examinees between each
point
.
Calculation of the percentile rank begins with the determination
of a frequency distribution for each possible test score interval.
Next, the cumulative frequency is calculated and transformed into the
relative cumulative frequency. The relative cumulative frequency
represents the proportion of the sample scoring at or below a particular
score. Thus, a relative cumulative frequency of .65 becomes a
percentile rank of 65.
When percentile ranks are calculated, examinees are assumed to
be uniformly distributed throughout the score interval. Thus, if ten
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examinees obtain the same score (say, 15 items correct), five are
assumed to be at or below the midpoint of the interval (14,5-15.5) and
five are assumed to be at or above the midpoint. Examples of the
calculation of percentile ranks are available in many introductory
measurement textbooks (for example, Allen and Yen, 1979; Brown, 1976).
Many score distributions have some irregularities. That is,
some points in the distribution will be higher than expected and others
will be lower than expected simply due to chance. It is common for
distributions to be "smoothed'* by appropriate techniques. This process
involves adjusting unexpected high frequencies downward and low
frequencies upward. One acceptable smoothing method which uses a
rolling weighted average of frequencies was developed by Cureton and
Tukey (1951). The method involves choosing a suitable curve and fitting
it to a given set of points. The curve is used to predict the middle
point of the set. Data from five or seven points are usually fit to the
curve. In the case where seven points are used, the process involves
consideration of seven points of the distribution at a time. The curve
is fitted to the first three points and the last three points. The
frequency represented by the middle point is then adjusted up or down to
meet the curve. The process is repeated sequentially until all points
have been adjusted. Thus, the three points to the left and the three
points to the right of every point on the scale are used to adjust that
particular point. At the ends of the distribution there are not enough
points to the left or right of the point of interest to make it the
middle point in the series. For example, at the low end, there is data
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to the right of the point to be predicted, but not to the left of it.
In this case, the predictions are not made to the middle point of a
series, but to a point to the left (in the low end of the distribution)
or right (in the high end) of the data. It is common in this case to
predict the square root of the point of interest and to square the
result in order to avoid negative values.
2.3.2 Effect of Non-Standard Testing Conditions on Norms
One important consideration when administering norm-referenced
tests is standardization of testing conditions. Administrator's manuals
stress the importance of standard conditions. It is clear, however,
that many tests which are drawn from item banks are administered under
non-standard conditions. Tests will differ in item content, number of
items, and time allotted for completion. In fact, publishers of
criterion-referenced tests usually recommend that no time limits (or
very liberal ones) be set. It is possible that these non-standard
conditions will reduce the usefulness of the norms. An examinee's
performance under non-standard conditions on a test matched to that
examinee's level of achievement may be quite different from his or her
performance under standardized conditions on a test which covers a wide
range of difficulty and content. Although research is needed in this
area, some literature would indicate that it may not be a serious
problem
.
Item banks allow for the possibility of having different
examinees take different tests. The possibility that performance on an
item may be influenced by the other items with which it appears
is a
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disturbing one. Sirotnik (1974) reported that research has generally
revealed little or no context or ordering effects. Relevant research
includes Owens and Stufflebeam (1969), Marso (1970), Sirotnik (1970) and
Huck and Bowers (1972). Yen (1980), however, reported substantial
context effects on item difficulties and discriminations. The effects
were not as pronounced, however, when obtaining estimates based on a
group of items was of interest.
In this section, a brief review of the calculation of percentile
ranks has been presented. Research which deals with a possible problem
for establishing norms for an item bank has also been reviewed. In the
next section, literature which relates to the applicability of item
response theory to establishing norms for item banks will be reviewed.
2.4 Application of Item Response Theory to Calibrating Item Banks
Item response theory has become a widely discussed and
researched topic in the measurement field. Although theory and
technology are not totally developed, they are sufficient for many
practical applications (Hambleton, 1980). Introductions to item
response theories, assumptions, models, and advantages over classical
test theory are available elsewhere and will not be discussed here. The
interested reader is referred to Allen and Yen (1979), Hambleton (1979),
Hambleton and Cook (1977), Lord and Novick (1968), Wright (1968), and
Wright and Stone (1979). It is important, however, to note two
important advantages which accrue when data fit the model of interest.
First, estimates of item statistics are independent of the examinee
population. Thus, the need for elaborate examinee sampling plans.
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although not completely eliminated in practice, is reduced. Second,
estimates of examinee ability are independent of the particular items
used to estimate that ability. Thus, any suitable subset of items from a
calibrated pool can be used to estimate an examinee's ability
(Hambleton, 1979; Hambleton and Cook, 1977; Rentz and Bashaw, 1975;
Wright, 1977; Wright and Stone, 1979). A suitable subset of items means
that a sufficient number of good quality items near the examinee's level
of functioning are included in the test to yield good measurement.
Item parameters of the items in the pool must, of course, be
placed on the same scale. Whenever one set of examinees and one set of
items are calibrated together, the estimates are on a common scale. The
scale is, however, unique to that estimation. If different item
parameters and examinee abilities are subsequently estimated, a
different scale results. Procedures are needed whereby the estimates
may be referenced to the same scale as the original estimates.
Marco (1977) and Cook (1981) have explained three different
situations in which items can be placed on a common scale for the
three-parameter logistic model. In the first situation, the same group
of examinees may be administered two sets of items. In the second
situation, the same items are administered to different examinee groups.
In the third case, some items which are the same and some which are
different are administered to different groups of examinees.
Although all three procedures listed above are useful, the third
situation is probably most useful when calibration of items in an item
bank is undertaken. Since most item banks contain large numbers of
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items, it is impractical to expect an examinee to attempt all items.
Further, since many banks are intended for use at several grade levels,
the difficulty levels of the items will vary beyond that to which a
single examinee would be expected to respond. A more realistic approach
is to partition the items in the bank into several tests. Each test can
then be administered to an appropriate examinee group. Sets of common
items can provide multiple "links" in order to allow the calibration of
all items to a single scale. Hambleton (1980) described steps needed to
establish a scale when data are available from different examinee
groups, but common items are included. The item response model of
interest is fit to the data from each examinee group for the first two
sets of items. Using the common items, adjustments are made to item
parameter estimates to calibrate them to a single scale. Then the third
set of items is fit and adjustments made via the items which are common
to the second and third sets of items. The process continues until all
items have been calibrated. Specific steps in the one- and
three-parameter calibration are listed below.
During three-parameter estimation an arbitrary mean and standard
deviation (usually zero and one respectively) are established for either
the ability distribution or the item difficulties. During calibration,
the estimates of item difficulty and discrimination are adjusted based
upon differences in the mean and standard deviation of the common items
in the two tests or item sets. After initial item parameter and person
ability estimates have been obtained, the process of calibrating items
is as follows:
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1. The mean and standard deviation of the item
difficulties of the common items in each test are
calculated (M^, SD^)
.
2. Linear parameters A and B are calculated.
A = (SDy/SDj^)
B = My
-
AMj^
3. Item parmeters are adjusted using the following
equations (a = item discrimination, b = item
difficulty, c = pseudochance):
b(Y)
.
= Ab(X). + B
a(Y). = a(X). (1.0/A)
c(Y)
.
= c(X).
During one-parameter estimation an arbitrary mean of item
difficulties is established. Calibration of these item estimates
involves adjusting for the differences of the means of the difficulties
of the common items. The process of calibration with the one-parameter
model is as follows:
1. The mean of the difficulties of the common items in
each item set is calculated (M^ and M^)
•
2. The calibration constant, k, is calculated.
k = My -
3. Item difficulties are adjusted using the following
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equation:
by = bx + k
Research which has investigated the pratical usefulness of item
response models for equating will be reviewed in the next section.
2.5 Application of Item Response Models for Equating Tests
In order to obtain desired flexibility in an item bank,
estimates of examinee ability must be independent of the particular
items attempted. It is desirable to have each examinee attempt items
matched to his or her level of achievement and to still make normative
comparisons of that examinee with others who have taken different items.
Included in this section is a review of literature pertaining to the
adequacy of item response models for providing consistent estimates of
ability or percentile placement across different test forms. Lord
(1980) defines two tests as being equated if it is "a matter of
indifference to each examinee which test he or she takes" (p. 195). For
it to be a matter of indifference to an examinee which test is taken,
the tests must be perfectly reliable or strictly parallel. Since these
conditions are rarely, if ever, met in practice, particularly with tests
of differing difficulty, it is more appropriate to speak of calibration
of items to a single scale.
Traditionally, parallel forms of tests have been equated by
linear or equipercentile methods (Angof f , 197 1) . These methods have,
however, been considered less appropriate for calibrating tests which
differ in difficulty (often called vertical equating). Slinde and Linn
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(1977) InvosLliidtcul Llio /uloquncy of oqulpprcruLi lo moLliods for
cnllbrnLln^ tosLs which dlffor lii difficulty. UhIiij^ roNults from thu
Anchor Tost Study (lllMuchinl nud horot, 1974; hornt, Smlur, Hlnuchlul,
nnd Vnlo, 1974) Sliudo uud hluu coinpnrod tho rosults of oqu Ipnrcunt I In
oquatJug of tnsts of dlffnrnnt Invnls of difficulty. Scorns on a husn
tost worn traiisformnd to nquivnlout scorns ou two tnsts of differing
difficulty. Thn rnsultlug gradn (Mpilvaloiits wor<< compar«*<l. Diffnrnucns
ns high ns 0.6 grndn nqulvnlc'uts worn ohsnrvnd for supposedly oqulvnlc»ut
scorns. Siiiillnrly, scorns from tests of dlffnrnnt Invnls which
corresponded to the same percent 11<^ rank resulted In differences in
})rodlcted raw score and percentile ranks ou a base tost. These results
hul Sllndo and hliiu to concludn that ecpi liiercent 1 1 n methods are loss
than optimal for cnllbratlug tests of diffnreut difficulty. 'Phny
siiggestcul investigation of the performance of item response models for
calibration of tests of dlffnrout difficulty. hord (1977) and Wright
(1977) have also suggested using item responso theory for such problems.
Rent/, and Bashaw ( 1975 , 1977) used the Rasch model to calibrate Anchor
Tost d/ita. Tor fourteen roadlng tnsts at three grade levels (4, 5, and
6) Rentz and Bashaw report(ul ade(piate model dat/i fit. Rasch calibration
results wore quite similar to the eipi 1 j)nrcent 1 1 o rt^sults reported In the
Anchor Test Study. Slludn and hinn (1977) sugg«<sted that the similarity
between Rasch and ecju iperconti 1 calibrations may Indicate that the
Rasch model Is also less than adequate for calibrating tests of
different difficulty.
Sllnde and l.lnn (197H) investigated thn iise of the Rasch model
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in vertically equating "easy" and "difficult" subtests of a retired form
of the College Entrance Board's Mathematics Achievement Tests Level I.
Three ability groups (low, medium, and high) were formed based on
performance on the easy subtest. Abilities which were estimated for the
easy and hard subtests were relatively close when the subtests were
calibrated on the same examinees for whom ability estimates were
desired. Thus, when examinees of high ability were used to calibrate
the test items, estimates of ability for high ability examinees from the
easy and hard subtests were close. Similar results were obtained for
the low ability examinees and for the total group. The means and
standard deviations of the standardized diferences between ability
estimates on the easy and hard subtests were close to the desired values
of 0.00 and 1.00 respectively for each of the conditions listed above.
The results were not, however, as encouraging when ability was
estimated for a group which differed in ability from the group for which
the items were calibrated. On the easy subtest, the same raw score
earned a higher scaled score when the calibration was based on low
ability examinees than when the calibration was based on high ability
examinees. The reverse was true for the difficult test. The results
also indicated that middle ability examinees would benefit by taking a
difficult examination which had been calibrated on a high ability group
or by taking an easy test which had been calibrated on a low ability
group.
The results of the Slinde and Linn (1978) study have been
criticized because item parameters were estimated for subgroups which
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had been formed on the basis of performance on a subset of the items.
This could lead to regression effects and lack of model data fit
(Gustafsson, 1979). However, in another study, which utilized Anchor
Test data, Slinde and Linn (1979) formed ability groups based on
performance on a test different from the one for which the calibration
was to be developed. The results of this study supported the results of
the previous study by Slinde and Linn (1978). The Rasch model was
judged to be inadequate for calibration when tests of different
difficulty and groups of quite different ability were to be compared.
Further, results from comparisons involving the low ability group were
poor. The researchers suggested that the failure of the Rasch model to
account for guessing may have contributed to the poor results. They
suggested, however, that in less extreme conditions the model may
provide better results.
Loyd and Hoover (1980) utilized the Rasch model to calibrate
three overlapping levels (12, 13, and 14) of the Iowa Tests of Basic
Skills (ITBS). Each level consisted of 45 items. Adjacent levels
shared 30 common items. Non-adjacent levels had 15 items in common.
Levels 12 and 13 were taken by groups of sixth, seventh, and eighth
graders. The results of the Loyd and Hoover study support the findings
of Slinde and Linn (1978, 1979). Students who take an easy test and
have their results referenced to a harder test will benefit if the
calibration is based on a high ability group. Conversely, students
taking a harder test which is calibrated to an easier one will benfit if
the calibration is based on the performance of lower ability examinees.
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The method of calibrating non-adjacent tests was also a factor.
Loyd and Hoover calibrated level 12 to level 14 via five different
methods. Substantially different percentile rank determinations were
obtained as a function of calibration method.
The studies cited above all involved use of the Rasch model for
calibrating tests of different difficulty. The results indicate that
the applicability of the Rasch model to the problem of calibrating
unequally difficult tests may be suspect. Further research is needed to
clarify the issue. Further research is also needed concerning the
adequacy of the three-parameter model for the problem of calibration of
items from tests of different difficulty. Kolen (1980) compared nine
different methods for vertical and horizontal calibration. Seven of the
methods utilized item response models. Kolen (1980) investigated the
adequacy of the nine methods for calibration of two new forms of the
Iowa Tests of Educational Development and one old form. One new form
was easier than the old form while the other was intended to be
equivalent in difficulty to the old form. The criterion measure was the
extent to which predicted converted score distributions matched actual
score distributions of randomly equivalent groups. The Rasch model was
judged inadequate in the calibration of tests of differing difficulty.
Results obtained from the three-parameter model were encouraging, but
two problems limited the effectiveness of the model. First, abilities
could not be estimated for scores below the pseudochance or guessing
level. Interpolation had to used to determine these values. The effect
of this problem was, however, unknown.
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In another study, Marco, Peterson, and Stewart (1979) utilized
data from the Scholastic Aptitude Test and the Test of Standard Written
English to investigate several calibration problems. Their conclusions
were similar to those of Kolen (1980). The Rasch model was judged to be
clearly inferior to the three-parameter model in calibrating tests of
different difficulty with samples of different ability. Comparisons
between the three-parameter and equipercentile methods were, however,
limited by criterion bias.
2 . 6 Summary
In this chapter a brief introduction to item banking has been
provided. The usefulness of item banks for storing items and building
flexible tests is clear. It is, however, desirable in many situations
(for instance, evaluation) to develop norms for item banks. Therefore,
a brief discussion of percentile ranks, the most widely used normative
scale, was included. Most item banks contain many more items with a
wider range of difficulty than that to which any single student would be
expected to respond. Further, most normative procedures require all
examinees to respond to the same set of items. In order to preserve the
flexibility of the bank and to allow each examinee to respond to items
which are appropriate for his or her ability, the examinee's ability
estimate must be independent of the particular items attempted. Then, if
the items used for norming are calibrated to a common scale with all
other items in the bank using item response theory, performance on any
subset of items may be referenced to the norms tables (if model
assumptions are met) . Procedures for developing such a scale were
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reviewed in this chapter. Finally, research which investigated the
adequacy of item response models for calibrating tests was reviewed. If
item response models can be used effectively to develop scales and
calibrate item subsets, it will allow for normative information to be
obtained from item banks without sacrificing flexibility. The results
of the research were inconclusive. Although the Rasch model appears to
be limited in the calibration of tests of different difficulty, it may
be applicable within item banks where increases in item difficulty would
probably be more gradual than the differences in difficulties in easy
and hard subtests or adjacent levels of norm-referenced instruments.
Some research would indicate that the three-parameter model is superior
to the Rasch model in situations where tests of differing difficulty are
to be calibrated. If, however, for the reasons cited above, the Rasch
model works well in item banking applications, the superiority of the
three-parameter model may disappear. Model selection may therefore
depend on the range of the item bank and on the increments in difficulty
of the items in the bank.
The current study was intended to supplement available research
and to extend it in the following ways. First, the adequacy of
calibration with the Rasch model and with the three-parameter model was
investigated with a large item bank which is used for
criterion-referenced testing. Most previous studies have utilized
norm-referenced tests. Differences in the test score distributions
which usually result from the two types of tests may effect the
performance of the models in calibration of an item bank. Score
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distributions which result from criterion-referenced tests are typically
more homogeneous and skewed than those which are found with
norm-referenced tests. This could effect item parameter estimation.
Second, the size of the bank allowed for a variety of different tests
with varying difficulties to be developed. Further information
regarding the design of the study and the data which were used is
presented in Chapter III.
CHAPTER III
METHODS OF INVESTIGATION
3.1 Introduction
In this chapter, the procedures by which the study was conducted
are explained. The chapter is divided into four sections. Section 3.2
contains a brief description of the data which were utilized to conduct
the study. A step-by-step listing of the procedures used in the study
is provided in Section 3.3. Conditions under which parameter estimation
was conducted are included in Section 3.4. Section 3.5 contains the
procedures which were used to assess unidimensionality and goodness of
fit
.
3.2 Description of the Data
The data used in this study were selected from the responses of
third, fourth, and fifth grade examinees to items included in a
nationally marketed criterion-referenced achievement test, the
Individualized Criterion-Referenced Tests (ICRTs). The ICRTs are
composed of tests which are intended to be integrated into a first
through eighth grade curriculum. Subject areas covered by the tests are
reading and mathematics. Only reading items were included in this
study. Ten item sets of 64 items each were selected from the data.
Item sets were developed so that the last sixteen items of each set were
the same as the first sixteen items of the next set. Thus, in each
64-item test there were 16 items common to the previous set and 16 items
common to the subsequent set. The responses of third, fourth, and fifth
graders who had responded to all of the items in one of the item sets
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were selected for use in the study.
The booklets which were included in each item set, the number of
examinees used in estimation, the test means, standard deviations,
KR“20 s, and standard errors of measurement for the item sets are shown
in Table 3.2.1. As can be seen, sample size ranged from 498 to 2130
examinees. Each item set was relatively easy for the examinee group
which attempted the items. Item Set 9 was the most difficult (Mean =
38.81) and Item Set 1 was the easiest (Mean = 48.65) for the group which
attempted them. The smallest standard error of measurement (3.968) was
in Item Set 1. The highest standard error of measurement was 4.627.
This occurred in Item Set 9.
Table 3.2.1
ICRT Booklet Numbers, Sample Sizes, and Classical Test Statistics
for Each Item Set
Item
Set
Booklet
Numbers
Sample
Size
Standard
Mean Deviation KR-20 SEM
1 213, 215, 217, 219 498 48.65 12.80 .951 3.968
2 219, 223, 225, 227 704 47.26 11.59 .934 4.143
3 227, 229, 233, 235 1048 42.68 11.45 .918 4.534
4 235, 237, 239, 243 1308 44.28 10.64 .914 4.323
5 243, 245, 247, 249 1481 44.61 11.11 .917 4.439
6 249, 253, 255, 257 1510 46.21 10.65 .916 4.277
7 257, 259, 263, 265 2130 44.13 10.25 .897 4.527
8 265, 267, 269, 273 1405 39.96 9.28 .868 4.603
9 273, 275, 277, 279 1403 38.81 8.54 .840 4.627
10 279, 283, 285, 287 559 40.92 8.76 .853 4.572
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3.3 Procedures
In this section, the design of the study and the procedures by
which it was conducted are explained. A step-by-step listing of the
procedures used in the data analysis is provided.
Step 1 : Ten 64-item tests were selected from the
available items. Items were selected for the tests
in a manner which corresponded roughly to ordering
items by difficulty.
Step 2 : Responses of all third, fourth, and fifth
grade students who had responded to one of the item
sets developed in Step 1 were selected for
parameter estimation.
Step 3 : An item response model was selected
(one-parameter or three-parameter)
.
Step 4 : Item parameter and ability estimates were
obtained as described in Section 3.4 using the
LOGIST program (Wood, Wingersky, and Lord, 1976).
Step 5 : A measure of the unidimensionality of each
item set was obtained via factor analytic
techniques (See Section 3.5 for a discussion of the
use of factor analysis to assess
unidimensionality) .
Step 6 : Several measures of the fit between results
predicted by the model being used and the observed
results were calculated. The procedures by which
the measures were calculated are described in
Section 3.5.
Step 7 : Estimated item difficulties of the linking
items were plotted. Theoretically, the only
difference between the item parameter estimates
obtained for the linking items in two different
item sets is a difference in the scale which is
used to describe them. For that reason, a plot of
item difficulties should lie on a straight line.
Step 8 : All items were calibrated to a single scale
using the procedures described in Chapter II. Item
Set 2 was first calibrated to the scale of Item Set
1. The Item Set 3 was calibrated to the revised
Item Set 2. This process was continued until all
item sets were calibrated.
Step 9 : All ability estimates were re-estimated using
the LOGIST program. Item parameter estimates
obtained during the calibration described above
were input to LOGIST and held constant throughout
the ability estimation. As a result of this step
all ability estimates were placed on the same
scale. Since item parameters were previously
calibrated to one scale, it was possible to compare
all ten item sets on the basis of average item
difficulty and on the spread of ability in the
examinee group which attempted the items.
Step 10 ; On the basis of the comparisons noted above
one item set was selected to serve as the norm set.
Item Set 5 was selected for norming.
Step 11: The ability estimates obtained for the
norming item set were divided into intervals of
0.20. The frequency of estimates within each
interval was used to derive the percentile ranks
and NCEs. This procedure was used for both the
one-parameter and the three-parameter models.
Since each possible response vector can
yield a unique ability estimate with the three
parameter model, it was decided to create the
intervals for developing norms At first
,
intervals were not used in developing the
one-parameter norms since only n-1 ability
estimates are produced with that model for any
given test (where n is the total number of items on
the test). Thus, a frequency distribution of
ability estimates would be the same as a frequency
distribution of raw scores. However, when items
other than those used in norming were used, the
ability estimates would have different values than
those generated when the norms were developed.
Therefore, Intervals were used for the
ono-pnr/imetor modol mh wo 11 ns for tlio
Llu'oo-par/imoLor modol wlioti norms woro dovolopod.
Kor oncli Itom soL, two parallol subtosts of
32 Itoms woro dovolopod. Items wore rnukod
according Lo difficnlly. Tlio easiest Item was
assigned to Sid)tost 1. 'I’ho next two Items were
assigned to Subtost 2. Tbo fourth and fifth itoms
woro assigned to Subtest 1. This altornntlng
patterti was contiuuod until all Itoms woro assigned
to a subtost.
Stop 13 ; Ability estimates woro obtained from each of
tho subtosts formed by dividing the itCMu'sot Into
parallel lialvos. Those ostimatos and tho
corresponding percent il os and NClF.s woro compared.
Comparisons woro made for tho total group
and for three ability groups which were formed ou
tho basis of percentile rank assignment from
ability ostimatos based on tho total item sot (64
items). Examinees who wore asslgiuul percentile
ranks loss than or ocjual to 35 on tho total tost
were considered to be low ability examinees; those
who were assigned a percentile rank between 35 and
65 on the total test wore placed in the middle
ability group, and the remaining examinees were
placed in tho liigh ability group.
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Ste2_14: For each item set, two non-parallel subtests
of 32 items were developed. Item^ were ranked
according to difficulty. The easiest items were
assigned to one subtest and the hardest 32 items to
the other.
Step Ability estimates were obtained from each of
the subtests formed by dividing the item set into
non-parallel halves. These estimates and the
corresponding percentiles and NCEs were compared.
3.4 Parameter Estimation
The LOGIST computer program (Wood, Wingersky, and Lord, 1976)
was used throughout the study to obtain item parameter and person
ability estimates. During initial estimation, ability estimates were
held within the range {-4.00, +4.00} inclusive. Standardization was
performed on the item difficulty estimates. For the one-parameter
estimation, the standard deviation of the difficulties was ignored
during standardization. LOGIST was allowed to run until normal program
termination. A summary of the number of stages required to reach
convergence for each item set can be found in Table 3.4.1.
When LOGIST is used for one-parameter analysis, all item
discrimination indices are set to a common value. Generally this value
is determined in the program. In this study, however, all one-parameter
discrimination values were held at 1.00. This was done since the
results of the various analyses were to be calibrated with one another.
Holding all discriminations at the same value across runs was necessary
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since there are no formulas for adjusting for different average
discriminations in one“parametGr calibration. When one“parameter
analyses are conducted using programs which conduct only one-parameter
analyses, there is not a need to incorporate a constant value for the
item discrimination since it is not included in the model. Choosing a
value of 1.00 as a common value parallels that situation since
multiplying and dividing by 1.00 as well as raising a number to the
power 1.00 has no effect on the original number.
Table 3.4.1
Summary of Number of Examinees Used in Initial Estimation and
Number of Stages Required for Convergence
Item
Set
Examinees
in Group
Abilities
Estimated
Total
One-Parameter
Stages
Three -Parameter
1 498 481 5 16
2 704 694 5 14
3 1048 1047 5 14
4 1308 1302 5 15
5 1481 1477 5 18
6 1510 1497 5 18
7 2130 2127 5 19
8 1405 1395 5 17
9 1403 1403 6 14
10 559 558 6 14
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Uko( 1 to Abhp.hm IJnjdliiuMn* loiui 1 1 Ly nnd CloodiuiiiH of Fit
Itoni rospoiiHo modoU arn basnd on Htroiijj aHsnmpt Ions which am
rarely, if avur
,
mist In practice. It In common, tlie.refore, to aHdeHN
the degree to which awHumptlons are mot and/or tlie degree to which
theoretical outcomes are obtained in practice. These analyses urn
Important In the determination of whether or not It Is approprl/ite to
use Item response analysis with a particular set of Items. In this
section, the procedures used in tills study to assess unidimensionality
and goodnciss of fit are explained.
Unidimensional I ty
One Important assumption of the one- /nid throe-j)/irametor models
Is th/it of nn 1 (1 1 limns loiwi 1 1 ty . Both models assume that only one trait
underlies an iixamlnee's performance on the tost to be analyzed. One
method of assessing nn Id linens iona I ity is through factor analysis.
According to Lord (l‘JH0), if /iblllty (thet/i) Is normally distributed in
the group tested. If the I tern resjionse function Is a normal ogive, and
if there is no guessing, the matrix of t(*trachor Ic correlations will be
of unit rank and theta m/iy be thought ol’ as a common factor to the
items. To the extent that the conditions above are not met, spur ions
factors can result when the tetrachor ics are I'actor analy/anl. Also, In
some Instances a matrix of sample tetrachor 1 cs will h/ive a determinant
of zero me/ining tluit It can not be Inverted to yield a factor analytic
solution (Cook and F.Ignor, 1‘lHl). Factor analysis of phi coefficients
can also be used to /issess iin id Imens loua 1 1 ty . If, however. Items differ
widely in difficulty, sjiurlous factors can result due to non-linearity
1
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of the regression of the items on the fnctorCs) (McDonald and Ahlawat,
1974)
.
Clearly, there are problems associated with the use of factor
analysis to assess unidimensionality. Still, it can be used as a rough
indicator of unidimensionality. In general, if the eigenvalue
associated with the first factor is much larger than the second and the
second is not much larger than the others, the items are probably
sufficiently unidimensional for item response analysis. To obtain a
rough indication of unidimensionality, a principal components factor
analysis was performed on a matrix of inter-item correlations (phi
correlations) for each item set.
3.5.2 Goodnes s of Fit
An indirect method of assessing the extent to which model
asumptions are met is to determine the extent to which predicted results
are obtained in practice. Basically investigation of goodness of fit
involves fitting the model to the data, and calculating and examining
differences between observed responses and the estimated probability of
response (Traub and Wolfe, 1981).
Five measures of goodness of fit were used in the study. The
statistics used and the procedures by which they were calculated are
explained below:
(a.) The ability scale was divided into 20 equal
intervals from -4.0 to 4.0.
(b.) The number of examinees for whom ability
estimates fell within the interval was
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calculated
.
(c.) For each interval in which fifteen or more
examinees had ability estimates (referred to as
valid intervals below)
,
the observed proportion
correct for each item was calculated.
(d.) The predicted probability of a correct response
for an examinee whose ability was at the midpoint
of the interval was calculated for the item
response model being used.
(e.) Five statistics were calculated to determine the
agreement between predicted and observed
proportions correct. These statistics were:
1. II. The percent of intervals identified in (c)
above for which the observed proportion correct
(P^) falls within plus or minus one binomial
error of the predicted proportion correct CPj)-
2. PI. The percent of the population whose
ability estimates were within intervals for which
the observed proportion correct was within plus
or minus one binomial error of the predicted
proportion correct. To calculate this statistic,
the number of examinees who were in each interval
for which P. was with plus or minus one binomial
1
error of P. was determined. These numbers were
J
summed and then divided by the total number of
A
examinees in valid intervals. This has the
effect of weighting II for sample size.
3. AAD. The average absolute deviation between
observed and predicted proportion correct for all
valid intervals.
4. WAAD. The weighted (for sample size) average
absolute deviation between observed and predicted
proportion correct for all valid intervals
5. MSQ. The mean squared deviation between
observed and predicted proportion correct for all
valid intervals (divided by the number of
examinees in the interval). This statistic
resulted in very small numbers. For ease of
reading, it has been multiplied by 1000 in all
tables in which it appears.
CHAPTER IV
RESULTS
4.1 Introduction
In this chapter the results of the study are presented. The
chapter is divided into four sections. In Section 4.2 results are
presented which relate to the extent to which model assumptions were
met. Goodness of fit results are presented in Section 4.3. In Section
4.4, the results concerning the calibration and norming are presented.
Consistency of ability estimation and the assignment of percentile ranks
and NCEs results are presented in Section 4.5.
4.2 Tests of Assumptions
Table 4.2.1 contains the eigenvalues associated with each of the
first ten factors for each item set. Following the eigenvalues are two
rows which contain the ratio of the first eigenvalue to the second
eigenvalue and the second to the third repectively. The ratio of the
first eigenvalue to the second is more than twice as large as the ratio
of the second to the third in all cases. However, the data do appear to
depart from unidimensionality. The last row of the Table contains the
percent of variance accounted for by the first factor. Item Sets 6
through 9 have first factors which account for less than ten percent of
the variance. In all cases, the variance accounted for by the first
factor is less than wh^t is desirable (Reckase, 1979). However, as was
explained in Section 3.5, spurious factors may arise if a factor
analysis is performed on a matrix of phi coefficients if item difficulty
varies widely. Appendix A contains item statistics for the items used
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in the study. While the items were generally easy, there is a wide
range of difficulty within each item set. The smallest difficult range
was .561 in Item Set 2 and the largest was in Item Set 9 (.818). The
average range was .676. This could partly explain the factor analytic
results
.
An assumption of the one-parameter model which is not shared by
the three-parameter model is that of equal item discrimination indices
for all items. The extent to which this assumption was met can be
examined by looking at the point biserials reported in Appendix A.
While most items have relatively similar point biserials, there is
clearly variation in each item set. The clear majority of items contain
discrimination indices which are within 0.20 of one another in all item
sets. In each item set, a 0.20 interval was chosen in which the largest
percentage of point biserials fell. In 5 of the item sets, over 80
percent of the items fall within a 0.20 range. Three item sets have
over 70 percent of the item discriminations within 0.20. One item set
had 68.7 percent of the item discriminations within that range and the
last item sets had only 54.7 percent. However, from 10.5 to 45.3
percent of the items are outside the range. Overall, 71.4 percent of
the items have point biserials between 0.41 and 0.60.
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Table 4.2.1
Eigenvalues Associated with Each of the First Ten Factors
for Each Item Set
Item Set
Factor 1 2 ; 5 61 7 8 9 10
1 11. 26 8. 64 6. 94 7. 00 7. 03 7. 23 6. 16 4. 90 4. 40 4. 64
2 2. 62 2. 32 1. 62 1. 93 1. 52 1. 70 1. 64 1. 30 1. 15 1. 31
3 1. 65 1. 27 1. 45 1. 40 1. 34 1. 63 1. 08 1. 11 1. 02 1. 13
4 1.,46 1., 14 1. 32 1. 31 1. 12 1. 00 1. 03 0. 99 0. 93 1. 07
5 1.,01 1.,05 1.,06 1. 02 1. 00 0. 97 0.,94 0. 95 0. 90 0. 99
6 0,,86 0.,89 0,,90 0.,93 0.,87 0,.83 0,,81 0,,85 0.,87 0.,99
7 0,,81 0,,82 0,.86 0.,86 0..85 0,.79 0,,78 0,.83 0..83 0,,93
8 0,,77 0,.80 0,.83 0,,80 0,,77 0,,76 0,.75 0,.81 0 .82 0,.91
9 0,.76 0,.79 0,.79 0,,79 0,,74 0,.72 0,.73 0 .68 0 .79 0,.88
10 0,.72 0,.76 0 .76 0,.75 0,.73 0 .71 0 .73 0 .67 0 .77 0 .86
1:2 4 .30 3 .72 4 .29 3 .63 4 .64 4 .24 3 .76 2 .99 3 .84 3 .55
2:3 1 .59 1 .82 1 . 12 1 .38 1 . 13 1 .05 1 .51 1 .17 1 . 12 1 . 15
% Var 17 .59 13 .50 10 .84 10 .94 10 .98 12 .30 9 .63 7 . 66 6 .88 7 .25
4.3 Goodness of Fit Results
Appendix B contains item-by-item results for the goodness-of-f it
statistics. For all of the fit statisitcs, the three-parameter model
yielded better results than the one-parameter model. Excluding items
for which the results for a given statistic were equal, the results
favored the three-parameter model by a wide margin for all statistics.
The II statistic calculated for the three-parameter model was higher
than the one-parameter II statistic for 69 percent of the items. For 75
percent of the items the three-parameter PI statistic was higher than
the one-parameter PI statistic. For 70 percent of the items a better
AAD value was obtained with the three parameter model. WAAD values
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favored the three-parameter model for 71 percent of the items.
Three -parameter MSQ values were smaller than one-parameter values for 73
percent of the items.
Table 4.3.1 contains a summary of the results contained for the
II
>
AAI)
,
WAAD
,
and MSQ statistics. The means and standard
deviations of the statistics are reported for each item set In the
Table. This table reinforces the results reported in Appendix B. For
most statistics included in the Table, the three-parameter results were
superior to the one-parameter results. The only exceptions are in Item
Set 9 where II and PI favored the one-parameter model and in Item Sets 5
and 6 where the mean squared deviation (MSQ) was smaller for the
one-paramenter than the three-parameter model. Since the three
parameter model is a more general model the the one-parameter model, it
could be expected that goodness of fit statistics would be as good or
better for the three-parameter model than for the one-parameter in all
cases. A possible explanation for this discrepancy is poor parameter
estimation with the three-parameter model. If parameter estimation is
poor for the three parameter model, it is possible that the fixed c of
0.0 and constant a of 1.00 used in the one-parameter estimation provided
a better average representation of the true values than the obtained
three-parameter values.
A9
Table 4.3.1
Summary of Goodness of Fit Statistics
for Ten Item Sets and Two Item Response Models
—
Item
Set
One
-parameter Model
PI 11 AAD WAAD MSQ
Three-parameter Model
PI 11 AAD WAAD MSQ
1 Mean 59 62 0. 056 0. 047 0. 153 73 74 0. 042 0. 037 0. 105
SD 21 18 0. 025 0. 021 0. 135 13 11 0. 016 0. 016 0. 070
2 Mean 61 62 0. 035 0. 033 0. 027 74 74 0. 028 0. 026 0. 024
SD 20 19 0. 019 0. 018 0. 033 17 17 0. 014 0. 013 0. 023
3 Mean 61 58 0.,038 0. 032 0. 022 71 71 0. 032 0. 027 0. 019
SD 26 22 0.,021 0. 018 0. 031 15 14 0. 010 0. 009 0. 012
4 Mean 44 49 0.,045 0.,036 0. 028 72 73 0.,029 0. 021 0. 014
SD 25 23 0.,026 0.,020 0.,032 20 18 0.,013 0, Oil 0.,012
5 Mean 50 52 0,.040 0.,033 0,,018 75 75 0,,036 0.,025 0,,030
SD 26 24 0,.024 0,,020 0.,022 17 13 0,.010 0..009 0,,018
6 Mean 46 46 0,.047 0,,034 0,,027 68 67 0,.039 0,.027 0,.028
SD 26 23 0,.023 0,,018 0,.024 21 18 0 .013 0,.010 0 .019
7 Mean 43 44 0,.053 0,.035 0,.025 73 72 0 .034 0 .021 0 .018
SD 26 21 0 .029 0 .021 0 .027 15 13 0 .010 0 .006 0 .012
8 Mean 44 44 0 .048 0 .035 0 .022 72 70 0 .035 0 .023 0 .018
SD 30 27 0 .025 0 .018 0 .021 23 19 0 .014 0 .010 0 .014
9 Mean 39 41 0 .055 0 .041 0 .025 31 34 0 .051 0 .035 0 .009
SD 31 27 0 .033 0 .025 0 .028 37 28 0 .022 0 .014 0 .009
10 Mean 53 50 0 .066 0 .045 0 . 102 57 61 0 .039 0 .030 0 .020
SD 31 26 0 .032 0 .024 0 . 100 33 27 0 .018 0 .015 0 .067
4.4 Calibration and Nortning
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The plots of the estimated one-parameter linking items for each
item set pair are shown in Figures 4.4.1 through 4.4.9. Figures 4.4.10
through 4.4.18 contain the corresponding plots for the three-parameter
model. The amount of scatter varies from plot to plot, but, in general,
a definite linear pattern is evident in all the plots.
The mean difficulties of the linking items used to calibrate the
one-parameter estimates are reported in Table 4.4.1. The averages
reported in the column headed "First Item Set" are based upon the
linking items for that particular item set after they have been
calibrated. That is, Item Set 2 was first calibrated to Item Set 1.
Then, the calibrated Item Set 2 item difficulties were used when Item
Set Three was calibrated. Thus, Item Set Three was calibrated to the
scale of Item Set 1 through the already calibrated second item set.
This pattern was followed for all item sets. Also reported in the Table
is the calibration constant formed by calculating the difference in the
means. Table 4.4.2 contains means and standard deviations of the
difficulties of the items used in three-parameter calibrations. As in
Table 4.4.1, means and standard deviations labelled "First Item Set"
have been calibrated to the scale of Item Set 1. The calibration
constants A and B, which represent the slope (A) and intercept (B) of
the conversion line for each pair of Item Sets, are also reported in the
Table. The mean, range and standard deviation of the items in each item
set following calibration are reported in Table 4.4.3.
Table 4.4.4 contains the means and standard deviations of the
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ability estimates for each item set following re-estimation. Based on
the results reported in Tables 4.4.3 and 4.4.4, Item Set 5 was chosen as
the item set for which norms would be developed. Item Set 5 was chosen
because the mean difficulty of the items and ability of the examinees
was roughly in the middle of the range represented by all ten item sets,
the range of values was fairly representative to somewhat large in
comparison to other item sets, and sample size was reasonable. Norms
were developed as described in Chapter III. The resulting one- and
three-parameter percentiles and NCEs are reported in Table 4.4.5.
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Table 4.4.1
One-Parameter
Means of Difficulty Estimates of Linking Items and the Calibration
Constant for Each Item Set Pair Following Calibration
Item Set
Pair
Mean Difficulty Estimates
First Item Set Second Item Set
Calibration
Constant
1 - 2 0. 822 0. 250 0. 572
2 - 3 0.,701 -0. 380 1. 081
3 - 4 1..285 0., 109 1., 176
4 - 5 1,.438 -0.,076 1.,514
5 - 6 1,,558 -0,.094 1,.652
6 - 7 2,.321 0,. 142 2 . 179
7 - 8 2 . 125 -0 .580 2 .705
8 - 9 2 .994 -0
. 153 3 . 147
9 -10 3 .272 -0
. 163 3 .109
Table 4.4.2
Three -Parameter
Means and Standard Deviations of Difficulty Estimates of Linking
Items and the Calibration Constants for Each Item Set Pair
Following Calibration
Difficulty Estimates Calibration
Item Set First Item Set Second Item Set Constants
Pair Mean SD Mean SD A B
1-2 0.508 0.653 0.370 1.384 1.287 0.908
2-3 1.295 1.543 -0.547 1.124 1.191 1.776
3-4 0.753 1.207 0.084 2.132 1.604 1.998
4-5 1.470 1.643 -0.161 2.682 1.118 2.861
5-6 0.676 0.675 -0.332 2.939 0.998 3.270
6-7 1.146 0.729 0.417 4.380 0.636 4.115
7-8 0.467 0.367 -0.982 3.940 0.785 4.711
8-9 0.395 0.862 -0.191 5.087 2.181 5.504
9-10 0.818 1.287 -0.060 5.563 1.574 5.656
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Table 4.4.3
Means, Ranges, and Standard Deviations of Item Difficulty
Estimates Following Calibration
Item
Set Mean
One
-parameter
Standard
Range Deviation
Three
-parameter
Standard
Mean Range Deviation
1 0.000 2.800 0.581 0.000 5.584 1.000
2 0.572 2.524 0.674 0.908 5.393 1.287
3 1.081 2.443 0.603 1.776 6.221 1.191
4 1.177 3.107 0.731 1.998 7.222 1.604
5 1.514 2.704 0.541 2.861 5.393 1.118
6 1.652 2.699 0.615 3.270 4.568 0.998
7 2.179 2.284 0.515 4.115 3.031 0.636
8 2.705 2.438 0.631 4.711 3.380 0.785
9 3.147 3.431 0.705 5.504 17.546 2.181
10 3.434 2.645 0.667 5.657 11.789 1.574
Table 4. 4.4
Means
,
Ranges
,
and Standard Deviations of Ability
Estimates Following Calibration
One-parameter Three-parameter
Item
Set
Sample
Size Mean Range
Standard
Deviation Mean
Standard
Range Deviation
1 498 0.970 4.980 0.835 0.916 7.399 1.428
2 704 1.187 4.006 0.840 1.917 8.724 1.428
3 1048 1.675 3.786 0.649 2.223 9.421 1.233
4 1308 1.888 4.017 0.653 2.727 11.553 1.503
5 1481 2.172 3.779 0.640 3.474 11.152 1.379
6 1510 2.449 4.111 0.630 3.927 10.865 1.144
7 2130 2.789 4.154 0.552 3.952 7.069 2.078
8 1405 3.119 3.608 0.465 4.785 7.479 0.811
9 1403 3.511 3.350 0.444 5.092 4.917 1.505
10 559 3.905 3.259 0.462 5.246 9.084 1.989
Table 4.4.5
Norms Developed for Item Set 5
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Interval Range
One-parameter
Percentile NCE
Three -parameter
Percentile NCE
>7.00 99.0 99 99.0 99
6.81 - 7.00 99.0 99 99.0 99
6.61 - 6.80 99.0 99 99.0 99
6.41 - 6.60 99.0 99 99.0 99
6.21 - 6.40 99.0 99 99.0 99
6.01 - 6.20 99.0 99 98.4 93
5.81 - 6.00 99.0 99 97.7 93
5.61 - 5.80 99.0 99 96.7 90
5.41 - 5.60 99.0 99 95.5 85
5.21 - 5.40 99.0 99 93.9 83
5.01 - 5.20 99.0 99 91.7 80
4.81 - 5.00 99.0 99 88.9 76
4.61 - 4.80 99.0 99 85.0 72
4.41 - 4.60 99.0 99 79.9 68
4.21 - 4.40 99.0 99 74.0 64
4.01 - 4.20 99.0 99 67.6 60
3.81 - 4.00 99.0 99 60.9 56
3.61 - 3.80 99.0 99 54.2 51
3.41 - 3.60 98.4 93 47.4 48
3.21 - 3.40 96.5 90 40.9 45
3.01 - 3.20 93.2 81 34.9 42
2.81 - 3.00 87.5 75 29.4 38
2.61 - 2.80 79.4 61 24.0 35
2.41 - 2.60 69.6 54 19.2 32
2.21 - 2.40 58.3 48 15.1 28
2.01 -•2.20 46.2 41 12.0 25
1.81 2.00 34.5 35 9.7 23
1.61 • 1.80 23.9 29 8.2 21
1.41 - 1.60 15.6 22 6.9 19
1.21 - 1.40 9.6 16 5.8 17
Table 4.4.5 (continued)
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One-parameter Three-parameter
Interval Range Percentile NCE Percentile NCE
1.01 - 1.20 5.3 9.1 4.8 15
0.81 - 1.00 2.6 2.5 3.9 13
0.61 - 0.80 1.2 1.0 3.3 11
0.41 - 0.60 1.0 1.0 2.8 9.7
0.21 - 0.40 1.0 1.0 2.3 8.0
0.01 - 0.20 1.0 1.0 1.9 6.3
-0.19 - 0.00 1.0 1.0 1.6 4.8
-0.39 - -0.20 1.0 1.0 1.4 3.7
-0.59 - -0.40 1.0 1.0 1.4 3.7
-0.79 - -0.60 1.0 1.0 1.3 3.1
-0.99 - -0.80 1.0 1.0 1.3 3.1
-1.19 - -1.00 1.0 1.0 1.2 2.5
-1.39 - -1.20 1.0 1.0 1.2 2.5
-1.59 - -1.40 1.0 1.0 1.1 1.8
-1.79 - -1.60 1.0 1.0 1.0 1.0
-1.99 - -1.80 1.0 1.0 1.0 1.0
-2.19 - -2.00 1.0 1.0 1.0 1.0
-2.39 - -2.20 1.0 1.0 1.0 1.0
-2.59 - -2.40 1.0 1.0 1.0 1.0
-2.79 - -2.60 1.0 1.0 1.0 1.0
-2.99 - -2.80 1.0 1.0 1.0 1.0
<
-3.00 1.0 1.0 1.0 1.0
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4.5 Consistency of Ability Estimates
Average scores, standard deviations, and KR-20s for the parallel
subtests are shown in Table 4.5.1. The number of examinees for whom
ability estimates were available on both parallel subtests is reported
in Table 4.5.2. Table 4.5.3 contains results related to the issue of
bias in estimation from the parallel tests for the one- and
three-parameter models. Average deviations in assigned NCE are shown in
Table 4.5.3. NCEs were chosen since they are designed to be an equal
interval scale so that, unlike percentiles, NCEs can appropriately be
averaged. The examinee group for each item set was divided into three
groups following parameter estimation. Examinees whose percentile rank
was 35 or below on the 64 items in the total item set were placed in the
low group. Examinees with assigned percentile ranks between 35 and 65
were placed in the middle group. All other examinees were placed in the
high group. Results for all three groups as well as those for the total
group are reported. Results based on fewer than sixty examinees were
deleted from this and all subsequent tables in which results from the
models are compared. This was done to avoid making comparisons on
samples which were too small to yield stable results. Sixty was chosen
as a cutoff because it appeared to represent a break point in the
distribution of sample sizes. The average absolute deviations in
ability estimates, z-scores, percentile rank assignment and NCE
placement are reported in Tables 4.5.4 through 4.5.7. The format of
these tables is similar to the format of Table 4.5.4. Table 4.5.4
contains average absolute deviations of ability estimates. In this
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4.5.1 Parallel Test Results
Little or no bias was found in the results obtained from the
parallel test results as reported in Table 4.5.3. This Table contains
average deviation of NCE placement for the parallel tests.
One-parameter results were split almost evenly between positive and
negative values for the total group and the three ability groups. More
negative than positive values were obtained for the three-parameter
results. The cause of this result is not clear. It is not likely that
test differences account for the bias. It can be seen from Table 4.5.1
that the first of the parallel tests was not consistently the easier or
harder of the two. Thus, negative values in the table do not indicate a
consistently lower placement on a harder or an easier test.
Ability estimates obtained from the parallel tests from the two
parallel tests with the one-parameter model were similar. The largest
average absolute deviation reported in Table 4.5.4 for the one-parameter
model is 0.40. Most values are in the 0.25 - 0.35 range.
Three-parameter values are somewhat larger. They range from 0.36 to
0.97. However, it is difficult to make comparisons of the results
between the models. There are at least two reasons for this difficulty.
First, since the correlation between item difficulty estimates from the
one- and the three-parameter models is not perfect, there were minor
differences in the particular items which were placed in each subtest.
In most cases this difference was only one or two items, but the tests
were not identical. Second, as was shown in Table 4.4.4, the range of
ability estimates obtained with the one-parameter model was much smaller
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than the range obtained with the three-parameter model. Thus, a change
of 0.10 in ability estimates with the one-parameter calibration is not
the same as a change of 0.10 with the three-parameter model. Therefore,
ability estimate changes are not directly comparable. Converting
ability estimates to z-scores and then calculating results offers one
way to compare the models. These conversions are reported in Table
4.5.5. As can be seen in that table, this makes the results obtained
with the two models seem more similar. Differences in z-scores are much
smaller than the differences in ability noted in the previous Table.
However, the results shown in Table 4.5.5 still favor the one-parameter
model in all but five comparisons.
A somewhat different situation is seen with the percentile rank
and NCE results. In Table 4.5.6 and 4.5.7 smaller average absolute
deviations are noted for the three-parameter percentile rank results
than for the one-parameter results. As was mentioned previously,
however, percentiles are not equal interval so averages of percentiles
are only a rough indication of equivalence. NCEs are on an interval
scale so the results may be averaged. Nineteen out of the twenty-eight
comparisons of NCE results shown in Table 4.5.7 favor the
three-parameter model.
4.5.2 Non-parallel Test Results
Non-parallel test results showed a clear indication of bias. It
can be seen from the average deviation of NCEs reported in Table 4.5.10
that there was clear bias for all item sets at all ability levels. The
bias was such that examinees received higher estimates on the easy test
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than on the hard test.
Comparison of Tables 4,5.4 and 4.5.11 shows that the average
absolute deviation In ability estimates was three to four times as great
with the non-parallel tests as with the parallel tests for each model.
Results of comparisons of z-scores, percentiles, and NCEs are similar to
those of the parallel tests. That Is, while the average absolute
deviations are much larger than with the parallel tests, the magnitude
of the average absolute deviation of z-scores Is smaller for the
one-parameter model In most cases. However, average absolute deviation
of percentile ranks and NCEs favor the three-parameter model In the
majority of the comparslons.
Table 4.5.1
Test Score Statistics for Parallel Subtests
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Item Set
Form
One
Mean
s-parameter
SD KR-20
Three
-parameter
Mean SD KR-20
1 A 23.90 6.32 .8944 23.76 6.36 .8952
B 23.80 6.28 .8891 23.95 6.33 .8924
2 A 23.51 5.72 .8607 23.58 5.54 .8521
B 23.42 5.60 .8526 23.48 5.69 .8600
3 A 21.25 5.96 .8497 21.34 5.82 .8404
B 21.18 5.71 .8312 21.26 5.92 .8465
4 A 22.05 5.32 .8256 22.05 5.39 .8278
B 22.14 5.44 .8336 22.17 5.31 .8275
5 A 22.25 5.91 .8547 22.06 5.64 .8371
B 22.18 5.53 .8268 22.39 5.77 .8438
6 A 23.15 5.15 .8180 22.93 5.16 .8161
B 23.17 5.20 .8203 23.40 5.18 .8211
7 A 22.05 5.47 .8208 22.06 5.36 .8141
B 22.04 5.11 .7894 22.04 5.28 .8028
8 A 20.16 4.75 .7492 20.25 4.58 .7326
B 20.07 4.50 .7163 19.98 4.64 .7297
9 A 19.40 4.37 .6953 19.44 4.60 .7300
B 19.38 4.75 .7412 19.34 4.58 .7175
10 A 20.45 4.71 .7466 20.38 4.51 .7175
B 20.53 4.48 .7175 20.62 4.69 .7471
i
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Table 4.5.2
Number of Examinees in Each Ability Group for Each Item Set
Parallel Subtests
Item Set One-parameter
Abilty Group
Total Low Middle High
Three
-parameter
Ability Group
Total Low Middle High
1 445 420 25 - 437 437 . •
2 664 573 57 34 625 546 69 10
3 1025 726 174 125 1007 805 148 54
4 1282 739 300 243 1272 787 267 218
5 1457 601 326 530 1435 519 393 514
6 1471 341 390 740 1445 262 503 680
7 2111 168 302 1641 1715 18 178 1519
8 1393 8 68 1317 1340 7 52 1281
9 1400 - 4 1396 1355 26 14 1315
10 557 - - 557 479 14 3 462
Table 4.5.3
Average Differences in Assigned NCE from Parallel Subtests
Average Deviation
Item Set One -parameter
- Abilty Group
Three -parameter
Ability Group
Total Low Middle High Total Low Middle High
1 -0. 21 -0.,04 -0. 02 -0.,02
2 0.,03 0.,66 - - -0. 60 -0.,18 -4. 67 -
3 1., 11 0,,05 2.,67 5. 16 -0. 73 -0.,64 -0. 32 -
4 -0,,68 0,.24 -1., 18 -2.,85 0..81 0,.58 0.,38 2. 20
5 0,.69 -1,.25 2.,73 1.,63 -1.,07 0,. 11 -1.,14 -2. 33
6 -5,.07 -4,.04 -6.,31 -4,.89 -1,.87 -1 .73 -1,.60 -2,.13
7 0,.13 -1,.56 -1,.70 0,.64 -0,.53 - 0,.55 -0,.58
8 0 .35 - -0 .44 0,.36 -0,.50 - 2 .69 -0,.63
9 0 .57 - - 0 .56 -2 . 19 - 8 .57 -2 .26
10 -0 .44 • • -0 .44 0 .61 18 .33 0 .52
k
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Table 4.5.4
Average Differences in Assigned Ability from Parallel Subtests
Average Absolute Deviation
Item Set One-parameter
Abilty Group
Total Low Middle High
Three
-parameter
Ability Group
Total Low Middle High
1 0. 28 0. 28 -
2 0. 28 0.,27 -
3 0.,30 0.,26 0.,36
4 0..29 0.,27 0.,30
5 0,.33 0..28 0,,32
6 0,.28 0,.27 0,.26
7 0,.29 0,.29 0 .26
8 0 .27 - 0 .24
9 0 .29 - -
10 0 .31 - -
- 0. 37 0. 37 - -
- 0. 52 0. 51 0. 61 -
0. 42 0. 65 0.,68 0.,55 -
0. 37 0.,63 0,,71 0,.49 0. 51
0.,40 0.,77 0,,72 0,.59 0. 97
0.,30 0,.47 0 .54 0 .37 0..53
0..29 0 .42 - 0 .36 0,.42
0,.28 0 .40 - - 0 .39
0 .29 0 .57 - - 0 .55
0 .31 0 .75 - - 0 .75
Table 4.5.5
Average Differences in Assigned Z-score from Parallel Subtests
Average Absolute Deviation
Item Set One-parameter
Abilty Group
Total Low Middle High
Three -parameter
Ability Group
Total Low Middle High
1 0.,41 0.,41
2 0.,42 0.,40
3 0.,45 0,,40
4 0,.48 0,.43
5 0,.47 0,.40
6 0 .42 0 .43
7 0 .50 0 .50
8 0 .57 -
9 0 .58 -
10 0 .59 -
- - 0. 44
- - 0.,54
0. 53 0. 63 0.,48
0..49 0. 60 0,,45
0.,44 0.,58 0,,52
0..35 0,.45 0,.54
0,.44 0,.51 0 .66
0 .50 0,.57 0 .66
- 0 .58 0 .60
- 0 .59 0 .60
0.,44 - -
0.,53 0.,62 -
0,,50 0,,41 -
0,.51 0,.34 0. 36
0 .48 0,.39 0.,65
0 .61 0 .42 0.,60
- 0 .57 0,.66
-
- 0,.65
-
- 0 .59
-
- 0 .60
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Table 4.5.6
Average Differences in Assigned Percentile from Parallel Subtests
Average Absolute Deviation
—
Item Set One-parameter Three
-parameter
Abilty Group Ability Group
Total Low Middle High Total Low Middle High
1 2. 02 1,,43 - - 0. 60 0.,60
2 10.,80 9..68 - - 9. 00 7 , 68 19. 53
3 10.,29 5,.54 23. 62 19. 30 7., 10 4,.79 15.,80 _
4 12..52 11,.00 15.,21 13. 81 12..23 10,.99 15.,40 12. 84
5 13..61 9,.87 18..18 15..05 14., 16 5,.56 15,,34 22. 19
6 11,,81 6 .51 13,.03 13.,62 11,.50 5 .58 9 .02 15,,62
7 7,.32 16 .08 12..76 5,,42 8,.75 - 11 .42 8,.33
8 9,.56 - 14,.73 9,.27 10 .57 - - 10,.39
9 4,.47 - - 4,.44 10 .88 - - 10 .60
10 1,.83 - - 1 .83 10 .04 - - 9 .75
Table 4.5.7
Average Differences in Assigned NCE from Parallel Subtests
Average Absolute Deviation
Item Set
Total
One -parameter
Abilty Group
Low Middle High
Three -parameter
Ability Group
Total Low Middle High
1 3.77 3.27 . 2.00 2.00
2 8.26 7.67 - - 7.08 6.63 10.99 -
3 8.80 6.98 13.51 12.82 6.99 6.33 9.30 -
4 9.35 8.45 8.79 12.78 9.11 8.88 9.00 10.10
5 10.90 9.01 10.37 13.37 11.40 7.01 9.82 17.23
6 8.91 8.26 8.58 9.38 7.75 6.16 6.08 9.60
7 7.91 9.67 7.93 7.73 7.55 - 6.91 7.58
8 8.49 - 8.50 8.49 7.54 - - 7.47
9 6.52 - - 6.51 9.58 - - 9.45
10 3.82 3.82 10.77 10.64
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Table 4.5.8
Test Score Statistics for Non-Parallel Subtests
—
Item Set One
Mean
-parameter
SD KR;-20
Three
Mean
-parameter
SD KR -20
1 Easy 24.94 7.54 9333 25.00 7.43 9310
Hard 19.91 6.90 8814 19.95 6.95 8841
2 Easy 26.73 5.25 8727 26.68 5.27 8729
Hard 18.48 6.93 8709 18.48 6.92 8708
3 Easy 25.12 5.30 8446 25.12 5.23 8394
Hard 16.08 6.45 8378 16.06 6.50 8405
4 Easy 26.38 5.06 8534 26.38 5.06 8534
Hard 16.65 6.19 8320 16.65 6.19 8369
5 Easy 25.32 5.61 8631 25.23 5.49 ,8542
Hard 18.19 6.04 8265 18.23 6.20 ,8369
6 Easy 26.66 4.82 8390 26.66 4.82 .8390
Hard 18.20 5.82 ,8094 18.20 5.82 .8094
7 Easy 25.34 5.61 ,8631 25.28 5.27 .8402
Hard 18.12 5.46 ,7666 18.15 5.42 .7733
8 Easy 25.29 4.60 ,7806 25.29 4.58 .7788
Hard 14.72 4.95 ,7210 14.73 4.99 .7267
9 Easy 24.65 4.91 ,8058 24.65 4.91 .8058
Hard 13.95 4.55 , 6640 13.95 4.55 . 6640
10 Easy 25.54 4.49 .7830 25.53 4.91 .7743
Hard 15.25 4.93 .7123 15.26 4.97 .7173
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Table 4.5.9
Number of Examinees in Each Ability Group for Each Item Set
Non-Parallel Subtests
Item Set
Total
One-parameter
Abilty Group
Low Middle High
Three
-parameter
Ability Group
Total Low Middle High
1 302 289 13 288 288
2 532 467 43 22 469 432 30 7
3 947 718 151 78 795 668 108 19
4 1114 731 248 135 1017 692 205 120
5 1358 601 320 437 1280 486 385 409
6 1288 341 383 564 1245 246 488 511
7 2004 168 302 1534 1586 19 211 1356
8 1345 8 68 1269 1174 3 33 1138
9 1363 - 4 1359 1277 22 17 1238
10 540 "* 540 382 12 1 369
Table 4.5.10
Average Differences in Assigned NCE from Non-parallel Subtests
Average Deviation
Item Set One-parameter Three-parameter
Abilty Group Ability Group
Total Low Middle High Total Low Middle High
1 10. 46 10.,80 - - 6. 16 6., 16 - -
2 32.,72 34.,41 - - 25. 27 26.,49 - -
3 30.,47 30., 13 35.,74 23. 32 24.,35 24..89 22.,55 -
4 40,,59 40,.88 43.,86 32.,97 42.,69 42,.87 48,,02 32.,53
5 31,,78 26,.27 39,,75 33.,52 33..84 23 .01 41,.83 39,,18
6 33,.67 27,.07 39,.57 33,,66 27,.67 17 .23 31 .87 28,.68
7 22 .47 12 .62 23,.24 23,.39 18,.57 - 15 .30 19,.32
8 33 .78 - 19,.90 34,.68 26,.96 -
- 27 .02
9 24 .92 - - 24,.96 31 .29 -
- 31 .41
10 16 .47 - - 16,.47 27 .98
-
- 27 .61
85
Table 4.5.11
Average Differences in Assigned Ability from Non-Parallel Subtests
Average Absolute Deviation
Item Set One-parameter
Abilty Group
Total Low Middle High
Three
-parameter
Ability Group
Total Low Middle High
1 0.90 0.92 1.22 1.22
2 1.13 1.20 - - 1.94 2.04 - -
3 1.10 1.14 1.10 0.76 2.28 2.47 1.35 -
4 1.29 1.31 1.37 1.01 2.96 3.26 2.67 1.78
5 1.00 0.85 1.20 1.07 2.32 2.13 2.56 2.33
6 1.06 0.88 1.22 1.05 1.71 1.53 1.95 1.59
7 0.89 0.44 0.72 0.97 1.07 - 0.87 1.10
8 1.21 - 0.66 1.25 1.50 - - 1.50
9 1.29 - - 1.30 2.01 - - 2.00
10 1.31 1.31 1.93 - 1.91
Table 4.5.12
Average Differences in Assigned Z-score from Non-Parallel Subtests
Average Absolute Deviation
Item Set One-parameter
Abilty Group
Total Low Middle High
Three -parameter
Ability Group
Total Low Middle High
1 0. 75 0.,72 - - 0. 75 0. 75 - -
2 0. 64 0,,61 - - 0. 74 0.,71 - -
3 0.,62 0,,61 0.,63 0.,69 0. 69 0.,71 0.,56 -
4 0.,65 0,.67 0..56 0.,74 0.,69 0,,75 0.,51 0. 66
5 0.,60 0,.58 0.,63 0.,61 0.,67 0,.72 0,.65 0.,63
6 0.,69 0,.68 0,.70 0..69 0,.74 0,.92 0 .74 0,.66
7 0,.58 0 .62 0,.53 0,.58 0..71 - 0 .75 0,.69
8 0,.67 - 0 .81 0 .67 0,.76 - - 0,.75
9 0,.69 - - 0 .69 0 .72
-
- 0 .69
10 0 .66 - - 0 . 66 0 .76 - - 0 .76
k
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Table 4.5.13
Average Differences in Assigned Percentile
from Non-Parallel Subtests
Average Absolute Deviation
Item Set One-parameter
Abilty Group
Total Low Middle High
Three
-parameter
Ability Group
Total Low Middle High
1 6. 97 6.,35 - - 2. 10 2. 10 -
2 39.,70 40.,68 - - 31. 25 31. 84 - -
3 34.,53 29.,75 56.,84 35. 38 25. 92 23.,81 38. 38 -
4 50.,90 51,.09 60., 17 32.,86 54.,44 52.,96 68.,24 39. 40
5 40,,28 59,.42 31.,83 37.,87 42.,16 23,.22 58.,64 49.,15
6 45,. 10 28,.12 58,.23 46,.45 40,.37 18,.76 47,.77 43,,71
7 21,.05 23 .86 36,. 12 17,.78 22,.28 - 26 .59 21,, 66
8 37 .66 - 33 .88 37,.99 34 . 14 - - 34 .02
9 19 .70 - - 19 .69 32 .35 - - 32 . 17
10 9 .93 - - 9 .93 23 .89 - - 23 .21
Table 4.5.14
Average Differences in Assigned NCE from Non-parallel Subtests
Average Absolute Deviation
Item Set One-parameter
Abilty Group
Total Low Middle High
Three -parameter
Ability Group
Total Low Middle High
1 11. 12 10. 96 - - 6. 65 6..62 - -
2 33. 22 34.,72 - - 25. 68 26,,69 - -
3 30.,54 30., 16 35.,91 23. 65 24.,57 24,.98 23. 27 -
4 40..82 41,.03 43.,96 33.,95 42.,98 43,. 11 48., 18 33.,36
5 32.,25 26,.86 40,, 11 33.,92 34,.37 23 .56 42.,01 40,,03
6 34,.05 27,.59 39,.67 34,, 13 28,.06 17 .94 31,.88 29,.30
7 22,.77 14,.54 23,.85 23,.39 19 . 12
- 16,. 12 19 .67
8 33,.89 - 20 .75 34,.73 27 . 13 -
- 27 .20
9 25 .03 - - 25 .06 31 .55
-
- 31 .64
10 16 .48 - - 16 .48 28 . 13
-
- 27 .76
CHAPTER V
DISCUSSION AND RECOMMENDATIONS
The purpose of this study was to investigate the adequacy of the
one-parameter and three-parameter item response models for calibrating a
criterion-referenced item bank. Of particular interest was the
equivalence of estimated ability, assigned percentile rank, and assigned
NCE from different subsets of items drawn from the item bank. Results
were obtained for the total group and for three ability levels within
the group. A total of 496 items were calibrated to a single scale using
item response theory techniques. Parallel and non-parallel tests were
drawn from the bank following calibration. Examinee ability was
estimated from different tests and the equivalence of (1) estimated
ability, (2) percentile rank placement, and (3) assigned NCE from the
different tests was assessed.
Both models provided consistent results for parallel tests.
Neither model provided consistent estimates when tests were of different
difficulty. The average absolute deviation of ability estimates
obtained from parallel tests for the total group and for three ability
groups ranged from 0.24 to 0.42 for the one-parameter model. Three-
parameter values ranged from 0.37 to 0.97. When abilities were
converted to z-scores, the results favored the one-parameter model in
almost all cases. Average absolute deviation results for percentile
rank and NCE placement, however, favored the three-parameter
model in
the majority of the cases. This can be explained by looking at the
norms developed for the two models. The distribution of
abilities used
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to develop the one-parameter norms was more homogeneous than the three-
parameter ability distribution. As a result, the change in NCE and
percentile rank between adjacent intervals was larger for the one-
parameter norms than for the three-parameter norms in the range where
most one-parameter abilities were found. For example, a three parameter
of 2.10 on a first test and 1.90 on a second test would result
in an NCE change of 2 points. The same change for the one-parameter
model resulted in an NCE difference of 6 points.
Comparisons between models were not clear due to differences in
the ability scales and norms established with each model. Additionally,
it was not possible to make absolute judgments concerning the comparison
between models since the true values of the item parameters and person
abilities were not known. While the one-parameter model appeared better
than the three-parameter model in some of the comparisons in this study,
this apparent advantage could have beexi due to the sensitivity of the
three-parameter model to violations of assumptions in the data which
were not picked up by the one-parameter model. Thus, the better results
of the one-parameter model could be misrepresentations of the true
state. Alternately, it could be that the one-parameter model provided a
better estimation of the true state by the use of a common item
discrimination value than that which is provided by the three-parameter
model with (possibly) poorly estimated item discrimination values.
Answers to questions such as these will come from simulation studies.
Neither model yielded consistent estimates with tests of
different difficulty. Differences in ability estimates were substantial
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between easy and hard suhtests. 'Fhey were also biased. Students
received consistently higher ability estimates on easier tests than on
hard ones. Thus, a student who took an easy pretest and hard posttest
might show no gain or a loss simply from the bias in the estimates.
This bias would affect program evaluation studies. If the results were
unbiased and inconsistent, the results, while of limited usefulness for
individual student placement, would still be useful in program
evaluation applications where group averages are more likely to be of
Interest. 1*hat is, if the results were Inconsistent and unbiased,
average scores for a group of examinees would still be useful. A larger
error term would be associated with the mean than if the results were
equivalent from the two tests, but no consistent bias would be acting to
raise or lower the mean scores. If there Is no bias, the expected mean
difference between ability estimates from the two tests would be zero.
However, the standard deviation of the differences will be larger when
the results from the two tests are Inconsistent than when they are
consistent. Tlie standard error of the mean Is dependent on the standard
deviation, so although the expected mean is zero In both cases, the
standard error term associated with the inconsistent, unbiased results
will be larger than the one associated with more consistent unbiased
results. Thus, in evaluation studies where the mean score of a group Is
of Interest, the results could still be useful. The bias found in this
study would, however, limit the use of this calibrated bank in program
evaluation as well as In Individual assessment with tests of different
difficulty. When tests differed in difficulty there was bias. Ability
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estimates from the easy test were consistently higher than those from
the hard test. Inspection of the distribution of ability estimates
obtained from the non-parallel tests shows that celling effects were
operating on the easy tests and floor effects were operating with the
hard tests. Thus, it would appear that neither of the non-parallel
tests was well matched to most of the examinees in the group. Tlie easy
tests resulted In the assignment of high abilities to examinees because
they were missing very few items and the reverse was true with the hard
tests. Since neither test was well matched to the ability of the group,
both ability estimates were probably inaccurate. Since percentile rank
and NCE assignment were dependent on estimated ability, they were also
probably Inaccurate. If an easy pretest and a hard posttest were to be
used in an evaluation study using these items, this situation would
reduce the size of measured program effects simply due to the bias in
the estimation of the examinees' scores on the tests. Thus, programs
which have actually resulted in Improvement in student performance might
obtain evaluation results which show little or no gain in performance.
These results clearly indicate the Importance of administration of tests
which are matched to examinees' ability levels in order to obtain better
estimation
.
Two other points concerning estimation are worth noting. First,
the tests used to judge the consistency of ability estimates contained
only 32 items. Longer tests would result in more stable estimates of
ability and possibly in more consistent estimates across tests. Of
course, the additional items should be matched to the examinee's
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ability. Addition of items which are much too easy or too hard for an
examinee will not improve estimation. Second, the items in this item
bank were relatively easy for the groups which were used in initial
parameter estimation. This could have effected item parameter
estimation. In particular, if the group is relatively homogeneous,
estimates of item discrimination obtained with the three-parameter model
may be poor. In the skewed distributions used in this study, the
determination of the item discrimination may have been hampered by a
lack of data throughout the ability range. That is, there may not have
been enough low and middle ability examinees to provide sufficient data
at the middle and lower portions of the scale to obtain good estimates
of the item discrimination values. The one-parameter model would not
have been affected by this estimation problem since all discrimination
values are equal. The effect of this may have been that, for a group of
items, the constant discrimination term of the one-parameter model was a
better descriptor than the estimated three-parameter values.
One possibility which was not investigated in this study is to
limit the range of difficulty between non-parallel tests. The
difference in average score between easy and hard tests in this study
was as high as 11 raw score points on a 32-item test. In general, tests
which were of less different difficulty provided more consistent
results. One idea worthy of investigation is to limit the flexibility
in the tests somewhat in order to control differences in difficulty. In
the tests used in this study, for example, it would be possible to
tests which contain several items from the hard subtestconstruct easy
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and to include some easier items on the hard subtest. Although the
tests would still differ in difficulty, the difference would not be as
great as in this study. Development of such tests would also have
provided better measurement of the examinees who attempted the tests.
Thus, the ability estimates which were obtained from the tests would be
more likely to be accurate and therefore, to be similar.
It would appear from the results of this study that, if item
banks are to be used for both criterion-referenced and norm-referenced
applications, some flexibility in item selection may have to be
sacrificed in order to assure better parameter estimation. When items
are administered to a sample for calibration, that sample should be
selected to provide examinees at all levels of ability. It is possible
that the calibration sample will have to be different from the norm
group. It will have to be selected in such a way as to include enough
low and middle ability examinees to obtain good initial estimates of
item parameters. Norms should then be developed on a large sample of
examinees which represents the range of ability in the group to which
performance is to be referenced. While there will be substantial
overlap between the norm sample and the calibration sample, they may not
be identical. Some examinees may be included in the calibration group
who are not in the norm group just for the purpose of improving
estimation. Finally, when tests are administered to examinees to obtain
normative data, care must be taken in selecting the items to be
administered. The items must be selected in such a way as to obtain
good measurement (i.e. a sufficient number of high quality items which
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are well matched to the examinee's level of performance). Such an item
selection strategy may result in administration of tests on which the
examinees' performance is similar to performance on a typical norm-
referenced test. However, since item response theory allows the score
to be referenced to the entire domain which has been calibrated, the
resulting distribution of ability estimates may be skewed in a manner
similar to that which is found on the typical criterion-referenced test.
The issue of goodness of fit remains a troublesome one. It is
not clear what constitutes good fit. That is, there are no widely
accepted criteria by which to judge whether (1) a particular item fits
well, or (2) enough items in a test fit well enough to allow for use of
item response theory with that test. Further, it is likely that the
extent to which the model must fit the data is dependent upon the
application. In this study, for example, the results were generally
satisfactory for parallel tests, but not for non-parallel tests. It is
unlikely that one particular technique will emerge as the one way to do
goodness of fit studies. It is more likely that indiviuals will conduct
several complementary studies in the assessment of fit for any
particular data set. More studies which report goodness of fit
procedures for particular types of data sets are needed so that
researchers can have a context in which to interpret their own goodness
of fit results.
The items included in this bank cover the same type of skills
which would be covered in a typical norm-referenced test (word meaning,
comprehension, etc.). It is becoming more common to use item response
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theory in the analysis of such tests. The results of the study suggest
that such tests may not be suitable in applications which require
calibration of tests of differing difficulty. A test may appear
unidimensional when analyzed for two groups separately, but for each
group the same items might be eliciting responses based on different
underlying traits. Therefore, although the use of item response theory
for some applications might be justified, it may not be so for others.
In other words, the robustness of the models is most likely application
dependent. If so, more stringent requirements regarding model -data fit
will be required for calibration of non-parallel tests to a common
scale
.
The results of the study were not as expected. In general, it
would be expected for the one-parameter and three-parameter models to
provide similar results with the three-parameter model performing
slightly better than the one-parameter model. The most plausible
explanation for the fact that the one-parameter model performed better
than the three-parameter model in terms of z-score deviations is poor
parameter estimation with the three-parameter model. The most likely
explanation for better three-parameter results in terms of NCE placement
is, as was mentioned earlier, the differences in the norms tables
developed with the two models. Had the norms tables for the models been
equivalent, it is likely that the NCE results would have paralleled the
z-score results. Even if the results had been as expected, the question
of the applicability of item response theory to the calibration of item
banks would still remain an open one. For example, one area in which
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further research is needed is the area of instructional sensitivity.
Criterion-referenced tests usually include items which are tied quite
closely to the curriculum. Unlike aptitude tests, criterion-referenced
tests usually contain items which closely parallel items which examinees
have been exposed to in the classroom. It is possible that items which
match classroom materials closely will not exhibit the desired qualities
of parameter estimate invariance before and after instruction.
Differences in instructional techniques and amount of drill from class
to class may have an effect as well. The issues of parameter invariance
and dimensionality before and after instruction is an area in which
further research is needed.
1
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INITIAL ITEM PARAMETER ESTIMATES
101
Table A.
1
Item Parameter Estimates
Item Set 1
102
Item
Number 1Difficulty
Point One-Parameter
Biserial B1
Three
-Parameter
B3 A3 C3
1 .948 .3665 -1.242
-2.824 0.548 0.200
2 .859 .5318 -0.436
-0.772 0.806 0.200
3 .857 .5195 -0.423
-0.729 0.808 0.200
4 .863 .5678 -0.462
-0.753 0.897 0.200
5 .815 .4974 -0.180
-0.587 0.618 0.200
6 .859 .6089 -0.436
-0.539 1.159 0.200
7 .849 .5261 -0.373
-0.867 0.677 0.200
8 .785 .4401 -0.030
•
-0.485 0.505 0.200
9 .867 .5939 -0.489
-0.786 0.950 0.200
10 .829 .5920 -0.257 -0.372 0.977 0.200
11 .873 .5477 -0.530 -0.798 0.907 0.200
12 .851 .5538 -0.386 -0.596 0.895 0.200
13 .817 .5341 -0.191 -0.387 0.797 0.200
14 .841 .5303 -0.325 -0.541 0.833 0.200
15 .843 .5263 -0.337 -0.708 0.733 0.200
16 .763 .4908 0.072 0.052 0.753 0.200
17 .878 .5021 -0.558 -1.122 0.695 0.200
18 .865 .5614 -0.475 -0.916 0.780 0.200
19 .904 .5921 -0.761 -1.024 1.172 0.200
20 .837 .6352 -0.302 -0.316 1.267 0.200
21 .839 .5992 -0.314 -0.480 0.989 0.200
22 .865 .6152 -0.475 -0.670 1.083 0.200
23 .847 .5658 -0.361 -0.610 0.886 0.200
24 .857 .5993 -0.423 -0.612 1.008 0.200
25 .871 .6006 -0.516 -0.595 1.231 0.200
26 .861 .5883 -0.449 -0.611 1.051 0.200
27 .888 .6252 -0.632 -0.809 1.310 0.200
28 .871 . 5664 -0.516 -0.713 1.003 0.200
29 .851 .6733 -0.386 -0.437 1.408 0.200
30 .876 .6376 -0.544 -0.574 1.456 0.200
31 .857 .6177 -0.423 -0.656 1.001 0.200
32 .871 .5683 -0.516 -0.803 0.924 0.200
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
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Table A.l (continued)
Point One-Parameter Three-Parameter
Difficulty Biserial B1 B3 A3 C3
.861 .4675 -0.449
-1.068 0.613 0.200
.861 .5537 -0.449
-0.602 0.947 0.200
.793 .5417 -0.068
-0.097 0.865 0.200
.723 .5805 0.244 0.464 1.200 0.200
.807 .5321 -0.139 -0.090 0.983 0.200
.733 .5194 0.203 0.296 0.834 0.200
.783 .4773 -0.020 -0.210 0.637 0.200
.639 .4273 0.566 0.819 0.601 0.200
.753 .5280 0.117 0.207 0.900 0.200
.685 .5495
.
0.395 0.599 0.955 0.200
.805 .4843 -0.128 -0.182 0.808 0.200
.759 .4470 0.090 0.137 0.762 0.200
.775 .5652 0.018 0.051 0.907 0.200
.711 .5222 0.293 0.546 1.039 0.200
.797 .4952 -0.088 -0.296 0.671 0.200
.789 .5730 -0.049 -0.079 0.891 0.200
.665 .3549 0.470 0.754 0.622 0.200
.631 .4879 0.594 0.918 0.820 0.200
.542 .3859 0.898 1.483 0.614 0.200
.500 .4086 1.039 1.685 0.791 0.200
.699 .4452 0.340 0.580 0.804 0.200
.562 .5082 0.831 1.312 1.349 0.200
.444 .3440 1.228 2.204 0.586 0.200
.426 .2606 1.289 2.405 0.652 0.200
.665 .4841 0.470 0.707 0.757 0.200
.588 .3643 0.742 1.184 0.461 0.200
.572 .4052 0.797 1.325 0.950 0.200
.582 .3571 0.762 1.270 0.590 0.200
.701 .4726 0.333 0.554 0.825 0.200
.349 .2093 1.558 2.760 1.141 0.200
.639 .5265 0.566 0.942 1.179 0.200
.444 .3481 1.228 2.060 0.842 0.200
760 .509 0,,000 0,,000 0.,886 0.,200
136 .094 0,.581 1,.000 0,.226 0,.000
Tnblo A.
2
1 L«m ParniiK^Lfir KHtlinnLoH
] Ljmh SoL 2
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I Lorn
Number 1)1 f f leu 1 Ly
I’oliiL
H Ls(ir 1 n 1
Oiie-lbirnmel ««r
HI
'riirc
H3
i(i-l’nrnmeL«r
A3 C3
1 .781 .4463 -0.053 -0.170 0.768 0 . 200
2 .678 .4527 0.348 0.401 0.737 0.200
3 .706 .4458 0.246 0.315 0.835 0.200
4 .672 .4439 0.368 0.503 0.871 0.200
5 .831 .5193 -0.289 -0.201 1.244 0.200
6 .778 .4986 -0.041 -0.042 0.956 0.200
7 .587 .40 15 * 0.651 0.917 0.777 0.200
H .574 .4294 0.692 0.99 1 1.035 0 . 200
9 .822 .4922 -0.246 -0.206 1.081 0.200
10 .699 .4746 0.272 0.353 0.889 0 . 200
1 1 .703 .5166 0.257 0.39 7 1.114 0.200
12 .702 .4326 0.262 0.338 0.811 0 . 200
13 .831 .kiwi -0.289 -0.241 1 . 101 0.200
14 .420 .4151 1.176 1 .552 1.522 0 . 200
15 .784 .4887 -0.065 0.013 1.074 0 . 200
16 .570 .4206 0.705 1 . 00 1 0.927 0 . 200
17 .892 .3585 -0 . 666 -1.578 0.546 0.200
18 .666 .5168 0.387 0.571 1 .165 0.200
19 .537 .4521 0.808 1.111 0.908 0.200
20 .592 .4103 0.633 0.924 0.959 0.200
21 .580 .4525 0.673 0.949 1.017 0.200
22 .830 .5268 -0.282 -0.215 1 .203 0 . 200
23 .564 .3918 0.723 1.051 0.933 0 . 200
24 .599 .5022 0.610 0.830 1 .167 0 . 200
25 .800 .5190 -0.136 -0.099 1 .089 0.200
26 .540 .4458 0.799 1 .103 1.031 0 .
200
27 .618 .5386 0.550 0.764 1 . 389
0.200
28 .565 .4409 0.719 1.013 1 .033
0 . 200
29 .518 .3681 0.866 1.272 0.876
0.200
30 .766 .5474 0.014 0.170 1.401
0 . 200
31 . 740 .5317 0.117 0.363 1
.628 0.200
32 .722 .5092 0.188 0.284
1.014 0 . 200
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
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Table A. 2 (continued)
Point One-Parameter
Difficulty Biserial B1
Three
-Parameter
B3 A3 C3
896 .4346 -0.698
-1.131 0.796 0.200
859 .4942 -0.448
-0.693 0.874 0.200
949 .4258 -1.241
-1.822 0.882 0.200
915 .4682 -0.853
-1.229 0.902 0.200
918 .4266 -0.879
-1.395 0.806 0.200
898 .4238 -0.709
-0.976 0.874 0.200
915 .4822 -0.853
-1.097 1.023 0.200
911 .4999 « -0.815 -0.941 1.124 0.200
842 .4668 -0.350 -0.565 0.837 0.200
920 .4636 -0.906 -0.968 1.199 0.200
933
. 4641 -1.040 -1.396 0.988 0.200
928 .4176 -0.978 -1.615 0.769 0.200
868 .5083 -0.501 -0.639 1.007 0.200
926 .4290 -0.963 -1.496 0.812 0.200
810 .4639 -0.183 -0.276 0.874 0.200
889 .4312 -0.645 -0.882 0.880 0.200
,942 .4091 -1.143 -1.842 0.777 0.200
.903 .4724 -0.755 -1.059 0.903 0.200
,817 .5071 -0.217 -0.266 0.973 0.200
,926 .3531 -0.963 -1.974 0.599 0.200
.528 .4225 0.835 1.182 0.942 0.200
.422 .3191 1.172 1.824 0.785 0.200
.891 .4748 -0.656 -0.853 0.952 0.200
.477 .4312 0.996 1.383 0.989 0.200
.811 .4173 -0.190 -0.237 0.859 0.200
.838 .4943 -0.327 -0.335 1.046 0.200
.639 .3962 0.479 0.658 0.738 0.200
.797 .4351 -0.123 -0.245 0.791 0.200
.669 .4295 0.378 0.430 0.665 0.200
.388 .2299 1.283 2.216 0 . 666 0.200
.517 .4069 0.871 1.234 0.847 0.200
.655 .5286 0.426 0.572 1.047 0.200
738 .451 0..000 0.,000 0,.958 0,.200
155 .056 0..674 1,.000 0,.202 0,.000
12
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
Table A.
3
Item Parameter Estimates
Item Set 3
106
iculty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
927 .2859 -1.171 -1.945 0.733 0.200
883 .3704 -0.835 -1.259 0.861 0.200
,863 .3260 -0.716 -1.354 0.661 0.200
.953 .2381 -1.477 -2.601 0.666 0.200
.575 .4477 0.360 0.511 0.918 0.200
.481 .3791 0.640 0.977 0.917 0.200
.921 .3210 -1.119 -1.651 0.856 0.200
.534 .4692 0.482 0.672 1.110 0.200
.912 .3653 -1.046 -1.394 0.993 0.200
.925 .3263 -1.153 -1.703 0.862 0.200
.685 . 4664 0.017 0.016 0.949 0.200
.861 .3858 -0.705 -1.127 0.803 0.200
.725 .4126 -0.120 -0.279 0.735 0.200
.407 . 1850 0.860 2.620 0.290 0.200
.644 .4267 0.150 0.186 0.820 0.200
.760 .4307 -0.247 -0.424 0.834 0.200
.852 .3864 -0.658 -1.077 0.785 0.200
.897 .3718 -0.931 -1.382 0.860 0.200
.710 .4339 -0.067 -0.178 0.803 0.200
.613 .4278 0.248 0.393 0.996 0.200
.816 .4465 -0.480 -0.645 0.999 0.200
.592 .5178 0.312 0.426 1.214 0.200
.524 .4098 0.513 0.761 0.936 0.200
.526 .3313 0.508 0.837 0 . 636 0.200
.765 .4109 -0.269 -0 . 446 0.824 0.200
.823 .4155 -0.511 -0.773 0.879 0.200
.838 .4513 -0.585 -0.759 1.057 0.200
.606 .4855 0.268 0.374 1.064 0.200
.535 .3841 0.479 0.735 0.859 0.200
.526 .4094 0.508 0.758 0.795 0.200
.635 .5050 0.177 0.270 1.201 0.200
.842 .3833 -0.604 -0.941 0.826
0.200
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
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Table A. 3 (continued)
Point One-Parameter Three-Parameter
Difficulty Biserial B1 B3 A3 C3
.786 .4661 -0.353 -0.440 1.080 0.200
.690 .4095 0.001 -0.095 0.727 0.200
.619 .4289 0.227 0.332 0.936 0.200
.597 .4407 0.294 0.432 0.989 0.200
.700 .5357 ‘ -0.034 0.006 1.347 0.200
.637 .5293 0.171 0.248 1.248 0.200
.739 .4890 -0.168 -0.193 1.112 0.200
.545 .4344 0.451 0.638 0.913 0.200
.457 .4278 0.711 1.012 1.063 0.200
.511 .3750 0.550 0.850 0.792 0.200
.597 .4943 0.294 0.399 1.097 0.200
.571 .4356 0.375 0.535 0.939 0.200
.477 .4473 0.651 0.907 1.188 0.200
.571 .4754 0.375 0.512 1.034 0.200
.531 .4709 0.494 0.687 1.215 0.200
.730 .4529 -0.137 -0.211 0.929 0.200
.861 .3234 -0.705 -1.484 0.578 0.200
.878 .4443 -0.805 -0.977 1.157 0.200
.789 .3756 -0.364 -0.756 0.655 0.200
.601 .4190 0.283 0.418 0.857 0.200
.739 .3673 -0.168 -0.412 0.645 0.200
.819 .3337 -0.493 -1.098 0.576 0.200
.373 .3542 0.966 1.546 0.832 0.200
.790 .4625 -0.368 -0.535 0.957 0.200
.415 .3147 0.837 1.449 0.707 0.200
.385 .2458 0.930 1.875 0.567 0.200
.495 .4549 0.598 0.837 1.045 0.200
.630 .3767 0.195 0.237 0.676 0.200
.501 .3281 0.581 0.992 0.586 0.200
.556 .4324 0.417 0.598 0.899 0.200
.442 .4042 0.756 1.081 1.176 0.200
.490 .3391 0.612 1.010 0.714 0.200
.667 .405 0.000 0.000 0.890 0.200
. 160 .070 0.603 1.000 0.201
0.000
Table A.
4
Item Parameter Estimates
Item Set 4
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Item Point One-Parameter Three -Parameter
Number Difficulty Biserial B1 B3 A3 C3
1 .860 .4111 ‘-0.592 -0.903 0.880 0.200
2 .912 .4342 -0.945 -1.021 1.290 0.200
3 .823 .3641 -0.402 -0.878 0.670 0.200
4 .675 .4509 0.172 0.182 1.012 0.200
5 .738 .3858 -0.046 -0.305 0.671 0.200
6 .820 .4028 -0.387 -0.637 0.853 0.200
7 .430 .3628 0.914 1.233 0.959 0.200
8 .839 .4238 -0.481 -0.717 0.916 0.200
9 .440 .3535 0.882 1.198 0.946 0.200
10 .440 .3126 0.884 1.203 1.116 0.200
11 .638 .4573 0.292 0.356 1.164 0.200
12 .739 .4638 -0.049 -0.108 1.018 0.200
13 .610 .3490 0.378 0.427 0.665 0.200
14 .687 .4262 0.131 0.070 0.847 0.200
15 .583 .4501 0.461 0.554 1.136 0.200
16 .560 .3752 0.528 0.683 0.929 0.200
17 .788 .3878 -0.244 -0.471 0.802 0.200
18 .567 .2619 0.509 0.724 0.468 0.200
19 .888 .4335 -0.762 -0.905 1.140 0.200
20 .801 .5170 -0.300 -0.238 1.592 0.200
21 .755 .4766 -0.112 -0.167 1.092 0.200
22 .898 .4231 -0.832 -1.000 1.123 0.200
23 .781 .4679 -0.212 -0.346 0.985 0.200
24 .379 .2882 1.068 1.633 0.800 0.200
25 .823 .4905 -0.398 -0.461 1.219 0.200
26 .650 .4593 0.253 0.295 1.105 0.200
27 .667 .4264 0.197 0.240 1.076 0.200
28 .521 .3697 0.643 0.843 0.969
0.200
29 .456 .4140 0.837 1.021 1.930
0.200
30 .428 .4083 0.919 1.081 1.999
0.200
31 .364 .3330 1.116 1.377
1.621 0.200
32 .446 .3677 0.866 1.070 1.999
0.200
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
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Table A. 4 (continued)
Point One-Parameter
Difficulty Biserial B1
Three
-Parameter
B3 A3 C3
957 .3541 -1.451
-1.750 1.129 0.200
899 .3171 -0.843
-1.529 0.697 0.200
947 .3531 -1.607
-1.695 0.999 0.200
959 .3319 -1.489
-1.770 1.124 0.200
941 .3647 -1.231
-1.499 1.105 0.200
934 .3975 -1.153
-1.313 1.219 0.200
906 .4024 -0.896
-1.206 0.988 0.200
849 .3780 -0.533
-0.955 0.767 0.200
887 .3973 -0.757 -1.020 0.976 0.200
918 .3747 -0.997 -1.371 0.940 0.200
771 .4346 -0.172 -0.292 0.941 0.200
677 .4548 0.167 0.158 0.994 0.200
653 .3871 0.244 0.210 0.747 0.200
642 .4559 0.278 0.300 1.006 0.200
762 .4263 -0.139 -0.296 0.868 0.200
464 .3414 0.812 1.168 0.728 0.200
,755 .3939 -0.112 -0.350 0.734 0.200
.831 .4750 -0.439 -0.497 1.229 0.200
,820 .5229 -0.383 -0.324 1.615 0.200
.603 .4227 0.399 0.468 0.982 0.200
.846 .4551 -0.513 -0.598 1.159 0.200
.706 .5092 0.068 0.073 1.243 0.200
.839 .4410 -0.477 -0.560 1.141 0.200
.635 .4672 0.302 0.359 1.182 0.200
.708 .5745 0.061 0.112 1.746 0.200
.602 .4031 0.403 0.469 0.835 0.200
.652 .5181 0.246 0.290 1.399 0.200
.846 .4514 -0.513 -0.595 1.162 0.200
.222 . 1478 1.618 2.408 1.164 0.166
.294 .2744 1.346 1.774 1.373 0.200
.294 . 1734 1.346 2.733 0.602 0.200
.459 .3921 0.828 1.060 1.063 0.200
692 .402 0.,000 0.,000 1.,076 0.,200
189 .085 0,,731 1,,000 0,,318 0,,004
12
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Table A.
5
Item Parameter Estimates
Item Set 5
difficulty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
.859 .3436 -b.622 -1.377 0.564 0.200
.891 .3458 -0.820 -1.656 0.608 0.200
.899 .3930 -0.877 -1.386 0.801 0.200
.756 .3890 -0.158 -0.413 0.606 0.200
.924 .3467 -1.079 -1.902 0.704 0.200
.776 .4657 -0.237 -0.363 0.823 0.200
.893 .4086 -0.834 -1.293 0.820 0.200
.738 .3984 -0.090 -0.283 0.603 0.200
.821 .4515 -0.430 -0.647 0.838 0.200
.676 .3314 0.125 0.000 0.446 0.200
.734 .4902 -0.075 -0.142 0.810 0.200
.901 . 3664 -0.886 -1.521 0.720 0.200
.208 .1553 1.625 2.924 1.012 0.154
.297 .3193 1.287 2.044 1.298 0.200
.282 . 1547 1.338 2.546 1.094 0.200
.546 .4179 0.524 0.900 0.910 0.200
.723 .3352 -0.036 -0.325 0.474 0.200
.784 .3587 -0.268 -0.757 0.520 0.200
.747 .4279 -0.122 -0.252 0.706 0.200
.833 .3232 -0.488 -1.322 0.483 0.200
.608 .2638 0.340 0.527 0.346 0.200
.483 .4102 0.710 1.179 1.029 0.200
.856 .3788 -0.607 -1.245 0.615 0.200
.813 .4430 -0.393 -0.635 0.786 0.200
.774 .4012 -0.229 -0.484 0.643 0.200
.
844 .4715 -0.542 -0.745 0.935 0.200
.752 .3834 -0.140 -0.402 0.583 0.200
.818 .4622 -0.417 -0.564 0.902 0.200
.831 .5290 -0.475 -0.536 1.160 0.200
.791 .4298 -0.296 -0.483 0.764 0.200
.551 .3460 0.510 0.924 0.545 0.200
.745 .4597 -0.115 -0.161 0.818 0.200
33
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Table A. 5 (continued)
Difficulty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
.822 .3324 -0.436
-1.186 0.489 0.200
.639 .3066 0j244 0.322 0.455 0.200
.729 .4866 -0.058
-0.025 0.921 0.200
.741 .5426 -0.100 0.025 1.309 0.200
.606 .4802 0.346 0.591 1.038 0.200
.704 .4389 0.030 0.113 0.872 0.200
.695 .4421 0.062 0.088 0.753 0.200
.577 .4890 0.432 0.704 1.074 0.200
.683 .4539 0.103 0.196 0.843 0.200
.731 .5406 -0.063 0.062 1.283 0.200
.634 .4249 0.259 0.499 0.921 0.200
.734 .4981 -0.075 0.067 1.194 0.200
.352 .2738 1.106 2.112 0.742 0.200
.670 .5117 0.143 0.294 1.071 0.200
.444 . 1856 0.824 2.427 0.283 0.200
.635 .4256 0.255 0.455 0.837 0.200
.744 .3434 -0.226 -0.802 0.458 0.200
.705 .4499 0.028 0.071 0.799 0.200
.621 .4273 0.299 0.531 0.816 0.200
.643 .4781 0.231 0.444 1.030 0.200
.707 .4267 0.021 -0.004 0.697 0.200
.808 .4375 -0.368 -0.650 0.734 0.200
.841 .4158 -0.525 -0.868 0.747 0.200
.554 .3404 0.502 0.922 0.663 0.200
.671 .3147 0.140 0.032 0.428 0.200
.626 .4668 0.284 0.483 0.858 0.200
.593 .4227 0.385 0.676 0.860 0.200
.514 .3886 0.619 1.087 0.708 0.200
.685 .4205 0.096 0.161 0.738 0.200
.679 .5417 0.114 0.226 1.052 0.200
.876 .4988 -0.724 -0.807 1.241 0.200
.760 .4220 -0.173 -0.391 0.657 0.200
697 .404 0,,000 0,,000 0,,790 0.,199
404 .388 0,.541 1,,000 0,,239 0,.006
Table A.
6
Item Parameter Estimates
Item Set 6
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Item
Number Difficulty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
1 .825 .3307
•
-0.326 -1.104 0.486 0.200
2 .768 .4009 -0.080 -0.323 0.658 0.200
3 .687 .3882 0.215 0.204 0.681 0.200
4 .713 .4370 0.125 0.151 0.872 0.200
5 .781 .3956 -0.134 -0.393 0.677 0.200
6 .885 .4008 -0.672 -1.201 0.721 0.200
7 .890 .4146 -0.705 -1.123 0.795 0.200
8 .593 .3567 0.512 0.739 0.686 0.200
9 .699 .2971 0.173 -0.220 0.373 0.200
10 .726 .3904 0.080 -0.053 0.649 0.200
11 .681 .3994 0.233 0.259 0.718 0.200
12 .568 .3523 0.585 0.865 0.635 0.200
13 .778 .3934 -0.120 -0.338 0.698 0.200
14 .773 .4325 -0.098 -0.236 0.793 0.200
15 .927 .4123 -1.018 -1.376 0.926 0.200
16 .815 .3110 -0.282 -1.169 0.436 0.200
17 .920 .3725 -0.947 -1.674 0.699 0.200
18 .814 .3750 -0.276 -0.761 0.595 0.200
19 .872 .3822 -0.586 -1.169 0 . 666 0.200
20 .747 .4127 0.002 -0.058 0.808 0.200
21 .845 .3939 -0.430 -0.903 0.673 0.200
22 .830 .4322 -0.355 -0.709 0.732 0.200
23 .904 .5074 -0.809 -0.789 1.419 0.200
24 .895 .5202 -0.743 -0.729 1.412 0.200
25 .875 .4801 -0.603 -0.700 1.117 0.200
26 .936 .4794 -1.120 -1.125 1.430 0.200
27 .758 .4891 -0.041 -0.065 1.000
0.200
28 .923 .4736 -0.972 -0.991 1.327
0.200
29 .877 .4813 -0.615 -0.740 1.090
0.200
30 .842 .4386 -0.416 -0.592 0.910
0.200
31 .862 .4317 -0.522 -0.768 0.883
0.200
32 .892 .4530 -0.719 -0.941
0.991 0.200
i
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Table A. 6 (continued)
Point One-Parameter Three-Parameter
Difficulty Biserial B1 B3 A3 C3
.783 .4300 -0.142 -0.301 0.790 0.200
.835 .4651 -0.378 -0.488 0.984 0.200
.918 .4473 -0.928 -1.180 1.013 0.200
.856 .4201 -0.492 -0.776 0.829 0.200
.804 .4796 -0.230 -0.277 1.027 0.200
.821 .4733 -0.310 -0.400 0.984 0.200
.717 .4155 0.113 0.064 0.751 0.200
.825 .4570 -0.326 -0.538 0.846 0.200
.702 .4757 0.164 0.267 1.105 0.200
.671 .3724 0.268 0.280 0.658 0.200
.250 .1965 1.579 2.906 0.798 0.188
.825 .3940 -0.326 -0.737 0.663 0.200
.635 .4230 0.382 0.477 0.749 0.200
.826 .4884 -0.335 -0.364 1.098 0.200
.640 .4835 0.367 0.508 1.086 0.200
.579 .3765 0.553 0.792 0.706 0.200
.479 . 1991 0.845 2.184 0.249 0.200
.556 .3511 0.622 0.934 0.585 0.200
.372 .2944 1.166 2.029 0.678 0.200
.350 . 1943 1.237 2.756 0.470 0.200
.609 .3879 0.464 0.658 0.794 0.200
.411 .3109 1.047 1.614 0.955 0.200
.570 .4613 0.581 0.803 1.189 0.200
.567 .4824 0.589 0.818 1.517 0.200
.321 .2703 1.332 1.933 1.440 0.200
.507 .4434 0.766 1.050 1.264 0.200
.714 .4762 0.122 0.255 1.229 0.200
.602 .4698 0.484 0.694 1.325 0.200
.695 .5410 0.189 0.312 1.391 0.200
.665 .4925 0.287 0.436 1.224 0.200
.639 .3594 0.370 0.456 0.637 0.200
.562 .4088 0.603 0.864 1.006 0.200
.722 .409 0.000 0.000 0.884 0.200
.163 .075 0.615 1.000 0.289
0.001
Table A.
7
Item Parameter Estimates
Item Set 7
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Item
Number Difficulty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
1 .500 . 1330 0.613 2.458 0.148 0.200
2 .638 .2657 0.219 0.084 0.371 0.200
3 .434 .2689 0.798 1.437 0.646 0.200
4 .385 . 1520 0.937 3.312 0.252 0.200
5 .717 .3377 -0.031 -0.352 0.537 0.200
6 .522 .3408 0.553 0.862 0.722 0.200
7 .725 .4431 -0.058 -0.176 0.851 0.200
8 .709 .4717 -0.006 -0.017 1.062 0.200
9 .420 .2572 0.837 1.444 0.766 0.200
10 .656 .4641 0.165 0.204 1.036 0.200
11 .864 .4307 -0.654 -0.919 0.987 0.200
12 .758 . 4646 -0.178 -0.258 1.046 0.200
13 .833 .4795 -0.493 -0 . 636 1.126 0.200
14 .811 .4522 -0.390 -0.534 1.035 0.200
15 .724 .3498 -0.057 -0.297 0.624 0.200
16 .701 .4603 0.020 0.053 1.155 0.200
17 .285 . 1334 1.246 2.688 0.693 0.200
18 .854 .4646 -0.600 -0.834 1.037 0.200
19 .719 .3467 -0.039 -0.398 0.522 0.200
20 .677 .4401 0.101 0.111 0.958 0.200
21 .820 .4778 -0.432 -0.548 1.130 0.200
22 .465 .3064 0.711 1.213 0.645 0.200
23 .604 .4430 0.319 0.439 1.081 0.200
24 .576 .2841 0.401 0.612 0.494 0.200
25 .754 .4235 -0.164 -0.298 0.878 0.200
26 .523 .3019 0.549 0.933 0.514 0.200
27 .764 .4875 -0.201 -0.218 1.233
0.200
28 .436 .2099 0.793 1.818 0.405
0.200
29 .298 . 1966 1.204 1.934
1.331 0.200
30 .470 .3223 0.696 1.165 0.652
0.200
31 .662 .4078 0.148 0.151
0.826 0.200
32 .593 .4051 0.352 0.473
0.858 0.200
k
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Table A.,7 (continued)
Item Point One -Parameter Three- Parameter
Number Difficulty Biserial B1 B3 A3 C3
33 .731 .3233 -0j081 -0.484 0.509 0.200
34 .813 .3598 -0.398 -0.949 0.620 0.200
35 .713 .4322 -0.017 -0.100 0.865 0.200
36 .758 .4179 -0.176 -0.371 0.804 0.200
37 .825 .3201 -0.453 -1.278 0.514 0.200
38 .708 .3850 -0.001 -0.136 0.722 0.200
39 .790 .3793 -0.302 -0.741 0.644 0.200
40 .869 .4262 -0.684 -1.083 0.883 0.200
41 .881 .3944 -0.752 -1.285 0.797 0.200
42 .620 .3222 0.272 0.288 0.517 0.200
43 .730 .4139 -0.076 -0.271 0.745 0.200
44 .695 .3410 0.042 -0.195 0.547 0.200
45 .910 .4581 -0.959 -1.175 1.260 0.200
46 .906 .5320 -0.923 -1.016 1.635 0.200
47 .920 .4042 -1.038 -1.455 0.999 0.200
48 .909 .4542 -0.948 -1.237 1.147 0.200
49 .658 .4442 0.159 0.164 0.876 0.200
50 .785 .3537 -0.283 -0.836 0.560 0.200
51 .786 .3434 -0.285 -0.958 0.506 0.200
52 .834 .3638 -0.495 -1.183 0.597 0.200
53 .704 .4306 0.011 -0.117 0.766 0.200
54 .834 .4329 -0.498 -0.886 0.811 0.200
55 .665 .4008 0.137 0.077 0.706 0.200
56 .838 .4134 -0.516 -0.952 0.768 0.200
57 .752 .3626 -0.153 -0.545 0.584 0.200
58 .705 .3900 0.008 -0.200 0.634 0.200
59 .530 .3175 0.531 0.873 0.531 0.200
60 .695 .3969 0.042 -0.106 0.676 0.200
61 .565 .3467 0.431 0.628 0.650 0.200
62 .765 .4007 -0.204 -0.520 0.695 0.200
63 .683 .4287 0.081 0.011 0.782 0.200
64 .655 .3789 0.168 0.133 0 . 686 0.200
Mean .690 .375 0.000 0.000 0.776 0.200
SD . 150 .086 0.515 1.000 0.270 0.000
L
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Table A.
8
Item Parameter Estimates
Item Set 8
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lif f iculty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
.786 .3647 -0.470 -0.741 0.820 0.200
.850 .2862 -0.753 -1.575 0.572 0.200
.855 .2901 -0.779 -1.585 0.585 0.200
.882 .3423 -0.935 -1.417 0.804 0.200
.820 .3781 -0.610 -0.883 0.888 0.200
.898 .3625 -1.041 -1.380 0.936 0.200
.749 .2944 -0.329 -0.781 0.568 0.200
.907 .3452 -1.116 -1.513 0.906 0.200
.823 .3252 -0.626 -1.084 0.723 0.200
.789 .3334 -0.481 -0.913 0.674 0.200
.620 .2698 0.072 -0.021 0.478 0.200
.783 .3324 -0.456 -0.862 0.683 0.200
.660 .3479 -0.043 -0.166 0.736 0.200
.870 .3321 -0.866 -1.455 0.717 0.200
.784 .3682 -0.461 -0.671 0.904 0.200
.764 .3399 -0.383 -0.663 0.762 0.200
.673 .2816 -0.084 -0.334 0.529 0.200
.759 .2447 -0.368 -1.138 0.428 0.200
.785 .3887 -0.464 -0.637 0.959 0.200
.387 .2290 0.708 1.261 0.715 0.200
.719 .3631 -0.228 -0.369 0.866 0.200
.843 .4282 -0.717 -0.724 1.357 0.200
.672 .4258 -0.080 -0.106 1.215 0.200
.252 .1637 1.126 2.232 0.787 0.190
.504 .3591 0.390 0 . 466 1.231 0.200
.657 .4503 -0.035 -0.036 1 . 446 0.200
.562 .2656 0.235 0.341 0.629 0.200
.270 . 1660 1.062 1.541 1.428 0.200
.752 .4586 -0.340 -0.324 1.567 0.200
.814 .4354 -0.581 -0.627 1.311 0.200
.837 .4735 -0.689 -0.624 1.745 0.200
.769 .4325 -0.402 -0.444 1.299 0.200
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33 .582 .3571 0.178 0.203 0.916 0
. 200
34 .542 .3493 0.287 0.356 0.998 0.200
35 .457 .3452 0.517 0,629 1.285 0
. 200
36 .531 .4049 0.317 0.355 1 .284 0,200
37 .754 .4230 -0.350 -0,421 1.174 0.200
38. .702 .4522 -0.172 -0. 188 1 .377 0.200
39 .465 .3120 0.494 0,653 1 .056 0,200
40 .423 .2773 0.610 1.035 0 . 694 0 . 200
41 .532 .4238 0.316 0 . 346 1.518 0.200
42 .313 .2412 0.926 1.397 1.042 0 . 200
43 .422 .3309 0.612 0.745 1.353 0.200
44 .364 .2227 0.773 1.367 0.738 0.200
45 .387 .2575 0.708 1.082 0.917 0,200
46 .757 .4916 -0.360 -0.299 1 .853 0.200
47 .655 . 3944 -0.029 -0,022 1.251 0.200
48 .540 .4186 0.292 0.323 1.355 0.200
49 .760 .2611 -0.370 -1.041 0.468 0.200
50 .485 .2613 0.442 0.757 0.634 0.200
51 .256 .2802 1.111 1 .263 1.875 0.194
52 .214 .2456 1.264 1.424 1.887 0.162
53 .409 . 1832 0.647 1.621 0.433 0.200
54 .230 . 1168 1 . 205 2.720 0.668 0.174
55 .863 .3243 -0.821 -1.339 0.741 0.200
56 .915 .4060 -1 . 174 -1.195 1.341 0.200
57 .478 .2190 0.459 1.007 0.440 0,200
58 .284 .2229 1.018 1.453 1 ,261 0.200
59 .673 .4008 -0.084 -0.126 1 .070 0.200
60 .543 .3886 0.285 0.335 1.221 0.200
61 .740 .3567 -0.297 -0.456 0.877 0.200
62 .430 .3315 0.590 0.796 0.989 0.200
63 .493 .3233 0.419 0.576 0.897 0 . 200
64 .668 .3839 -0.069 -0.123 0.999 0.200
Menn .624 .333 0.000 0,000 0.998 0.199
sn . 199 ,082 0.631 1 .000 0.373 0.006
;em
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Table A.
9
Item Parameter Estimates
Item Set 9
118
iculty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
823 . 1969 -0.640 -0.538 1.849 0.200
632 .2556 0.006 -0.160 2.193 0.200
394
.
.3567 0.648 0.140 2.102 0.200
277 .2495 0.994 0.362 2.102 0.200
442 . 1648 0.518 0.243 1.426 0.200
278 . 1192 0.991 0.474 2.401 0.200
,942 . 1886 -1.410 -0.742 2.102 0.200
.976 . 1738 -1.979 -0.949 2.102 0.200
.532 .2107 0.278 -0.003 1.956 0.200
.393 .2692 0.650 0.155 2.102 0.200
.870 .3825 -0.870 -0.528 2.102 0.200
.730 .3699 -0.290 -0.290 2.102 0.200
.877 .2624 -0.906 -0.541 2.102 0.200
.579 .3738 0.153 -0.098 2.102 0.200
.648 .3639 -0.039 -0.182 2.102 0.200
.804 .3534 -0.559 -0.403 2.102 0.200
.948 .2424 -1.485 -0.763 2.102 0.200
.596 .3871 0.107 -0.119 2.102 0.200
.869 .2278 -0.862 -0.524 2.102 0.200
.592 .3866 0.119 -0.113 2.102 0.200
.659 .3408 -0.072 -0.196 2.102 0.200
.905 . 1984 -1.090 -0.618 2.102 0.200
.947 .2602 -1.476 -0.761 2.102 0.200
.674 .3042 -0.114 -0.211 2.102 0.200
.793 .2347 -0.516 -0.407 2.298 0.200
.440 .3278 0.522 0.082 2.102 0.200
.307 . 1941 0.899 0.327 2.102 0.200
.365 . 1518 0.729 0.411 1.573 0.200
.686 .4275 -0.150 -0.234 2.102 0.200
.676 .4755 -0.123 -0.225 2.102 0.200
.556 .2905 0.215 -0.062 2.102 0.200
.514 .4027 0.327 -0.019 2.102
0.200
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
119
Table A .
9
(continued )
Difficulty
Point One-Parameter
Biserial B 1
Three-Parameter
B 3 A3 C 3
.760 .3495 - 0.392 - 0.333 2.102 0.200
.454 .3268 0.486 0.064 2.102 0.200
.847 .3939 - 0.752 -0.482 2.102 0.200
.842 .4076 * - 0.724 - 0.470 2.102 0.200
.574 .2793 0.167 -0.081 2.102 0.200
.798 .4263 -0.533 -0.394 2.102 0.200
.287
. 1690 0.964 0.374 2.102 0.200
. 158 .0033 1.452 7.095 0.248 0.119
.565 .3270 0.192 - 0.075 2.102 0.200
.725 .3510 - 0.274 - 0.284 2.102 0.200
.706 .4115 - 0.214 - 0.260 2.102 0.200
.632 .4360 0.008 - 0.165 2.102 0.200
.278 .2202 0.991 0.365 2.102 0.200
.214 .0813 1.216 0.559 2.102 0.160
.469 . 1742 0 . 446 0.125 1.778 0 . 200
.485 .2987 0.402 0.026 2.102 0.200
.504 .3461 0.353 - 0.003 2.102 0.200
.546 .4316 0.242 - 0.061 2.102 0.200
.564 .3732 0.194 - 0.078 2.102 0.200
.723 .4962 - 0.269 - 0.287 2.102 0.200
.550 . 1486 0.230 0.024 1.072 0.200
.823 .4392 - 0.640 - 0.438 2.102 0.200
.654 .4644 - 0.057 - 0.197 2.102 0.200
.287 .0503 0.964 2.193 0.540 0.200
.842 .4083 - 0.724 - 0.471 2.102 0.200
.729 .4651 - 0.288 - 0.294 2.102 0.200
.629 .2967 0.014 - 0.154 2.102 0.200
.389 .2956 0.661 0.159 2.102 0.200
.550 .1614 0.232 0.011 1.214 0.200
.408 .3791 0.610 0.118 2.102 0.200
.401 .2864 0.628 0.143 2.102 0.200
.688 .4561 - 0.157 - 0.237 2.102 0.200
606 .302 0 , 000 0 .,000 1 , 998 0 .,358
206 .113 0 . 705 1 ,.000 0 . 358 0 ,.011
12
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Table A. 10
Item Parameter Estimates
Item Set 10
120
lif ficulty
Point
Biserial
One-Parameter
B1
Three-
B3
Parameter
A3 C3
.648 .3201
’ 0.062 -0.125 1.680 0.200
.682 .3789 -0.039 -0.158 2.283 0.200
.716 .3689 -0.145 -0.206 2.137 0.200
.887 .3612 -0.883 -0.574 2.137 0.200
.614 .2371 0.159 -0.055 1.324 0.200
.943 .3135 -1.349 -0.789 2.137 0.200
.807 .3672 -0.476 -0.374 2.137 0.200
.249 .0638 1.199 2.920 0.505 0.187
.919 .3796 -1.118 -0.683 2.137 0.200
.877 .4451 -0.817 -0.546 2.137 0.200
. 664 .2457 0.015 -0.204 1.196 0.200
.481 .3423 0.518 0.155 2.137 0.200
.581 .2222 0.248 0.026 1.000 0.200
. 564 .4045 0.297 0.021 2.137 0.200
.537 .2961 0.369 0.096 1.863 0.200
.844 .3760 -0.645 -0.458 2.137 0.200
.288 .0468 1.068 6.301 0.193 0.200
.909 .2079 -1.032 -1.026 1.308 0.200
.882 .2095 -0.849 -0.924 1.238 0.200
.818 . 1508 -0.522 -1.190 0.634 0.200
.898 .2225 -0.954 -0.957 1.316 0.200
.875 .2411 -0.807 -0.754 1.510 0.200
.547 .3535 0.341 0.054 2.137 0.200
. 646 .2471 0.068 -0.144 1.249 0.200
.941 .2110 -1.328 -0.956 1.831 0.200
.939 .2525 -1.308 -0.827 2.196 0.200
.658 .3709 0.031 -0.119 2.328 0.200
.898 .2461 -0.954 -0.756 1.765 0.200
.438 .2801 0.633 0.239 2.137 0.200
.708 .3921 -0.122 -0.201 2.360
0.200
.324 .2411 0.957 0.481 2.137
0.200
.333 .2266 0.930 0.580 1.732
0.200
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
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Table A. 10 (continued)
Difficulty
Point
Biserial
One-Parameter
B1
Three
B3
-Parameter
A3 C3
.846 .3977 -0.654
-0.466 2.137 0.200
.589
. 1914
.
0.229 0.015 0.758 0.200
.860 .3909 -0.727
-0.501 2.137 0.200
.637 .2604 0.093 -0.117 1.288 0.200
.694 .2663 -0.077
-0.250 1.400 0.200
.308 .0728 1.006 1.213 0.945 0.200
.692 .4371 -0.072
-0.173 2.137 0.200
.789 .4194 -0.404
-0.344 2.137 0.200
.524 .3142 0.403 0.110 1.812 0.200
.789 .3819 -0.404
-0.339 2.137 0.200
.812 .3446 -0.499 -0.399 2.296 0.200
.766 .4229 -0.317 -0.298 2.137 0.200
.531 .4133 0.384 0.065 2.137 0.200
.642 .3198 0.078 -0.099 1.998 0.200
.528 .4413 0.393 0.060 2.137 0.200
.510 .4914 0.441 0.084 2.137 0.200
.458 .3277 0.580 0.219 2.077 0.200
.497 .3910 0.475 0.117 2.137 0.200
.417 .3080 0.691 0.308 1.934 0.200
.408 .2228 0.716 0.414 1.573 0.200
.665 .4037 0.010 -0.127 2.137 0.200
.381 .2107 0.790 0.482 1.606 0.200
.349 . 1776 0.882 0.938 0.921 0.200
.583 .4574 0.244 -0.017 2.137 0.200
.741 .4744 -0.228 -0.257 2.137 0.200
.785 .3690 -0.390 -0.328 2.137 0.200
.572 .4420 0.273 0.001 2.137 0.200
.222 . 1981 1.296 0.691 2.137 0.167
.377 .3813 0.800 0.303 2.137 0.200
.597 .3330 0.204 -0.019 2.045 0.200
.751 .5238 -0.265 -0.281 2.137 0.200
.487 .3423 0.503 0.151 2.262 0.200
639 . 197 0.000 0.000 1.821 0.199
315 . 104 0.667 1.000 0.507 0.004
APPENDIX B
GOODNESS OF FIT RESULTS
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Table B.l
Goodness of Fit Results
Item Set 1
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
80 78 0. 021 0. 016 0. 020
96 89 0. 042 0. 027 0. 104
64 67 0. 049 0. 035 0. 156
96 89 0. 048 0. 029 0. 173
50 67 0. 025 0. 030 0. 023
44 56 0. 056 0. 046 0. 128
77 78 0.,041 0.,028 0. 086
60 56 0.,051 0,.044 0.,083
58 67 0 .056 0 .038 0..195
67 67 0 .054 0 .040 0 . 148
90 78 0 .043 0 .029 0 .093
84 78 0 .037 0 .028 0 .070
78 89 0 .020 0 .021 0 .018
80 89 0 .021 0 .024 0 .015
88 78 0 .055 0 .034 0 .187
56 67 0 .048 0 .048 0 .061
84 89 0. 028 0. 023 0. 030
86 78 0. 040 0. 029 0. 075
55 67 0. 044 0. 029 0. 184
60 56 0. 068 0. 045 0. 262
64 56 0. 059 0. 048 0. 134
41 44 0. 075 0. 054 0. 245
52 56 0.,037 0.,031 0. 048
44 44 0.,053 0.,038 0., 126
55 67 0 .043 0,.039 0,. 107
55 67 0 .059 0 .048 0 .169
52 56 0 .061 0 .045 0 . 188
52 56 0 .056 0 .042 0 .132
22 33 0 .078 0 .063 0 .234
48 56 0 .050 0 .039 0 .128
30 33 0 .077 0 .051 0 .331
74 67 0 .058 0 .041 0 . 159
72 75 0. 022 0. 018 0. 046
78 75 0. 040 0. 034 0. 076
60 58 0. 059 0. 043 0. 236
90 83 0. 047 0. 034 0. 163
70 67 0. 044 0. 038 0. 081
66 67 0. 047 0. 035 0. 176
73 67 0.,035 0. 030 0. 059
94 92 0.,036 0.,031 0.,048
63 67 0 .034 0 .028 0,.077
62 58 0 .063 0 .046 0 .278
96 92 0 .028 0 .023 0 .055
94 92 0 .018 0 .017 0 .017
74 75 0 .038 0 .034 0 .087
68 75 0 .030 0 .027 0 .045
80 75 0 .033 0 .027 0 .052
94 92 0 .036 0 .031 0 . 066
77 83 0. 021 0. 020 0. 025
67 67 0. 020 0. 018 0. 030
84 83 0. 021 0. 016 0. 037
87 92 0. 024 0. 019 0. 042
66 67 0. 045 0. 039 0. 132
82 83 0. 027 0. 023 0. 032
79 75 0. 039 0. 027 0. 091
96 92 0.,023 0.,017 0,,028
96 92 0 .030 0 .021 0 . 125
78 75 0 .033 0 .028 0 .080
75 83 0 .019 0 .016 0 .019
75 67 0 .040 0 .029 0 . 118
76 75 0 .033 0 .025 0 . 108
77 83 0 .020 0 .018 0 .025
82 83 0 .024 0 .021 0 .035
57 58 0 .044 0 .036 0 .118
33
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Table B.l (continued)
124
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI H aAD WAAD MSQ
41 56 0 . 042
71 78 0 . 035
90 89 0 . 038
16 33 0 . 061
60 67 0 . 040
100 100 0 . 026
68 56 0 . 051
54 56 0 . 079
55 67 0 . 039
90 89 0 . 031
79 67 0 .,047
54 56 0 .,058
65 78 0 .,034
34 56 0 .,042
59 67 0 , 030
60 67 0 .,040
48 56 0 ,. 100
93 89 0 ,.044
28 44 0 ,.057
60 56 0 ,.069
52 56 0 .064
35 44 0 .060
41 44 0 . 101
51 44 0 . 125
33 33 0 .062
60 56 0 .078
42 44 0 .094
34 33 0 .099
49 44 0 .066
3 11 0 . 153
30 44 0 .074
50 44 0 .089
59 62 0 . 056
21 18 0 ,.025
0 . 039 0 . 088
0 . 030 0 . 047
0 . 00CMo 0 . 051
0 . 062 0 . 097
0 . 040 0 . 059
0 . 024 0 . 022
0 . 042 0 . 102
0 . 057 0 . 300
0 . 054 0 . 066
0 . 027 0 . 035
0 . 036 0 . 092
0 . 055 0 . 133
0 .,041 0 .,046
0 .,049 0 .,046
0 .,032 0
.,037
0 ,.040 0 , 063
0 ,.073 0 ,.670
0 ,.040 0 ,.066
0 ,.066 0 ,.089
0 ,.049 0 ,. 183
0 ,.063 0 . 134
0 .065 0 .095
0 .094 0 .318
0 . 106 0 .541
0 .056 0 . 117
0 .066 0 .212
0 .079 0 .358
0 .078 0 .334
0 .056 0 .156
0 . 126 0 .649
0 .074 0 . 180
0 .074 0 .272
0 .047 0 . 153
0.021 0.135
71 67 0 . 052
60 67 0 . 038
78 83 0 . 024
82 83 0 . 045
70 75 0 . 033
72 67 0 . 052
73 75 0 . 045
68 67 0 . 057
59 67 0 . 049
88 92 0 . 021
81 75 0 . 025
61 67 0 . 057
55 58 0 . 059
57 67 0 .,060
46 58 0 .,043
88 75 0 , 044
59 67 0 ,.053
100 100 0 .035
90 83 0 .036
60 67 0 .073
73 75 0 .043
66 67 0 .056
61 67 0 .060
64 67 0 .078
73 75 0 .052
81 75 0 .046
67 67 0 .060
51 50 0 .093
54 58 0 .053
67 58 0 .065
65 67 0 .051
65 67 0 .051
73 74 0 ,.042
13 11 0 ,.016
0 . 040 0 . 164
0 . 035 0 . 089
0 . 025 0 . 022
0 . 043 0 . 097
0 . 034 0 . 045
0 . 044 0 . 144
0 . 047 0 . 090
0 . 053 0 . 128
0 . 051 0 . 112
0 . 023 0 . 017
0 . 020 0 . 039
0 . 063 0 . 134
0 . 056 0 ., 169
0 .,060 0 ,.200
0 .,045 0 , 076
0 .,030 0 ,.148
0 ,.058 0 .102
0 .033 0 .045
0 .031 0 .068
0 .077 0 . 168
0 .043 0 .098
0 .049 0 .160
0 .062 0 .130
0 .078 0 .212
0 .046 0 . 122
0 .037 0 .122
0 .048 0 .230
0 .079 0 .383
0 .054 0 .119
0 .053 0 .205
0 .051 0 .135
0 .050 0 .111
0 .037 0 . 105
0.016 0.070
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Table B.2
Goodness of Fit Results
Item Set 2
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
100 100 0.017 0.018 0.005
61 57 0.039 0.035 0.028
71 57 0.030 0.021 0.021
71 57 0.042 0.031 0.040
56 57 0.037 0.032 0.028
57 57 0.025 0.027 0.011
42 43 0.073 0.062 0.107
49 43 0.054 0.040 0.068
72 71 0.035 0.029 0.029
100 100 0.017 0.013 0.007
48 43 0.039 0.036 0.018
84 86 0.026 0.025 0.011
84 86 0.024 0.021 0.008
52 57 0.044 0.049 0.045
61 71 0.029 0.030 0.013
83 86 0.032 0.035 0.014
70 71 0.019 0.021 0.009
30 29 0.052 0.048 0.039
83 86 0.027 0.026 0.010
13 14 0.063 0.065 0.050
54 57 0.044 0.049 0.032
56 57 0.036 0.032 0.027
41 43 0.062 0.058 0.058
72 71 0.034 0.030 0.024
74 71 0.029 0.025 0.015
59 71 0.037 0.042 0.019
48 43 0.042 0.043 0.026
54 57 0.038 0.039 0.017
33 43 0.068 0.077 0.077
52 43 0.051 0.034 0.083
28 29 0.040 0.043 0.022
46 57 0.034 0.038 0.017
82 89 0.022 0.023 0.009
86 89 0.029 0.026 0.019
100 100 0.018 0.017 0.006
94 89 0.026 0.020 0.024
70 67 0.028 0.024 0.024
87 78 0.019 0.013 0.017
67 78 0.039 0.036 0.029
91 78 0.041 0.029 0.070
97 89 0.019 0.017 0.008
85 89 0.022 0.023 0.010
59 67 0.042 0.039 0.057
74 67 0.037 0.032 0.040
45 44 0.028 0.025 0.020
86 89 0.033 0.037 0.025
100 100 0.021 0.020 0.010
100 100 0.009 0.007 0.002
46 56 0.029 0.029 0.023
62 67 0.040 0.041 0.041
56 56 0.043 0.042 0.032
57 56 0.046 0.045 0.046
91 89 0.038 0.038 0.027
58 56 0.026 0.023 0.020
80 78 0.032 0.026 0.029
46 44 0.060 0.054 0.077
82 89 0.021 0.024 0.009
87 78 0.029 0.021 0.025
50 33 0.053 0.041 0.065
83 78 0.028 0.024 0.020
58 67 0.049 0.049 0.070
89 89 0.020 0.021 0.009
76 78 0.022 0.020 0.021
83 89 0.026 0.028 0.013
It
Num
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Table B.2 (continued)
One-parameter Model
PI II AAD WAAD MSQ
72 71 0. 019 0. 018 0. 006
68 71 0. 022 0. 026 0. 010
22 29 0. 033 0. 028 0. 024
52 57 0. 017 0. 019 0. 004
48 57 0. 015 0. 017 0. 004
56 57 0. 036 0. 029 0. 037
54 57 0.,015 0.,017 0.,005
42 57 0,,030 0.,031 0,.016
48 57 0,.025 0,.028 0 .009
81 86 0 .018 0 .016 0 .006
67 71 0 .016 0 .016 0 .004
44 43 0 .019 0 .021 0 .006
65 71 0 .016 0 .016 0 .004
56 57 0 .015 0 .017 0 .003
84 86 0 .017 0 .019 0 .004
72 71 0 .016 0 .013 0 .006
61 71 0. 013 0. 015 0. 003
74 71 0. 026 0. 022 0. 018
100 100 0. 015 0. 015 0. 003
70 71 0. 015 0. 016 0. 004
81 71 0. 031 0. 027 0. 013
41 29 0. 084 0. 075 0. 106
74 71 0. 042 0.,035 0. 044
78 71 0,,034 0.,034 0.,018
100 100 0,.019 0,.017 0,.007
63 71 0,.035 0 .034 0 .022
71 57 0 .055 0 .046 0 .042
81 71 0 .028 0 .023 0 .016
48 43 0 .053 0 .050 0 .037
7 14 0 .122 0 .114 0 .204
39 43 0 .056 0 .049 0 .048
78 71 0 .031 0 .027 0 .014
Three-parameter Model
PI 11 AAD WAAD MSQ
67 67 0.027 0.021 0.018
72 78 0.022 0.023 0.009
41 44 0.018 0.017 0.007
97 89 0.012 0.010 0.004
75 78 0.015 0.015 0.005
42 56 0.022 0.023 0.014
62 67 0.012 0.012 0.003
91 89 0.015 0.013 0.009
66 67 0.026 0.024 0.015
67 78 0.014 0.016 0.007
89 89 0.015 0.013 0.006
68 67 0.017 0.016 0.006
68 78 0.015 0.015 0.007
61 67 0.015 0.016 0.004
79 78 0.016 0.016 0.005
73 67 0.027 0.023 0.017
75 78 0.016 0.014 0.006
79 78 0.018 0.015 0.010
100 100 0.016 0.015 0.006
64 78 0.011 0.013 0.003
85 89 0.027 0.027 0.015
100 100 0.032 0.028 0.021
80 78 0.029 0.023 0.036
64 78 0.029 0.033 0.021
100 100 0.013 0.016 0.004
80 78 0.026 0.025 0.014
57 44 0.054 0.042 0.060
68 67 0.037 0.030 0.041
53 56 0.051 0.045 0.050
82 78 0.038 0.031 0.041
33 33 0.089 0.085 0.131
48 44 0.047 0.047 0.043
61 62 0.,035 0,,033 0,,027 74 74 0,.028
20 19 0,.019 0,.018 0,.033 17 17 0 .014
0.026 0.024
0.013 0.023
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Tnbln H.3
Goodness of Fit Results
Item Set 3
127
Oiie-parnmoter Model
PI 11 AAI ) WAAt) Msq
67 71 0.011 0.011 0.001
95 86 0.021 0.016 0.006
40 43 0.033 0.029 0.014
100 100 0.004 0.003 0.000
86 86 0.022 0.020 0.005
81 71 0.053 0.036 0.046
84 71 0.016 0.010 0.005
81 71 0.037 0.022 0.022
84 71 0.024 0.017 0.010
81 71 0.029 0.020 0.015
78 86 0.026 0.029 0.006
57 57 0.028 0.025 0.010
95 86 0.024 0.017 0.007
0 0 0.152 0.108 0.232
100 100 0.016 0.014 0.003
95 86 0.021 0.016 0.004
75 71 0.026 0.017 0.012
32 43 0.020 0.023 0.005
60 57 0.031 0.027 0.008
68 57 0.048 0.029 0.047
56 57 0.027 0.027 0.008
51 43 0.047 0.042 0.021
41 29 0.054 0.047 0.024
16 29 0.064 0.062 0.032
74 71 0.025 0.024 0.006
49 57 0.042 0.030 0.038
32 43 0.030 0.027 0.008
62 57 0.022 0.020 0.006
55 43 0.049 0.036 0.028
86 86 0.039 0.034 0.016
50 43 0.052 0.044 0.025
100 100 0.019 0.014 0.005
Thrce-pnrntm>tor Model
PI I 1 AAI ) WAAI ) MSQ
72 80 0.017 0.016 0.007
75 80 0.020 0.022 0.011
38 50 0.033 0.031 0.016
90 90 0.013 0.010 0.004
55 50 0.043 0.041 0.028
86 80 0.032 0.026 0.016
87 80 0.026 0.019 0.018
91 80 0.027 0.023 0.010
72 80 0.019 0.015 0.009
60 70 0.017 0.016 0.005
78 70 0.047 0.034 0.053
71 80 0.023 0.021 0.007
94 90 0.014 0.013 0.003
75 80 0.031 0.031 0.016
91 80 0.024 0.018 0.010
77 70 0.029 0.021 0.016
76 70 0.026 0.018 0.015
84 80 0.017 0.014 0.009
54 60 0.043 0.037 0.033
81 80 0.037 0.029 0.035
78 70 0.036 0.029 0.026
83 70 0.040 0.024 0.037
72 70 0.032 0.031 0.014
87 90 0.025 0.024 0.010
87 90 0.027 0.028 0.011
22 30 0.045 0.042 0.029
85 90 0.015 0.014 0.004
40 50 0.036 0.037 0.016
46 60 0.041 0.044 0.022
63 60 0.039 0.035 0.023
47 50 0.041 0.032 0.036
66 80 0.017 0.016 0.005
33
34
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36
37
38
39
40
41
42
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45
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48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
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Table B.3 (continued)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
40 43 0 . 040 0 . 032 0 . 020 60 60 0 . 026 0 . 026 0 . on
49 43 0 . 038 0 . 033 0 . 019 77 70 0 . 033 0 . 029 0 . 019
66 57 0 . 032 0 . 023 0 . 013 76 70 0 . 028 0 . 026 0 . 013
60 57 0 . 038 0 . 037 0 . 016 57 50 0 . 040 0 . 030 0 . 024
10 29 0 . 052 0 . 060 0 . 024 82 70 0 . 023 0 . 016 0 . 010
49 43 0 . 043 0 . 040 0 . 019 89 90 0 . 017 0 . 014 0 . 005
25 29 0 . 038 0 . 037 0 . Oil 79 80 0 . 023 0 . 022 0 . 012
75 71 0 . 024 0 . 019 0 . 006 69 70 0 . 035 0 . 032 0 . 017
82 71 0 .,038 0 . 025 0 . 023 91 80 0 . 031 0 . 021 0 . 016
52 43 0 . 053 0 .,035 0 .,033 67 70 0 . 034 0 . 028 0 . 021
79 57 0 ,.040 0 .,027 0 . 021 58 60 0 .,043 0 . 042 0 .,031
19 29 0 ,.044 0 , 042 0 . 018 35 40 0 ,.048 0 .,046 0 ,.029
90 71 0 ,.033 0 ,.020 0 .014 74 60 0 ,.047 0 ,.033 0 .041
58 57 0 .031 0 .028 0 .008 74 70 0 .029 0 .030 0 .015
5 14 0 .051 0 .052 0 .022 59 60 0 .045 0 .039 0 .035
54 71 0 .027 0 .035 0 .007 79 80 0 .028 0 .021 0 .014
90 71 0 .026 0 .017 0 .009 71 70 0 .031 0 .025 0 .015
60 57 0 .049 0 .035 0 .045 85 90 0 .017 0 .017 0 .004
65 71 0 .021 0 .020 0 .004 65 60 0 .032 0 .025 0 .018
64 57 0 .048 0 .031 0 .044 64 70 0 .041 0 .038 0 .035
67 71 0 .027 0 .027 0 .006 68 70 0 .035 0 .035 0 .021
75 71 0 .030 0 .018 0 .022 90 90 0 .026 0 .023 0 .009
76 71 0 .036 0 .035 0 .017 69 80 0 .033 0 .035 0 .013
70 57 0 .033 0 .027 0 .013 83 80 0 .029 0 .021 0 .025
29 29 0 . 061 0 . 062 0 . 035
24 14 0 . 099 0 .,080 0 .,085
82 71 0 .,030 0 , 025 0 .,008
65 43 0 . 041 0 , 031 0 ,.017
5 14 0 ,.072 0 ,.068 0 ,.044
95 86 0 ,.037 0 .023 0 .022
57 43 0 .050 0 .034 0 .035
33 29 0 .069 0 .055 0 .054
47 50 0 . 049 0 . 044 0 . 034
66 80 0 . 026 0 . 026 0 . 012
71 70 0 .,041 0 .,033 0 .,044
71 50 0 .,044 0 , 031 0 .,028
75 70 0 . 036 0 ,.030 0 ,.022
60 50 0 .056 0 .038 0 ,.057
81 80 0 .029 0 .027 0 .016
88 80 0 .038 0 .030 0 .020
61 58 0 .,038 0 .,032 0 .,022 71 71 0 , 032
26 22 0 ,.021 0 ,.018 0 ,.031 15 14 0 ,.010
0.027 0.019
0.009 0.012
It(
Numl
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
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Table B.4
Goodness of Tit Results
Item Set 4
One-parameter Model Three-parameter Model
PI II AAU WAAD MSQ PI II AAD WAAD MSQ
69 75 0 . 020 0 . 017 0 . 005
25 38 0 . 041 0 . 026 0 . 037
46 50 0 . 030 0 . 026 0 . 008
33 50 0 . 033 0 . 031 0 . 008
9 25 0 . 034 0 . 038 0 . 009
81 63 0 . 022 0 . on 0 . 005
29 25 0 .,062 0 .,055 0 . 027
25 25 0 , 049 0 .,033 0 .,039
31 25 0 .053 0 .041 0 ,.022
18 25 0 .087 0 .066 0 .078
94 88 0 .028 0 .020 0 .007
59 63 0 .035 0 .029 0 .011
32 38 0 .050 0 .041 0 .022
82 88 0 .017 0 .018 0 .003
47 63 0 .035 0 .031 0 .010
61 63 0 .053 0 .032 0 .041
82 75 0 . 012 0 . 009 0 . 001
7 25 0 . 080 0 . 082 0 . 061
35 38 0 . 046 0 . 029 0 . 033
0 0 0 . 063 0 . 061 0 . 031
17 25 0 . 036 0 . 032 0 . on
37 50 0 . 038 0 . 025 0 . 031
54 50 0 . 047 0 . 027 0 . 046
29 38 0 , 064 0 ,, 066 0 , 030
61 63 0 ,.041 0 ,.030 0 .027
39 50 0 .034 0 .032 0 .010
46 50 0 .041 0 .035 0 .013
61 50 0 .074 0 .039 0 .094
18 13 0 .072 0 .058 0 .037
19 25 0 .076 0 .063 0 .046
18 25 0 .074 0 .063 0 .043
18 13 0 . 100 0 .085 0 .080
100 100 0.013 0.010 0.002
67 80 0.018 0.013 0.005
89 90 0.019 0.016 0.004
58 70 0.028 0.029 0.013
64 70 0.032 0.025 0.021
19 30 0.035 0.036 0.012
29 40 0.055 0.046 0.043
45 50 0.039 0.030 0.019
85 80 0.030 0.026 0.009
54 40 0.065 0.045 0.049
89 90 0.026 0.016 0.010
100 100 0.023 0.013 0.010
98 90 0.025 0.021 0.007
100 100 0.028 0.020 0.012
44 60 0.035 0.032 0.014
52 60 0.035 0.035 0.013
75 70 0.019 0.016 0.005
69 60 0.053 0.037 0.037
66 50 0.045 0.025 0.037
87 80 0.015 0.009 0.003
68 60 0.027 0.020 0.011
95 90 0.009 0.007 0.001
56 60 0.022 0.021 0.010
78 80 0.023 0.019 0.007
59 60 0.033 0.019 0.020
77 70 0.041 0.031 0.021
47 60 0.035 0.027 0.017
77 70 0.045 0.024 0.036
38 40 0.056 0.043 0.043
85 70 0.043 0.029 0.022
47 60 0.041 0.035 0.016
22 20 0.067 0.054 0.050
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
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Table B.4 (continued)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
31 38 0. 022 0. 018 0. 007
45 63 0. 016 0. 019 0. 002
59 75 0. 016 0. 015 0. 003
64 75 0. 015 0. 016 0. 003
43 50 0. 031 0. 019 0. 019
19 38 0. 034 0. 027 0. 016
43 50 0.,038 0.,024 0. 031
63 75 0,.022 0,,019 0,.005
97 88 0 .026 0 .016 0 .015
48 50 0 .031 0 .022 0 .014
97 88 0 .022 0 .015 0 .007
76 88 0 .019 0 .018 0 .004
53 63 0 .033 0 .032 0 .010
61 63 0 .045 0 .033 0 .028
63 75 0 .026 0 .027 0 .006
31 25 0 .062 0 .052 0 .036
64 75 0. 031 0. 030 0. Oil
34 50 0. 035 0. 032 0. Oil
44 38 0. 062 0. 051 0. 049
97 88 0. 022 0. 009 0. 008
40 63 0. 031 0. 033 0. 012
22 50 0. 039 0. 045 0. 014
40 63 0.,029 0. 028 0. Oil
56 63 0,,035 0.,029 0.,013
26 25 0 .074 0,.066 0,.054
86 75 0 .032 0 .021 0 .014
4 25 0 .048 0 .050 0 .020
22 38 0 .030 0 .030 0 .009
25 13 0 . 141 0 .082 0 .178
25 25 0 .075 0 .047 0 .052
0 0 0 . 135 0 .096 0 .155
74 63 0 .039 0 .030 0 .015
82 90 0. 010 0. 008 0. 002
70 70 0. 017 0. 018 0. 004
53 70 0. 018 0. 015 0. 005
54 70 0. 016 0. Oil 0. 005
100 100 0. 009 0. 004 0. 002
68 70 0. 019 0. 012 0. 006
59 70 0. 019 0. 017 0. 005
80 80 0.,027 0.,017 0.,013
80 90 0 .017 0 .015 0 .004
71 70 0 .018 0 .012 0 .005
99 90 0 .023 0 .012 0 .013
66 70 0 .031 0 .026 0 .010
83 90 0 .023 0 .021 0 .005
72 80 0 .024 0 .025 0 .008
47 60 0 .034 0 .031 0 .011
98 90 0 .024 0 .011 0 .012
82 90 0. 021 0. 015 0. 006
99 90 0. 023 0. 010 0. 016
88 80 0. 025 0. 013 0. 014
85 80 0. 025 0. 016 0. 010
60 70 0. 022 0. 016 0. 008
59 60 0. 030 0. 020 0. 015
89 90 0. 022 0. Oil 0. Oil
72 70 0,,031 0.,027 0.,011
72 70 0 .023 0 .020 0 .009
76 80 0 .031 0 .028 0 .011
87 80 0 .024 0 .017 0 .009
60 60 0 .037 0 .018 0 .045
96 90 0 .023 0 .014 0 .011
44 50 0 .046 0 .039 0 .028
100 100 0 .022 0 .008 0 .011
89 90 0 .019 0 .014 0 .004
44 49 0,,045 0
25 23 0 .026 0
036 0,,028 72 73
020 0 .032 20 18
0.029 0.021 0.014
0.013 0.011 0.012
12
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
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Table B.5
Goodness of Fit Results
Item Set 5
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
89 88 0. 017 0. 013 0. 003
71 75 0. 022 0. 016 0. 008
55 63 0. 028 0. 020 0. 014
85 75 0. 024 0. 020 0. 004
54 75 0. 012 0. 014 0. 001
50 50 0. 033 0. 024 0. 013
27 38 0.,031 0.,026 0. Oil
89 88 0,,018 0,,016 0,,003
42 38 0,.030 0 .026 0,.007
25 13 0 .060 0 .049 0 .025
46 50 0 .045 0 .031 0 .027
75 88 0 .013 0 .013 0 .001
26 25 0 .084 0 .068 0 .048
6 25 0 .047 0 .038 0 .016
26 25 0 . 109 0 .084 0 .099
74 63 0 .037 0 .024 0 .013
39 50 0. 044 0. 036 0. 021
64 63 0. 031 0. 025 0. 010
100 100 0. 018 0. 013 0. 003
63 50 0. 029 0. 021 0. 009
0 0 0. 099 0. 085 0. 071
56 50 0. 038 0. 032 0. 015
37 50 0. 019 0.,016 0.,005
71 75 0.,026 0,,020 0.,011
100 100 0,.011 0 .013 0,.001
50 50 0 .035 0 .027 0 .014
89 88 0 .019 0 .014 0 .003
26 38 0 .030 0 .025 0 .010
26 38 0 .052 0 .041 0 .039
45 50 0 .025 0 .021 0 .006
46 25 0 .058 0 .042 0 .024
64 63 0 .028 0 .023 0 .007
76 71 0. 036 0. 020 0. 036
78 71 0. 034 0. 017 0. 026
94 79 0. 034 0. 016 0. 036
42 57 0. 038 0. 035 0. 022
71 71 0. 030 0. 017 0. 023
86 79 0. 042 0. 025 0. 033
70 79 0. 013 0. 014 0. 002
93 93 0,,028 0.,020 0..013
100 100 0 .024 0 .016 0 .013
77 79 0 .034 0 .028 0 .014
77 64 0 .052 0 .028 0 .057
89 93 0 .021 0 .015 0 .010
80 79 0 .032 0 .019 0 .017
48 64 0 .041 0 .041 0 .027
77 71 0 .039 0 .023 0 .029
90 79 0 .046 0 .025 0 .061
71 64 0. 032 0. 028 0. 017
74 71 0. 033 0. 023 0. 019
92 79 0. 045 0. 024 0. 040
84 86 0. 023 0. 017 0. 007
80 79 0. 044 0. 035 0. 026
98 93 0. 023 0. 020 0. 009
84 86 0. 033 0. 013 0. 048
62 71 0.,024 0.,018 0,,014
99 93 0,.032 0,.018 0 .040
68 79 0 .023 0 .020 0 .008
100 100 0 .029 0 .019 0 .012
98 93 0 .024 0 .011 0 .016
63 57 0 .042 0 .023 0 .048
79 79 0 .035 0 .027 0 .025
82 79 0 .036 0 .028 0 .024
60 71 0 .030 0 .026 0 .013
It«
Numt
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
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Table B . 5 (cont inued
)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
29 38 0.028 0.030 0.006
4 13 0.070 0.064 0.044
35 63 0.032 0.036 0.008
2 13 0.056 0.056 0.020
35 25 0.051 0.041 0.020
62 63 0.027 0.023 0.004
100 100 0.015 0.010 0.002
64 50 0.040 0.031 0.011
85 75 0.029 0.021 0.009
10 38 0.055 0.068 0.025
47 38 0.043 0.034 0.016
31 38 0.045 0.049 0.013
46 25 0.090 0.056 0.066
21 50 0.036 0.048 0.011
25 13 0.134 0.114 0.117
76 75 0.018 0.014 0.006
46 25 0.040 0.027 0.012
40 38 0.034 0.027 0.009
35 38 0.038 0.037 0.010
10 38 0.038 0.042 0.009
74 75 0.020 0.016 0.003
30 38 0.029 0.026 0.007
44 63 0.021 0.023 0.004
59 50 0.070 0.050 0.052
26 25 0.067 0.052 0.035
76 75 0.017 0.017 0.003
78 63 0.035 0.024 0.014
39 38 0.038 0.036 0.010
96 88 0.021 0.015 0.006
64 63 0.050 0.042 0.025
26 38 0.057 0.046 0.046
62 75 0.020 0.017 0.003
50 52 0 .,040 0 , 033 0 , 018
26 24 0 .024 0 .020 0 .022
83 86 0 . 021 0 . 015 0 . 007
81 86 0 . 027 0 . 026 0 . 012
75 86 0 . 029 0 . 026 0 . 015
83 79 0 . 033 0 . 017 0 . 035
68 71 0 . 049 0 . 033 0 . 062
60 57 0 . 040 0 . 026 0 . 034
97 86 0 . 031 0 . 015 0 . 023
54 64 0 .,044 0 , 047 0 , 027
89 79 0 .045 0 .026 0 .055
51 64 0 .037 0 .030 0 .037
76 57 0 .055 0 .033 0 .063
76 64 0 .050 0 .026 0 .079
74 57 0 .065 0 .040 0 .088
57 64 0 .045 0 .039 0 .044
36 57 0 .051 0 .044 0 .033
52 64 0 .043 0 .036 0 .037
83 86 0 . 038 0 . 023 0 . 024
42 50 0 . 044 0 . 035 0 . 032
68 64 0 . 044 0 . 037 0 . 031
64 71 0 . 033 0 . 027 0 . 017
78 71 0 . 038 0 . 021 0 . 030
73 71 0 . 033 0 . 024 0 . 022
78 71 0 . 034 0 . 015 0 . 039
19 21 0 .,059 0 .,047 0 .,051
94 79 0 ,.054 0 .030 0 .055
87 79 0 .038 0 .024 0 .031
92 93 0 .031 0 .022 0 .014
45 71 0 .042 0 .040 0 .022
80 79 0 .035 0 .025 0 .020
80 71 0 .045 0 .023 0 .051
91 86 0 .020 0 .011 0 .015
97 86 0 .031 0 .021 0 .020
75 75 0 .,036
17 13 0 ,.010 0.009 0.018
’I'mMo H . t)
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Ttoin
Number I’l
Omo-
11
1 76 63
2 64 63
3 0 0
4 42 38
5 43 38
6 91 75
7 75 63
8 45 38
9 30 25
10 46 38
1
1
88 63
12 50 50
13 43 38
14 57 75
15 54 63
16 46 38
17 76 88
18 77 63
19 67 75
20 97 88
21 60 50
22 46 38
23 24 38
24 24 38
25 22 25
26 8 25
27 39 50
28 24 38
29 46 38
30 70 75
31 79 75
32 68 38
i
pnrumotor Modol
AAl) WAAI) Msq
0 . 048 0.028 0.030
0.026 0.017 0 . 00 b
0.059 0.050 0.024
0.043 0.030 0.018
0.036 0.025 0.013
0.028 0.014 0.01
6
0.034 0.016 0.024
0.061 0.048 0.035
0.075 0.049 0.052
0.041 0.028 0.019
0.048 0.022 0.045
0.058 0 . 049 0.032
0.033 0.025 0.011
0.017 0.019 0.003
0.030 0.020 0.018
0.050 0.032 0.027
0.010 0 . 009 0.001
0.023 0.012 0.005
0.024 0.019 0.005
0.045 0.023 0.036
0.036 0.025 0.014
0 . 049 0.033 0.025
0.066 0.038 0.073
0.064 0.038 0.067
0.061 0.035 0.054
0.056 0.032 0.046
0.044 0.032 0.019
0.045 0.031 0.024
0.056 0.035 0 . 042
0.029 0.023 0.010
0.019 0.012 0.004
0.042 0.022 0.023
I'hrcc’^pnrfiniolor Modo 1
I’l 1 1 AAl) WAAI ) MSq
45 58 0.035 0.035 0.017
80 83 0.023 0.019 0.006
29 25 0.063 0.048 0.054
56 58 0.058 0.037 0.074
59 58 0 . 049 0.036 0.036
92 ‘12 0.024 0.014 0.009
57 58 0.048 0.024 0 . 04 b
62 50 0.057 0.039 0.050
61 67 0.043 0.034 0.020
58 50 0.052 0.034 0.042
60 50 0.056 0.035 0.050
56 67 0.038 0.035 0.016
48 50 0.050 0.033 0.047
87 83 0.029 0.024 0.013
71 75 0.021 0.012 0 . 009
74 75 0.030 0.018 0.014
63 75 0.029 0.016 0.022
65 58 0.037 0.022 0.026
87 75 0.042 0.022 0.030
91 83 0.045 0.025 0.052
65 58 0.054 0.031 0 . 068
30 33 0.060 0.040 0.074
52 58 0.027 0.017 0.016
92 83 0.031 0.014 0.024
78 58 0.041 0.021 0.040
70 75 0.025 0.014 0.012
68 67 0.037 0.027 0.020
66 67 0.038 0.017 0.044
10 17 0.062 0.038 0.062
95 92 0.012 0.007 0.003
70 75 0.028 0.016 0.016
83 67 0.041 0.021 0.035
It(
Numl
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34
35
36
37
38
39
40
41
42
43
44
45
46
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52
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55
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Table B.6 (continued)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
100 100 0. 010 0. 006 0. 001 92 92 0. 018 0. 015 0. 004
36 38 0. 037 0. 027 0. 013 100 100 0. 016 0. Oil 0. 006
39 50 0. 042 0. 028 0. 025 59 50 0. 048 0. 025 0. 045
32 63 0. 020 0. 019 0. 003 92 83 0. 033 0. 018 0. 024
26 50 0. 037 0. 035 0. 015 63 75 0. 035 0. 030 0. 016
28 50 0. 040 0. 032 0. 022 56 58 0. 037 0. 022 0. 024
97 88 0.,022 0.,010 0. 012 83 75 0. 039 0.,027 0. 022
64 63 0.,032 0,,021 0.,015 58 75 0.,027 0.,029 0.,009
6 13 0 .046 0 .039 0 .015 76 83 0 .031 0 .025 0 .017
23 38 0 .048 0 .034 0 .024 92 92 0 .036 0 .024 0 .015
52 25 0 . 100 0 .055 0 .080 56 50 0 .050 0 .034 0 .032
100 100 0 .017 0 .012 0 .003 98 92 0 .024 0 .015 0 .011
29 50 0 .027 0 .033 0 .006 63 67 0 .044 0 .037 0 .022
52 50 0 .046 0 .033 0 .023 87 75 0 .024 0 .014 0 .009
39 50 0 .029 0 .029 0 .006 95 83 0 .028 0 .015 0 .015
91 75 0 .039 0 .023 0 .020 99 92 0 .026 0 .015 0 .015
0 0 0. 143
54 38 0. 061
52 25 0. 061
24 13 0. 115
39 50 0. 062
27 25 0. 076
31 25 0. 053
24 13 0.,057
8 25 0,.071
46 50 0 .039
14 38 0 . 046
0 0 0 .058
30 25 0 .062
12 38 0 .044
23 38 0 .053
49 50 0 .043
46 46 0,,047
26 23 0 .023
0.109 0.133
0.046 0.030
0.039 0.026
0.086 0.090
0.043 0.043
0.045 0.063
0.038 0.022
0.051 0.021
0.057 0.035
0.036 0.011
0.056 0.016
0.055 0.020
0.053 0.029
0.057 0.013
0.041 0.027
0.039 0.014
0.034 0.027
0.018 0.024
58 50 0. 057
77 75 0. 045
81 92 0. 025
98 92 0. 039
38 42 0. 063
79 58 0. 058
55 58 0.,045
91 75 0.,027
88 75 0 .029
64 67 0 .027
60 58 0 .061
51 58 0 .052
74 75 0 .033
32 50 0 .037
57 58 0 .044
14 33 0 .055
68 67 0.,039
21 18 0 .013
0.035 0.043
0.034 0.031
0.021 0.007
0.027 0.017
0.043 0.060
0.025 0.056
0.036 0.024
0.016 0.015
0.022 0.012
0.026 0.011
0.038 0.075
0.046 0.037
0.026 0.021
0.040 0.016
0.036 0.024
0.051 0.035
0.027 0.028
0.010 0.019
12
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Table B.7
Goodness of Fit Results
Item Set 7
135
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
31 13 0. 160 0. 124 0. 109
34 25 0. 081 0. 059 0. 034
3 13 0. 077 0. 060 0. 032
31 13 0. 139 0. 100 0. 086
65 63 0. 041 0. 025 0. 009
55 50 0. 051 0. 028 0. 021
15 38 0.,038 0. 028 0. 007
4 25 0.,047 0.,042 0.,011
23 25 0,.095 0,.050 0,.066
48 63 0 .032 0 .031 0 .005
24 38 0 .032 0 .033 0 .006
27 50 0 .033 0 .031 0 .007
20 13 0 .064 0 .038 0 .027
52 25 0 .055 0 .030 0 .020
44 50 0 .049 0 .030 0 .018
34 25 0 .073 0 .043 0 .041
0 0 0. 114 0. 084 0. 059
35 50 0. 054 0. 043 0. 021
45 38 0. 041 0. 029 0. 010
45 50 0. 034 0. 030 0. 006
4 25 0. 053 0. 042 0. 015
34 25 0. 066 0. 045 0. 025
42 38 0.,040 0.,033 0. 008
34 25 0,,084 0.,044 0., 046
48 63 0,.021 0 .021 0,.002
32 25 0 .060 0 .047 0 .016
7 38 0 .061 0 .055 0 .020
4 25 0 .097 0 .084 0 .055
4 25 0 .082 0 .069 0 .039
35 38 0 .040 0 .032 0 .012
34 50 0 .032 0 .022 0 .005
57 63 0 .034 0 .018 0 .011
50 38 0. 060 0. 035 0. 036
74 77 0. 032 0. 026 0. 008
82 54 0. 068 0. 030 0. 057
94 85 0. 032 0. 021 0. 012
72 85 0. 023 0. 021 0. 008
93 69 0. 046 0. 016 0. 037
65 62 0. 031 0. 021 0. 014
49 62 0,,031 0.,024 0.,012
83 54 0 .062 0,.031 0 .043
80 77 0 .026 0 .019 0 .009
65 54 0 .050 0 .024 0 .043
68 85 0 .015 0 .015 0 .002
81 77 0 .023 0 .011 0 .010
52 69 0 .026 0 .016 0 .012
74 69 0 .043 0 .021 0 .040
74 77 0 .026 0 .017 0 .009
58 54 0. 050 0. 035 0. 027
67 69 0. 031 0. 013 0. 029
70 69 0. 024 0. 022 0. 008
80 77 0. 035 0. 019 0. 024
79 85 0. 025 0. 016 0. 008
82 77 0. 038 0. 024 0. 019
53 62 0.,034 0.,027 0. 015
82 69 0,,047 0,,023 0,,033
63 54 0 .035 0 .020 0 .015
95 85 0 .037 0 .017 0 .023
54 62 0 .032 0 .020 0 .015
61 54 0 .054 0 .034 0 .033
75 69 0 .033 0 .023 0 .012
69 69 0 .044 0 .029 0 .018
72 62 0 .040 0 .024 0 .019
100 100 0 .026 0 .015 0 .007
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
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Table B.7 (continued)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
76 63 0. 069 0. 028 0. 048
79 88 0. 013 0. Oil 0. 001
68 75 0,,020 0. 018 0.,002
45 50 0,,028 0.,027 0,.004
66 50 0 .047 0,.018 0,.021
24 38 0 .038 0 .029 0 .008
65 63 0 .038 0 .014 0 .018
23 25 0 .049 0 .026 0 .019
67 62 0 . 042 0 . 024 0 . 024
86 69 0 . 040 0 . 020 0 . 021
75 77 0 . 027 0 .,018 0 .,010
78 69 0 .,030 0 , 021 0 . 011
83 92 0 ,.019 0 .015 0 .004
59 62 0 .038 0 .032 0 .019
100 100 0 .026 0 .012 0 .008
83 85 0 .030 0 .016 0 .016
35 50 0 . 048
55 50 0 . 048
76 75 0 . 020
58 50 0 . 069
3 13 0 . 074
3 13 0 . 127
23 25 0 . 054
23 25 0 . 080
34 50 0 . 027
85 63 0 . 029
13 25 0 .,053
74 63 0 , 033
72 38 0 ,.047
32 25 0 .066
68 63 0 .032
76 75 0 .038
68 75 0 .020
89 75 0 .028
32 25 0 .052
99 88 0 .019
66 50 0 .072
94 75 0 .033
56 63 0 .026
79 75 0 .034
43 44 0 .,053
26 21 0 ,.029
0.026 0.018
0.031 0.015
0.011 0.004
0.026 0.055
0.039 0.049
0.058 0.144
0.028 0.022
0.038 0.054
0.027 0.004
0.015 0.009
0.031 0.019
0.020 0.014
0.021 0.017
0.027 0.040
0.019 0.009
0.021 0.016
0.014 0.002
0.016 0.006
0.046 0.014
0.009 0.004
0.024 0.075
0.013 0.010
0.022 0.003
0.018 0.008
0.035 0.025
0.021 0.027
68 69 0 . 036
81 85 0 . 028
54 54 0 . 040
84 69 0 . 040
94 85 0 . 022
83 69 0 . 038
92 85 0 . 030
84 85 0 . 018
71 62 0 . 037
77 77 0 . 036
43 54 0 .,037
39 62 0 ,.032
56 54 0 .036
73 62 0 .043
66 69 0 .030
72 85 0 .025
100 100 0 .025
98 92 0 .026
68 77 0 .027
54 77 0 .033
64 54 0 .044
94 85 0 .031
63 62 0i .035
70 77 01.025
0.020 0.034
0.019 0.014
0.024 0.018
0.023 0.019
0.009 0.011
0.012 0.036
0.011 0.031
0.008 0.009
0.026 0.015
0.022 0.019
0.033 0.013
0.027 0.011
0.022 0.017
0.020 0.038
0.028 0.008
0.015 0.007
0.014 0.007
0.019 0.006
0.025 0.009
0.027 0.009
0.028 0.023
0.014 0.018
0.026 0.016
0.021 0.008
73 72 0.034 0.021 0.018
15 13 0.010 0.006 0.012
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Table B.8
Goodness of Fit Results
Item Set 8
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAU WAAD MSQ
100 100 0.009 0.011 0.000
15 17 0.043 0.032 0.011
59 67 0.021 0.019 0.002
80 67 0.015 0.016 0.002
59 67 0.027 0.018 0.005
38 50 0.020 0.022 0.002
69 50 0.038 0.021 0.013
51 33 0.046 0.021 0.031
16 33 0.049 0.035 0.022
71 83 0.014 0.017 0.001
76 50 0.069 0.035 0.039
85 83 0.024 0.014 0.005
85 83 0.022 0.013 0.004
59 67 0.017 0.012 0.002
67 67 0.031 0.022 0.009
71 83 0.011 0.012 0.001
29 17 0.046 0.037 0.011
34 33 0.060 0.050 0.024
49 50 0.020 0.020 0.002
5 17 0.064 0.073 0.023
71 83 0.015 0.018 0.001
34 33 0.045 0.037 0.013
38 50 0.043 0.042 0.010
65 33 0.109 0.054 0.086
67 67 0.055 0.033 0.037
38 50 0.043 0.043 0.012
34 33 0.062 0.055 0.026
34 33 0.089 0.055 0.061
34 33 0.062 0.044 0.035
45 50 0.065 0.039 0.059
5 17 0.084 0.049 0.089
0 0 0.065 0.039 0.036
84 67 0 . 031 0 . 018 0 . 012
24 56 0 . 031 0 . 028 0 . 007
98 89 0 . 030 0 . 015 0 . 016
98 89 0 . 035 0 . 017 0 . 035
64 67 0 . 027 0 . 015 0 . 009
80 56 0 . 041 0 . 017 0 . 027
99 89 0 . 029 0 . 019 0 . 008
84 67 0 .,049 0 , 019 0 .,044
38 44 0 .050 0 .031 0 ,.037
86 78 0 .026 0 .016 0 .008
71 78 0 .030 0 .021 0 .010
98 89 0 .030 0 .012 0 .015
95 78 0 .037 0 .016 0 .019
86 78 0 .017 0 .014 0 .003
55 78 0 .018 0 .018 0 .003
100 100 0 .017 0 .009 0 .005
99 89 0 . 025 0 . 015 0 . 010
71 78 0 . 030 0 . 022 0 . 010
100 100 0 . 014 0 . 012 0 . 002
31 22 0 . 075 0 . 053 0 . 050
66 78 0 . 027 0 . 026 0 . 006
73 67 0 . 019 0 . 014 0 . 007
61 67 0 .,032 0 . 024 0 . 009
50 67 0 , 040 0 .,031 0 .,016
17 22 0 .066 0 .054 0 .040
85 78 0 .036 0 .026 0 .017
95 78 0 .055 0 .023 0 .043
68 56 0 . 066 0 .035 0 .053
92 78 0 .024 0 .015 0 .010
46 44 0 .048 0 .022 0 .036
67 44 0 .041 0 .022 0 .027
74 67 0 .035 0 .027 0 .018
It(
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Table B.8 (continued)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
80 50 0. 048 0. 026 0. 017
61 67 0. 032 0. 023 0. 009
40 33 0. 043 0. 032 0. 012
89 83 0. 030 0. 024 0. 005
45 33 0. 056 0. 029 0. 036
45 50 0. 051 0. 045 0. 020
81 67 0.,045 0.,025 0.,023
40 33 0,,048 0.,037 0,,015
35 17 0 .059 0,.040 0 .018
5 17 0 .057 0 .046 0 .019
5 17 0 .052 0 .046 0 .014
0 0 0 .089 0 .055 0 .045
16 33 0 .061 0 .057 0 .029
0 0 0 .077 0 .070 0 .032
20 33 0 .039 0 .035 0 .008
73 67 0 .035 0 .030 0 .007
5 17 0. 061 0. 040 0. 033
29 17 0. 076 0. 045 0. 039
16 33 0. 046 0. 033 0. 016
5 17 0. 042 0. 029 0. 014
0 0 0. 117 0. 084 0. 074
0 0 0. 115 0. 077 0. 075
100 100 0. 012 0,,013 0.,001
16 33 0.,055 0,,033 0,,039
0 0 0,,094 0 .090 0 .042
5 17 0 .060 0 .048 0 .021
55 50 0 .027 0 .023 0 .004
84 67 0 .040 0 .026 0 .010
31 50 0 .035 0 .035 0 .007
85 67 0 .034 0 .024 0 .007
81 67 0 .040 0 .028 0 .011
89 83 0 .022 0 .014 0 .004
49 33 0. 055 0. 028 0. 039
100 :100 0. 019 0. 014 0. 004
66 67 0. 029 0. 026 0. 007
86 78 0. 020 0. 015 0. 005
100 100 0. 026 0. 018 0. 009
43 33 0. 050 0. 038 0. 026
61 67 0. 039 0. 031 0. 017
60 44 0,,059 0.,028 0.,043
94 78 0 .028 0 .013 0 .013
86 78 0 .029 0 .020 0 .012
58 67 0 .037 0 .036 0 .014
86 78 0 .038 0 .024 0 .017
32 56 0 .039 0 .036 0 .020
36 44 0 .029 0 .023 0 .011
81 67 0 .053 0 .025 0 .054
98 89 0 .033 0 .014 0 .018
86 78 0. 020 0. 014 0. 005
76 78 0. 035 0. 026 0. Oil
38 56 0. 026 0. 029 0. 006
79 67 0. 043 0. 022 0. 020
68 67 0. 034 0. 022 0. 016
53 56 0. 043 0. 027 0. 031
77 67 0. 035 0. 017 0. 023
70 78 0.,017 0.,010 0.,004
32 44 0,.059 0 .054 0,.031
100 100 0 .023 0 .013 0 .005
88 89 0 .016 0 .015 0 .003
85 78 0 .032 0 .018 0 .014
17 44 0 .035 0 .039 0 .012
99 89 0 .038 0 .019 0 .019
100 100 0 .013 0 .010 0 .001
70 78 0 .034 0 .027 0 .011
44 44 0,,048
30 27 0 .025
0.035 0.022
0.018 0.021
72 70 0.,035
23 19 0,.014
0.023 0.018
0.010 0.014
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Table B.9
Goodness of Fit Results
Item Set 9
One-parameter Model
PI 11 AAD WAAD MSQ
43 50 0.047 0.033 0.026
2 17 0.045 0.040 0.012
65 50 0.049 0.032 0.017
43 50 0.038 0.034 0.008
29 17 0.107 0.084 0.060
0 0 0.113 0.079 0.071
57 50 0.021 0.011 0.003
64 83 0.005 0.004 0.000
2 17 0.067 0.066 0.025
31 33 0.044 0.038 0.011
35 50 0.040 0.036 0.010
45 50 0.028 0.022 0.005
100 100 0.017 0.008 0.002
93 67 0.036 0.012 0.014
88 83 0.016 0.014 0.001
47 67 0.024 0.021 0.004
60 67 0.021 0.012 0.006
65 50 0.036 0.018 0.010
88 83 0.021 0.011 0.003
53 33 0.053 0.030 0.017
88 83 0.016 0.014 0.002
71 67 0.016 0.010 0.002
31 50 0.028 0.016 0.011
55 67 0.027 0.023 0.004
82 50 0.044 0.016 0.019
55 50 0.044 0.027 0.013
31 33 0.068 0.053 0.032
0 0 0.114 0.088 0.062
2 17 0.056 0.054 0.014
2 17 0.065 0.066 0.021
67 50 0.036 0.026 0.008
59 67 0.048 0.041 0.019
Three-parameter Model
PI II AAD WAAD MSQ
95 67 0. 058 0. 015 0. 017
5 33 0. 044 0. 037 0. 004
5 33 0. 049 0. 058 0. 005
5 33 0. 050 0. 058 0. 006
0 0 0. 050 0. 029 0. 006
73 33 0. 044 0. 025 0. 005
27 67 0. 021 0. 036 0. 002
5 33 0.,021 0..027 0.,001
0 0 0,.063 0 .042 0 .010
0 0 0 .051 0 .034 0 .006
5 33 0 .045 0 .046 0 .004
5 33 0 .039 0 .035 0 .003
5 33 0 .044 0 .043 0 .005
95 67 0 .069 0 .018 0 .025
78 67 0 .021 0 .018 0 .001
0 0 0 .060 0 .048 0 .010
5 33 0. 036 0. 040 0. 003
73 33 0. 047 0. 018 0. 007
27 67 0. 028 0. 042 0. 003
78 67 0. 047 0. 031 0. 006
22 33 0. 044 0. 027 0. 008
27 67 0. 025 0. 045 0. 003
0 0 0. 059 0. 046 0. Oil
5 33 0.,020 0.,024 0.,001
0 0 0,.060 0,.036 0,.010
5 33 0 .022 0 .027 0 .001
0 0 0 .071 0 .050 0 .012
73 33 0 .056 0 .026 0 .009
0 0 0 .072 0 .033 0 .016
73 33 0 .064 0 .026 0 .013
78 67 0 .020 0 .022 0 .002
5 33 0 .060 0 .053 0 .009
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Table B.9 (continued)
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
81 67 0.025 0.017 0.004
50 50 0.037 0.030 0.008
14 33 0.056 0.040 0.028
31 33 0.065 0.038 0.048
41 33 0.059 0.047 0.020
31 33 0.056 0.041 0.026
2 17 0.079 0.066 0.034
0 0 0.144 0.083 0.134
100 100 0.017 0.013 0.002
96 83 0.022 0.010 0.007
4 17 0.046 0.038 0.010
40 33 0.054 0.041 0.017
43 50 0.056 0.050 0.024
0 0 0.105 0.068 0.059
0 0 0.111 0.090 0.066
48 33 0.069 0.031 0.040
71 83 0.031 0.022 0.005
38 33 0.055 0.044 0.019
71 83 0.027 0.027 0.004
2 17 0.080 0.074 0.038
0 0 0.110 0.089 0.068
2 17 0.079 0.050 0.058
31 33 0.063 0.053 0.024
0 0 0.160 0.110 0.135
2 17 0.071 0.052 0.047
31 33 0.066 0.053 0.031
60 67 0.046 0.024 0.025
43 50 0.034 0.028 0.007
0 0 0.113 0.086 0.063
2 17 0.050 0.045 0.014
29 17 0.064 0.048 0.021
7 33 0.052 0.056 0.019
0 0 0.052 0.041 0.006
22 33 0.038 0.034 0.004
0 0 0.070 0.052 0.013
0 0 0.093 0.057 0.026
100 100 0.017 0.007 0.001
0 0 0.109 0.057 0.039
5 33 0.044 0.045 0.006
95 67 0.045 0.012 0.010
100 :100 0.021 0.007 0.002
0 0 0.078 0.043 0.020
73 33 0.059 0.032 0.010
78 67 0.045 0.028 0.006
27 67 0.046 0.060 0.006
73 33 0.073 0.035 0.016
5 33 0.027 0.023 0.002
27 67 0.025 0.023 0.002
95 67 0.056 0.015 0.015
0 0 0.065 0.050 0.010
73 33 0.043 0.023 0.005
0 0 0.080 0.037 0.019
5 33 0.024 0.026 0.002
0 0 0.108 0.058 0.038
73 33 0.077 0.028 0.021
95 67 0.057 0.014 0.017
0 0 0.099 0.059 0.034
0 0 0.072 0.039 0.015
0 0 0.047 0.037 0.005
27 67 0.034 0.036 0.003
5 33 0.047 0.034 0.005
0 0 0.078 0.064 0.014
27 67 0.019 0.034 0.001
78 67 0.037 0.023 0.005
39 41 0.,055
31 27 0,.033
0.041 0.025
0.025 0.028
31 34 0.,051
37 28 0 .022
0.035 0.009
0.014 0.009
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Table B.IO
Goodness of Fit Results
Item Set 10
One-parameter Model Three-parameter Model
PI II AAD WAAD MSQ PI II AAD WAAD MSQ
81 83 0. 024 0. 024 0. 010
89 83 0. 054 0. 036 0. 068
92 67 0. 051 0. 020 0. 076
47 50 0. 065 0. 025 0. 172
36 33 0. 124 0. 062 0. 441
66 67 0. 056 0. 020 0. 145
61 50 0. 049 0. 029 0. 044
0 0 0., 132 0,,085 0.,255
36 33 0,.063 0 .034 0,.098
24 33 0 . 103 0 .055 0 .268
34 33 0 .077 0 .069 0 .075
95 83 0 .043 0 .027 0 .033
31 17 0 . 119 0 .072 0 .228
70 67 0 .046 0 .037 0 .031
58 67 0 .056 0 .044 0 .050
66 67 0 .056 0 .025 0 .086
0 0 0. 166 0. 113 0. 393
58 67 0. 044 0. 029 0. 037
39 50 0. 033 0. 027 0. 018
31 17 0. 090 0. 051 0. 174
97 83 0. 052 0. 018 0. 099
81 83 0. 025 0. 020 0. 009
97 83 0.,047 0. 026 0. 049
36 33 0,,074 0,,057 0.,077
69 83 0,.031 0,.020 0,.019
95 83 0 .018 0 .012 0 .006
76 67 0 .043 0 .028 0 .028
97 83 0 .056 0 .023 0 . 102
73 50 0 .098 0 .047 0 .229
92 67 0 .041 0 .019 0 .037
47 50 0 . 066 0 .055 0 .085
8 33 0 .056 0 .068 0 .042
13 50 0. 041 0. 045 0. 015
87 50 0. 050 0. 031 0. 025
0 0 0. 051 0. 045 0. 021
13 50 0. 018 0. 020 0. 003
44 25 0. 073 0. 035 0. 067
56 75 0. 026 0. 023 0. 008
56 75 0.,023 0. 025 0. 006
100 100 0,,011 0,,016 0.,001
13 50 0 .030 0 .028 0 .010
6 25 0 .060 0 .042 0 .052
50 50 0 .048 0 .031 0 .023
44 25 0 .057 0 .034 0 .032
94 75 0 .049 0 .017 0 .038
57 75 0 .017 0 .017 0 .003
93 75 0 .041 0 .027 0 .020
49 50 0 .044 0 .034 0 .022
100 100 0. 006 0. 005 0. 001
93 75 0. 029 0. Oil 0. 018
100 100 0. 006 0. 004 0. 001
93 75 0. 032 0. 017 0. 020
100 100 0. 022 0. 013 0. 006
57 75 0. 013 0. 013 0. 002
100 100 0. 015 0. 015 0. 003
44 25 0.,054 0.,039 0.,026
57 75 0,.020 0 .014 0,.005
100 100 0 .019 0 .008 0 .008
51 50 0 .044 0 .033 0 .016
100 100 0 .007 0 .004 0 .000
44 25 0 .056 0 .037 0 .029
50 50 0 .043 0 .030 0 .019
57 75 0 .039 0 .043 0 .017
100 100 0 .024 0 .021 0 .005
11
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Tdhln 8.10 (cotiL Inutul)
Oiio-pMMiiiu^Lf'r Mo<l»s 1
I 1 AAI) WAAI) MSQ
36 33 0. 071 0. 034 0. 150
0 0 0. 115 0. 105 0. 164
55 50 0. 086 0. 046 0. 199
51 33 0. 087 0. 062 0. 128
15 33 0. 065 0. 047 0. 094
0 0 0. 172 0. 1 14 0. 433
34 33 0. 064 0. 051 0. 049
73 50 0,,080 0. 029 0. 235
82 50 0 .058 0,,028 0,,065
64 67 0 .047 0 .035 0,,032
64 67 0 .026 0 .027 0 . 008
35 50 0 .061 0 .051 0 .088
61 50 0 .054 0 . 049 0 .041
81 83 0 .035 0 .028 0 .018
8 33 0 .046 0 .045 0 .026
14 33 0 .084 0 .088 0 .096
'riiron-|)/irfinn'.t «r Mo(i»i 1
I'l I 1 AAI) WAAI) MS(i
56 75 0. 039 0.033 0.016
57 75 0. 044 0.039 0.017
13 50 0. 037 0.031 0.015
44 25 0. 082 0.049 0.065
13 50 0. 028 0.036 0.007
44 25 0. 074 0.052 0.047
7 25 0. 031 0.033 0.008
56 75 0,,037 0.027 0.014
94 75 0 .041 0.017 0.025
56 75 0 .029 0.031 0.007
87 50 0 .051 0.017 0.045
51 50 0 .023 0.019 0.005
56 75 0 .044 0.048 0.016
13 50 0 .024 0.039 0.007
0 0 0 .073 0.062 0.044
0 0 0 .082 0.083 0.053
100 100 0. 032
95 83 0. 037
61 50 0. 085
1 1 17 0. 085
95 83 0. 033
36 33 0. 090
3 17 0. 115
0 0 0,,083
3 17 0,.073
64 67 0 .033
64 67 0 .043
39 50 0 .052
39 50 0 .065
78 67 0 .049
34 33 0 .082
92 67 0 .048
53 50 0,,066
31 26 0 .032
0.022 0.016
0.023 0.036
0.044 0.146
0.060 0.127
0.026 0.019
0.073 0.118
0.088 0.258
0.072 0.081
0.062 0.064
0.030 0.014
0.041 0.028
0.052 0.037
0.062 0.051
0.024 0.064
0.072 0.145
0.026 0.043
0.045 0.102
0.024 0.100
100 100 0. 029
56 75 0. 033
94 75 0. 068
6 25 0. 043
94 75 0. 022
13 50 0. 051
94 75 0. 048
6 25 0,,059
51 50 0 .034
100 100 0 .022
49 50 0 .049
57 75 0 .026
56 75 0 .042
50 50 0 .035
50 50 0 .065
94 75 0 .045
57 61 0,,039
33 27 0 .018
0.024 0.009
0.029 0.010
0.033 0.059
0.043 0.017
0.018 0.006
0.046 0.021
0.024 0.039
0.054 0.028
0.037 0.009
0.016 0.004
0.037 0.021
0.033 0.011
0.050 0.020
0.026 0.014
0.041 0.057
0.026 0.019
0.030 0.020
0.015 0.067

