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The energy method in the Fourier space is useful in deriving the
decay estimates for problems in the whole space Rn . In this paper,
we study half space problems in Rn+ = R+ × Rn−1 and develop
the energy method in the partial Fourier space obtained by taking
the Fourier transform with respect to the tangential variable x′ ∈
R
n−1. For the variable x1 ∈ R+ in the normal direction, we use
L2 space or weighted L2 space. We apply this energy method
to the half space problem for damped wave equations with a
nonlinear convection term and prove the asymptotic stability of
planar stationary waves by showing a sharp convergence rate for
t → ∞. The result obtained in this paper is a reﬁnement of the
previous one in Ueda et al. (2008) [13].
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1. Introduction
We consider the half space problem for the damped wave equation with a nonlinear convection
term:
utt − u + ut + ∇ · f (u) = 0, (1.1)
u
(
0, x′, t
)= ub, (1.2)
u(x,0) = u0(x), ut(x,0) = u1(x). (1.3)
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times write as x = (x1, x′) with x1 ∈R+ and x′ = (x2, . . . , xn) ∈Rn−1; u(x, t) is the unknown function,
ub is the boundary data (assumed to be a constant), and u0(x) and u1(x) are the initial data satisfying
u0(x) → u+ as x1 → ∞, (1.4)
where u+ is a constant with u+ = ub; f (u) = ( f1(u), . . . , fn(u)) is a smooth function of u ∈ R with
values in Rn and satisﬁes
f ′′1 (u) > 0, (1.5)∣∣ f ′(u)∣∣< 1 (1.6)
for u ∈ [ub,u+], where f ′(u) is the derivative of f (u) with respect to u, | f ′(u)| = (∑nj=1 | f ′j(u)|2 )1/2
for f ′(u) = ( f ′1(u), . . . , f ′n(u)), and f ′′1 (u) = d2 f1(u)/du2; (1.5) is the convexity condition, while (1.6)
is called the sub-characteristic condition.
We are interested in the asymptotic stability of one-dimensional stationary solution φ(x1) (called
planar stationary wave) for the problem (1.1)–(1.3): φ(x1) is a solution to the problem
−φx1x1 + f1(φ)x1 = 0, (1.7)
φ(0) = ub, φ(x1) → u+ as x1 → ∞. (1.8)
To show the stability, it is convenient to introduce the perturbation v and write the solution u in the
form
u(x, t) = φ(x1) + v(x, t). (1.9)
The original problem (1.1)–(1.3) is then reduced to
vtt − v + vt + ∇ ·
(
f (φ + v) − f (φ))= 0, (1.10)
v
(
0, x′, t
)= 0, (1.11)
v(x,0) = v0(x), vt(x,0) = v1(x), (1.12)
where v0(x) = u0(x) − φ(x1) and v1(x) = u1(x); notice that v0(x) → 0 as x1 → ∞.
The main purpose of this paper is to show the asymptotic stability of the planar stationary wave
φ(x1) by proving a sharp decay estimate for the perturbation v(x, t). For this purpose we employ the
energy method in the partial Fourier space Rˆn+ =R+ ×Rn−1ξ which is obtained by taking the Fourier
transform with respect to the tangential variable x′ = (x2, . . . , xn) ∈ Rn−1; ξ = (ξ2, . . . , ξn) ∈ Rn−1ξ is
the Fourier variable corresponding to x′ ∈Rn−1. For the variable x1 ∈R+ in the normal direction, we
use L2 space (or weighted L2 space). As the result, for the corresponding linearized problem with
f (φ + v) − f (φ) replaced by f ′(φ)v in (1.10), we can show the following pointwise estimate with
respect to ξ ∈Rn−1ξ :
∣∣F(v,∇v, vt)(·, ξ, t)∣∣2L2  Ce−κρ(ξ)t∣∣F(v0,∇v0, v1)(·, ξ)∣∣2L2 , (1.13)
where ρ(ξ) = |ξ |2/(1 + |ξ |2), and C and κ are positive constants. Here F denotes the Fourier trans-
form with respect to x′ ∈Rn−1 and | · |L2 is the L2 norm with respect to x1 ∈R+ . For the details, see
Y. Ueda et al. / J. Differential Equations 250 (2011) 1169–1199 1171Proposition 4.1; also, see Proposition 5.6 for a similar result for the nonlinear problem (1.10)–(1.12).
This pointwise estimate (1.13) enables us to get the following sharp decay estimate:∥∥(v,∇v, vt)(t)∥∥L2  CM0(1+ t)−(n−1)/4, (1.14)
where ‖ · ‖L2 denotes the L2 norm with respect to x = (x1, x′) ∈ Rn+ , M0 is the norm of the initial
data (v0,∇v0, v1) in L2(R+; L2x′ ∩ L1x′ ), and C is a positive constant (see Corollary 4.2). We can show
a similar decay estimate also for the nonlinear problem (1.10)–(1.12) under smallness assumption on
the initial data (see Theorem 5.1). Such a decay estimate is a generalization of the previous uniform
estimate in [13].
When the planar stationary wave φ(x1) is non-degenerate, we can apply the weighted energy
method in the partial Fourier space Rˆn+ = R+ × Rn−1ξ . Namely, we use the weighted space L2α with
respect to x1 ∈R+ . In this case, the pointwise estimate (1.13) is improved to
∣∣F(v,∇v, vt)(·, ξ, t)∣∣2L2  C(1+ t)−αe−κρ(ξ)t∣∣F(v0,∇v0, v1)(·, ξ)∣∣2L2α , (1.15)
where | · |L2α denotes the L2α norm with respect to x1 ∈R+ . For the details, see Proposition 4.3; the cor-
responding estimate for the nonlinear problem (1.10)–(1.12) is given in Proposition 5.7. Consequently,
we have the decay estimate∥∥(v,∇v, vt)(t)∥∥L2  CM0,α(1+ t)−(n−1)/4−α/2, (1.16)
provided that (v0,∇v0, v1) is in L2α(R+; L2x′ ∩ L1x′ ), where M0,α denotes the norm of (v0,∇v0, v1) in
L2α(R+; L2x′ ∩ L1x′ ) (see Corollary 4.4). A similar decay estimate also holds for the nonlinear problem
(1.10)–(1.12) under smallness assumption on the initial data (see Theorem 5.2). This is an improve-
ment on the previous decay result obtained in [13].
Related results. There are many results on the asymptotic stability of stationary waves in half space.
For viscous conservation laws, Liu, Matsumura and Nishihara in the paper [8] discussed the stabil-
ity of stationary waves in one-dimensional half space. More precisely, they proved the asymptotic
stability of several kind of nonlinear waves such as rarefaction waves, stationary waves, and the su-
perposition of stationary waves and rarefaction waves. Later, in a series of papers [4–6], their stability
result of stationary waves in one-space dimension was generalized to the multi-dimensional case.
Kawashima, Nishibata and Nishikawa [4] ﬁrst considered the stability of non-degenerate planar sta-
tionary waves in two-dimensional half space and obtained the convergence rate t−1/4−α/2 in L∞ norm
by assuming that the initial perturbation is in L2α(R+; L2(R)). Furthermore, the papers [5,6] studied
the n-dimensional problem in the Lp framework. In particular, the paper [6] showed the stability of
non-degenerate planar stationary waves and obtained the convergence rate t−(n/2)(1/2−1/p)−α/2 in Lp
norm under the assumption that the initial perturbation is in L2α(R+; L2x′ ).
On the other hand, for damped wave equations (1.1) with a nonlinear convection term, the author’s
papers [12,14] showed the asymptotic stability of stationary waves in one-dimensional half space and
obtained the convergence rate toward those stationary waves. The paper [12] derived the L∞ con-
vergence rate t−α/2 toward non-degenerate stationary waves under the assumption that the initial
perturbation is in L2α(R+). For the degenerate case, the paper [14] showed the convergence rate t−α/4
in L∞ norm by assuming that the initial perturbation is in L2α(R+) for α satisfying 1  α < α∗(q),
where α∗(q) := (q+ 1+
√
3q2 + 4q + 1)/q, and q is the degeneracy exponent. Moreover, a generaliza-
tion to the multi-dimensional case was discussed in [13]. Under the same situation as in the present
paper, [13] obtained the L∞ convergence rate t−(n−1)/4−α/2 toward non-degenerate planar stationary
waves for space dimension n 2 by assuming that the initial perturbation is in L2α(R+; L2x′ ); compare
this convergence rate with our rate in (5.4) with p = ∞.
For compressible Navier–Stokes equations, the papers [10,7] discuss the convergence rate toward
stationary waves in one-dimensional half space. Furthermore, [9] studied a generalization to the
1172 Y. Ueda et al. / J. Differential Equations 250 (2011) 1169–1199multi-dimensional case. More precisely, [9] obtained the L∞ convergence rate t−(n−1)/4−α/2 toward
non-degenerate planar stationary waves for space dimension n = 2,3.
All these stability results mentioned above are obtained by employing the energy method in the
physical space. On the other hand, it is useful to apply the energy method in the partial Fourier space
to show sharper convergence rate. We refer the reader to the papers [1,2], where some interesting
partial Fourier spaces are used.
Outline of the paper. The remainder of the present paper is organized as follows. In Section 2, we
introduce function spaces used in this paper. In Section 3, we treat a simpler half space problem for
linearized viscous conservation laws
vt − v + ∇ ·
(
f ′(φ)v
)= 0,
and develop the energy method in the partial Fourier space. We derive pointwise estimates of so-
lutions and prove the corresponding decay estimates. In Section 4, we apply our energy method in
the partial Fourier space to the linearized problem for (1.10)–(1.12). In the ﬁnal section we discuss
the nonlinear half space problem (1.10)–(1.12). We show the global existence and asymptotic decay of
solutions under smallness condition on the initial data.
2. Preliminaries
2.1. Notations and function spaces
Let us consider functions deﬁned in the half space Rn+ = R+ × Rn−1. We sometimes write the
space variable x = (x1, . . . , xn) ∈ Rn+ as x = (x1, x′) with x1 ∈ R+ and x′ = (x2, . . . , xn) ∈ Rn−1. The
symbols ∇ = (∂x1 , . . . , ∂xn ) and  =
∑n
j=1 ∂2x j denote the standard gradient and Laplacian with respect
to x = (x1, . . . , xn), respectively. Thus we have ∇ · g =∑nj=1 ∂x j g j for g = (g1, . . . , gn). Let vˆ(x1, ξ) be
the Fourier transform of v(x1, x′) with respect to x′ ∈Rn−1:
vˆ(x1, ξ) = F
[
v(x1, ·)
]
(ξ) = (2π)−(n−1)/2
∫
Rn−1
v
(
x1, x
′)e−ix′·ξ dx′, (2.1)
where ξ = (ξ2, . . . , ξn) ∈ Rn−1ξ is the Fourier variable corresponding to x′ = (x2, . . . , xn) ∈ Rn−1 and
x′ · ξ =∑nj=2 x jξ j .
Let 1  p ∞. We denote by Lpx′ = Lp(Rn−1) the Lp space with respect to x′ ∈ Rn−1, with the
norm ‖ · ‖Lp
x′
. For a nonnegative integer s, we denote by Hsx′ = Hs(Rn−1) the Sobolev space over Rn−1
with the norm
‖v‖Hs
x′
=
(
s∑
k=0
∥∥∂kx′ v∥∥2L2
x′
)1/2
, (2.2)
where ∂kx′ denotes the totality of all the k-th order derivatives with respect to x
′ ∈ Rn−1. Also, we
denote by Lp(R+) the Lp space with respect to x1 ∈ R+ , with the norm | · |Lp . For α ∈ R, we denote
by L2α(R+) the weighted L2 space over R+ with the norm
|w|L2α =
( ∞∫
(1+ x1)α
∣∣w(x1)∣∣2 dx1
)1/2
. (2.3)0
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a nonnegative integer, and α ∈ R. The space Lq(Lp) = Lq(R+; Lpx′ ) consists of Lq functions of x1 ∈ R+
with values in Lpx′ with respect to x
′ ∈ Rn−1. The norm is denoted by ‖ · ‖Lq(Lp) . When q = p, we
simply write as
Lp = Lp(Lp), ‖ · ‖Lp = ‖ · ‖Lp(Lp). (2.4)
Also, L2α(L
p) = L2α(R+; Lpx′ ) denotes the space of L2α functions of x1 ∈ R+ with values in Lpx′ with
respect to x′ ∈Rn−1. The norm is denoted by
‖v‖L2α(Lp) =
( ∞∫
0
(1+ x1)α
∥∥v(x1, ·)∥∥2Lp
x′
dx1
)1/2
. (2.5)
L2(Hs) = L2(R+; Hsx′ ) denotes the space of L2 functions of x1 ∈R+ with values in Hsx′ with respect to
x′ ∈Rn−1, whose norm is given by
‖v‖L2(Hs) =
( ∞∫
0
∥∥v(x1, ·)∥∥2Hs
x′
dx1
)1/2
=
(
s∑
k=0
∞∫
0
∥∥∂kx′ v(x1, ·)∥∥2L2
x′
dx1
)1/2
=
(
s∑
k=0
∥∥∂kx′ v∥∥2L2
)1/2
. (2.6)
By the deﬁnition (2.1) of the Fourier transform, we see that
sup
ξ∈Rn−1ξ
∣∣vˆ(·, ξ)∣∣L2  C‖v‖L2(L1) (2.7)
with C = (2π)−(n−1)/2. Also, it follows from the Plancherel theorem that
∥∥∂kx′ v∥∥L2 =
( ∫
R
n−1
ξ
|ξ |2k∣∣vˆ(·, ξ)∣∣2L2 dξ
)1/2
. (2.8)
Let T > 0 and let X be a Banach space deﬁned on the half space Rn+ . Then C([0, T ]; X) denotes
the space of continuous functions of t ∈ [0, T ] with values in X .
In this paper, positive constants will be denoted by C or c.
2.2. Stationary solution
We review the results on the stationary problem (1.7), (1.8). For the details, we refer the reader
to [8,12].
Proposition 2.1. (See [8].) Assume the convexity condition (1.5). Then f ′1(u+) 0 is necessary for the existence
of solutions to the stationary problem (1.7), (1.8). Conversely, under the condition f ′1(u+)  0, we have the
following existence result:
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smooth solution φ(x1) with φx1 > 0 (resp. φx1 < 0), provided that ub < u+ (resp. u+ < ub and f1(u) <
f1(u+) for u+ < u < ub). The solution veriﬁes∣∣∂kx1(φ(x1) − u+)∣∣ Cδe−cx1 , x1 > 0, (2.9)
for k 0, where δ = |ub − u+|, and C and c are positive constants.
(ii) Degenerate case where f ′1(u+) = 0: In this case the problem (1.7), (1.8) admits a unique smooth solution
φ(x1) if and only if ub < u+ . The solution veriﬁes φx1 > 0 and∣∣∂kx1(φ(x1) − u+)∣∣ Cδk+1(1+ δx1)−k−1, x1 > 0, (2.10)
for k 0, where δ = |ub − u+|, and C is a positive constant.
In this paper we only treat the stationary solutions φ(x1) with φx1 > 0 and discuss their stability;
however, we will give a short remark on the stability of monotone decreasing stationary solutions just
after our main Theorems 5.1 and 5.2.
3. Model problem
In this section, we apply our energy method in the partial Fourier space to a simpler model prob-
lem, the half space problem for viscous conservation laws:
ut − u + ∇ · f (u) = 0, (3.1)
u
(
0, x′, t
)= ub, (3.2)
u(x,0) = u0(x). (3.3)
This makes our energy method more clear. Here u0(x) satisﬁes (1.4) and f (u) veriﬁes the convexity
condition (1.5); the sub-characteristic condition (1.6) is not required for (3.1).
The corresponding one-dimensional stationary problem is given by (1.7), (1.8); this is just the same
as for the problem (1.1)–(1.3). Let φ(x1) be a stationary solution with φx1 > 0 and look for solution u
in the form (1.9). Then the perturbation v must satisfy
vt − v + ∇ ·
(
f (φ + v) − f (φ))= 0, (3.4)
v
(
0, x′, t
)= 0, (3.5)
v(x,0) = v0(x), (3.6)
where v0(x) = u0(x) − φ(x1).
In what follows, for simplicity, we only consider the linearized equation
vt − v + ∇ ·
(
f ′(φ)v
)= 0 (3.7)
together with (3.5) and (3.6). We take the Fourier transform with respect to x′ ∈Rn−1 and obtain
vˆt − vˆx1x1 + |ξ |2 vˆ +
(
f ′1(φ)vˆ
)
x1
+ iξ · f ′∗(φ)vˆ = 0,
vˆ(0, ξ, t) = 0,
vˆ(x1, ξ,0) = vˆ0(x1, ξ), (3.8)
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f ′∗(φ) = ( f ′2(φ), . . . , f ′n(φ)), and ξ · f ′∗(φ) =
∑n
j=2 ξ j f ′j(φ). This is the formulation of our linearized
problem in the partial Fourier space Rˆn+ =R+ ×Rn−1ξ .
3.1. Energy method
We apply the energy method to the problem (3.8) formulated in the partial Fourier space and
derive pointwise estimates of solutions to (3.8). We use L2 space for the variable x1 ∈ R+ in the
normal direction. The result is given as follows.
Proposition 3.1 (Pointwise estimate). Assume the convexity condition (1.5). Let f ′1(u+) 0 and let φ(x1) be
a stationary solution with φx1 > 0. Suppose that vˆ0(·, ξ) ∈ L2(R+) for each ξ ∈Rn−1ξ . Then the solution to the
problem (3.8) veriﬁes the pointwise estimate
∣∣vˆ(·, ξ, t)∣∣2L2  Ce−κ |ξ |2t∣∣vˆ0(·, ξ)∣∣2L2 (3.9)
for ξ ∈ Rn−1ξ and t  0, where | · |L2 denotes the L2 norm with respect to x1 ∈ R+ , and C and κ are positive
constants.
As a simple corollary we have the following decay estimate.
Corollary 3.2 (Decay estimate). Assume the same conditions of Proposition 3.1. Let v0 ∈ L2(L1). Then the
solution to the problem (3.7), (3.5), (3.6) satisﬁes the decay estimate
∥∥∂kx′ v(t)∥∥L2  Ct−(n−1)/4−k/2‖v0‖L2(L1) (3.10)
for t > 0, where k 0 is an integer and C is a positive constant.
Proof of Proposition 3.1. We multiply (3.8)1 by ¯ˆv and take the real part, obtaining
1
2
∂
∂t
|vˆ|2 + Fx1 + D = 0, (3.11)
where
D = |vˆx1 |2 + |ξ |2|vˆ|2 +
1
2
f ′′1 (φ)φx1 |vˆ|2,
F = 1
2
f ′1(φ)|vˆ|2 − Re( ¯ˆv vˆx1).
By virtue of (1.5), we have
D  c1
(|vˆx1 |2 + |ξ |2|vˆ|2 + φx1 |vˆ|2) (3.12)
with a positive constant c1. Therefore, integrating (3.11) in x1 ∈R+ , we get
∂
∂t
|vˆ|2L2 + 2c1 Dˆ  0, (3.13)
where
Dˆ = |vˆx1 |22 + |ξ |2|vˆ|22 + |
√
φx1 vˆ|22 . (3.14)L L L
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∂
∂t
(
eκ |ξ |2t |vˆ|2L2
)+ eκ |ξ |2t(2c1 Dˆ − κ |ξ |2|vˆ|2L2) 0. (3.15)
Noting that Dˆ  |ξ |2|vˆ|2
L2
, we choose κ > 0 such that κ  c1 and integrate (3.15) over [0, t]. This
yields
eκ |ξ |2t
∣∣vˆ(·, ξ, t)∣∣2L2 +
t∫
0
eκ |ξ |2τ Dˆ(ξ, τ )dτ  C
∣∣vˆ0(·, ξ)∣∣2L2 , (3.16)
where C is a positive constant. This gives the desired estimate (3.9) and hence the proof of Proposi-
tion 3.1 is complete. 
Here, for later use, we derive the corresponding time weighted estimate. We multiply (3.15) with
0 < κ  c1 by (1+ t)γ (γ  0) and integrate over [0, t]. This yields the desired estimate:
(1+ t)γ eκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2 +
t∫
0
(1+ τ )γ eκ |ξ |2τ Dˆ(ξ, τ )dτ
 C
∣∣vˆ0(·, ξ)∣∣2L2 + γ C
t∫
0
(1+ τ )γ−1eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ , (3.17)
where γ  0, and C is a positive constant. This will be used in the next subsection.
Proof of Corollary 3.2. By virtue of the Plancherel theorem, we have (2.8). Substituting (3.9) into (2.8),
we obtain
∥∥∂kx′ v(t)∥∥2L2  C
∫
R
n−1
ξ
|ξ |2ke−κ |ξ |2t∣∣vˆ0(·, ξ)∣∣2L2 dξ
 C sup
ξ∈Rn−1ξ
∣∣vˆ0(·, ξ)∣∣2L2
∫
R
n−1
ξ
|ξ |2ke−κ |ξ |2t dξ
 Ct−(n−1)/2−k‖v0‖2L2(L1), (3.18)
where C is a positive constant. Here we used (2.7) and the simple inequality
∫
R
n−1
ξ
|ξ |2ke−κ |ξ |2t dξ 
Ct−(n−1)/2−k with a constant C . This completes the proof. 
3.2. Weighted energy method
In this subsection, we restrict to the non-degenerate case f ′1(u+) < 0 and apply the weighted en-
ergy method to the problem (3.8). This yields sharp pointwise estimates of solutions to (3.8). We use
the weighted space L2α(R+) (α  0) for x1 ∈R+ in the normal direction and this gives the additional
decay (1+ t)−α/2. The result is stated as follows.
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a stationary solution with φx1 > 0. Let α  0 and suppose that vˆ0(·, ξ) ∈ L2α(R+) for each ξ ∈Rn−1ξ . Then the
solution to the problem (3.8) veriﬁes the pointwise estimate
∣∣vˆ(·, ξ, t)∣∣2L2  C(1+ t)−αe−κ |ξ |2t∣∣vˆ0(·, ξ)∣∣2L2α (3.19)
for ξ ∈Rn−1ξ and t  0, where the norms | · |L2 and | · |L2α are with respect to x1 ∈R+ , and C and κ are positive
constants.
As an easy consequence, we have the following decay estimate.
Corollary 3.4 (Decay estimate). Assume the same conditions of Proposition 3.3. Let v0 ∈ L2α(L1) for α  0.
Then the solution to the problem (3.7), (3.5), (3.6) satisﬁes the decay estimate
∥∥∂kx′ v(t)∥∥L2  C(1+ t)−α/2t−(n−1)/4−k/2‖v0‖L2α(L1) (3.20)
for t > 0, where k 0 is an integer and C is a positive constant.
Proof of Proposition 3.3. We use the weighted energy method to the problem (3.8) formulated in the
partial Fourier space. Our computation is similar to the one used in [3,11,13] and is divided into three
steps.
Step 1. First, we show the following space–time weighted energy inequality:
(1+ t)γ eκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2β +
t∫
0
(1+ τ )γ eκ |ξ |2τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C
∣∣vˆ0(·, ξ)∣∣2L2β + γ C
t∫
0
(1+ τ )γ−1eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2β dτ (3.21)
for γ  0 and 0 β  α, where
Dˆβ = |vˆx1 |2L2β + |ξ |
2|vˆ|2
L2β
+ |√φx1 vˆ|2L2β , (3.22)
and C and κ are positive constants. Notice that Dˆ0 coincides with Dˆ in (3.14).
To prove (3.21), we use the equality (3.11). Notice that, by virtue of the non-degeneracy condition
f ′1(u+) < 0, we have
−F  c2|vˆ|2 − C |vˆx1 |2 (3.23)
with positive constants c2 and C . Now we multiply (3.11) by (1+ x1)β (0 β  α) to get
1
2
∂
∂t
{
(1+ x1)β |vˆ|2
}+ {(1+ x1)βF}x1 + (1+ x1)βD + β(1+ x1)β−1(−F) = 0. (3.24)
We integrate this equality over x1 ∈R+ and use (3.12) and (3.23), obtaining
∂ |vˆ|2
L2
+ 2(c1 Dˆβ + βc2|vˆ|2L2 ) βC |vˆx1 |2L2 , (3.25)∂t β β−1 β−1
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| f |2
L2β−1
 | f |2
L2β
+ C | f |2L2 (3.26)
for any  > 0, where C is a constant depending on  . We apply this inequality to the term on the
right-hand side of (3.25) by taking f = vˆx1 . Noting that Dˆβ  |vˆx1 |2L2β−1 , we choose  > 0 so small that
αC  c1. This yields
∂
∂t
|vˆ|2
L2β
+ c1 Dˆβ + 2βc2|vˆ|2L2β−1  βC |vˆx1 |
2
L2 (3.27)
for a constant C . Multiplying (3.27) by eκ |ξ |2t (κ > 0), we obtain
∂
∂t
{
eκ |ξ |2t |vˆ|2
L2β
}+ eκ |ξ |2t(c1 Dˆβ − κ |ξ |2|vˆ|2L2β
)+ 2βc2eκ |ξ |2t |vˆ|2L2β−1  βCeκ |ξ |2t |vˆx1 |2L2 .
As in (3.15), we choose κ > 0 such that κ  c1/2. Then we multiply the resulting inequality by (1+t)γ
(γ  0) and integrate over [0, t]. This yields
(1+ t)γ eκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2β +
t∫
0
(1+ τ )γ eκ |ξ |2τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C
∣∣vˆ0(·, ξ)∣∣2L2β + γ C
t∫
0
(1+ τ )γ−1eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2β dτ
+ βC
t∫
0
(1+ τ )γ eκ |ξ |2τ ∣∣vˆx1(·, ξ, τ )∣∣2L2 dτ , (3.28)
where C is a positive constant. Here the last term on the right-hand side of (3.28) is already estimated
in (3.17) because Dˆ  |vˆx1 |2L2 . Therefore the proof of (3.21) is complete.
Step 2. Next we show the following estimate for α  0:
(1+ t)leκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2α−l
+
t∫
0
(1+ τ )leκ |ξ |2τ (Dˆα−l(ξ, τ ) + (α − l)∣∣vˆ(·, ξ, τ )∣∣2L2α−l−1)dτ  C
∣∣vˆ0(·, ξ)∣∣2L2α (3.29)
for each integer l with 0  l  [α], where C and κ are positive constants. Note that if α  0 is an
integer, then (3.29) with l = α gives the desired estimate (3.19).
We prove (3.29) by induction with respect to the integer l with 0  l  [α]. First we put γ = 0
and β = α in (3.21). This shows that (3.29) holds true for l = 0. Now, let 1 j  [α] (for α  1) and
suppose that (3.29) holds true for l = j − 1. In particular, we suppose that
t∫
(1+ τ ) j−1eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2α− j dτ  C
∣∣vˆ0(·, ξ)∣∣2L2α . (3.30)
0
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(1+ t) jeκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2α− j
+
t∫
0
(1+ τ ) jeκ |ξ |2τ (Dˆα− j(ξ, τ ) + (α − j)∣∣vˆ(·, ξ, τ )∣∣2L2α− j−1)dτ
 C
∣∣vˆ0(·, ξ)∣∣2L2α− j + jC
t∫
0
(1+ τ ) j−1eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2α− j dτ  C
∣∣vˆ0(·, ξ)∣∣2L2α , (3.31)
where we used (3.30) in the last estimate. This shows that (3.29) holds true also for l = j and there-
fore the proof of (3.29) is complete.
Step 3. Finally, when α > 0 is not an integer, we show that
(1+ t)γ eκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2 +
t∫
0
(1+ τ )γ eκ |ξ |2τ Dˆ(ξ, τ )dτ
 C(1+ t)γ−α∣∣vˆ0(·, ξ)∣∣2L2α (3.32)
for γ > α, where Dˆ is deﬁned in (3.12), and C and κ are positive constants. Notice that (3.32) gives
the desired estimate (3.19) even if α > 0 is not an integer.
To prove (3.32), we recall the inequality (3.17) which is the same as (3.21) with β = 0. We need to
estimate the second term on the right-hand side of (3.17). This can be done by applying the technique
due to Nishikawa [11]. When α > 0 is not an integer, we have from (3.29) with l = [α] that
(1+ t)[α]eκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2α−[α]  C ∣∣vˆ0(·, ξ)∣∣2L2α ,
t∫
0
(1+ τ )[α]eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2α−[α]−1  C
∣∣vˆ0(·, ξ)∣∣2L2α , (3.33)
where C is a positive constant. Now, using a simple interpolation inequality |w|L2  |w|θL2
θ−1
|w|1−θ
L2θ
(0 θ  1) and the Hölder inequality, we see that
t∫
0
(1+ τ )λ∣∣w(τ )∣∣2L2 dτ

( t∫
0
(1+ τ )μ∣∣w(τ )∣∣2L2
θ−1
dτ
)θ( t∫
0
(1+ τ )ν ∣∣w(τ )∣∣2L2θ dτ
)1−θ
, (3.34)
provided that λ = μθ +ν(1− θ) with 0 θ  1. We use (3.34) for w = eκ |ξ |2t/2 vˆ(x1, ξ, t), θ = α−[α],
λ = γ − 1, μ = [α] and the corresponding ν determined by λ = μθ + ν(1− θ). Then, using (3.33), we
arrive at the estimate
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0
(1+ τ )γ−1eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ
 C
∣∣vˆ0(·, ξ)∣∣2L2α
( t∫
0
(1+ τ )ν−[α] dτ
)1−θ
 C(1+ t)γ−α∣∣vˆ0(·, ξ)∣∣2L2α , (3.35)
where we have used the fact that (ν − [α] + 1)(1− θ) = γ − α. Substituting this estimate into (3.17),
we get the desired estimate (3.32). This completes the proof of Proposition 3.3. 
4. Damped wave equation with convection
In this section, we consider the linearized problem corresponding to the half space problem (1.10)–
(1.12). Namely, we consider the linearized equation
vtt − v + vt + ∇ ·
(
f ′(φ)v
)= 0 (4.1)
together with (1.11) and (1.12). As in Section 3, we apply the Fourier transform with respect to x′ ∈
R
n−1 to obtain
vˆtt − vˆx1x1 + |ξ |2 vˆ + vˆt +
(
f ′1(φ)vˆ
)
x1
+ iξ · f ′∗(φ)vˆ = 0,
vˆ(0, ξ, t) = 0,
vˆ(x1, ξ,0) = vˆ0(x1, ξ), vˆt(x1, ξ,0) = vˆ1(x1, ξ), (4.2)
where we write f ′∗(φ) = ( f ′2(φ), . . . , f ′n(φ)). This is the formulation of our linearized problem in the
partial Fourier space Rˆn+ =R+ ×Rn−1ξ .
4.1. Energy method
We apply the energy method to the problem (4.2) formulated in the partial Fourier space and
derive pointwise estimates of solutions to (4.2). We use the following notations:
Eˆ = |vˆ|2L2 + |vˆx1 |2L2 + |ξ |2|vˆ|2L2 + |vˆt |2L2 ,
Dˆ = |vˆx1 |2L2 + |ξ |2|vˆ|2L2 + |vˆt |2L2 + |
√
φx1 vˆ|2L2 , (4.3)
where the L2 norms are with respect to x1 ∈ R+ . Note that Eˆ = |F(v,∇v, vt)|2L2 , where F denotes
the Fourier transform with respect to x′ ∈Rn−1. As the initial data for Eˆ , we introduce
Eˆ0 = |vˆ0|2L2 +
∣∣(vˆ0)x1 ∣∣2L2 + |ξ |2|vˆ0|2L2 + |vˆ1|2L2 , (4.4)
that is, Eˆ0 = |F(v0,∇v0, v1)|2L2 . Then the result is stated as follows.
Proposition 4.1 (Pointwise estimate). Assume the convexity condition (1.5) and the sub-characteristic condi-
tion (1.6). Let f ′1(u+) 0 and let φ(x1) be a stationary solution with φx1 > 0. Suppose that vˆ0 , (vˆ0)x1 and vˆ1
are in L2(R+) for each ξ ∈Rn−1ξ . Then the solution to the problem (4.2) veriﬁes the pointwise estimate
Eˆ(ξ, t) Ce−κρ(ξ)t Eˆ0(ξ) (4.5)
for ξ ∈Rn−1ξ and t  0, where ρ(ξ) = |ξ |2/(1+ |ξ |2), and C and κ are positive constants.
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Corollary 4.2 (Decay estimate). Assume the same conditions of Proposition 4.1. Let s 0 be an integer. Suppose
that (v0,∇v0, v1) ∈ L2(Hs ∩ L1) and put Ms = ‖(v0,∇v0, v1)‖L2(Hs∩L1) . Then the solution to the prob-
lem (4.1), (1.11), (1.12) satisﬁes the decay estimate
∥∥∂kx′(v,∇v, vt)(t)∥∥L2  CMs(1+ t)−(n−1)/4−k/2 (4.6)
for each integer k with 0 k s, where C is a positive constant.
Proof of Proposition 4.1. We multiply Eq. (4.2)1 by ¯ˆvt and take the real part. This gives
1
2
{|vˆx1 |2 + |ξ |2|vˆ|2 + |vˆt |2 + f ′′1 (φ)φx1 |vˆ|2}t − {Re( ¯ˆvt vˆx1)}x1
+ |vˆt |2 + Re
{ ¯ˆvt( f ′1(φ)vˆx1 + iξ · f ′∗(φ)vˆ)}= 0. (4.7)
Next, we multiply Eq. (4.2)1 by ¯ˆv and take the real part, obtaining
{
1
2
|vˆ|2 + Re( ¯ˆv vˆt)
}
t
+
{
1
2
f ′1(φ)|vˆ|2 − Re( ¯ˆv vˆx1)
}
x1
+ |vˆx1 |2 + |ξ |2|vˆ|2 − |vˆt |2 +
1
2
f ′′1 (φ)φx1 |vˆ|2 = 0. (4.8)
We make a combination (4.7) × 2+ (4.8). This yields the differential equality
Et + Fx1 + D = 0, (4.9)
where
E = 1
2
|vˆ|2 + |vˆx1 |2 + |ξ |2|vˆ|2 + |vˆt |2 + Re( ¯ˆv vˆt) + f ′′1 (φ)φx1 |vˆ|2,
D = |vˆx1 |2 + |ξ |2|vˆ|2 + |vˆt |2 + 2Re
{ ¯ˆvt( f ′1(φ)vˆx1 + iξ · f ′∗(φ)vˆ)}+ 12 f ′′1 (φ)φx1 |vˆ|2,
F = 1
2
f ′1(φ)|vˆ|2 − Re
{
(2 ¯ˆvt + ¯ˆv)vˆx1
}
.
By simple calculations, using (1.5) and (1.6), we see that
c0
(|vˆ|2 + |vˆx1 |2 + |ξ |2|vˆ|2 + |uˆt |2) E  C0(|vˆ|2 + |vˆx1 |2 + |ξ |2|vˆ|2 + |uˆt |2),
D  c1
(|vˆx1 |2 + |ξ |2|vˆ|2 + |vˆt |2 + φx1 |vˆ|2), (4.10)
where c0, C0 and c1 are positive constants. Now, we integrate (4.9) with respect to x1 ∈ R+ and
use (4.10) to obtain
∂
∂t
∞∫
E dx1 + c1 Dˆ  0, (4.11)0
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∂
∂t
(
eκρ(ξ)t
∞∫
0
E dx1
)
+ eκρ(ξ)t(c1 Dˆ − κC0ρ(ξ)Eˆ) 0, (4.12)
where ρ(ξ) = |ξ |2/(1 + |ξ |2), and Eˆ is given in (4.3). Noting that Dˆ  ρ(ξ)Eˆ , we choose κ > 0 such
that κC0  c1/2 and integrate (4.12) over [0, t]. Then, using (4.10), we arrive at
eκρ(ξ)t Eˆ(ξ, t) +
t∫
0
eκρ(ξ)τ Dˆ(ξ, τ )dτ  C Eˆ0(ξ), (4.13)
where C is a positive constant. This gives the desired estimate (4.5). Thus the proof of Proposition 4.1
is complete. 
Here we derive the time weighted estimate corresponding to (4.13). We multiply (4.12) with the
above chosen κ > 0 by (1+ t)γ (γ  0) and integrate over [0, t]. This yields
(1+ t)γ eκρ(ξ)t Eˆ(ξ, t) +
t∫
0
(1+ τ )γ eκρ(ξ)τ Dˆ(ξ, τ )dτ
 C Eˆ0(ξ) + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ Eˆ(ξ, τ )dτ , (4.14)
where γ  0, and C is a positive constant. This time weighted estimate will be used in the next
subsection.
Proof of Corollary 4.2. We use (2.8) with v replaced by (v,∇v, vt). Noting the relation Eˆ =
|F(v,∇v, vt)|2L2 and applying (4.5), we get
∥∥∂kx′(v,∇v, vt)(t)∥∥2L2  C
∫
R
n−1
ξ
|ξ |2ke−κρ(ξ)t Eˆ0(ξ)dξ, (4.15)
where C is a positive constant. We divide the integral on the right-hand side of (4.15) into two
parts I1 and I2 according to the low frequency region |ξ | 1 and the high frequency region |ξ | 1,
respectively. Since ρ(ξ) c|ξ |2 for |ξ | 1, we see that
I1  C sup
|ξ |1
Eˆ0(ξ)
∫
|ξ |1
|ξ |2ke−c|ξ |2t dξ  C∥∥(v0,∇v0, v1)∥∥2L2(L1)(1+ t)−(n−1)/2−k, (4.16)
where C and c are positive constants. Here we used the fact that sup|ξ |1 Eˆ0(ξ) 
C‖(v0,∇v0, v1)‖2L2(L1) which is due to (2.7) with Eˆ0 = |F(v0,∇v0, v1)|2L2 . On the other hand, we
have ρ(ξ) c in the region |ξ | 1. Consequently, we obtain
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∫
|ξ |1
|ξ |2k Eˆ0(ξ)dξ  Ce−ct∥∥∂kx′(v0,∇v0, v1)∥∥2L2 , (4.17)
where C and c are positive constants. Here we used the Plancherel theorem in the last inequality.
Substituting these estimates into (4.15), we obtain the desired decay estimate (4.6). This completes
the proof of Corollary 4.2. 
4.2. Weighted energy method
In this subsection, we restrict to the non-degenerate case f ′1(u+) < 0 and apply the weighted
energy method to the problem (4.2). We use the weighted space L2α(R+) (α  0) for x1 ∈ R+ in the
normal direction and this gives the additional decay (1+ t)−α/2. We use the following notations:
Eˆβ = |vˆ|2L2β + |vˆx1 |
2
L2β
+ |ξ |2|vˆ|2
L2β
+ |vˆt |2L2β ,
Dˆβ = |vˆx1 |2L2β + |ξ |
2|vˆ|2
L2β
+ |vˆt |2L2β + |
√
φx1 vˆ|2L2β , (4.18)
where the L2β norms are with respect to x1 ∈R+ . Note that Eˆβ = |F(v,∇v, vt)|2L2β . Also we note that
when β = 0, Eˆβ and Dˆβ coincide with Eˆ and Dˆ in (4.3), respectively. As the initial data for Eˆβ , we
introduce
Eˆ0β = |vˆ0|2L2β +
∣∣(vˆ0)x1 ∣∣2L2β + |ξ |2|vˆ0|2L2β + |vˆ1|2L2β , (4.19)
that is, Eˆ0β = |F(v0,∇v0, v1)|2L2β . Our result is then stated as follows.
Proposition 4.3 (Pointwise estimate). Assume the convexity condition (1.5) and the sub-characteristic condi-
tion (1.6). Let f ′1(u+) < 0 and let φ(x1) be a stationary solution with φx1 > 0. Let α  0 and suppose that vˆ0 ,
(vˆ0)x1 and vˆ1 are in L
2
α(R+) for each ξ ∈ Rn−1ξ . Then the solution to the problem (4.2) veriﬁes the pointwise
estimate
|ξ |2k Eˆ(ξ, t) C(1+ t)−α−ke−κρ(ξ)t{(1+ |ξ |2)k Eˆ0(ξ) + Eˆ0α(ξ)} (4.20)
for ξ ∈Rn−1ξ and t  0, where k 0 is an integer, Eˆ , Eˆ0 and Eˆ0α are given in (4.3), (4.4) and (4.19), respectively,
ρ(ξ) = |ξ |2/(1+ |ξ |2), and C and κ are positive constants.
It should be noted that there is no factor like |ξ |2k in front of the term Eˆ0α(ξ) in (4.20). As a
corollary of this result, we have the following decay estimate.
Corollary 4.4 (Decay estimate). Assume the same conditions of Proposition 4.3. Let s  0 be an integer and
α  0. Suppose that (v0,∇v0, v1) is in L2(Hs) and in L2α(L2 ∩ L1), and put
Ms,α =
∥∥(v0,∇v0, v1)∥∥L2(Hs) + ∥∥(v0,∇v0, v1)∥∥L2α(L2∩L1).
Then the solution to the problem (4.1), (1.11), (1.12) satisﬁes the decay estimate
∥∥∂kx′(v,∇v, vt)(t)∥∥L2  CMs,α(1+ t)−(n−1)/4−α/2−k/2 (4.21)
for each integer k with 0 k s, where C is a positive constant.
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the partial Fourier space. Our computations below are divided into four steps.
Step 1. First, we show the following space–time weighted energy inequality:
(1+ t)γ eκρ(ξ)t Eˆβ(ξ, t) +
t∫
0
(1+ τ )γ eκρ(ξ)τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C Eˆ0β(ξ) + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2β dτ (4.22)
for γ  0 and 0 β  α, where C and κ are positive constants.
To prove (4.22), we use the equality (4.9). For the term F in (4.9), since f ′1(u+) < 0, we see that
−F  c2|vˆ|2 − C
(|vˆx1 |2 + |vˆt |2), (4.23)
where c2 and C are positive constants. We multiply (4.9) by (1+ x1)β (0 β  α) to get
{
(1+ x1)βE
}
t +
{
(1+ x1)βF
}
x1
+ (1+ x1)βD + β(1+ x1)β−1(−F) = 0. (4.24)
We integrate (4.24) in x1 ∈R+ and use (4.10) and (4.23), obtaining
∂
∂t
∞∫
0
(1+ x1)βE dx1 + c1 Dˆβ + βc2|vˆ|2L2β−1  βC
(|vˆx1 |2L2β−1 + |vˆt |2L2β−1
)
, (4.25)
where 0  β  α, and C is a positive constant. We apply the inequality (3.26) to the term on the
right-hand side of (4.25) by taking f = (vˆx1 , vˆt) and choose  > 0 so small that αC  c1/2. This
yields
∂
∂t
∞∫
0
(1+ x1)βE dx1 + (c1/2)Dˆβ + βc2|vˆ|2L2β−1  βC Dˆ, (4.26)
where Dˆ is given in (3.14), and C is a positive constant; here we used the fact that |vˆx1 |2L2 +|vˆt |2L2  Dˆ .
Now, multiplying (4.26) by eκρ(ξ)t (κ > 0) and using (4.10), we obtain
∂
∂t
{
eκρ(ξ)t
∞∫
0
(1+ x1)βE dx1
}
+ ((c1/2)Dˆβ − κC0ρ(ξ)Eˆβ)+ βc2eκρ(ξ)t |vˆ|2L2
β−1
 βCeκρ(ξ)t Dˆ, (4.27)
where ρ(ξ) = |ξ |2/(1 + |ξ |2). Here, noting that Dˆβ  ρ(ξ)Eˆβ , we choose κ > 0 so small that κC0 
c1/4. Then we multiply the resulting inequality by (1 + t)γ (γ  0) and integrate over [0, t]. This
yields
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t∫
0
(1+ τ )γ eκρ(ξ)τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C Eˆ0β + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ Eˆβ(ξ, τ )dτ + βC
t∫
0
(1+ τ )γ eκρ(ξ)τ Dˆ(ξ, τ )dτ ,
where we used (4.10). Here C is a positive constant. Moreover, using (4.14) to the last term on the
right-hand side of the above inequality, we arrive at
(1+ t)γ eκρ(ξ)t Eˆβ(ξ, t) +
t∫
0
(1+ τ )γ eκρ(ξ)τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C Eˆ0β + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ Eˆβ(ξ, τ )dτ , (4.28)
where γ  0, 0 β  α, and C is a positive constant.
We need to estimate the last term on the right-hand side of (4.28). To this end, noting that Eˆβ 
|vˆ|2
L2β
+ Dˆβ , we rewrite (4.28) as
(1+ t)γ eκρ(ξ)t Eˆβ(ξ, t) +
t∫
0
(1+ τ )γ eκρ(ξ)τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C Eˆ0β + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2β dτ
+ γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ Dˆβ(ξ, τ )dτ . (4.29)
Here we observe that
∫ t
0 (1+ τ )γ−1 f (τ )dτ  ε
∫ t
0 (1+ τ )γ f (τ )dτ + Cε
∫ t
0 f (τ )dτ for ε > 0, where Cε
is a constant depending on ε. Applying this inequality for f = eκρ(ξ)τ Dˆβ(ξ, τ ), we deduce that the
last term on the right-hand side of (4.29) is estimated by
ε
t∫
0
(1+ τ )γ eκρ(ξ)τ Dˆβ(ξ, τ )dτ + Cε
t∫
0
eκρ(ξ)τ Dˆβ(ξ, τ )dτ
 Cε Eˆ0β(ξ) + ε
t∫
0
(1+ τ )γ eκρ(ξ)τ Dˆβ(ξ, τ )dτ
for ε > 0, where Cε is a constant depending on ε. Here we used the estimate (4.28) with γ = 0 in
the last inequality. We substitute the above estimate into (4.29) and choose ε > 0 such that ε  1/2.
This gives the desired estimate (4.22).
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(1+ t)meκρ(ξ)t Eˆα−m(ξ, t)
+
t∫
0
(1+ τ )meκρ(ξ)τ (Dˆα−m(ξ, τ ) + (α −m)∣∣vˆ(·, ξ, τ )∣∣2L2α−m−1)dτ  C Eˆ0α(ξ) (4.30)
for each integer m with 0m [α], where C and κ are positive constants.
The proof of (4.30) is essentially the same as that of (3.29). In fact, we put γ = j and β = α − j
in (4.22) and then apply the induction argument with respect to j. This yields the desired esti-
mate (4.30). We omit the detailed discussion.
When α  0 is an integer, the estimate (4.30) with m = α gives
Eˆ(ξ, t) C(1+ t)−αe−κρ(ξ)t Eˆ0α(ξ).
To get the decay estimates of the k-th order tangential derivatives of solutions, we need to multiply
the above inequality by |ξ |2k and integrate in ξ ∈Rn−1ξ . In the present case, since e−κρ(ξ)t is not inte-
grable for |ξ | → ∞, we must compute ∫
R
n−1
ξ
|ξ |2k Eˆ0α(ξ)dξ and this requires the tangential regularity
of the initial data in the weighted space L2α(R+).
Step 3. To avoid the above regularity requirement on the initial data, we use a trick and prove the
following estimate:
(1+ t)γ+keκρ(ξ)t |ξ |2k Eˆ(ξ, t) +
t∫
0
(1+ τ )γ+keκρ(ξ)τ |ξ |2k Dˆ(ξ, τ )dτ
 C
(
1+ |ξ |2)k Eˆ0(ξ) + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ (4.31)
for γ  0, where k  0 is an integer, Eˆ and Dˆ are given in (4.3), and C and κ are positive constants.
Comparing (4.31) with (4.22) with β = 0, we gain the factor (1 + t)k|ξ |2k on the left-hand side only
by replacing Eˆ0(ξ) by (1+ |ξ |2)k Eˆ0(ξ) on the right-hand side.
We prove the estimate (4.31) by induction with respect to k. When k = 0, (4.31) follows from (4.22)
with β = 0. Now, let k 1 and suppose that (4.31) holds true for k − 1. To prove (4.31) for k, we put
β = 0 and replace γ by γ + k in (4.22). Then we multiply the resulting inequality by |ξ |2k . By virtue
of the simple inequality |ξ |2k|vˆ|2
L2
 |ξ |2(k−1) Dˆ , we have
(1+ t)γ+keκρ(ξ)t |ξ |2k Eˆ(ξ, t) +
t∫
0
(1+ τ )γ+keκρ(ξ)τ |ξ |2k Dˆ(ξ, τ )dτ
 C |ξ |2k Eˆ0(ξ) + (γ + k)C
t∫
(1+ τ )γ+(k−1)eκρ(ξ)τ |ξ |2(k−1) Dˆ(ξ, τ )dτ . (4.32)0
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C
(
1+ |ξ |2)k−1 Eˆ0(ξ) + γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ .
Substituting this estimate into (4.32), we conclude that (4.31) holds true also for k. This completes
the proof of (4.31).
Step 4. Finally, we show the following estimate for α  0:
(1+ t)γ+keκρ(ξ)τ |ξ |2k Eˆ(ξ, t) +
t∫
0
(1+ τ )γ+keκρ(ξ)τ |ξ |2k Dˆ(ξ, τ )dτ
 C
(
1+ |ξ |2)k Eˆ0(ξ) + C(1+ t)γ−α Eˆ0α(ξ), (4.33)
where γ = α if α is an integer, γ > α if α is not an integer, and C and κ are positive constants.
Notice that (4.33) gives the desired estimate (4.20).
First, we consider the case where α is an integer. In this case, letting m = α − 1 in (4.30), we ﬁnd
that
t∫
0
(1+ τ )α−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ  C Eˆ0α(ξ).
Substituting this estimate into (4.31) with γ = α gives the desired estimate (4.33) with γ = α. When
α > 0 is not an integer, we have from (4.30) with m = [α] that
(1+ t)[α]eκ |ξ |2t∣∣vˆ(·, ξ, t)∣∣2L2α−[α]  C Eˆ0α(ξ),
t∫
0
(1+ τ )[α]eκ |ξ |2τ ∣∣vˆ(·, ξ, τ )∣∣2L2α−[α]−1 dτ  C Eˆ0α(ξ). (4.34)
Applying (3.34) together with (4.34), we conclude that
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ  C(1+ t)γ−α Eˆ0α(ξ) (4.35)
for γ > α. Substituting this estimate into (4.31), we have the desired estimate (4.33) for γ > α. This
completes the proof of Proposition 4.3. 
Proof of Corollary 4.4. The proof is similar to that of Corollary 4.2. Using (2.8) and (4.20), as a coun-
terpart of (4.15), we have
∥∥∂kx′(v,∇v, vt)(t)∥∥2L2
 C(1+ t)−α−k
∫
R
n−1
ξ
e−κρ(ξ)t
{(
1+ |ξ |2)2k Eˆ0(ξ) + Eˆ0α(ξ)}dξ, (4.36)
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two parts I1 and I2 according to the regions |ξ | 1 and |ξ | 1, respectively. Since ρ(ξ)  c|ξ |2 for
|ξ | 1, we can estimate the term I1 as
I1  C(1+ t)−α−k sup
|ξ |1
Eˆ0α(ξ)
∫
|ξ |1
e−c|ξ |2t dξ
 C(1+ t)−(n−1)/2−α−k∥∥(v0,∇v0, v1)∥∥2L2α(L1), (4.37)
where C and c are positive constants. Here we used the fact that Eˆ0(ξ) Eˆ0α(ξ) and sup|ξ |1 Eˆ0α(ξ)
C‖(v0,∇v0, v1)‖2L2α(L1) . On the other hand, we have ρ(ξ)  c for |ξ |  1. Therefore we can estimate
I2 as
I2  C(1+ t)−α−ke−ct
∫
|ξ |1
(|ξ |2k Eˆ0(ξ) + Eˆ0α(ξ))dξ
 Ce−ct
(∥∥∂kx′(v0,∇v0, v1)∥∥2L2 + ∥∥(v0,∇v0, v1)∥∥2L2α(L2)), (4.38)
where C and c are positive constants. Here we used the Plancherel theorem in the last inequality.
Substituting these estimates into (4.36), we obtain the desired decay estimate (4.21). This completes
the proof of Corollary 4.4. 
5. Nonlinear stability
5.1. Main results
We consider the nonlinear half space problem (1.10)–(1.12). Our aim is to show the global existence
and optimal decay estimates of solutions by applying the energy method in the partial Fourier space
which is developed in the previous sections. Our ﬁrst theorem is stated as follows.
Theorem 5.1 (Global existence and decay, I). Let n 3 and assume the convexity condition (1.5) and the sub-
characteristic condition (1.6). Let f ′1(u+)  0 and let φ(x1) be a stationary solution with φx1 > 0. Let s 
[n−12 ] + 1 be an integer. Suppose that (v0,∇v0, v1) ∈ L2(Hs ∩ L1) and put Ms = ‖(v0,∇v0, v1)‖L2(Hs∩L1) .
Then there exists a positive constant ε1 such that if Ms  ε1 , then the problem (1.10)–(1.12) has a unique
global solution v satisfying (v,∇v, vt) ∈ C([0,∞); L2(Hs)). The solution veriﬁes the decay estimate
∥∥∂kx′(v,∇v, vt)(t)∥∥L2  CMs(1+ t)−(n−1)/4−k/2 (5.1)
for each integer k with 0 k s, where C is a positive constant.
The solution obtained in Theorem 5.1 satisﬁes
∥∥v(t)∥∥Lp  CMs(1+ t)−((n−1)/2)(1−1/p) (5.2)
for p with 2 p ∞. This is a reﬁnement of our previous decay result in [13] where we showed the
decay rate t−((n−1)/2)(1/2−1/p) (2 p ∞) under the condition (v0,∇v0, v1) ∈ L2(Hs).
Our second theorem gives a sharper decay estimate under the additional condition (v0,∇v0, v1) ∈
L2α(L
2 ∩ L1) for α > 0.
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sub-characteristic condition (1.6). Let f ′1(u+) < 0 and let φ(x1) be a stationary solution with φx1 > 0. Let
s  [n−12 ] + 1 be an integer and let α > 0. Suppose that (v0,∇v0, v1) is in L2(Hs) and in L2α(L2 ∩ L1), and
put
Ms,α =
∥∥(v0,∇v0, v1)∥∥L2(Hs) + ∥∥(v0,∇v0, v1)∥∥L2α(L2∩L1).
Then there exists a positive constant ε1 such that if Ms,α  ε1 , then the problem (1.10)–(1.12) has a unique
global solution v with (v,∇v, vt) ∈ C([0,∞); L2(Hs) ∩ L2α(L2)). The solution satisﬁes the decay estimate∥∥∂kx′(v,∇v, vt)(t)∥∥L2  CMs,α(1+ t)−(n−1)/4−α/2−k/2 (5.3)
for each integer k with 0 k s, where C is a positive constant.
We note that the solution obtained in Theorem 5.2 veriﬁes the decay estimate
∥∥v(t)∥∥Lp  CMs,α(1+ t)−((n−1)/2)(1−1/p)−α/2 (5.4)
for p with 2 p ∞.
Remark 5.3. In the above Theorems 5.1 and 5.2, we require the stationary wave to be monotone in-
creasing. However, this requirement can be removed. In fact, for the monotone decreasing stationary
wave, we can show the same decay estimates (5.1) and (5.3) under smallness condition on the ampli-
tude δ of the wave. This can be proved by employing the same argument as in [12,13]. We omit the
details.
The key to the proof of Theorems 5.1 and 5.2 is to show the corresponding a priori estimates of
solutions. Let T > 0 and consider a solution v satisfying (v,∇v, vt) ∈ C([0, T ]; L2(Hs)). We assume
that the solution is so small as
sup
0tT
∥∥v(t)∥∥L∞  ε0, (5.5)
where ε0 is a ﬁxed positive constant. We use the following time weighted energy norm N(t):
N(t)2 =
s∑
k=0
sup
0τt
(1+ τ )(n−1)/2+k∥∥∂kx′(v,∇v, vt)(τ )∥∥2L2 . (5.6)
When the initial data are in the weighted space L2α(L
2 ∩ L1), we assume that the corresponding
solution satisﬁes (v,∇v, vt) ∈ C([0, T ]; L2(Hs) ∩ L2α(L2)). For such a solution, we modify N(t) as
Nα(t)
2 =
s∑
k=0
sup
0τt
(1+ τ )(n−1)/2+α+k∥∥∂kx′(v,∇v, vt)(τ )∥∥2L2 . (5.7)
Also, we introduce the following space–time weighted energy norm Eα(t):
Eα(t)
2 =
[α]∑
l=0
sup
0τt
(1+ τ )(n−1)/2+l∥∥(v,∇v, vt)(τ )∥∥2L2α−l(L2). (5.8)
Our a priori estimates are then given as follows.
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true. Let T > 0 and let v be a solution to the problem (1.10)–(1.12) satisfying (v,∇v, vt) ∈ C([0, T ]; L2(Hs))
and (5.5), where s  [n−12 ] + 1. Then there exist positive constants ε2 and C independent of T such that if
Ms  ε2 , then we have the following a priori estimate for t ∈ [0, T ]:
N(t) CMs. (5.9)
Proposition 5.5 (A priori estimate, II). Let n 2 and suppose that the same conditions as in Theorem 5.2 hold
true. Let T > 0 and let v be a solution to the problem (1.10)–(1.12) satisfying (v,∇v, vt) ∈ C([0, T ]; L2(Hs)∩
L2α(L
2)) and (5.5), where s [n−12 ] + 1 and α > 0. Then there exist positive constants ε2 and C independent
of T such that if Ms,α  ε2 , then we have the following a priori estimate for t ∈ [0, T ]:
Nα(t) CMs,α. (5.10)
The proof of these a priori estimates will be given in the next subsection.
We conclude this subsection by giving the proof of our main Theorems 5.1 and 5.2.
Proof of Theorems 5.1 and 5.2. The global existence of our solution can be proved by the standard
continuation argument based on a local existence result and the a priori estimate given in Propo-
sition 5.4 or 5.5. This global solution veriﬁes the L2 estimate (5.9) or (5.10) for all t  0. By virtue
of (5.9) and (5.10), we have the L2 decay estimates (5.1) and (5.3), respectively. In order to show
the Lp decay estimates (5.2) and (5.4), we utilize the following interpolation inequality that is found
in [13]:
‖v‖L∞  C
∥∥(v,∇v)∥∥1−θL2 ∥∥∂mx′ (v,∇v)∥∥θL2 , (5.11)
where m = [n−12 ] + 1 and θ = (n − 1)/2m. Substituting (5.1) and (5.3) into (5.11) and noting that
(m/2)θ = (n − 1)/4, we obtain the L∞ decay estimates as
∥∥v(t)∥∥L∞  CMs(1+ t)−(n−1)/2,∥∥v(t)∥∥L∞  CMs,α(1+ t)−(n−1)/2−α/2, (5.12)
respectively. These L∞ estimates combined with the interpolation inequality in Lp spaces yield the
desired Lp decay estimates (5.2) and (5.4). Thus the proof of Theorems 5.1 and 5.2 is complete. 
5.2. Proof of a priori estimates
In this subsection, we prove Propositions 5.4 and 5.5 on the a priori estimates of solutions to
the problem (1.10)–(1.12). It is crucial to derive the corresponding pointwise estimates in the partial
Fourier space. We rewrite (1.10) in the form
vtt − v + vt + ∇ ·
(
f ′(φ)v
)= ∇ · g, (5.13)
where g = −( f (φ + v) − f (φ) − f ′(φ)v) = O (|v|2). Taking the Fourier transform with respect to
x′ ∈Rn−1, we obtain
vˆtt − vˆx1x1 + |ξ |2 vˆ + vˆt +
(
f ′1(φ)vˆ
)
x1
+ iξ · f ′∗(φ)vˆ = (gˆ1)x1 + iξ · gˆ∗,
vˆ(0, ξ, t) = 0,
vˆ(x1, ξ,0) = vˆ0(x1, ξ), vˆt(x1, ξ,0) = vˆ1(x1, ξ), (5.14)
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(1.10)–(1.12) in the partial Fourier space Rˆn+ =R+ ×Rn−1ξ .
We apply the energy method in the partial Fourier space and derive pointwise estimates of solu-
tions to the problem (5.14). We use notations in (4.3) and
Rˆ = |gˆ|2L2 +
∣∣(gˆ1)x1 ∣∣2L2 + |ξ · gˆ∗|2L2 , (5.15)
where | · |L2 is with respect to x1 ∈R+ . Notice that Rˆ  |F(g,∇g)|2L2 , where ∇g = ((g j)xk ).
Proposition 5.6 (Pointwise estimate, I). Assume the convexity condition (1.5) and the sub-characteristic con-
dition (1.6). Let f ′1(u+) 0 and let φ(x1) be a stationary solution with φx1 > 0. Suppose that vˆ0 , (vˆ0)x1 and
vˆ1 are in L2(R+) for each ξ ∈Rn−1ξ . Then the solution to the problem (5.14) veriﬁes the pointwise estimate
Eˆ(ξ, t) Ce−κρ(ξ)t Eˆ0(ξ) + C
t∫
0
e−κρ(ξ)(t−τ ) Rˆ(ξ, τ )dτ (5.16)
for ξ ∈Rn−1ξ and t  0, where ρ(ξ) = |ξ |2/(1+ |ξ |2), and C and κ are positive constants.
In the non-degenerate case f ′1(u+) < 0, we apply the weighted energy method in the partial
Fourier space. In this case we use notations in (4.18) and
Rˆβ = |gˆ|2L2β +
∣∣(gˆ1)x1 ∣∣2L2β + |ξ · gˆ∗|2L2β , (5.17)
where | · |L2β is with respect to x1 ∈R+ .
Proposition 5.7 (Pointwise estimate, II). Assume the convexity condition (1.5) and the sub-characteristic con-
dition (1.6). Let f ′1(u+) < 0 and let φ(x1) be a stationary solution with φx1 > 0. Let α  0 and suppose that vˆ0 ,
(vˆ0)x1 and vˆ1 are in L
2
α(R+) for each ξ ∈Rn−1ξ . Then the solution to the problem (5.14) veriﬁes the pointwise
estimate
|ξ |2k Eˆ(ξ, t) C(1+ t)−α−ke−κρ(ξ)t{(1+ |ξ |2)k Eˆ0(ξ) + Eˆ0α(ξ)}
+ C(1+ t)−γ−k Qˆ γ ,k(ξ, t) + C(1+ t)−α−k Qˆα(ξ, t) (5.18)
for ξ ∈ Rn−1ξ and t  0, where k  0 is an integer, γ = α if α is an integer, γ > α if α is not an integer,
ρ(ξ) = |ξ |2/(1+ |ξ |2), C and κ are positive constants, and
Qˆ γ ,k(ξ, t) =
k∑
j=0
t∫
0
(1+ τ )γ+ je−κρ(ξ)(t−τ )|ξ |2 j Rˆ(ξ, τ )dτ ,
Qˆα(ξ, t) =
[α]∑
l=0
t∫
0
(1+ τ )le−κρ(ξ)(t−τ ) Rˆα−l(ξ, τ )dτ . (5.19)
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give the outline. Multiplying Eq. (5.14)1 by ¯ˆvt and taking the real part, we have (4.7) with the term
Re{ ¯ˆvt((gˆ1)x1 + iξ · gˆ∗)} on the right-hand side. Also, multiplying Eq. (5.14)1 by ¯ˆv and taking the
real part, we have (4.8) with the term {Re( ¯ˆv gˆ1)}x1 + Re(−¯ˆvx1 gˆ1 + ¯ˆviξ · gˆ∗) on the right-hand side.
Combining these two equalities, as a counterpart of (4.9), we obtain
Et + Fx1 + D =
{
Re( ¯ˆv gˆ1)
}
x1
+ R, (5.20)
where
R = 2Re{ ¯ˆvt((gˆ1)x1 + iξ · gˆ∗)}+ Re(−¯ˆvx1 gˆ1 + ¯ˆviξ · gˆ∗).
We see that
|R| ε(|vˆx1 |2 + |ξ |2|vˆ|2 + |vˆt |2)+ Cε(|gˆ|2 + ∣∣(gˆ1)x1 ∣∣2 + |ξ · gˆ∗|2) (5.21)
for any ε > 0, where Cε is a constant depending on ε. Therefore, integrating (5.21) with respect to
x1 ∈R+ , using (4.10) and (5.21), and choosing ε > 0 as ε  c1/2, we obtain
∂
∂t
∞∫
0
E dx1 + (c1/2)Dˆ  C Rˆ, (5.22)
which is a counterpart of (4.11). Consequently, as a counterpart of (4.13), we have
eκρ(ξ)t Eˆ(ξ, t) +
t∫
0
eκρ(ξ)τ Dˆ(ξ, τ )dτ  C Eˆ0(ξ) + C
t∫
0
eκρ(ξ)τ Rˆ(ξ, τ )dτ , (5.23)
where C and κ are positive constants. This gives the desired estimate (5.16). Thus the proof of Propo-
sition 5.6 is complete. 
Proof of Proposition 5.7. The proof is essentially the same as that of Proposition 4.3 and we only give
the outline. We multiply (5.20) by (1+ x1)β (0 β  α) to get
{
(1+ x1)βE
}
t +
{
(1+ x1)βF
}
x1
+ (1+ x1)βD + β(1+ x1)β−1(−F)
= {(1+ x1)β Re( ¯ˆv gˆ1)}x1 + (1+ x1)βR − β(1+ x1)β−1 Re( ¯ˆv gˆ1). (5.24)
Here we see that
∣∣Re( ¯ˆv gˆ1)∣∣ ε|vˆ|2 + Cε|gˆ1|2 (5.25)
for any ε > 0, where Cε is a constant depending on ε. We integrate (5.24) with respect to x1 ∈ R+ .
Then, using (4.10), (4.23), (5.21) and (5.25), and choosing ε > 0 so small as ε  min{c1, c2}/2, we
obtain
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∂t
∞∫
0
(1+ x1)βE dx1 + (c1/2)Dˆβ + β(c2/2)|vˆ|2L2β−1
 C Rˆβ + βC
(|vˆx1 |2L2β−1 + |vˆt |2L2β−1
)
, (5.26)
where 0 β  α. This inequality is a counterpart of (4.25). Now, using the same technique employed
in the proof of (4.22), we arrive at the estimate
(1+ t)γ eκρ(ξ)t Eˆβ(ξ, t) +
t∫
0
(1+ τ )γ eκρ(ξ)τ (Dˆβ(ξ, τ ) + β∣∣vˆ(·, ξ, τ )∣∣2L2β−1)dτ
 C Eˆ0β(ξ) + C
t∫
0
(1+ τ )γ eκρ(ξ)τ Rˆβ(ξ, τ )dτ
+ γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2β dτ (5.27)
for γ  0 and 0 β  α, where C and κ are positive constants. Moreover, as a counterpart of (4.30),
we have
(1+ t)meκρ(ξ)t Eˆα−m(ξ, t) +
t∫
0
(1+ τ )meκρ(ξ)τ (Dˆα−m(ξ, τ ) + (α −m)∣∣vˆ(·, ξ, τ )∣∣2L2α−m−1)dτ
 C Eˆ0α(ξ) + C
m∑
l=0
t∫
0
(1+ τ )leκρ(ξ)τ Rˆα−l(ξ, τ )dτ (5.28)
for each integer m with 0m [α], where C and κ are positive constants.
On the other hand, applying to (5.27) with β = 0 the same trick used in the proof of (4.31), we
obtain
(1+ t)γ+keκρ(ξ)t |ξ |2k Eˆ(ξ, t) +
t∫
0
(1+ τ )γ+keκρ(ξ)τ |ξ |2k Dˆ(ξ, τ )dτ
 C
(
1+ |ξ |2)k Eˆ0(ξ) + C k∑
j=0
t∫
0
(1+ τ )γ+ jeκρ(ξ)τ |ξ |2 j Rˆ(ξ, τ )dτ
+ γ C
t∫
0
(1+ τ )γ−1eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2 dτ (5.29)
for γ  0, where k 0 is an integer, and C and κ are positive constants. When α is an integer, the last
term on the right-hand side of (5.29) with γ = α can be estimated by using (5.28) with m = α − 1.
Thus we obtain
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t∫
0
(1+ τ )α+keκρ(ξ)τ |ξ |2k Dˆ(ξ, τ )dτ
 C
(
1+ |ξ |2)k Eˆ0(ξ) + C k∑
j=0
t∫
0
(1+ τ )α+ jeκρ(ξ)τ |ξ |2 j Rˆ(ξ, τ )dτ
+ C Eˆ0α(ξ) + C
α−1∑
l=0
t∫
0
(1+ τ )leκρ(ξ)τ Rˆα−l(ξ, τ )dτ , (5.30)
which gives (5.18) with γ = α. When α is not an integer, we have from (5.28) with m = [α] that
(1+ t)[α]eκρ(ξ)t∣∣vˆ(·, ξ, t)∣∣2L2α−[α] +
t∫
0
(1+ τ )[α]eκρ(ξ)τ ∣∣vˆ(·, ξ, τ )∣∣2L2α−[α]−1 dτ
 C Eˆ0α(ξ) + C
[α]∑
l=0
t∫
0
(1+ τ )leκρ(ξ)τ Rˆα−l(ξ, τ )dτ . (5.31)
Applying (3.34) together with (5.31), we can estimate the last term on the right-hand side of (5.29)
for γ > α in a similar way as in (4.35). Consequently, we obtain
(1+ t)γ+keκρ(ξ)t |ξ |2k Eˆ(ξ, t) +
t∫
0
(1+ τ )γ+keκρ(ξ)τ |ξ |2k Dˆ(ξ, τ )dτ
 C
(
1+ |ξ |2)k Eˆ0(ξ) + C k∑
j=0
t∫
0
(1+ τ )γ+ jeκρ(ξ)τ |ξ |2 j Rˆ(ξ, τ )dτ
+ C(1+ t)γ−α
{
Eˆ0α(ξ) +
[α]∑
l=0
t∫
0
(1+ τ )leκρ(ξ)τ Rˆα−l(ξ, τ )dτ
}
(5.32)
for γ > α, which shows (5.18) for γ > α. This completes the proof of Proposition 5.7. 
Proof of Proposition 5.4. By using (2.8) and applying (5.16), we get
∥∥∂kx′(v,∇v, vt)(t)∥∥2L2
 C
∫
R
n−1
ξ
|ξ |2ke−κρ(ξ)t Eˆ0(ξ)dξ + C
t∫
0
∫
R
n−1
ξ
e−κρ(ξ)(t−τ )|ξ |2k Rˆ(ξ, τ )dξ dτ , (5.33)
where C and κ are positive constants. Here we know from the proof of Corollary 4.2 that the ﬁrst
term on the right-hand side is estimated by CM2s (1 + t)−(n−1)/2−k . Also, under the assumption (5.5),
the second term is estimated in (5.39). Substituting these estimates into (5.33), we see that
(1+ t)(n−1)/2+k∥∥∂kx′(v,∇v, vt)(t)∥∥2 2  CM2s + CN(t)4(1+ N(t)2)L
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N(t) CMs , provided that Ms is suitably small. This completes the proof of Proposition 5.4. 
Proof of Proposition 5.5. By using (2.8) and (5.18), we see that
∥∥∂kx′(v,∇v, vt)(t)∥∥2L2
 C(1+ t)−α−k
∫
R
n−1
ξ
e−κρ(ξ)t
{(
1+ |ξ |2)2k Eˆ0(ξ) + Eˆ0α(ξ)}dξ
+ C(1+ t)−γ−k
∫
R
n−1
ξ
Qˆ γ ,k(ξ, t)dξ + C(1+ t)−α−k
∫
R
n−1
ξ
Qˆα(ξ, t)dξ, (5.34)
where C and κ are positive constants. As shown in the proof of Corollary 4.4, the ﬁrst term on
the right-hand side is estimated by CM2s,α(1 + t)−(n−1)/2−α−k . Also, it follows from (5.40) and (5.41)
that the second and the third terms are estimated by CNα(t)4(1 + Nα(t)2)(1 + t)−(n−1)/2−α−k and
CNα(t)2Eα(t)2(1+ t)−(n−1)/2−α−k , respectively. Consequently, we have
(1+ t)(n−1)/2+α+k∥∥∂kx′(v,∇v, vt)(t)∥∥2L2
 CM2s,α + CNα(t)2
(
Nα(t)
2 + Eα(t)2
)(
1+ Nα(t)2
)
for 0 k s, which gives
Nα(t)
2  CM2s,α + CNα(t)2
(
Nα(t)
2 + Eα(t)2
)(
1+ Nα(t)2
)
. (5.35)
To estimate Eα(t), we use (5.28) in the form
(1+ t)mEˆα−m(ξ, t) Ce−κρ(ξ)t Eˆ0α(ξ) + C Qˆα(ξ, t), (5.36)
where 0m [α]. Integrating (5.36) with respect to ξ ∈Rn−1ξ and using (2.8), we have
(1+ t)m∥∥(v,∇v, vt)(t)∥∥2L2α−m(L2)  C
∫
R
n−1
ξ
e−κρ(ξ)t Eˆ0α(ξ)dξ + C
∫
R
n−1
ξ
Qˆα(ξ, t)dξ (5.37)
for 0  m  [α], where C and κ are positive constants. The ﬁrst term on the right-hand side is
estimated by CM2s,α(1+t)−(n−1)/2, while the second term is bounded by CNα(t)2Eα(t)2(1+t)−(n−1)/2,
which is due to (5.41). Consequently, we have
(1+ t)(n−1)/2+m∥∥(v,∇v, vt)(t)∥∥2L2α−m(L2)  CM2s,α + CNα(t)2Eα(t)2
for 0m [α]. This gives
Eα(t)
2  CM2s,α + CNα(t)2Eα(t)2. (5.38)
We put X(t) = Nα(t) + Eα(t). It then follows from (5.35) and (5.38) that X(t)2  CM2s,α + C X(t)4(1+
X(t)2). This inequality is solved as X(t)  CMs,α , provided that Ms,α is suitably small. In particular,
we have Nα(t) CMs,α . This completes the proof of Proposition 5.5. 
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The aim of this subsection is to estimate the nonlinear terms appearing in Propositions 5.6 and 5.7.
Proposition 5.8. Assume (5.5).
(i) Let n 3 and s [n−12 ] + 1. Then we have
t∫
0
∫
R
n−1
ξ
e−κρ(ξ)(t−τ )|ξ |2k Rˆ(ξ, τ )dξ dτ  CN(t)4(1+ N(t)2)(1+ t)−(n−1)/2−k (5.39)
for each integer k with 0 k s, where C and κ are positive constants.
(ii) Let n 2, s [n−12 ] + 1 and α > 0. Then we have
t∫
0
(1+ τ )γ+ j
∫
R
n−1
ξ
e−κρ(ξ)(t−τ )|ξ |2 j Rˆ(ξ, τ )dξ dτ
 CNα(t)4
(
1+ Nα(t)2
)
(1+ t)γ−α−(n−1)/2 (5.40)
for each integer j with 0 j  s and for γ  α. Also, we have
t∫
0
(1+ τ )l
∫
R
n−1
ξ
e−κρ(ξ)(t−τ ) Rˆα−l(ξ, τ )dξ dτ
 CNα(t)2Eα(t)2(1+ t)−(n−1)/2 (5.41)
for each integer l with 0 l [α]. Here C and κ are positive constants.
To prove this proposition, we ﬁrst estimate the nonlinear term g in (5.13).
Lemma 5.9. Assume (5.5). Let β ∈R and let k 0 be an integer. Then we have
∥∥∂kx′ g∥∥2L2β (L2)  C‖v‖2L∞∥∥∂kx′ v∥∥2L2β (L2), ∥∥∂kx′ g∥∥2L2β (L1)  C‖v‖2L∞(L2)∥∥∂kx′ v∥∥2L2β (L2),∥∥∂kx′∇g∥∥2L2β (L2)  C‖v‖2L∞∥∥∂kx′(v,∇v)∥∥2L2β (L2) + C‖∇v‖2L2β (L∞)
∥∥∂kx′ v∥∥2L∞(L2),
∥∥∂kx′∇g∥∥2L2β (L1)  C‖v‖2L∞(L2)∥∥∂kx′(v,∇v)∥∥2L2β (L2)
+ C(‖∇v‖2
L2β (L
2)
+ ‖v‖2L∞(L2)‖∇v‖2L2β (L∞)
)∥∥∂kx′ v∥∥2L∞(L2),
where C is a positive constant. Here the term ‖v‖2
L∞(L2)‖∇v‖2L2β (L∞)‖∂
k
x′ v‖2L∞(L2) in the last estimate is absent
if k = 0.
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∥∥∂kx′ g∥∥L2
x′
 C‖v‖L∞
x′
∥∥∂kx′ v∥∥L2
x′
,
∥∥∂kx′ g∥∥L1
x′
 C‖v‖L2
x′
∥∥∂kx′ v∥∥L2
x′
.
Similarly, since ∇g = O (|v|2)φx1 + O (|v||∇v|), we see that
∥∥∂kx′∇g∥∥L2
x′
 C‖v‖L∞
x′
∥∥∂kx′(v,∇v)∥∥L2
x′
+ C‖∇v‖L∞
x′
∥∥∂kx′ v∥∥L2
x′
,∥∥∂kx′∇g∥∥L1
x′
 C‖v‖L2
x′
∥∥∂kx′(v,∇v)∥∥L2
x′
+ C(‖∇v‖L2
x′
+ ‖v‖L2
x′
‖∇v‖L∞
x′
)∥∥∂kx′ v∥∥L2
x′
.
Here the term ‖v‖L2
x′
‖∇v‖L∞
x′ ‖∂kx′ v‖L2x′ in the last inequality is absent if k = 0. For the detailed calcu-
lations, see [13]. We take the square of these inequalities and multiply by (1+ x1)β . Then, integrating
with respect to x1 ∈R+ , we obtain the desired estimates in Lemma 5.9. This completes the proof. 
Proof of Proposition 5.8. We estimate g in terms of Nα(t) and Eα(T ). Using the estimates in
Lemma 5.9 together with the Sobolev and the Gagliardo–Nirenberg inequalities, we can deduce that
∥∥∂kx′(g,∇g)(t)∥∥2L2  CNα(t)4(1+ t)− 32 (n−1)−2α−k,∥∥∂kx′(g,∇g)(t)∥∥2L2(L1)  CNα(t)4(1+ Nα(t)2)(1+ t)−(n−1)−2α−k, (5.42)∥∥(g,∇g)(t)∥∥2L2α−l(L2)  CNα(t)2Eα(t)2(1+ t)− 32 (n−1)−α−l,∥∥(g,∇g)(t)∥∥2L2α−l(L1)  CNα(t)2Eα(t)2(1+ t)−(n−1)−α−l, (5.43)
where s  [n−12 ] + 1, 0 k  s and 0 l  [α]. Here the term Nα(t)6 in (5.42) is absent if k = 0. For
the details, we refer the reader to [13].
We ﬁrst show the estimates (5.39) and (5.40). Let ν  α  0 and 0  k  s, and consider the
integral:
t∫
0
(1+ τ )ν
∫
R
n−1
ξ
e−κρ(ξ)(t−τ )|ξ |2k Rˆ(ξ, τ )dξ dτ =
t/2∫
0
∫
|ξ |1
+
t∫
t/2
∫
|ξ |1
+
t∫
0
∫
|ξ |1
=: I1 + I2 + I3.
For the term I1, we use sup|ξ |1 Rˆ(ξ, τ ) C‖(g,∇g)(τ )‖2L2(L1) and (5.42) with k = 0. Then I1 can be
estimated as
I1 
t/2∫
0
(1+ τ )ν sup
|ξ |1
Rˆ(ξ, τ )
∫
|ξ |1
|ξ |2ke−κρ(ξ)(t−τ ) dξ dτ
 CNα(t)4
t/2∫
0
(1+ t − τ )−(n−1)/2−k(1+ τ )ν−(n−1)−2α dτ
 CNα(t)4(1+ t)−(n−1)/2−k
t/2∫
0
(1+ τ )ν−(n−1)−2α dτ
 CNα(t)4(1+ t)ν−α−(n−1)/2−k,
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t/2∫
0
(1+ τ )ν−(n−1)−2α dτ  (1+ t)ν−α
t/2∫
0
(1+ τ )−(n−1)−α dτ  C(1+ t)ν−α,
which is valid for n  3 (or n  2 and α > 0). Similarly, using sup|ξ |1 |ξ |2k Rˆ(ξ, τ ) 
C‖∂kx′ (g,∇g)(τ )‖2L2(L1) and (5.42), we can estimate I2 as
I2 
t∫
t/2
(1+ τ )ν sup
|ξ |1
|ξ |2k Rˆ(ξ, τ )
∫
|ξ |1
e−κρ(ξ)(t−τ ) dξ dτ
 CNα(t)4
(
1+ Nα(t)2
) t∫
t/2
(1+ t − τ )−(n−1)/2(1+ τ )ν−(n−1)−2α−k dτ
 CNα(t)4
(
1+ Nα(t)2
)
(1+ t)ν−2α−(n−1)−k
t∫
t/2
(1+ t − τ )−(n−1)/2 dτ
 CNα(t)4
(
1+ Nα(t)2
)
(1+ t)ν−2α−(n−1)/2−k,
where we used n 2 in the last inequality. On the other hand, since e−κρ(ξ)(t−τ )  e−c(t−τ ) for |ξ | 1
and
∫
|ξ |1 |ξ |2k Rˆ(ξ, τ )dξ  C‖∂kx′ (g,∇g)‖2L2 , by using (5.42), we can estimate I3 as
I3 
t∫
0
(1+ τ )νe−c(t−τ )
∫
|ξ |1
|ξ |2k Rˆ(ξ, τ )dξ dτ
 CNα(t)4
t∫
0
e−c(t−τ )(1+ τ )ν− 32 (n−1)−2α−k dτ  CNα(t)4(1+ t)ν−2α− 32 (n−1)−k.
Thus, combining these estimates, we conclude that
t∫
0
(1+ τ )ν
∫
R
n−1
ξ
e−κρ(ξ)(t−τ )|ξ |2k Rˆ(ξ, τ )dξ dτ
 CNα(t)4
(
1+ Nα(t)2
)
(1+ t)ν−α−(n−1)/2−k (5.44)
for ν  α  0, 0 k  s, and n 3 (or n 2 and α > 0). In particular, when n 3, letting ν = α = 0
in (5.44), we obtain (5.39). Also, when n 2 and α > 0, letting ν = γ + j and k = j in (5.44), we have
the estimate (5.40).
To prove the estimate (5.41), we decompose the integral as follows:
t∫
0
(1+ τ )l
∫
R
n−1
ξ
e−κρ(ξ)(t−τ ) Rˆα−l(ξ, τ )dξ dτ =
t∫
0
∫
|ξ |1
+
t∫
0
∫
|ξ |1
=: J1 + J2,
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have
J1 
t∫
0
(1+ τ )l sup
|ξ |1
Rˆα−l(τ , ξ)
∫
|ξ |1
e−κρ(ξ)(t−τ ) dξ dτ
 CNα(t)2Eα(t)2
t∫
0
(1+ t − τ )−(n−1)/2(1+ τ )−(n−1)−α dτ
 CNα(t)2Eα(t)2(1+ t)−(n−1)/2
for n  3 (or n  2 and α > 0). Also, since
∫
|ξ |1 Rˆα−l(ξ, τ )dξ  C‖(g,∇g)‖2L2α−l(L2) , by using (5.43),
we can estimate J2 as
J2 
t∫
0
(1+ τ )le−c(t−τ )
∫
|ξ |1
Rˆα−l(τ , ξ)dξ dτ
 CNα(t)2Eα(t)2
t∫
0
e−c(t−τ )(1+ τ )− 32 (n−1)−α dτ
 CNα(t)2Eα(t)2(1+ t)− 32 (n−1)−α.
Thus we obtain the desired estimate (5.41). The proof of Proposition 5.8 is complete. 
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