Abstract. Suppose that G is a simple adjoint reductive group over Q, with an exceptional Dynkin type, and with G(R) quaternionic (in the sense of Gross-Wallach). Then there is a notion of modular forms for G, anchored on the so-called quaternionic discrete series representations of G(R). The purpose of this paper is to give an explicit form of the Fourier expansion of modular forms on G, along the unipotent radical N of the Heisenberg parabolic P = M N of G.
Introduction
The purpose of this paper is to understand explicitly the Fourier expansion of modular forms on quaternionic exceptional groups, in the sense of [GGS02] .
1.1. Modular forms on exceptional groups. If the symmetric space G(R)/K associated to a reductive Q-group G has Hermitian tube structure, then G has a good theory of modular forms. On these groups, one can consider the automorphic forms whose infinite component lies in the holomorphic discrete series. For example, when G = GSp 2n , one has the Siegel modular forms. These modular forms possess a refined Fourier expansion. Namely, if Z denotes the complex parameter in the Siegel upper half-space H n = {Z ∈ M n (C) : Z = Z t , Im(Z) > 0} and f (Z) is a Siegel modular form, then f (Z) = T ≥0 a(T )e 2πi tr(T Z) where the sum is over symmetric n × n matrices T in M n (Q) which are positive semi-definite and the a(T ) are complex numbers.
When the symmetric space of a reductive Q-group G does not have Hermitian structure, there is no a priori reason to believe that any parallel theory for G might exist, in terms of special automorphic forms and their Fourier expansions. For example, no real form of the Dynkin types G 2 , F 4 and E 8 has a symmetric space with Hermitian structure, so an obvious theory of modular Definition 1.1.1. Suppose n ≥ 1, and F : G(Q)\G(A) → V ∨ n is a smooth function of moderate growth, finite under the center of the universal enveloping algebra of g. We say that F is a modular form on G of weight n if (1) F (gk) = k −1 · F (g) for all g ∈ G(A) and k ∈ K; (2) D n F (g) = 0.
Thus, if π n is the discrete series representation above, and F = F ϕ for ϕ : π n → A(G(A)), then F is a modular form of weight n. If π is not a discrete series representation, but π = π ′ n from [GW96, Proposition 5.7] with minimal K-type a non-trivial even symmetric power of V 2 , and ϕ : π → A(G(A)) is a G(R)-equivariant homomorphism, then F ϕ is again a modular form of weight n. In particular, Definition 1.1.1 encompasses the minimal representation on quaternionic E 6 , E 7 , E 8 , which give rise to modular forms of weight 1, 2 and 4, respectively [GW96, Proposition 8.6 ].
The groups G all possess a Heisenberg parabolic subgroup P = M N , with Levi subgroup M and unipotent radical N . Our main result is an explicit description of the Fourier expansion of a modular form of weight n for G along the abelianization of N . More precisely, suppose that χ : N (R) → C × is a character and W χ : G(R) → V ∨ n is a smooth function of moderate growth satisfying
(1) W χ (gk) = k −1 W χ (g) for all g ∈ G(R) and k ∈ K; (2) W χ (ng) = χ(n)W χ (g) for all g ∈ G(R) and n ∈ N (R); (3) D n W χ (g) = 0. In Theorem 1.2.1 we give an explicit description of all functions W χ . Because these functions control the Fourier expansions of modular forms of weight n for G, one immediately obtains the explicit form of their Fourier expansions as a corollary.
Functions of the form W χ are known as generalized Whittaker functions. It is a consequence of the main result of Wallach from [Wal03] that when W χ comes from the discrete series representation π n , and when χ is genericIn these cases, the Levi subgroup M of the Heisenberg parabolic P is a similitude group H J , with Hermitian symmetric space H J = {Z = X + iY : X, Y ∈ J, Y > 0}. In the cases above, the group H J is (in order)
(1) GL 2 (2) GSp 6 (3) closely related to GU(3, 3) (4) closely related to GU(3, 3; H) (5) GE 7 (6) (GL 2 × SO(N − 2, 2))/µ where µ = {1} if N odd and µ 2 if N even.
From now on we denote G 0 J = G J (R) 0 . In case G J is of type G 2 , F 4 , E 6 , E 7 or E 8 , G J (R) is already connected; see [Ta00, Table II ]. The maximal compact subgroup of G 0 J is of the form (SU(2) × L 0 (J))/µ 2 [GW96] , with µ 2 embedded diagonally. Here L 0 (J) is a compact form of the subgroup of H J with similitude equal to 1.
From now on, n ≥ 1, χ : N (R) → C × is a character, and W χ : G 0 J → V ∨ n is a smooth function of moderate growth, satisfying W χ (gk) = k −1 · W χ (g), W χ (ng) = χ(n)W χ (g), and D n W χ (g) = 0. The main result Theorem 1.2.1 is a formula for W χ (m) for m in the Levi H J (R). The formula is in terms of a cubic polynomial p χ on H J associated to χ, the similitude ν : H J (R) → R × , the parameter Z ∈ H J , and K-Bessel functions.
To setup this formula, we now describe N ab = N/[N, N ]. In terms of J, the space N ab = R ⊕ J ⊕ J ⊕ R =: W J , is Freudenthal's description of the defining representation of H J . This space has a symplectic form , , which H J preserves up to similitude. One writes (a, b, c, d) for a typical element of W J , so that a, d ∈ R and b, c ∈ J. Define a character on N (R) via We can now state the formula for W χ (m). We have for g ∈ H J (R) ± and
where β ∈ C is a constant, Φ ′ (g) = Φ(gw 0 ), and Φ is associated to a holomorphic function of weight n on H J .
In Theorem 1.2.1, that Φ is associated to a holomorphic function of weight n on H J means that j(g, i) n Φ(g) descends to the disconnected Hermitian symmetric space H 1.2.2. The Fourier expansion. The main consequence of Theorem 1.2.1 is the Fourier expansion of modular forms of weight n on quaternionic exceptional groups. Suppose G is an adjoint reductive Q-group of type G 2 , F 4 , E 6 , E 7 or E 8 , with G(R) quaternionic, and suppose that G contains a rational Heisenberg parabolic P . Suppose moreover that F is a modular form of weight n ≥ 1 for G. Denote by N 0 = [N, N ] the one-dimensional center of the unipotent radical of the Heisenberg parabolic and set
Corollary 1.2.3. Let the notation be as above. There are complex numbers a F (w) for w ∈ 2πW J (Q) so that for x ∈ W J (R) (identified with Lie(N/N 0 )) and g ∈ H J (R)
where the sum is over those w with p w ≥ 0. Here the constant term F 00 (g) is of the form (1), with Φ associated to a holomorphic modular form of weight n on H J . If ϕ is a cusp form, then F 00 (g) = 0 and a F (w) = 0 implies that w ∈ W J is rank four and Freudenthal's quartic form q on w is negative.
Below we check that if w ∈ W J is not of rank four, then the functions W w v (g) are not bounded. Thus the coefficients a F (w) for these w must vanish when F is a cusp form. Also, since there are different sign conventions about Freudenthals quartic form on W J , we give now an invariant description: If w ∈ W J (R) and q(w) > 0, then there exists w ′ , w ′′ ∈ W J (R) each of rank one with w = w ′ + w ′′ . If w ∈ W J (R) and q(w) < 0, then there exist w ′ , w ′′ with w ′ , w ′′ ∈ W J (C) complex conjugates and rank one and w = w ′ + w ′′ , but there does not exist such a decomposition in W J (R). Theorem 1.2.1 and Corollary 1.2.3 should be compared to the well-known Fourier expansions of holomorphic modular forms on Hermitian tube domains, such as the Fourier expansion of Siegel modular forms (special automorphic forms for the group GSp 2n ) on the Siegel upper half-space described above. On the quaternionic groups G(R) studied in this paper, the generalized Whittaker functions of Theorem 1.2.1 thus play the role that the exponential function e −2π tr(T Y ) plays on groups with Hermitian tube structure. It is our hope that via making explicit what the Fourier expansions of modular forms on quaternionic exceptional groups look like, we might encourage others to investigate these objects. Corollary 1.2.4 (See Proposition 11.2.1). Suppose n > dim W J and Φ is a cusp form on H J associated to a holomorphic modular form of weight 4 n. Suppose that f Φ (g) :
with Φ ′ (g) = Φ(gw 0 ) and β ∈ C a constant. Then E(g, f Φ ) := γ∈P (Q)\G J (Q) f Φ (γg) converges absolutely, and is a modular form of weight n on G J .
Of course, embeddings of discrete series representations into induced representations is a wellstudied topic. The case Φ = 0 in Corollary 1.2.4 corresponds to embedding π n into the degenerate principal series Ind G P (ν n |ν|), which can be found in [Wal03, Section 6]. The case β = 0 in Corollary 1.2.4 corresponds to embedding π n into an induction of a holomorphic discrete series representation on H J ; see, e.g., [Bla85] . What is new about this corollary is the complete explicitness of the relevant inducing section when Φ = 0.
In Corollary 1.2.4, if Φ = 0, then one only needs n > 1 2 dim W J for the statement of the corollary to be correct. In our parlance, the condition that Φ be associated to a modular form of weight n on H J implies that Φ(zg) = z −n Φ(g) for all z ∈ Z H (R) 0 , where Z H is the connected center of the similitude group H J . This central character is why the convergence properties change when Φ = 0.
As an example of the various corollaries, suppose that J = H 3 (Θ) is the exceptional Jordan algebra with positive-definite trace form. Then H J = GE 7 has Hermitian tube structure, and out of a holomorphic modular cusp form Φ on GE 7 of weight n > 56, one can construct a Klingen Eisenstein series E(g, f Φ ) on G J , the quaternionic form of E 8 . By Corollary 1.2.4, this Klingen Eisenstein series is a modular form of weight n on G J = E 8 , and thus has a Fourier expansion given as in Corollary 1.2.3.
1.3. Outline of paper. We now give an outline of the sections of the paper. In section 2, we recall cubic norm structures, certain groups M J and H J associated to them, and describe the Hermitian symmetric space H J associated to H J . In section 3, we discuss the Lie algebras of M J , H J , and the Cartan involution on them. In section 4, we define the Lie algebra g(J) and the group G J , following the constructions of [Fre55] and [Rum97] . In section 5, we work out an explicit Cayley transform for the quaternionic groups G J (R). In section 6 we derive explicit Cartan and Iwasawa decomposition for g(J). In section 7 we write down the differential equations D n W χ = 0, and in section 8 we solve these equations. In section 9, we deduce the exact statement of the χ-nontrivial part Theorem 1.2.1, while in section 10, we prove some results about the polynomial p χ (Z), and Wallach's admissibility condition (see [Wal03] ). In section 11, we deduce the χ-trivial part of Theorem 1.2.1, and also discuss Klingen Eisenstein series. Finally, in appendix A, we make precise the way that orthogonal groups are of the form G J , for appropriate J.
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Cubic norm structures and associated groups
We now briefly recall cubic norm structures, and certain algebraic groups defined in terms of them. We also discuss the Hermitian symmetric space associated to the group H J . The reader might see [Pol18, Sections 4.2 and 4.3], and the references contained therein, for some more detail, and [Rum97] for a slightly different approach to some of the same underlying objects. The reader might also see [BH16] , [GS98] , and [GS05] for the use of some of the same algebraic structures in different scenarios.
Below, F denotes any arbitrary ground field of characteristic 0. When we discuss Cartan involutions, F will always be R and the cubic norm structure J over R will be assumed to have a positive definite trace pairing (see below).
2.1. Cubic norm structures. First, we recall the notion of a cubic norm structure, as a way to fix notations. Suppose F is a field of characteristic 0 and J is a finite dimensional F vector space. That J is a cubic norm structure means that it comes equipped with a cubic polynomial map N : J → F , a quadratic polynomial map # : J → J, an element 1 J ∈ J, and a symmetric bilinear pairing ( , ) : J ⊗ J → F , called the trace pairing, that satisfy the following properties. For x, y ∈ J, set x × y = (x + y) # − x # − y # and denote ( , , ) : J ⊗ J ⊗ J → F the unique symmetric trilinear form satisfying (x, x, x) = 6N (x) for all x ∈ J. Then 
The symplectic form is
The quartic form q is
Associated to the quartic form is a symmetric four-linear form that is normalized by the condition (v, v, v, v) = 2q(v) for v ∈ W J . Because the symplectic form is non-degenerate, there is a trilinear map t :
One defines the group
the group preserving the symplectic and quartic form on W J up to appropriate similitude. We write H 1 J for the subgroup of the g ∈ H J with ν(g) = 1. If x ∈ J, then we set n(x) : W J → W J the map given by
If y ∈ J ∨ , we set n ∨ (y) :
If m ∈ M J and δ in GL 1 with δ 2 = λ(m), then we set M (δ, m) :
Proof. The first part of the lemma is immediate from the definitions. For the second part, suppose
, and thus
as desired. Here we have used the identity tr(x) 2 = tr(x 2 ) + 2 tr(x # ) for x ∈ J. If v is rank one, then b # − ac = 0 and c # − db = 0, and the lemma follows.
Proof of Proposition 2.3.1. We recall the argument sketched in [Pol17, Section 6.2.1], since this argument was only applied when H J was of type D 6 , and not in general in loc cit. First, if g ∈ H 1 J (R) one has gr 0 (i), (0, 0, 0, 1) = 0, since gr 0 (i), (0, 0, 0, 1) = r 0 (i), g −1 (0, 0, 0, 1) and | r 0 (i), g −1 (0, 0, 0, 1) | 2 = 0 by Lemma 2.3.2 since g −1 (0, 0, 0, 1) is rank one. Thus, there is j(g, i) ∈ C × and Z ∈ J C so that gr 0 (i) = j(g, i)r 0 (Z). We claim that N (Im(Z)) > 0.
To see this, first note the general identity r 0 (Z),
, and thus by continuity Im(gi) is positive definite. Hence the proposition is proved when Z = i1 J . The general case follows from the fact that the subgroup generated by the M (N (y), U y ) and n(X) acts transitively on H J .
Lie algebras of exceptional groups, I
In this section we recall the concrete description of the Lie algebras of the classical groups SO(V ) and Sp(W ), and also recall the concrete description of the Lie algebras of M 1 J and H 1 J . Below, if g is a Lie algebra and B a symmetric g invariant pairing, and Θ : g → g an involution, B Θ denotes the pairing defined as B Θ (X, Y ) = −B(X, Θ(Y )).
3.1. The Lie algebra of symplectic groups. In this section we describe the Lie algebra of Sp(W ), the group preserving a symplectic form , on the finite dimensional vector space W .
3.1.1. The commutator. First, we recall that the Lie algebra sp(W ) of Sp(W ) is Sym 2 (W ). If w, w ′ ∈ W , then w · w ′ ∈ Sym 2 (W ) acts on W via (w · w ′ )(x) = w ′ , x w + w, x w ′ . The commutator is given by
Then B sp is a symmetric sp(W )-invariant form; if the ground field F = R, then B sp is a positive multiple of the Killing form.
If W = F e + F f is two-dimensional, with symplectic basis e, f so that e, f = 1, then an sl 2 -triple is
−1n 0 , and Sp(W ) = {g ∈ Aut(W ) : t gJ n g = J n }. In other words, assume that the sympletic form on W is defined by w 1 , w 2 = t w 1 J n w 2 for w 1 , w 2 column vectors in W = F 2n . Then J n ∈ Sp(W ). This induces an involution Θ on Sym 2 (W ) via Θ(ww ′ ) = (J n w)(J n w ′ ). If the ground field F = R, this is a Cartan involution and (w 1 , w 2 ) := J n w 1 , w 2 defines a symmetric positive definite form on W .
3.2. The Lie algebra of orthogonal groups. Suppose that V is a non-degenerate quadratic space. In this subsection, we briefly recall facts pertaining to the Lie algebra so(V ) of SO(V ).
3.2.1. The commutator. One has so(V ) ≃ ∧ 2 V . In this identification, an element w ∧ x acts on V via
3.2.2. The Killing form. Define
This is a symmetric so(V ) invariant form on so(V ); if the ground field F = R, it is a positive multiple of the Killing form.
3.2.3. The Cartan involution. Suppose F = R. Suppose ι : V → V is an involution, for which the quadratic form (v, v) is positive definite on the subspace of V for which ι is +1, and is negative definite where ι is −1. Further assume that ι defines an element of the orthogonal group O(V ). Then (v, ι(w)) is a positive definite symmetric bilinear form on V . Associated to ι, one can define a Cartan involution Θ ι on the Lie algebra so(V ) ≃ ∧ 2 V . Namely, one sets Θ ι :
3.3. The Lie algebra of M J and A J . In this subsection we discuss the Lie algebras a(J) and m(J) of A J and M J respectively. The reader might see [Rum97, section 1.2] for a slightly different take on the same Lie algebras. The Lie algebra m(J) consists of those (φ, µ) ∈ End(J) ⊕ G a so that
The subalgebra m(J) 0 consisting of those φ ∈ m(J) with µ = 0 is the Lie algebra of M 1 J . The Lie algebra a(J) consists of those X ∈ m(J) 0 for which (Xz 1 , z 2 )+(z 1 , Xz 2 ) = 0 for all z 1 , z 1 ∈ J. Equivalently, a(J) consists of those X ∈ m(J) for which X1 J = 0.
We will shortly describe the internal structure of m(J) in more detail. Before doing so, we recall some particular endomorphisms of J, whose definition goes back at least to Freudenthal [Fre54b, Fre54a] .
To define these endomorphisms, suppose γ ∈ J ∨ and x ∈ J. Then Φ γ,x ∈ End(J) is defined via
One has
3.3.1. The Jordan product. The Jordan product on J can be defined through the operators Φ γ,x . More precisely, for X, Y ∈ J, set
Then when J is a special cubic norm structure, so that J is embedded in associative algebra A in such a way that U x y = xyx for all x, y ∈ J, then {X,
We sometimes write {Z, •} as shorthand for the map J → J given by x → {Z, x}. Thus
The Lie algebra m(J). We now recall the description of the Lie algebra m(J).
One has m(J) = a(J) ⊕ J and m(J) 0 = a(J) ⊕ J 0 , where J 0 ⊆ J denotes the subspace of trace 0 elements. If X ∈ J, then we identify X with the element Φ ι(1 J ),X = {X, •} of m(J). Thus one obtains a map a(J) ⊕ J → m(J), which turns out to be an isomorphism. The commutator of φ ∈ a(J) with
3.3.3. The Killing form. We now define an invariant pairing on m(J). Because the Φ γ,x span m(J), it suffices to define a pairing on these elements. One sets
5 Below, we abuse notation and use the same letter ι to denote an identification of a finite dimensional vector space with its dual given by a fixed non-degenerate bilinear form. No confusion should arise, as the domain of ι and the bilinear form defining it will always be clear from the context.
3 is the trace 0 projection of z. If w, x, y, z ∈ J, then one computes
3.3.4. The Cartan involution. Recall that the pairing on J gives rise to an ι : J → J ∨ and thus
. Thus looking at (5), Θ ι is +1 on a(J) and −1 on J. It follows that Θ m is a Lie algebra involution. From (6), one sees that B Θm is positive definite on J ⊆ m(J). From (7), one obtains
If the ground field F = R, the expression (8) is always non-negative, and is 0 if and only if Φ w∧x = 0. Thus Θ m is a Cartan involution on m(J).
3.4. The Lie algebra of H J . In this subsection we recall results about the Lie algebra h(J) of H J and its subalgebra h(J) 0 , which is the Lie algebra of
This decomposition is in fact a Z-grading, with m(J) in degree 0, and J, resp. J ∨ is degree 1, resp. degree −1. In this paragraph we describe this grading. First we describe the internal structure of h(J) 0 in terms of the grading (9). This is known as the Koecher-Tits construction of this Lie algebra, see [Koe67, Koe68] , [Tit58] , [Jac71] . Here γ ∈ J ∨ and x ∈ J. One checks easily that this bracket satisfies the Jacobi identity.
We defined h(J) 0 through its action on W J . We now describe the map J ∨ ⊕ m(J) ⊕ J → h(J) 0 , i.e., we explain the map J ∨ ⊕ m(J) ⊕ J → End(W J ). One reference for this is [Jac71, section 9]. To do so, first recall that
. The subscripts "L" stand for Lie, so as not to confuse the notation with the similarly defined elements of the group H J . Thus for x ∈ J and γ ∈ J ∨ , n(x) = exp(n L (x)) and n ∨ (γ) = exp(n ∨ L (γ)). We also write n G (x) for n(x), and similarly n ∨ G (γ) for n ∨ (γ), to emphasize that n G (x) = n(x) is in the group H J .
Suppose φ ∈ M J , and t(φ) is the multiplier of φ, i.e.,
Note that the exponential of φ satisfies N (e φ z) = e t(φ) N (z). We let m(J) act on W J as
These actions preserve the symplectic and quartic form. Hence one obtains a map
. This map is a Lie algebra homomorphism.
We now record an easy lemma, which we will use below.
Lemma 3.4.1. Suppose x ∈ J and γ ∈ J ∨ . Then
The sum stops here because x has degree 1 so all other terms are in degree > 1 and thus 0. Now
The statement with n ∨ G (γ) is similar. The first part of the lemma follows.
The second part of the lemma follows immediately from the first, using that Φ ι(Z),1 = Φ ι(1),Z .
The map Sym
. Because these Lie algebras are self-dual, one obtains an H 1 J -equivariant map Sym 2 (W J ) → h(J) 0 . We now describe this map precisely in terms of the Freudenthal triple product; this is due to Freudenthal [Fre55] . This map Sym 2 (W J ) → h(J) 0 is used to define the Lie algebra structure on g(J) [Fre55, YA75] , which we will do in the next section.
Recall that the symmetric four-linear form is normalized so that (v, v, v, v) = 2q(v), the trilinear form is normalized via w, t(x, y, z) = (w, x, y, z), and v ♭ = t (v, v, v) . With these normalizations, one has the following two identities, which are more-or-less equivalent to the fact that the trilinear map t satisfies the identities of a Freudenthal triple system:
Remark 3.4.2. We remark that one convenient way to remember the identities (11), (12) is as follows. Suppose q(v) = 0, and ω is the image of
See [Pol18, Theorem 5.1.1.] for some context regarding (13). Separating the "real" and "imaginary" parts, one gets the two identities (11), (12).
With these normalizations, for w, w ′ ∈ W J define Φ w,w ′ ∈ End(W J ) as follows:
We have the following fact.
Proposition 3.4.3. For w, w ′ ∈ W J , the endomorphism Φ w,w ′ is in h(J) 0 , i.e., it preserves the symplectic and quartic form on
Proof. The fact that Φ w,w ′ preserves the symplectic form follows immediately from the definitions. To check that is preserves the quartic form, one must evaluate φ w,w ′ (v), v ♭ . To do this, one uses (12), and obtains 0, as desired. The equivariance statement [φ, Φ w,
3.4.3. Formulas in W J . It is convenient to know how the element Φ w,w ′ ∈ h(J) 0 decomposes in the three-term Z-grading (9). This is well-known; see, for instance, [YA75] . To ensure all of our normalizations are correct, we briefly give this computation here. We begin with a few formulas for expressions in W J . We begin with formulas for v ♭ and 3t
Symmetrizing this formula for v ♭ , one finds that 3t
The element
has a nicer expression. One finds
Here recall that for x, y, z ∈ J, 
Here φ, φ ′ ∈ m(J), a, a ′ ∈ J and γ, γ ′ ∈ J ∨ . Thinking of h(J) 0 as defined via its action on W J , as opposed to its description via the 3-step Z-grading, it is natural to ask how the pairing B h looks like on elements of the form Φ w,w ′ . One has the following: 
Lie algebras of exceptional groups, II
In this section we define the Lie algebra g(J). We first define g(J) via a Z/2-grading. Such a construction goes back to Freudenthal [Fre55] , see also [YA75] . As is well-known, the Z/2-grading is essentially equivalent to defining g(J) via a 5-step Z-grading. Rumelhart, in [Rum97] , defined the same Lie algebra in terms of a Z/3-grading. We have found it useful to use both the Z/2-grading and the Z/3 grading to do computations, although we mostly use the Z/2 grading. Moreover, we expect that for different problems concerning the group G J , the Z/3-grading will be better suited to computation. Thus we also recall the description of g(J) from [Rum97] , and write down an explicit isomorphism between the Z/2 and Z/3 pictures. 4.1. The Z/2 grading on g(J). As mentioned above, this construction goes back to Freudenthal [Fre55] . See also [YA75] . Denote by V 2 the defining two-dimensional representation of sl 2 = sp 2 . We define
Here g(J) 0 = sl 2 ⊕ h(J) 0 is the zeroth graded piece of g(J), and g(J) 1 = V 2 ⊗ W J is the first graded piece of g(J). We fix the standard symplectic pairing on V 2 :
4.1.1. The bracket. Fix α ∈ F × , F being the ground field (which is assumed to be characteristic 0.) We define a map
With this definition, we have the following fact. Remark 4.1.2. The reader can easily verify that the Lie algebras g(J), with bracket given by α ∈ F × , are all isomorphic for varying α. Below we will compute with the choice of α = 1 2 , but for now we keep things as general as possible.
The Killing form. Define a symmetric pairing
Here B 0 is the invariant symmetric pairing on g(J) 0 defined by
Proof. Writing out both B g ([x 1 , x 3 ], x 2 ) and −B g ([x 2 , x 3 ], x 1 ), one finds that the form B g is invariant if and only if 2 w, φ(w
for all v, v ′ ∈ V 2 , w, w ′ ∈ W J , and φ ∈ g(J) 0 . These properties of B 0 were discussed above.
The Cartan involution.
Recall the element J 2 ∈ H 1 J , which acts on W J via J 2 (a, b, c, d) = (d, −c, b, −a). We abuse notation and also write J 2 = 1 −1 ∈ SL 2 . (There is a natural map SL 2 → H 1 J , and the image of J 2 ∈ SL 2 is the J 2 ∈ H 1 J .) Using J 2 , we define an involution Θ g on g(J) as
Here φ 2 ∈ sl 2 , φ J ∈ h(J) 0 , v ∈ V 2 and w ∈ W J . It is clear that Θ g is an involution on g(J).
If the ground field F = R and α > 0, then Θ g defines a Cartan involution on g(J). Indeed,
But B Θg restricted to g(J) 0 is symmetric positive definite, as this was discussed above, and
That the pairings (v, v ′ ) and (w, w ′ ) on V 2 and W J are symmetric positive definite was also discussed above.
The Z/3 grading on g(J)
. In this subsection we recall elements from the paper [Rum97] (in different notation). Rumelhart constructed the Lie algebra g(J) through a Z/3-grading, as opposed to a Z/2-grading as we have described above. We also write down an explicit isomorpism from the Z/3-model to the Z/2-model. Denote by V 3 the defining representation of sl 3 , and by V ∨ 3 the dual representation. In the Z/3-graded picture, one defines
We consider V 3 , V ∨ 3 as left modules for sl 3 , and J, J ∨ as left modules for m(J) 0 .
4.2.1. The bracket. Following [Rum97] , the Lie bracket is given as follows. First, because V 3 is considered as a representation of sl 3 , there is an identification ∧ 2 V 3 ≃ V ∨ 3 , and similarly ∧ 3 V ∨ 3 ≃ V 3 . If v 1 , v 2 , v 3 denotes the standard basis of V 3 , and δ 1 , δ 2 , δ 3 the dual basis of V ∨ 3 , then v 1 ∧ v 2 = δ 3 , δ 1 ∧ δ 2 = v 3 , and cyclic permutations of these two identifications.
Take
Furthermore, the action of sl 3 and m(J) 0 on V ∨ 3 and J ∨ is determined by the equalities (φ 3 (v), δ) + (v, φ 3 (δ)) = 0 and (φ J (X), γ) + (X, φ J (γ)) = 0.
The Killing form.
There is an invariant symmetric form B g on g(J) that restricts to the form on sl 3 given by B g (m 1 , m 2 ) = tr(m 1 m 2 ) for m 1 , m 2 ∈ End(V 3 ). This form B g on g(J) is given as follows:
• On sl 3 : 4.2.3. The Cartan involution. We endow V 3 with the positive definite symmetric form given by (v, v ′ ) = t vv ′ . In other words, we make the standard basis v 1 , v 2 , v 3 of V 3 orthonormal. This induces an identification ι between V 3 and V ∨ 3 . Define an involution Θ g on g(J) as follows: On sl 3 it is X → −X t . On m(J) 0 it is Θ m . On
4.2.4.
Comparing the Z/3 and Z/2 gradings. In this paragraph, we compare the Z/3 and Z/2 gradings. More precisely, fix α = 1 2 . Then we define a map from the Z/3-picture to the Z/2-picture, and check that it is a Lie algebra isomorphism. This isomorphism carries the pairing and involution B g and Θ g from the Z/3-picture over to the ones of the same name in the Z/2 picture. (Which is why we abuse notation and denote by the same letters.)
Denote by E ij the element of M 3 (F ) with a 1 in the (i, j) position and zeros elsewhere. Denote by v 1 , v 2 , v 3 the defining standard basis of V 3 and δ 1 , δ 2 , δ 3 the dual basis in V ∨ 3 . Then E ij = v i ⊗ δ j . Also, denote by e, f the standard symplectic basis of V 2 , so that under the isomorphism sl 2 ≃ Sym 2 (V 2 ), e 2 /2 = ( 0 1 0 0 ), ( 0 0 1 0 ) = −f 2 /2 and 1 −1 = −ef . Define a map from the Z/3 picture to the Z/2 picture as follows:
(1)
. Here φ ∈ m(J) 0 . Proposition 4.2.1. The above maps define a Lie algebra isomorphism from the Z/3-picture of g(J) to the Z/2-picture of g(J) with α = 1 2 . Proof. Write (α, β, γ, δ) as shorthand for αE 12 + v 1 ⊗ β + δ 3 ⊗ γ + δE 23 . One computes that
By similarly computing the action of v 2 ⊗ X, δ ⊗ Y and φ s on a ′ E 32 + v 3 ⊗ b ′ + (−δ 1 ) ⊗ c ′ + d ′ (−E 21 ), one finds that the image of δ 2 ⊗ γ + φ + v 2 ⊗ X acts as it is supposed to on W J .
The most nontrivial part of the proof is to compare the bracket [e ⊗ v, f ⊗ v ′ ] on the two sides. On the Z/2-side, one gets −
Then on the Z/3-side, one computes that
Here φ s = E 11 − 2E 22 + E 33 . Thus, symmetrizing, one must check that
But this follows from Proposition 3.4.4.
4.3. The group G J . We assume in this subsection that the Lie algebra g(J) is defined over a ground field F of characteristic 0. We define the group G J to be the connected component of the identity of the automorhpism group of g(J). This is, of course, a connected reductive adjoint group. For notation, we write e 0 , h 0 , f 0 for the usual sl 2 -triple inside sl 2 ⊆ g(J) 0 , so that e 0 = ( 0 1 0 0 ), h 0 = 1 −1 , and f 0 = ( 0 0 1 0 ).
4.3.1.
The 5-grading. We now define the 5-grading on g(J). Namely, the components of g(J) in each graded piece are
• In degree 2: spanned by e 0 . Note that F h 0 ⊕ h(J) 0 is the Lie algebra h(J), via the map αh 0 + φ 0 → αId W J + φ 0 , where φ 0 ∈ h(J) 0 and Id W J denotes the identity on W J . Recall that h(J) is the subalgebra of en-
2 Id W J ). 4.3.2. The Heisenberg parabolic. We now define the Heisenberg parabolic of G J . Define P ⊆ G to be the g ∈ G J stabilizing the line F e 0 generated by e 0 . Then P is clearly parabolic. For instance, the variety G/P is the subset of P(g(J)) consisting of those X with [X, [X, y]] + 2B g (X, y)X = 0 for all y ∈ g(J). Thus G/P is cut out by closed conditions, so is projective.
Equivalently, define p Heis ⊆ g(J) to consist of the elements X so that [X, e 0 ] ∈ F e 0 . Then the Heisenberg parabolic is equivalently defined to be the g ∈ G J satisfying gp Heis = p Heis . (If g ∈ G J stabilizes the line generated by e 0 , then g stabilizes p Heis , since p Heis is defined in terms of e 0 . Conversely, if g ∈ G J stabilizes p Heis , then g stabilizes F e 0 , because then g acts as an automorphism of p Heis , and F e 0 is the center of the unipotent radical of p Heis .) Furthermore, p Heis consists exactly of the element of g(J) non-negative degree in the 5-grading.
Associated to the element f 0 is an increasing filtration, whose associated graded is the 5-grading. Namely,
. The Lie algebra of P is p Heis . Define a Levi subgroup M of P to be the subgroup of P that preserves the 5-grading. Equivalently, M is the subgroup of P that also fixes the line spanned by f 0 . (This follows from the filtration remark above.) The Levi subgroup M is exactly the group H J , as we now prove.
Lemma 4.3.1. The map M → GL 1 × GL(W J ) defined by the conjugation action of M on the degree 2 and degree 1 pieces of the 5-grading defines an isomorphism M ≃ H J . The GL 1 -projection is the similitude.
Proof. Define ν : M → GL 1 to be the action of M on e 0 , i.e., me 0 = ν(m)e 0 . First we check that the map defined in the statement of the lemma lands in H J . To see this, note that [e ⊗ v, e
Thus m preserves the symplectic form on W J . To see that M preserves the quartic form on W J , note that B(exp(e ⊗ v)f 0 , f 0 ) = C 0 q(v), for some constant C 0 = 0 that depends on our normalizations. Thus,
We can also define a map
Via the (immediately checked) identity ν(g) −1 Φ gv,gw = gΦ v,w g −1 , one verifies that the above action of H J on g(J) preserves the bracket, and thus defines a map H J → Aut(g(J)). Since H J is connected, the image lies in the identity component G J of Aut(g(J)). It is clear that this action preserves the 5-grading, and thus we obtain a map H J → M . Finally, it is clear that the composition H J → M → H J is the identity. Because all the groups are connected and have the same Lie algebra, the lemma follows.
Exceptional Cayley transform
From now on the ground field F = R, unless explicitly indicated to the contrary. In section 4 we have defined the Lie algebra g(J) and the Cartan involution Θ g on g(J). Set k 0 = g(J) Θg=1 , p 0 = g(J) Θg=−1 , k = k 0 ⊗ C and p = p 0 ⊗ C. In this section we give an explicit Cayley transform on g(J). That is, we write down an explicit automorphism C of g(J) ⊗ C that takes g(J) 0 ⊗ C to k and g(J) 1 ⊗ C to p.
Define
Also define
so that
Here η(λ) means the element of H 1 J that acts on W J by (a, b, c, d) → (λ 3 a, λb, λ −1 c, λ −3 d). The elements C 2 ∈ SL 2 (C) and C h ∈ H 1 J (C) are, in fact, Cayley transforms for their respective groups.
. Let w 23 act on g(J) via its adjoint action on the Z/3-model, and the isomorphism between the Z/3 and Z/2-models specified in Proposition 4.2.1. Define C = (C 2 ⊠ C h ) w 23 to be the composite of w 23 and C 2 ⊠ C h . Here C 2 ⊠ C h = C 2 C h = C h C 2 is considered as an element of Aut(g(J) ⊗ C). This is our explicit Cayley transform. We will make a good choice of bases of k and p, and then compute C −1 on these bases. 5.1. Good bases of k and p. We begin by describing a basis of k. Recall that (1) ) . Then since J 2 r 0 (i) = ir 0 (i) and J 2 (ie + f ) = −i(ie + f ), Θ(e ℓ ) = e ℓ and thus e ℓ ∈ k. Similarly, f ℓ and h ℓ are in k. In fact, these three elements form an sl 2 -triple. As we will check below, the elements e ℓ , h ℓ , f ℓ span the long root su 2 in k (hence the subscript ℓ.)
We will now define a nice basis of what will be the Lie algebra l 0 (J) of L 0 (J). This Lie algebra contains a(J). Recall that a(J) is contained in h(J) 0 ⊆ g(J) 0 . Also observe that a(J) commutes with e ℓ , f ℓ , h ℓ because the sl 2 -triple does not involve elements of J other than 1 J .
We will momentarily define other elements of l 0 (J). First, for X ∈ J, define
and
It is clear that these elements are in k, from the definition of the Cartan involution Θ g . These elements commute with the long root su 2 , as will be clear below.
We now define a good basis of p. Set Theorem 5.2.1. One has the following identities:
Proof. The proof of the theorem is a rather direct verification. In doing this verification, one uses the following relations:
(
The Cartan and Iwasawa decompositions of g(J)
In this section, we give a few (more) facts about the Cartan and Iwasawa decomposition for g(J).
6.1. Good basis of k. Recall the elements e ℓ , f ℓ , h ℓ from above. We have the following lemma.
Lemma 6.1.1. The elements e ℓ , h ℓ , f ℓ form an sl 2 -triple. That is, one has
Proof. To see that [e ℓ , f ℓ ] = h ℓ , one must compute Φ r 0 (i),r 0 (−i) . First note that 6.2. Good basis of p. We now record a few more facts about our basis of p. First, we have the following relations:
The pairings between the h j 's and the h k 's is given by
• B g (h −3 , h −3 ) = 1 and all other pairings between the h j 's, h k 's, h j 's are 0. Here X, Y, Z, W are real, i.e. in J = J ⊗ R.
If a, d ∈ R and b, c ∈ J, then we define
With this notation, one now computes the following bracket relations between the n ? (X) and the h k 's.
Proposition 6.2.1. One has
Proof. The actions of n E (X) and n F (X) follow immediately from the explicit Cayley transform, Theorem 5.2.1. For the action of n H (X), it follows from Claim 6.3.2 below that
From this, (17) follows from the statements for n E (X) and n F (X).
If h is in the span of h 3 , h 1 (X),
Finally, one has the following relations:
•
6.3. The Cartan decomposition in the Z/3-model. In this subsection we record the explicit Cartan decompositions in the Z/3-model, and other related facts. Define so ℓ 3 : V 3 → g(J) as follows. We denote so long 3 the image of this map; it is the long root so 3 in g(J). First, we define u : V 3 → so(V 3 ) as v j → E j−1,j+1 − E j+1,j−1 with indices taken modulo 3. Then one computes [v j , v j+1 ] = v j+2 , and thus [u(v), u(w)] = u(ι(v ∧ w)). Additionally, u(v) · w = ι(v ∧ w). More canonically, one has
One defines so ℓ 3 (v) = ∧ w) ). We set e ℓ := so ℓ 3 (v 1 − iv 3 ), f ℓ := so ℓ 3 (−v 1 − iv 3 ), h ℓ := so ℓ 3 (2iv 2 ). Then these form an sl 2 -triple:
These elements correspond to the e ℓ , f ℓ , h ℓ of subsection 6.1 under the explicit identification of the Z/3 model of g(J) with the Z/2-model.
Recall that K = (SU(2) × L 0 (J))/µ 2 . We now describe the Lie algebra l 0 (J) of L 0 (J) in the Z/3-model. Namely, for v ∈ V 3 and X ∈ J, define
With this definition, one has n E (X) = n v 1 −iv 3 (X), n H (X) = n 2iv 2 (X) and n F (X) = n −(v 1 +iv 3 ) (X). Then we have l 0 (J) = a(J) ⊕ V 3 ⊗ J with the element v ⊗ X of V 3 ⊗ J represented by n v (X).
One has the important relation [so long 3
, n v (X)] = 0, as stated in the following claim.
Claim 6.3.1. If v, w ∈ V 3 and X ∈ J then [so
Proof. We have
Since (2X − tr(X)) + tr(X) + 1 × (2X − tr(X)) = 0, the coefficient of v ∧ w in the sum is 0. Identically, the coefficient of ι(v ∧ w) in the sum is 0. Now, in general, one has the relation
Since (1, 2X − tr(X)) = − tr(X) and Φ 1∧Y = 0 for any Y ∈ J, the coefficient of u(ι(v ∧ w)) vanishes as well. This completes the proof of the claim.
Claim 6.3.2. The equality (18) is true. Proof of Claim 6.3.2. We have
We Here we have used
The term in degree 2 is computed identically. Thus
Since tr({X, Y }) = 2(X, Y ), comparing with the definition of n ι(v∧w) ({X, Y }) gives the claim.
6.4. The Iwasawa decomposition. We now give the Iwasawa decomposition. First, we make a notation. We set ǫ = 1 −1 ∈ sl 2 ⊆ g(J) 0 . In the Z/3-model, ǫ = E 11 − E 33 . We have
The differential equations
In this section, we record in coordinates the differential operator D n . In other words, we write down the differential equations satisfied by modular forms F : In our case,
We use the following notation for the right regular action of certain elements of g(J) on functions on G J (R):
(1) We denote by ∂ Heis the action of the element ( 0 1 0 0 ) in sl 2 ⊆ g(J) 0 . (2) We denote by ∂ W v the action of the element e ⊗ v in g(J) 1 . (3) For E ∈ J, we denote by D Z (E) the action of the Lie algebra element
(4) Again, for E ∈ J, we denote by D Z * (E) the action of the Lie algebra element
7.2. The expression for DF . Applying the Iwasawa decomposition of p given in subsection 6.4, we get the following for DF .
7.3. Simplified equations. Now we assume that V = Sym 2n V 2 ⊠ 1, and compute DF . The operator DF is the composition of DF and the contraction
Thus we employ the contractions
The isomorphism p ≃ V 2 ⊠ W J is given as follows. Denote x, y the standard basis of V 2 , so that h ℓ x = x, h ℓ y = −y, e ℓ x = 0, f ℓ x = y, f ℓ y = 0. By the Cayley transform, Theorem 5.2.1, we have the following correspondence:
One finds the following for the Schmid operator. Denote by E α the elements of a basis of J and E ∨ α the dual basis for the trace pairing. Theorem 7.3.1. Up to a single nonzero constant, the Schmid operator DF is given as follows.
(1) The coefficient of
Proof. This is a slightly tedious, but direct verification. To get these coefficients from our expression for DF , we use the following several contractions and computations:
.
7.4. Differential operators in coordinates. Suppose given a function F or F v as above. Then define φ = φ F , a function of (µ,
One has the relation exp(e ⊗ u) exp(e ⊗ v) = exp(α u, v ( 0 1 0 0 )) exp(e ⊗ (u + v)), when the bracket on g(J) is defined in terms of the constant α. Thus, taking α = 1 2 , one gets the following for how some differential operators act in coordinates:
v is the partial derivative of the coordinate
7.5. The differential equations, again. We now write the differential equations D n F = 0 in coordinates.
Here and below, set Here M = mw ∈ H J (R).
Proof. This is clear if x is rank one. If x is rank two, then we may assume x = (1, 0, c, 0), with c # = 0 but c = 0. By moving c, we may assume c = λe 11 for some λ ∈ R × . Thus, in particular, we may assume c = −v # for some v ∈ J. But then n G (v)x = (1, v, c + v # , (c, v) + n(v)) = (1, v, 0, 0) as c + v # = 0, so n(v) = 0, and (c, v) = (−v # , v) = −3n(v) = 0. Hence, we are reduced to the case that x is rank three. Then x ♭ is rank one. We require the following claim.
Claim 10.0.3. Set f = (0, 0, 0, 1). Then (24) {(0, 0, * , * )} = {x ∈ W J : (f, x, y, y ′ ) = 0 for all y, y ′ ∈ (Rf ) ⊥ }.
Proof. One verifies (24) by direct computation. Now, we claim that if x is rank three, then (x ♭ , x, y, y ′ ) = 0 for all y, y ′ in (Rx ♭ ) ⊥ . Indeed, one has 6t(x, x ♭ , y) = y, x x ♭ + y, x ♭ x, for any y ∈ W J . Hence, for any y, y ′ ∈ W J , one has 6(x, x ♭ , y, y ′ ) = y, x y ′ , x ♭ + y, x ♭ y ′ , x .
Hence if y, y ′ ∈ (Rx ♭ ) ⊥ , the above is 0. It follows from Lemma 10.0.3 that by moving x ♭ to (1, 0, 0, 0), x gets moved to an element of the form (a ′ , b ′ , 0, 0). This completes the proof of the lemma. 
Proof. We first verify (31). For this, note that the quartic form on V 2 ⊗ V is described as follows. First one applies q V to get a quadratic map V 2 ⊗ V → Sym 2 V 2 . Then, if ϕ ∈ Sym 2 V 2 , one applies the quadratic map ϕ → −ϕ 2 , where ϕ 2 is the contraction of ϕ ⊗ ϕ ∈ S 2 V 2 ⊗ S 2 V 2 to the trivial representation. Consequently,
Now, from this formula it follows that if X = w⊗v is a pure tensor in V 2 ⊗V , then (X, X, X, Y ) = 0 for any Y ∈ V 2 ⊗ V . Hence for X, Y both pure tensors, 3(X, X, Y, Y ) = q(X + Y ). Formula (31) follows. Linearizing (31), one gets (32) 6(w ⊗ v 1 , w ⊗ v 2 , w
) . To verify the formula for 6(w 1 ⊗ v 1 , w 2 ⊗ v 2 , w 3 ⊗ v 3 , w 4 ⊗ v 4 ) we deduce it from (32). Indeed, first note if any three of w 1 , w 2 , w 3 , w 4 are parallel, then (w 1 ⊗ v 1 , w 2 ⊗ v 2 , w 3 ⊗ v 3 , w 4 ⊗ v 4 ) vanishes by our above remarks. One verifies easily that the same is true of the right-hand side of (30). Furthermore, since both sides (30) are linear in the input, it suffices to verify (30) when all the w i are the basis vectors e or f . Moreover, by what we have just said, we may assume two of the w i are e and two of the w i are f . One considers the three cases w 1 = w 2 = w, w 3 = w 4 = w ′ , w 1 = w 3 = w, w 2 = w 4 = w ′ , w 1 = w 4 = w, w 2 = w 3 = w ′ separately. In each case, one finds that the right-hand side of (30) simplifies to (32). The lemma follows.
Using Lemma A.4.2, we can now deduce Proposition A.4.1.
Proof of Proposition A.4.1. Changing notation and multiplying by 2, we wish to check (v 2 , v 3 )w 2 w 3 − 2 w 2 , w 3 v 2 ∧ v 3 = Φ w 2 ⊗v 2 ,w 3 ⊗v 3 = 6(w 2 ⊗ v 2 , w 3 ⊗ v 3 , ·) + w 2 ⊗ v 2 , · w 3 ⊗ v 3 + w 3 ⊗ v 3 , · w 2 ⊗ v 2 .
Equivalently, by the non-degeneracy of the symplectic form on W J = V 2 ⊗ V , we wish to check equality when applying both sides above to w 4 ⊗v 4 and pairing on the left with w 1 ⊗v 1 . Rearranging, one gets the equality of Lemma A.4.2, and Proposition A.4.1 follows.
We can now define the map so(V) ≃ ∧ 2 V → g(J) with α =
