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a b s t r a c t
Inverse-direct systems of modules have been considered by Eklof and Mekler, see [P.C.
Eklof, A.H. Mekler, Almost freemodules, 2nd ed., North Holland, 2002]. The systemswe are
going to study are different: we do not assume the condition that certain composite maps
are identity maps (this forces the direct summand property). In this paper inverse-direct
systemswill be consideredwhere certain compositemaps lie in the center of the respective
endomorphism rings. We investigate how the limits are modified if the connecting maps
are changed by automorphisms of the modules. It will also be shown that one can define
a composition between the systems modified by these automorphisms such that those
whose limits are non-isomorphic under the canonical maps form an abelian group. This
group can be described in terms of the first derived functor of the inverse limit functor.
We also study the relation to vanishing inverse limits: in certain cases, the maps can be
modified in such a way that the inverse limit of the new system becomes 0. In the final
section, we use self-idealizations in order to construct sets of non-isomorphic modules
(over suitable uncountable rings) that are direct limits of the same collection of modules
with different connecting maps.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
All the modules in this note are unital R-modules A, where R is a commutative ring with 1. Wewrite the maps on the left.
Let I be an infinite index set which is partially ordered so that it is directed upwards: for all α, β ∈ I there exists a γ ∈ I
with α ≤ γ and β ≤ γ . We will keep I fixed in our discussions.
We consider a collection S = {Aα | α ∈ I} of R-modules. We say S is an inverse-direct system if there exist maps
fαβ : Aα → Aβ and gαβ : Aβ → Aα
for all α ≤ β in I satisfying the compatibility conditions
fαα = 1Aα = gαα and fβγ fαβ = fαγ , gαβ gβγ = gαγ (1)
for all α ≤ β ≤ γ in I . Thus {Aα | fαβ} is a direct and {Aα | gαβ} is an inverse system in the usual sense (see [1] or [2]).
Consequently, the system admits both a direct and an inverse limit.
Eklof andMekler [3] investigate inverse-direct systems under the hypothesis that for all α < β in the index set the maps
fαβ are injective and gαβ are surjective, and moreover, they satisfy gαβ fαβ = 1Aα . Under this strong hypothesis, the direct
limits embed naturally in the inverse limits. They make use of the inverse-direct systems to study reflexive modules. Also,
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in this paper the maps fαβ are injective and gαβ are surjective — this will be our standing hypothesis (with the exception
of Section 3). In addition, we are going to assume a commutativity condition: the endomorphism fαβgαβ of Aβ is a central
endomorphism for every pair α ≤ β . This seems to be strong enough to establish a kind of link between the inverse and the
direct parts of the systems (but it does not force an embedding of the direct limits in the inverse limits).
We will investigate what happens to the direct and inverse limits when in an inverse-direct system we modify the
connecting maps fαβ and gαβ in the same way, but keep the modules in the system intact. It turns out that an inverse-
direct system defines an inverse-direct system of endomorphism modules as well as an inverse system of automorphism
groups. Under a stricter commutativity condition, the modified systems with non-isomorphic limits form an abelian group
that turns out to be isomorphic to the first derived functor of this inverse system. This generalizes the results in [4, Chapter
VII, Section 4, Chapter X, Section 4] to more general situations.
We will also deal with the problem of vanishing inverse limits — an intriguing question which has been investigated
by several authors. We intend to show that if we modify the direct system so as to obtain a direct system with direct limit
that contains no non-zero homomorphic image of the original direct limit, then the system of endomorphism modules has
a trivial inverse limit.
Finally, starting with an arbitrary commutative ring R, we are making use of the transfinite self-idealization process
studied recently by Salce [5] in order to construct an inverse-direct systemofmodules such that bymodifying the connecting
homomorphisms, we obtain a large collection of non-isomorphic modules.
We wish to thank the referee for his/her critical reading and valuable comments.
2. Preliminaries
As stated above, we consider an inverse-direct systems S = {Aα | fαβ , gαβ}I of modules over a fixed commutative ring
Rwhere α ≤ β in a directed index set I .
In order to derive more interesting properties of the inverse-direct systems, we assume that the connecting maps fαβ in
the direct system are all injective, and the maps gαβ in the inverse system are all surjective. Actually, in most statements we
are going to require more so that more relevant results can be established.
Here are the conditions our inverse-direct systems will be subject to in some cases (they will be spelled out explicitly at
the proper places, but – as mentioned above – hypothesis (A) will be a standing hypothesis throughout with the exception
of Section 3).
(A) The connecting maps fαβ are monomorphisms and the maps gαβ are epimorphisms.
(B) For all α < β in I , the map fαβgαβ : Aβ → Aβ is a central endomorphism of Aβ .
(C) The endomorphism rings End Aα are commutative for all α ∈ I .
Lemma 2.1. Conditions (A) and (B) imply that both Im fαβ and Ker gαβ are fully invariant submodules of Aβ .
Proof. Let χ denote an endomorphism of Aβ . Then χ(Im fαβ) = χ fαβAα = χ fαβgαβAβ = fαβgαβχAβ ≤ Im fαβ proves the
full invariance of Im fαβ . Furthermore, if x ∈ Ker gαβ , then fαβgαβχx = χ fαβgαβx = 0 along with the injectivity of fαβ shows
that χx ∈ Ker gαβ . 
Next we list a few examples.
Example 2.2. Let Bα (α ∈ I = ω1) denote R-modules and
A =
∏
α<ω1
Bα
their direct product. SetAα =∏γ<α Bγ , and forα ≤ β define fαβ : Aα → Aβ as the obvious inclusionmap and gαβ : Aβ → Aα
as the obvious projection map. This is an inverse-direct system satisfying condition (A). (In this case the inverse limit of the
system is isomorphic to A, while the direct limit consists of all vectorswhose supports are bounded by some ordinal λ < ω1.)
If we wish to satisfy condition (C) as well, then we can choose e.g. the modules Bα from a rigid system of modules (i.e. all
homomorphisms between distinct members are trivial) with commutative endomorphism rings.
A more general setting is as follows.
Example 2.3. In the preceding example change A to be the κ-direct sum of the Bα (α ∈ I) (the collection of vectors with
support of cardinality< κ , where κ = |I| = ℵ1):
A =
∏
α∈I
<κ
Bα,
and accordingly, Aα =∏<κγ<α Bγ with the inclusion and projection maps as connecting homomorphisms. This is likewise an
inverse-direct systemwith inverse limit A. Again, condition (C) will hold in this case if the Bα are chosen from a rigid system
with commutative endomorphism rings.
For more examples we refer to [3]. In these examples the direct limits of the systems embed naturally in the inverse
limits. The following example shows that this need not be the case in our situation.
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Example 2.4. Let R be an integral domain with quotient field Q , and set K = Q/R. Evidently, K can be written as the union
of cyclic R-submodules
Aα = r−1α R/R
with rα ∈ R (α ∈ I) with a suitable directed index set I . For α ≤ β define fαβ : Aα → Aβ as the natural injection map and
gαβ : Aβ → Aα as multiplication by the ring element rβr−1α , all computed in K . Conditions (A) and (C) are evidently satisfied,
since the endomorphism rings are just R/rαR. This is an inverse-direct system {Aα | fαβ , gαβ}I with K as direct and with R˜
(the completion of R in the R-topology) as inverse limit.
Example 2.5. Let R be a commutative von Neumann regular ring such that for every idempotent e ∈ R there is a primitive
idempotent p ∈ R such that pe = p, i.e. eR ≥ pR. We say eR is of finite type if there are finitely many primitive idempotents
p1, . . . , pk ∈ R such that eR =∑i≤n piR. Assuming that 1 ∈ R is not of finite type, we consider the inverse-direct system of
principal ideals eR of finite type. For idempotents e, f with ef = f we have a direct decomposition eR = fR⊕ (e− f )R. We
define fR→ eR as the injection and eR→ fR as the projection maps in the indicated direct decomposition. Condition (C) is
satisfied, since End R(eR) ∼= eR. Evidently, R itself is the direct limit of the system.
3. The inverse-direct system of endomorphismmodules
Bymaking use of our inverse-direct system S = {Aα | fαβ , gαβ}I ofmodules, we introduce another inverse-direct system
where the modules are the endomorphism modules End+ Aα of the modules Aα in the original system. (We shall denote by
EndM the ring and by End +M the module of all R-endomorphisms of the R-moduleM .)
For α ≤ β define
ταβ : End+ Aβ → End+ Aα
by sending ηβ ∈ End+ Aβ to gαβηβ fαβ ∈ End+ Aα . Furthermore, let
σαβ : End+ Aα → End+ Aβ
be the map carrying ηα ∈ End+ Aα to fαβηαgαβ ∈ End+ Aβ . It is readily checked that the system E = {End+ Aα | σαβ , ταβ}I
is an inverse-direct system in the sense defined above. However, it need not satisfy Condition (A); e.g. ταβ may be 0 in
Example 2.4. But it is straightforward to see that σαβ is always a monic map.
Let us point out that we can describe more precisely the submodule Im σαβ of End+ Aβ . It consists of those η ∈ End+ Aβ
whose image is contained in Im fαβ andwhose kernel contains Ker gαβ . Indeed, from the definition ofσαβ it is obvious that the
elements of Im σαβ have this property. Conversely, if η ∈ End+ Aβ has the indicated property, then ξ = f −1αβ ηg−1αβ : Aα → Aα
is easily seen to be a well-defined homomorphism that is mapped upon η by σαβ .
As far as the limits of the system E is concerned, we have:
Proposition 3.1. The elements of lim←− End+ Aα define homomorphisms lim−→ Aα → lim←− Aα , while the elements of lim−→ End+ Aα
define homomorphisms lim←− Aα → lim−→ Aα .
Proof. Let η = (. . . , ηα, . . . , ηβ , . . .) ∈ lim←− End+ Aα and a = (. . . , aα, . . . , aβ , . . .) ∈ lim−→ Aα . Then
ηa = (. . . , ηαaα, . . . , ηβaβ , . . .)
is an element of lim←− Aα , since the compatibility conditions
ηαaα = (gαβηβ fαβ)aα = (gαβηβ)aβ = gαβ(ηβaβ)
are satisfied for all α < β . The proof for the second part is similar. 
Observe that in cases considered by Eklof andMekler [3], themaps ταβ and σαβ give rise to similar inverse-direct systems
with isomorphic direct and inverse limits. In contrast, in our case, lim←− End+ Aα = 0 for Example 2.4, but lim−→ End+ Aα 6= 0.
4. Inverse systems of endomorphism rings and automorphism groups
In this section we assume that our inverse-direct system S = {Aα | fαβ , gαβ}I satisfies conditions (A) and (B). We now
concentrate on both the endomorphism rings End Aα and the automorphism groups Aut Aα , and intend to show that both
the direct and the inverse system parts give rise to the same inverse systems both of End Aα and of Aut Aα .
Using the maps fαβ , we define f¯αβ : End Aβ → End Aα by letting
f¯αβ : χ 7→ f −1αβ χ fαβ (χ ∈ End Aβ). (2)
This is a well-defined ring map, since fαβ is injective and Lemma 2.1 shows that χ maps fαβAα into itself. The compatibility
conditions (1) guarantee that the maps f¯αβ satisfy the compatibility conditions for maps in the inverse system: f¯αβ f¯βγ = f¯αγ
for all α < β < γ . We observe that f¯αβ carries Aut Aβ to Aut Aα .
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For the inverse system part of S, the connecting homomorphisms gαβ lead to ring maps g¯αβ : End Aβ → End Aα by
letting
g¯αβ : χ 7→ gαβχg−1αβ (χ ∈ Aut Aβ).
Here g−1αβ is not a genuine map, but one can select an arbitrary preimage in Aβ , apply χ and then gαβ . The result will
be independent of the choice of the preimage, since χ carries Ker gαβ into itself. Thus g¯αβ is a well-defined map. The
compatibility conditions (1) guarantee that the maps g¯αβ satisfy the compatibility conditions for maps in inverse systems:
g¯αβ g¯βγ = g¯αγ for α < β < γ in I . Here again, it is clear that g¯αβ maps Aut Aβ to Aut Aα .
Interestingly, the two inverse systems of endomorphism rings (automorphismgroups) are identical. Indeed, if we assume
conditions (A) and (B), then we can prove easily:
Proposition 4.1. Suppose conditions (A) and (B) . Then the maps f¯αβ and g¯αβ defined between the endomorphism rings of the
modules in the system S = {Aα | fαβ , gαβ}I are identical.
Proof. As is observed above, the composite map fαβgαβ is an endomorphism of Aβ with image fαβAα ⊆ Aβ . By Condition (B)
fαβgαβ lies in the center of End Aβ , i.e. fαβgαβχ = χ fαβgαβ for all α < β . This amounts to the equation gαβχg−1αβ = f −1αβ χ fαβ ,
establishing the equality f¯αβ = g¯αβ . 
As far as the inverse limits of the rings End Aα and the groups Aut Aα with f¯αβ = g¯αβ as connecting maps are concerned,
we can state:
Proposition 4.2. The elements of the ring A = lim←− End Aα (group lim←−Aut Aα) induce endomorphisms (automorphisms) both on
lim−→ Aα and on lim←− Aα .
Proof. The action of (. . . , σα, . . . , σβ , . . .) ∈ A (α < β) on (. . . , aα, . . . , aβ , . . .) ∈ lim−→ Aα (or ∈ lim←− Aα) is given by the rule
(. . . , σαaα, . . . , σβaβ , . . .). This is indeed an element in lim−→ Aα (resp. in lim←− Aα), since for α < β
fαβσαaα = fαβ(f −1αβ σβ fαβ)aα = σβaβ and gαβσβaβ = (gαβσβg−1αβ )gαβaβ = σαaα. 
5. Changing the connecting maps
Let us see what happens when we change the connecting maps between the modules Aα . A natural way to do this is to
‘twist’ the modules Aα by automorphisms before resp.after applying the connecting homomorphisms. In detail, this means
that we change fαβ and gαβ to fαβραβ and ραβgαβ , respectively, where ραβ denotes an automorphism of Aα (depending
on β). Needless to say, the new maps have to satisfy the compatibility conditions, i.e. we must have ραα = 1Aα and
fβγ ρβγ fαβραβ = fαγ ραγ for all α < β < γ in I for the direct system part. Using the compatibility conditions on the f ’s
stated in (1), we obtain fβγ ρβγ fαβραβ = fβγ fαβραγ . As the f ’s are monomorphisms, we can cancel the first factor and get the
equations
f −1αβ ρβγ fαβ = ραγ ρ−1αβ for all α ≤ β ≤ γ in I. (3)
Observe that the left-hand side of (3) makes sense (due to Lemma 2.1) and represents an automorphism of Aα which is
induced by ρβγ , an automorphism of Aβ .
Similar calculation for the surjective connecting maps gαβ leads to the conditions
gαβρβγ g−1αβ = ρ−1αβ ραγ for all α ≤ β ≤ γ in I. (4)
As above, here the left-hand side is an automorphism of Aα induced by ρβγ ∈ Aut Aβ .
Lemma 5.1. Assume that we have an inverse-direct system {Aα | fαβ , gαβ}I subject to conditions (A) and (B) . Supposing that
for a fixed α ∈ I , the automorphisms ραβ (β ≥ α) commute, the collection {ραβ ∈ Aut Aα}I satisfies conditions (3) for the direct
system if and only if it satisfies (4) for the inverse system.
Proof. Observe that by Proposition 4.1 (A)–(B) imply that the left sides of (3) and (4) are equal. Hence, by commutativity,
(3) holds if and only if (4) holds. 
It is of interest to note that the inverse system of automorphisms (discussed in the preceding section) remains the same
if we switch from system {Aut Aα | fαβ}I to system {Aut Aα | fαβραβ}I provided that the maps ραβ belong to the center of
Aut Aα .
Needless to say, changing the connectingmaps in an inverse-direct systemdoes notmean that the limits ought to change.
We now proceed to turn our attention to the question of isomorphy of the various limits after changing the connecting
homomorphisms. The following theorem offers a necessary and sufficient condition concerning the change in the limits.
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Wesay that the systemsS = {Aα | fαβ , gαβ}I andS′ = {Aα | f ′αβ , g ′αβ}I are naturally isomorphic if there existµα ∈ Aut Aα
for every α ∈ I making the diagrams
commute. Then the direct and inverse limits are also said to be naturally isomorphic.
In order to simplify the situation, let us assume somewhat more: the map
Hom(1α, fαβ) : HomR(Aα, Aα)→ HomR(Aα, Aβ) (5)
induced by fαβ : Aα → Aβ (α < β) is an isomorphism. Then it also follows that HomR(Aα, Aα) → HomR(Aα, A) is a
monomorphism, where A denotes the direct limit of the system {Aα | fαβ}I . Furthermore, if ξα : Aα → A = lim−→{Aα | fαβ}I
are the natural maps into the direct limit, then the images of natural injections of the Aα in the direct limit A of the direct
system {Aα | fαβ}I are fully invariant submodules of A,
Theorem 5.2. Assume conditions (A)–(B) and (5) for the inverse-direct system S = {Aα | fαβ , gαβ}I , and let {ραβ ∈ Aut Aα}
be a collection of automorphisms satisfying conditions (3) such that those in the same Aut Aα commute. Then the systems {fαβ}
and {fαβραβ} define naturally isomorphic direct limits if and only if there exists µα ∈ Aut Aα for each α ∈ I such that
ραβ = f¯αβ(µβ)µ−1α = (f −1αβ µβ fαβ) µ−1α (6)
for all α < β in I. Here f −1αβ µβ fαβ ∈ Aut Aα is the restriction of µβ ∈ Aut Aβ to Aα .
Proof. Let ξα : Aα → A = lim−→{Aα | fαβ}I and ηα : Aα → A(ρ) = lim−→{Aα | fαβραβ}I be the natural maps into the direct
limits. As pointed out above, ξαAα and ηαAα are fully invariant submodules of A and A(ρ), respectively. Therefore, if there is
an isomorphism µ : A→ A(ρ), then µmaps ξαAα upon ηαAα , i.e. µα = η−1α µξα may be viewed as an automorphism of Aα .
Thus in this case for each pair α < β in I we have a commutative diagram
Hence we conclude that fαβραβµα = µβ fαβ holds for all α < β in I , i.e. ραβ = f −1αβ µβ fαβµ−1α , as claimed. 
The corresponding result with analogous proof applies to the inverse system part, referring to the commutative diagram
where α < β . Here µα = ηαµξ−1α where ξα : A′ → Aα , ηα : A′(ρ)→ Aα are the canonical maps from the inverse limits A′
and A′(ρ) (their kernels are isomorphic under µ). Consequently, we can state right away:
Corollary 5.3. Assuming conditions (A)–(B) and (5), let {ραβ ∈ Aut Aα} be a collection of automorphisms satisfying conditions
(3) and the commutativity condition stated above. Then the limit of the direct system {Aα | fαβραβ}I is isomorphic to the limit of
the direct system {Aα | fαβ}I if and only if the limit of the inverse system {Aα | ραβgαβ}I is isomorphic to the limit of the inverse
system {Aα | gαβ}I . 
Observe that it can very well happen that the inverse limit is 0. This will be seen below in Theorem 7.1.
6. Group structure on the set of non-isomorphic limits
Imitating the construction in [4, Chapter VII, Section 4], we now try to introduce a group structure in the set of systems
with non-isomorphic direct limits when we modify the connecting maps. We keep assuming conditions (A) and (B).
Let A denote the direct limit lim−→ Aα . Suppose that {ραβ ∈ Aut Aα}I is a collection of automorphisms satisfying conditions
(3) such that those in the same Aut Aα commute. Then {Aα | fαβραβ}I is a direct system, say, with limit A(ρ). In order to
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create a groupwith point-wise composition of the automorphisms (to be denoted by ◦), we require that {ρ−1αβ ∈ Aut Aα} be a
collection of automorphisms also satisfying conditions (3). The compatibility conditions for this system yield the equations
f −1αβ ρ
−1
βγ fαβ = ρ−1αγ ραβ for all α ≤ β ≤ γ in I.
Comparing this with the inverse of (3), we obtain ρ−1αγ ραβ = ραβρ−1αγ . This holds, since the ραβ with fixed α were assumed
to commute. Thus we can write A(ρ) ◦ A(ρ−1) = A.
If {σαβ ∈ Aut Aα} is another collection of automorphisms satisfying conditions (3), then we want that the collection
ραβσαβ of automorphisms should also satisfy conditions (3). Now the compatibility conditions read as
f −1αβ ρβγ σβγ fαβ = ραγ σαγ σ−1αβ ρ−1αβ
which can be reduced to
ραγ ρ
−1
αβ σαγ σ
−1
αβ = ραγ σαγ σ−1αβ ρ−1αβ
after using (3) repeatedly. Assuming that the automorphisms are central, this holds; therefore A(ρ) ◦ A(σ ) = A(ρσ).
Associativity being obvious, we are thus led to the following result.
Theorem 6.1. Assume conditions (A)–(B) and (5). Every collection {ραβ ∈ Aut Aα} of central automorphisms satisfying
conditions (3) defines a direct limit, and the systems whose direct limits are non-isomorphic under the natural maps form an
abelian group under the composition ◦.
Proof. The comments preceding the theorem show that the collection {ραβ ∈ Aut Aα} of central automorphisms satisfying
conditions (3) form a (necessarily abelian) group G under the point-wise composition. From Theorem 5.2 we conclude that
those collections which define a direct limit isomorphic to A form a subgroup H in G. In fact, if the systems {ραβ} and
{σαβ} define the automorphisms µα, να ∈ Aut Aα , respectively, then by the commutativity of the automorphisms we have
ραβσαβ = f −1αβ µβνβ fαβ . In addition, the automorphisms ρ−1αβ defineµ−1α , so the non-isomorphic direct limits form an abelian
group isomorphic to G/H . 
Note that the corresponding result for inverse limits is not necessarily true, since some inverse limits may collapse to 0.
However, it is safe to claim that those collections {ραβ ∈ Aut Aα} of automorphisms that define non-zero inverse limits do
form an abelian group under the same composition.
In [4, p. 261] it was proved that the group of non-isomorphic direct limits in Example 2.4 is isomorphic to the first derived
functor lim←−
1 of the inverse limit functor lim←− applied to the inverse system of automorphism groups Aut (R/rαR). We can now
establish a similar result in more general terms.
Theorem 6.2. Suppose conditions (A)–(B) . The group G/H defined above on those direct systems {Aα | fαβραβ}I with varying
central automorphisms {ραβ} whose limits are naturally non-isomorphic satisfies
G/H ∼= lim←−
1{Aut Aα | f¯αβ}.
Proof. The proof is essentially the same as in Fuchs-Salce, loc. cit. It is based on the formula established by Jensen [6] for
lim←−
1. He proved that (using our current notations) the multiplicative group lim←−
1{Aut Aα | f¯αβ} is isomorphic to the factor
group of the group
B =
{
(ραβ)α<β ∈
∏
α∈I
∏
α<β
Aut Aα | ραβ ∈ Aut Aα, f¯αβ(ρβγ ) = ραγ ρ−1αβ
}
(where α < β < γ ) modulo the subgroup
C =
{
(f¯αβ(µβ)µ−1α )α<β ∈ B | (µα)α∈I ∈
∏
α∈I
Aut Aα
}
.
The compatibility conditions (3) assert that the collection {Aα | fαβραβ}I represents a direct system if and only if (ραβ)α<β
represents an element of B. Furthermore, from Theorem 5.2 we infer that {Aα | fαβραβ}I has the same limit as {Aα | fαβ}I if
and only if (ραβ)α<β represents an element of C . Hence the stated isomorphism is evident. 
In [4] the various direct limits arising from K were called the ‘clones’ of K , and it was shown that the composition of
the systems defined above coincides with forming the torsion product of the clones. Of course, this makes no sense in the
general case under consideration.
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7. Vanishing inverse limits
The question of empty inverse limit of non-empty sets with surjective connecting maps has been considered by several
authors; see e.g. [7–9]. This is an interesting phenomenon that has not as yet fully investigated (see [10]). For modules the
corresponding problem is for zero limits with surjective connecting maps.
We now give an example based on the existence of non-standard uniserial modules over certain valuation domains. In
this special case a certain change in the connecting maps in the inverse-direct system results in trivialization of the inverse
limit.
Let R be a valuation domain, and let Q denote its quotient field; we assume that Q is ℵ1-generated as an R-module. First
we note that as in Example 2.4 K = Q/Rwill be considered as the direct limit K = lim−→ r−1α R/Rwhere the connecting maps
iαβ : r−1α R/R→ r−1β R/R (α ≤ β < ω1)
are the natural inclusion maps. K is a uniserial module, i.e. its submodules form a chain under inclusion.
In order to make the collection r−1α R/R (α < ω1) into an inverse-direct system, we define surjective maps as in
Example 2.4 by gαβ : r−1β R/R → r−1α R/R (α ≤ β) acting as x 7→ rβr−1α x (x ∈ r−1β R/R). Thus gαβ is an endomorphism
of r−1β R/R, a submodule of K : it is multiplication by rβr−1α ∈ R, thus gαγ = gαβgβγ whenever α < β < γ < ω1. Evidently,
{r−1α R/R | gαβ} is an inverse system; its limit is known to be the R-completion R˜ of R, since r−1α R/R ∼= R/rαR canonically.
Thus
{r−1α R/R | iαβ , gαβ}ω1
is the inverse-direct system under consideration.
Let D be a non-standard uniserial divisible torsion module over R; here non-standardmeans that this uniserial is not an
epic image of themodule Q . (Thus e.g. K is standard uniserial.) As is shown in [4], there exist valuation domains R that admit
such divisible modules D for the index set ω1. If the annihilators of elements in D are principal ideals, then the module D
may be viewed as the direct limit D = lim−→ r−1α R/Rwhere the connecting maps are
iαβραβ : r−1α R/R→ r−1β R/R (α ≤ β < ω1)
with suitable ραβ ∈ Aut (r−1α R/R) satisfying the compatibility conditions
iβγ ρβγ iαβραβ = iαγ ραγ (α ≤ β ≤ γ ).
We now modify the connecting homomorphisms gαβ in the inverse system by replacing them by ραβgαβ , where we
chooseραβ ∈ Aut (r−1α R/R) to be the automorphisms defined by the non-standard uniserialmoduleD. As themodule r−1α R/R
is fully invariant in r−1β R/R if α < β , and as the endomorphism rings End (r−1α R/R) are commutative (being isomorphic to
the rings R/rαR), the collection {ραβgαβ} of connecting maps satisfies (4), so it defines a genuine inverse system. We thus
have the modified inverse-direct system
{r−1α R/R | iαβραβ , ραβgαβ}ω1 .
Weclaim that the inverse limit F of the systemequals 0. Byway of contradiction, suppose that there is a non-zero element
x ∈ F . The inverse limit F gives rise to commutative diagrams for all pairs α < β (the maps φα, φβ are the canonical ones as
defined by the inverse limits):
Assume v−1α + R ∈ r−1α R/R with some vα ∈ R is the image of x ∈ F under the canonical map φα : F → r−1α R/R. Choose α
large enough so that φαx 6= 0. Since the canonical maps are all surjective, there is an r ∈ R such that v−1β = r−1β ruβ with
units uβ ∈ R for all α ≤ β < ω1. As gαβ is multiplication by rβr−1α , it is obvious that ραβ acts on rr−1α R/R as multiplication
by u−1β uα . Hence x is an element in the inverse limit of the system {rr−1α R/R | ραβgαβ}ω1 .
Recall that the collection {ραβ} of automorphisms defines a standard uniserial module if and only if there exist units
uα ∈ R for all α < ω1 such that ραβ ≡ uβu−1α mod rαR for all α < β (this is a consequence of Theorem 6.2; for a more
explicit argument see [4]). Therefore, in this case, D ∼= K follows, in contradiction to the hypothesis that the uniserial D is
non-standard. Consequently, F = 0, in fact.
Theorem 7.1. It is possible to change the connecting maps in certain inverse-direct systems such that the direct limit changes
(but not its endomorphism ring), while the inverse limit collapses from a non-zero module to 0. 
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8. Vanishing inverse limits of endomorphismmodules
Let S = {Aα | fαβ , gαβ}I denote an inverse-direct system and {ραβ} a collection of central automorphisms satisfying
conditions (3). We assume a somewhat stricter hypothesis: the map
Hom(1α, fαβ) : HomR(Aα, Aα)→ HomR(Aα, Aβ)
induced by fαβ : Aα → Aβ (α < β) is an isomorphism. As already mentioned earlier, then HomR(Aα, Aα)→ HomR(Aα, A)
is a monomorphism, where A denotes the direct limit of the system {Aα | fαβ}I . Let A′ be the direct limit of the modified
system {Aα | fαβραβ}I .
Let us concentrate on the R-module HomR(A, A′). Evidently,
HomR(A, A′) = HomR(lim−→ Aα, A
′) = lim←−HomR(Aα, A
′)
= lim←−HomR(Aα, Aα) = lim←− End+ RAα,
where the connecting maps χαβ : End+ RAβ → End+ RAα are calculated as follows. We have
HomR(Aβ , Aβ)→ HomR(Aα, Aβ)→ HomR(Aα, ραβAα)→ HomR(Aα, Aα);
here the maps are Hom(fαβ , 1β),Hom(1α, f −1αβ ), ρ
−1
αβ , respectively. This means that the connecting maps act as given by
χαβ : η→ ρ−1αβ f −1αβ ηfαβ (η ∈ End+ RAβ).
This leads us to the following conclusion.
Theorem 8.1. Let S = {Aα | fαβ , gαβ}I and S′ = {Aα | fαβραβ , ραβgαβ}I be inverse-direct systems with a collection {ραβ} of
central automorphisms satisfying conditions (4). The inverse system E = {End+ Aα | χαβ} has trivial inverse limit if and only if
there exists no non-zero homomorphism lim−→ S→ lim−→ S′. 
The connecting maps χαβ in the inverse system E of endomorphism modules are not necessarily surjective; they are
if every endomorphism of Aα extends to an endomorphism of Aβ for all pairs α < β . This is the case, for instance, in our
Example 2.4.
9. Transfinite self-idealizations and clones
This section is devoted to the construction of an inverse-direct system of modules, whose direct limit is a module with
properties resembling those of an uncountably generated uniserial module over a valuation domain (see [4, Chapter X]).
Actually, ‘‘non-standard’’ clones of this module will be constructed, following the pattern of valuation domains.
For a commutative ring R and an R-module M , the idealization of M is the commutative R-algebra, denoted by R(+)M ,
whose R-module structure is just the direct sum R⊕M , and whose multiplication is given by
(r,m) · (r ′,m′) = (rr ′, rm′ + r ′m) (r, r ′ ∈ R,m,m′ ∈ M).
There is a canonical ring embedding
η : R→ R(+)M (η(r) = (r, 0))
and a canonical ring surjection
pi : R(+)M → R (pi(r,m) = r).
Obviously pi · η = 1R, hence the idealization R(+)M ofM is a split-extension of R by Kerpi . Kerpi is canonically isomorphic
toM under the map
µ : M → R(+)M (µ(m) = (0,m));
thusM embeds as an ideal in R(+)M . (We refer to the monograph of Huckaba [11] or to the recent paper by Anderson and
Winders [12] for the topic of idealization.)
Starting with an arbitrary commutative ring R, we will define by transfinite repetition of idealization a system
{Sα | hαβ , gαβ , fαβ}ω1
of R-algebras and maps satisfying the following six conditions:
(i) Sα is a commutative ring for each α < ω1.
(ii) The maps hαβ : Sα → Sβ are injective ring homomorphisms for all α ≤ β < ω1 and {Sα | hαβ}ω1 is a direct system of
rings; if σ ≤ ω1 is a limit ordinal, the ring which is the direct limit of the direct system {Sα | hαβ}σ is denoted by Rσ .
(iii) Themaps gαβ : Sβ → Sα are surjective ring homomorphisms for all α ≤ β < ω1, and {Sα | gαβ}ω1 is an inverse system.
(iv) gαβ · hαβ = 1Sα for all α ≤ β < ω1; thus {Sα | hαβ , gαβ}ω1 is an inverse-direct system of rings in the sense of [3, p.
316].
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If σ ≤ ω1 is a limit ordinal, for any α < σ denote by γασ the canonical embedding of the ring Sα in Rσ . In this notation
we have the following
Lemma 9.1. There are canonical ring surjections ψασ : Rσ → Sα for all α < σ .
Proof. Since condition (iv) holds, we can apply [3, XI.1.6] to conclude that there is a natural ring embedding of Rσ in R̂σ , the
inverse limit of the inverse system {Sα | gαβ}σ . The proof of the cited theorem shows that the canonical projections from
R̂σ into the rings Sα , restricted to the image of Rσ , are still surjective. 
Lemma 9.1 holds also for σ = ω1; hence all the rings Sα are quotients of the ring Rω1 , and the Sα-modules are also
Rω1-modules in a canonical way.
We continue now with the last two conditions.
(v) The maps fαβ : Sα → Sβ are injective homomorphisms of Sβ-modules for all α ≤ β < ω1.
Note that from Lemma 9.1 we deduce that each ring Sα can be viewed as an Rω1-module and the maps fαβ : Sα → Sβ are
embeddings of Rω1-modules for all α ≤ β < σ , so that {Sα | fαβ}ω1 is a direct system of Rω1-modules.
(vi) gαβ · fαβ = 0 holds for all α ≤ β < ω1, that is, Ker gαβ = fαβSα .
Our goal is to construct the inverse-direct system of Rω1-modules
{Sα | fαβ , gαβ}ω1 . (7)
Let S0 = R. Assume 0 < σ < ω1 and that the system {Sα | hαβ , gαβ , fαβ}σ satisfying conditions (i) - (vi) has already
been defined.
Case I: σ is a successor ordinal. Set
Sσ = Sσ−1(+)Sσ−1,
and define the maps
hσ−1,σ : Sσ−1 → Sσ = Sσ−1(+)Sσ−1 and gσ−1,σ : Sσ = Sσ−1(+)Sσ−1 → Sσ−1
as the canonical ring embedding η, and as the canonical ring surjection pi , respectively. If α < σ − 1, then let hασ =
hσ−1,σ · hα,σ−1 and gασ = gα,σ−1 · gσ−1,σ . Next, define the Sσ -map
fσ−1,σ : Sσ−1 → Sσ = Sσ−1(+)Sσ−1
as the canonical embeddingµ, and for α < σ − 1, set fασ = fσ−1,σ · fα,σ−1. In this way we have enlarged the system of rings
Sσ up to the ordinal σ . Conditions (i), (ii), (iii) are obviously satisfied for all α ≤ β ≤ σ . Furthermore, for all α ≤ σ we have:
gασ · hασ = gα,σ−1 · gσ−1,σ · hσ−1,σ · hα,σ−1 = gα,σ−1 · 1Sσ−1 · hα,σ−1 = 1Sα
gασ · fασ = gα,σ−1 · gσ−1,σ · fσ−1,σ · fα,σ−1 = gα,σ−1 · 0 · fα,σ−1 = 0
hence also conditions (iv) and (vi) hold true for all α ≤ β ≤ σ . As far as condition (v) is concerned, {Sα | fαβ}σ is obviously
a direct system of Sσ -modules with injective connecting maps; as we saw in Lemma 9.1, the rings Sσ are factor rings of Rω1 ,
so actually the direct system consists of Rω1-modules, as required.
Case II: σ is a limit ordinal. LetMσ be the Rσ -module which is the direct limit of the direct system of Rσ -modules {Sα | fαβ}σ ,
and denote by φασ the canonical embeddings of the Rσ -modules Sα into the direct limitMσ .
We define the ring Sσ as the idealization of the Rσ -moduleMσ , that is:
Sσ = Rσ (+)Mσ .
If ζ : Rσ → Sσ = Rσ (+)Mσ denotes the canonical ring embedding, χ : Sσ = Rσ (+)Mσ → Rσ the canonical ring projection,
and ξ : Mσ → Sσ = Rσ (+)Mσ the canonical Sσ -module embedding, then we can enlarge our system of rings by defining,
for each α < σ , the maps
hασ = ζ · γα,σ ; fασ = ξ · φα,σ ; gασ = ψα,σ · χ.
It is easy to check that the enlarged system of rings still satisfies the desired conditions, thus the construction of the system
(7) is completed.
For every α < ω1, the ring Sα , as a factor ring of the ring Rω1 , is isomorphic to its own endomorphism ring as an
Rω1-module. Thus the endomorphism rings of the rings Sα are commutative, and hence the hypotheses (A) and (C) of the
Preliminaries are satisfied for the inverse-direct system of Rω1-modules
{Sα | fαβ , gαβ}ω1 .
CallM the Rω1-module which is the direct limit of this direct system:
M = lim−→ Sα.
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We can now modify the connecting maps fαβ by considering the new maps:
fαβuαβ : Sα → Sβ ,
where u = {uαβ}α<β<ω1 is a system of units such that, for a fixed ordinal α, the elements uαβ are units of the commutative
ring Sα satisfying the compatibility conditions (3): f −1αβ uβγ fαβ = uαγ u−1αβ for all α ≤ β ≤ γ . We will denote by M(u) the
direct limit of this new direct system. As mentioned at the end of Section 6, the modulesM(u)may be called, following [4,
VII.4], clones ofM .
In Section 4 it was shown that, associated with the direct system {Sα | fαβ}ω1 of Rω1-modules, there is an inverse system
{Aut Sα | f¯αβ}ω1 of automorphism groups where f¯αβ : Aut Sβ → Aut Sα is defined via
f¯αβ(φ) = f −1αβ φfαβ (φ ∈ Aut Sβ).
This map is well-defined, since the maps fαβ are injective and φ (which is the multiplication by a unit of the ring Sβ ) carries
the ideal fαβSα of Sβ into itself.
We are now in the position to state the main result of this section.
Theorem 9.2. For every commutative ring R, there exists a commutative R-algebra Rω1 and an Rω1-module M satisfying the
following conditions:
(i) Rω1 is the union of an uncountable chain of subrings:
R = S0 ⊂ S1 ⊂ · · · ⊂ Sα ⊂ · · · ⊂ Rω1 =
⋃
α<ω1
Sα
such that, for each α < ω1, Rω1 is a split extension of Sα;
(ii) as R-modules, both Rω1 and M are isomorphic to
⊕
ω1
R;
(iii) M is the direct limit of a direct system {Sα | fαβ}ω1 of Rω1-modules, such that the connecting maps fαβ : Sα → Sβ are
monomorphisms and End Rω1 Sα
∼= Sα for all α < ω1;
(iv) lim←−
1{Aut Sα | f¯αβ} 6= 0;
(v) the isomorphy classes of the clones M(u) of M form a non-trivial Abelian group.
Proof. It is straightforward to check that conditions (i)–(iii) are satisfied, just by inspecting the constructions of Rω1 andM .
(iv) An iterated application of Salce [5, Lemma 4.1] shows that, for every α < ω1, Aut Sα =⊕ρ<α Vρ , where the Abelian
groups Vρ are the additive groups of free R-modules (of finite rank if ρ < ω, otherwise of infinite rank); the connecting
maps of the inverse system {Aut Sα | f¯αβ}ω1 are the canonical projections between these direct sums. We now appeal to
the Todorcevic lemma (see [13] or [4, X.4.4]), whose application requires that the set of abelian groups Vρ contains a cofinal
subset of infinite Vρ . This being the case, we conclude that the first derived functor of the inverse limit functor is not trivial.
(v) In view of (iii), the hypotheses of Theorems 6.1 and 6.2 are satisfied, hence these results ensure that the set of the
isomorphy classes of the clonesM(u) ofM form an Abelian group under the pointwise composition of the systems of units
u = {uαβ}ω1 , and that this group is isomorphic to lim←−
1{Aut Sα | f¯αβ} 6= 0. Hence the conclusion follows from (iv). 
We wish to point out that all the modulesM(u) are isomorphic as R-modules: they are free R-modules of rank ℵ1.
Finally, observe that if in the above construction of M we stop at ω (or at any limit ordinal cofinal with ω), then all the
clones ofM are isomorphic toM . This is an easy consequence of the possibility of extending isomorphisms in ω steps.
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