Abstract. Spreadsheet languages are very commonly used, by large user bases, yet they are error prone. However, many semantic issues and errors could be avoided by enforcing a stricter type discipline. As declaring and specifying type information would represent a prohibitive amount of work for users, we propose an abstract interpretation based static analysis for spreadsheet programs that infers type constraints over zones of spreadsheets, viewed as two-dimensional arrays. Our abstract domain consists in a cardinal power from a numerical abstraction describing zones in a spreadsheet to an abstraction of cell values, including type properties. We formalize this abstract domain and its operators (transfer functions, join, widening and reduction) as well as a static analysis for a simplified spreadsheet language. Last, we propose a representation for abstract values and present an implementation of our analysis.
Introduction
Spreadsheet softwares such as Excel or OpenOffice are very widely used, and include not only an interface to visualize and manipulate two-dimensional arrays of cells but also a programming language which permits complex calculations. For instance, Excel includes Visual Basic for Applications (VBA) and OpenOffice includes a Basic like language.
These programming languages are used in many industrial and financial areas for important applications such as statistics, organization and management. Reports of spreadsheet related errors appear in the global media at a fairly consistent rate. It is not surprising that, as an example, a consulting firm, Coopers and Lybrand in England, found that 90% of all spreadsheets with more than 150 rows that it audited contained errors [1] . Spreadsheet errors result in various problems such as additional audit costs, money loss, false information to public, wrong decision making, etc. As the risks they incur are not considered acceptable, the defects in such applications have attracted increasing attention from communities such as Excel advanced users and IT professionals. Various techniques were considered in order to tackle spreadsheet risks. One class of existing work enhances the functional aspect of spreadsheets, viewed as a first-order functional environment [2, 3, 4, 5] . Another body of work attempts to improving quality of spreadsheets using model-driven engineering spreadsheet development environments [6, 7, 8, 9] . Last, ad hoc methods [10, 11, 12] were proposed to detect specific kinds of problems, using most of the time algorithms with no mathematical foundation, that neither sound nor complete. One major drawback of the existing work is that currently they only consider spreadsheet interface, but not consider applications attached to the spreadsheets, which are written e.g., in VBA.
In this paper, we address the lack of static types in current spreadsheet applications. For instance, it is impossible to declare abstract types (e.g. integer, boolean, etc.) for a cell in Microsoft Excel; a value of any type may be assigned to any cell at any time. This feature of spreadsheet applications may provide users with a high level of flexibility but it becomes a serious source of errors which would be avoided in well typed languages.
Therefore, we verify the absence of some class of type errors to improve the safety of spreadsheet programs, that existing research in enhancing spreadsheet languages or focusing on spreadsheet interface hardly deals with. Our approach is based on a static analysis by abstract interpretation, which guarantees the soundness of our approach and makes it possible to existing abstract domains and tools.
More precisely, our analysis aims at inferring type information about zones in spreadsheets, taking into account an initial condition on the spreadsheet, and all possible sequences of operations of the associated programs. We make the following contributions:
-we introduce an abstract domain to express type properties of array zones, based on a cardinal power of zone abstractions and type abstractions (Sect. 4); -we propose a set of transfer functions and join and widening operators for the analysis of spreadsheet programs (Sect. 5); -we validate our approach using a prototype implementation (Sect. 6) with the analysis of simple spreadsheet programs.
Overview
We show a simple program 1 in a restricted spreadsheet language that we consider in the paper. Although its syntax is not exactly the same as that of VBA or Basic in OpenOffice, its task of selecting data sharing certain properties is realistic and common in practice. The rectangle zone [1, 100] × [1, 1] of the sheet has already been initialized to integer values. The main procedure goes through column 1, for each cell, we compare its value to 9 and assign the boolean result to the cell in the same line in column 2. If the integer value is less than 9, it is copied to the first empty cell in column 3. Our analyzer infers invariants about types of different parts of the sheet, and it also detects different sorts of type conflicts hidden in the code, which may result in strange behaviors in VBA for = 5  1  2  3  5  true  5  17  false  8  8  true  3  12  false  4  23  false  3  true  4 An abstract state In order to verify that no illegal operation will be performed in the spreadsheet program due to type issue, and that type properties in the reserved zone are not violated, the analysis should relate type information to spreadsheet cells. Attaching a type predicate to each cell would not be effective, and it would not be even doable for spreadsheet regions of non fixed size. Moreover, users naturally view a spreadsheet as a set of zones where they store homogeneous sorts of data. Therefore, we consider an abstraction, where type information are attached to spreadsheet zones. Precisely, an abstract state will consist in a pair made of an abstraction of integer variables, and an abstraction of type properties of sheet cells (e.g.. Figure 3 is an intuitive image of the abstract state corresponding to the concrete state of Figure 2 ). The abstraction of integer variables relies on inequality constraints over variables and constants. The abstraction of type properties of sheet cells consists in a form of cardinal power [13] from the abstraction of sheet zones to type properties, where zones are characterized by set of constraints tying cell coordinates to program variables. Although analyzing the simple program, chosen to facilitate the illustration, needs only column abstraction, the abstraction of a large variety of zones is necessary in practice and can be achieved by our domain (e.g. rectangular abstraction is performed to analyze programs in Sect. 6).
Spreadsheet Programs
In this paper, we focus on a restricted spreadsheet language, where instructions are assignments, "if" and "while" statements, with data-types ranging in T = {int, bool, . . .}. We assume program variables all have type int, whereas spreadsheet cells may store values of any type. Compared to a classical imperative language, our language has two specific features. First, the keyword "Sheet" denotes a cell in the spreadsheet. For instance, expression "Sheet(br, bc)" evaluates into the value stored in cell (br, bc); "Sheet(br, bc) := e" affects the value of e to the cell (br, bc). In the paper, we restrict to cell indexes (br and bc) which are either an integer constant c or an integer variable plus an integer constant x + c. Other variables are assumed to be declared at the beginning of the program. Second, spreadsheet areas can be reserved to a type by the keyword "name". For instance, "name ( [1, 100] , [1, 1] ) : int" in Program 1 means that only integer values should be stored in that area (storing a value of another type would be considered a semantic error).
In the following, we let V (resp., V i ) denote the set of values (resp., integer values). We let X denote the set of program variables, augmented with two special variables x, y which we will use to express relations over cell indexes. Moreover, N 2 represents the set of cells. We use an operational semantics, which collects all program executions. An execution is a sequence of states (or trace), where a state is a pair made of a control state l and a memory state ρ = (ρ v , ρ s ), where ρ v : X → V i and ρ s : N 2 → V are respectively functions mapping integer variables and sheet cells into values. We let → denote the transition relation from one state to another (modelling one step of computation) and Ω represent the error state (no transition from Ω is possible). For a detailed presentation of the syntax and concrete semantics of our restricted spreadsheet language, see [14] .
Abstract Domain
In this section, we formalize the abstract domain used in our analysis as a cardinal power. First, we consider in Sect. 4.1 the abstraction of a set of spreadsheets using one type and constraints of one zone. Then, we show the case of a set of zones in Sect. 4.2. Last, we specialize our abstraction using Difference-Bound Matrices (DBMs) as a base abstraction in Sect. 4.3.
Abstraction of a Typed Zone
We assume a numerical abstract domain D ♯ i is fixed for the abstraction of numerical variables, with a concretization function γ i :
Abstraction of a typed zone. An abstract value in the typed zone abstract domain D ♯ z,1 consists in a pair (Z, t) where Z ∈ D ♯ i describes a set of numerical constraints (binding x, y to other variables and constants in the store) and t is a data-type. The meaning of such an abstract value is that all cells the coordinates (x, y) of which satisfy constraints Z store a value of type t. More formally, this yields the concretization relation below:
The concrete state shown in Figure 2 can be approximated by the following typed zone abstract elements:
This construction is an abstraction of the cardinal power [13] . Indeed the cardinal power abstract domain would collect all monotone function from an abstraction of zones into a type domain. We perform here an additional step of abstraction, where functions from zones to types are approximated with only one pair leaving the other zones unconstrained.
Product abstraction. In practice, we always consider an abstraction over the variables together with an abstraction of the spreadsheet contents, using a prod-
. An abstract value consists in a pair (V, {(Z, t)}) where V ∈ D ♯ i describes constraints over variables and (Z, t) ∈ D ♯ z,1 describes constraints over one zone and its type. Therefore, the combined domain concretization boils down to
As an example, the concrete state shown in Figure 2 can be approximated by abstract state (V, {(Z, t)})) where
≤ 100 ∧ y = 1 and t = int. We will consider the case of a combined abstraction with several typed zones in Sect. 4.2, after studying some properties of the product abstraction.
Properties. The definition of γ z,1 and γ × allows to prove the properties below:
1. Propagating constraints over variables into the zone abstraction preserves concretization:
, where ⊓ simply joins two sets of constraints.
2. Replacing the abstraction of variables (resp. zones) with an equivalent abstraction preserves concretization:
Replacing the abstraction of variables with a weaker abstraction results in a weaker abstract state:
Replacing the zone abstraction with a weaker abstraction results in a stronger abstract state:
Abstraction of a Set of Typed Zones
In practice, we need to bind several distinct zones in the spreadsheet to type information. For instance, three zones are needed to faithfully abstract the concrete state of Figure 2 . Therefore, we define D ♯ Z as the set of finite sets of elements of D ♯ z,1 , with concretization γ Z defined by:
The definition of the product domain given in Sect. 4.1 extends in a straightforward manner, and the properties mentioned in Sect. 4.1 still hold:
Then, the concrete state of Figure 2 can be described by the abstract state (V, {(Z 0 , t 0 ), (Z 1 , t 1 ), (Z 2 , t 2 )}) with the notations used in Sect. 4.1. This abstract state actually corresponds to Figure 3 
An Instantiation with Difference-Bound Matrices
When abstracting array properties, bounds of the form c or x + c are often expressive enough to capture large classes of invariants. Similarly, we found that such bounds are usually adequate to describe spreadsheet zones. This suggests using an abstraction based on Difference-Bound Matrices (DBM) (a weaker form of octagons [15] , where constraints are either of the form c ≤ x, x ≤ c or x−y ≤ c) in order to describe zones. We actually do not need full expressiveness of DBMs in order to describe zones, as we will be interested only in relations that relate an index variable (x or y) to a constant or an expression of the form x + c. Therefore, in the following, we set the following abstraction:
-program variables abstractions (V) are described by DBMs; -zones abstractions (Z) are described by a weaker form of DBMs, where no relation among pairs of variables u, v ∈ {x, y} is represented.
A large variety of zones can be expressed using this abstraction, including in particular rectangular
, and trapezoidal (c 0 ≤ x ≤ y + c 1 , c 2 ≤ y ≤ c 3 ) zones. As shown in Sect. 4.1, this set of constraints allows us to describe all zones relevant in the example program of Fig. 1 . In this step, the classical representation of DBMs using matrices of difference appears unnecessarily heavy for zone constraints Z p , as no relation needs to be stored for pairs of program variables in Z p . This leads us to a hollow representation of the Z p DBMs, where the submatrix corresponding to the integer variables is removed. We call this representation "Matrix Minus Matrix" (or MMM).
For instance, letting d (resp., m) denote a DBM (resp., MMM) in the following, all concrete states at the beginning of line 9 in Program 1 can be overapproximated by the abstract value (d, {(m 0 , int), (m 1 , bool), (m 2 , int)}) (depicted in Figure 3 ), where
Domain Operations
In this section, we describe the operations of the domain based on DBM and MMM structures, including transfer functions, reduction, union and widening.
Transfer Functions
Transfer functions have two purposes:
-compute a sound post-condition for a program statement, that is accounting for all concrete states reachable after executing the statement from a given pre-state; -report alarms for operations that could not be proved exempt of type error.
The alarm reporting reduces to the checking that all operations are applied to data of valid type. For instance, if a program statement contains expression i + Sheet(k, l), and the analysis current abstract state at that point is of the form (d, {(m 0 , t 0 ), . . . , (m n , t n )}), then it should check that for all ρ v ∈ γ i (d) there exists j such that 0 ≤ j ≤ n and (x = k| ρv , y = l| ρv ) ∈ m j | ρv , which guarantees that cell Sheet(k, l) has integer type. In the following, we discuss the computation of post-conditions only.
Assignment Transfer Function. Assignment instructions are either of the form x := e where x is a program variable and e is an expression or of the form Sheet(e 0 , e 1 ) := e where e 0 , e 1 and e are expressions. In the first case, the standard assignment transfer function of DBMs shown in [15] leads to define a sound result for transfer function assign ♯ in the combined domain (when the right hand side e reads a spreadsheet cell, we conservatively assume this read operation may return any possible value, as our abstraction does not carry a precise information about the values stored in the spreadsheet besides type).
In the second case, the typed zones abstractions need to be updated. Let us assume we are computing an abstract post-condition for abstract state
-when the cell modified in the assignment can be proved to belong to zone m k the type of the right hand side is t k , then typed zone abstractions do not need be modified, and X ♯ is a valid abstract post-condition; -otherwise zones need be updated, by removing zone information that may not be preserved in the assignment operation and adding a new zone reduced to the cell that has been modified.
Let us illustrate by an example with an abstract value [3, 5] }, and the type of the expression on the right of the assignment is same as the one of the zone, so X ♯ remains the same. However, for Sheet(i − 1, 2) := true, the type of the expression of the assignment value is different, if Sheet(i − 1, 2) is within a zone reserved to int, an assignment error Ω assign will be raised, otherwise the abstract zone needs to be split as shown below.
Many zone splitting strategies could be used, e.g. either vertically first or horizontally first. All strategies would yield a sound result. Reduction (Sect. 5.2) tends to remove unnecessary partitions, so that the choice of the splitting strategy is not so crucial.
Condition Test Transfer Function. Condition tests are analyzed with a guard ♯ abstract function, which inputs an abstract state X ♯ and a condition c and computes an over-approximation of the concrete states in γ × (X ♯ ) such that c evaluates to true. When c involves only program variables, we simply let guard ♯ call the condition test function of DBMs [15] . When c involves spreadsheet cells, we let it return X ♯ (which is always a sound result) as our abstraction ignores spreadsheet values.
Reduction
As we can see in Sect. 5.1, assignments may generate additional abstract zones, resulting in increasingly large sets of zones. For instance, constraints ({x : [1, i − 1], y = 2}, bool), {({x = i, y = 2}, bool)} could be described by just one constraint. Performing this simplification is the purpose of a (partial) reduction operator, by merging zones when this can be done with no loss in precision.
In the following we let d * denote the closure of d, the closure m * associated with d * is obtained by computing m * from the information in both m and d * . We write ∨ for the point-wise least upper bound over DBMs (resp., MMMs),
. We allow the intersection ∧ over an MMM and a DBM if their sizes and the variables they describe are consistent, the result is a DBM. We define the intersection of
We assume an abstract value (d, {(m 0 , t 0 ), . . . , (m n , t n )}) is given. Let us first look at a pair of its zones (m i , t i ) and (m j , t j ). Obviously we don't consider merging the two zones if t i = t j . In the other case, we first carry out the normalization, and obtain the closures d [16] , which consists in finding a 4-tuple (i, j, l, k) such that
where w k and w represent respectively the difference matrices of the 2 operands and the result of the join. If such a 4-tuple exists, the join is not exact. Overall, the reduction algorithm attempts to merge pairs of zone constraints with equal type. Then, the merging rule of two abstract typed zones writes down: Now given the whole abstract value (d, {(m 0 , t 0 ), . . . , (m n , t n )}) which may contain several typed zones, we compute the normalization of all the zones at once. Then reduction picks one zone Z i , and goes through the other zones, looks for a zone that can be merged with Z i . A join needs to be calculated, and if the join is exact, the reduction merges both zones into one new zone and proceeds with the other zones. The complexity of a normalization (Floyd-Warshall algorithm) is O(l 3 ), where l is the length of the side of m k (number of program and index variables). The most costly part of the algorithm, the exact join detection, has a worst-case complexity bound in O(l 3 + r 1 r 2 ), where r k is the number of edges in difference matrix w r , but the detection may finish quickly when the join is not exact, which occurs often in practice. Overall the worst-case complexity of the reduction is O(n 2 × l 3 ). The algorithm is sound:
Upper Bound Operator
We now propose an algorithm to compute upper bounds for typed zone constraints, which will also serve as a basis for a widening operator (Sect. 5.4). We assume two abstract values
× are given, and we assume X In order to avoid such imprecision, the abstract join algorithm should perform some rewriting steps on both inputs before it actually computes the lower bound on zones. In the case of our example, X Applying the lower bounds on zone constraints will then produce the desired result. These transformations do not modify the concretization, as shown by Property 2. For a better illustration, we summarize the general algorithm in Figure 4 and show a step-by-step execution of the algorithm, on the case of the above example
duplicates: P0 duplicates: P1 deletable common duplicates: C choose a best pair of contractions
in Figure 5 . For the sake of simplicity, we omit the constraint y = 1 as it is appears in both operands and can be handled trivially. So the general algorithm consists of five steps: 
-Find Deletable Common Duplicates. Considering now the 2 operands together, we can find the set of the common duplicates of the 2 operands: P 0 ∩ P 1 . Then some subsets of this set, which are actually some common duplicates, can be deleted from both operands to compute two contractions. This step searches for the set of this kind of subsets that C denotes.
-Choose a Best Pair of Contractions. Taking the 2 operands of our example, C contains both {(x, i), (0, x)} and {(i, x), (x, 0)}. Although the concretization of a contraction is always the same as the one of the original matrix, if we forecast the next step -the intersection of both contractions, the choice of the Initial operands:
. .} Choose a best pair of contractions:
Final join: 
After normalization:
Sets of duplicates:
. .} Sets of deletable duplicates:
. .} Choose a best contraction:
Final join: Computation of a New Zone. So far, we focused on the case where both operands of ⊔ ♯ consist of exactly one zone. In practice, most cases fall out of this scope. We consider here the case where the left argument contains no zone and the right operand contains one zone, and we will treat the general case in the next paragraph. This case is typically encountered when computing an abstract join after the first iteration of a loop that initializes a spreadsheet zone. For instance, such a program would give us abstract states X ♯ 0 = ({i = 1}, ∅) at iteration 0 and X ♯ 1 = ({i = 2}, {({x = 1, y = 1}, int)}) at iteration 1. Then X ♯ 0 is actually equivalent to abstract state ({i = 1}, {(⊥ zone , int)}) where ⊥ zone denotes the MMM with empty concretization, hence the empty zone. We remark that the constraints of the zone can in both cases be rewritten into {1 ≤ x ≤ i − 1, y = 1}: indeed, when i = 1, this is equivalent to the empty MMM. Thus, ({i : [1, 2] }, {({x : [1, i − 1], y = 2}, int)}) is an over-approximation for both operands, hence a valid result for ⊔ ♯ . We assume that operands are of the form
Then, we follow the algorithm given in the case of two abstract states with exactly one zone up to the step normalization. Then for the following two steps about duplicates, as the zone of the left operand is ⊥ zone , we calculate only the part of the right operand. Then for the step of choosing a contraction, we search for a set of deletable duplicates in D 1 to delete, thus computes a contraction m * 1 of m *
If such a m * 1 can be found, ⊔ ♯ keeps it for MMMs of both operands, and computes a join for the DBMs of both operands. Otherwise, the right hand zone is discarded. Fig. 6 shows this algorithm on the above example.
Case of an Arbitrary Number of Zones. We now consider the case of two
In that case, abstract join operator ⊔ ♯ should identify pairs of zones that can be overapproximated with minimal loss of precision, and zones in the right hand side argument that can be joined with an empty zone with no loss of precision. Precisely, the steps of the normalization and the calculation of duplicates can be first done on every zone of both operands at once. Then for one zone (m 0,i , t 0,i ) of X ♯ 0 , the algorithm goes through the zones of X ♯ 1 , proceed the step of deletable common duplicates and see if an optimal pair of contractions can be found. If so, the algorithm considers the pair of zones is identified; otherwise, it continues to examine the rest of the zones in X ♯ 1 . In the end if a pair of zones is identified, it adds their join to the result set, and remove them from both operands; otherwise, it adds the join of (m 0,i , t 0,i ) and (⊥ zone , t 0,i ) to the result set, and remove the zone from X ♯ 0 . The whole algorithm proceeds this way for each zone in X ♯ 0 . The most costly step of a join of 2 zones is to compute the sets of deletable common duplicates C: larger the sets of duplicates and their intersection are, more computation it requires. The complexity of the step to choose a best pair of contractions is proportional to the size of C and the one of each element. Finally the number of zones in each operand and the size of m k also determines the complexity of the entire operation.
Widening Operator
Abstract join operator ⊔ ♯ shown in Sect. 5.3 returns an upper bound of its argument, but does not enforce termination of abstract iterates. However, we can extend ⊔ ♯ into a widening operator as follows:
-we let ∇ ♯ use a widening operator ∇ 
Analysis
Transfer functions shown in Sect. 5.1 and the reduction, join and widening operators of Sect. 5.2-5.4 allow us to define a standard abstract interpretation based static analysis for the restricted spreadsheet language of Sect. 3. Our analysis implements a classic iteration engine over the program control flow graphs, and performs widening at loop heads. We use a delayed widening iteration strategy, where the regular join operator ⊔ ♯ is used in the first iterations over each loop, and ∇ ♯ is used for the following iterations. The reduction operator of Sect. 5.2 is used after the computation of transfer functions which modify the structure of zones. It is not applied to the widening output, as this might break termination. Our analysis is sound in the sense of the correctness theorem below:
is reachable for →, and (l, ρ) → Ω, then an alarm is reported at l.
Prototype and Results
The analysis was implemented in OCaml and represents around 3000 lines of code, including a front-end for our restricted spreadsheet language. We have applied our analysis to a number of small programs and examined type properties of the arrays that they manipulate. We ran the analysis on programs consisting of a single loop as well as programs with nested loops. In the table, we show the size in pre-processed lines of code and the analysis time without any spurious type warning on a 2.80 GHz Intel Core Duo with 4GB RAM. The analyzer raises various type errors (e.g., Ω assign ) if they exist in the programs.
Benchmark
Loop 
Conclusion and Future Work
Our proposal enables static analysis of spreadsheet programs and verifies that an important class of type errors will not occur. It is based on a combination of numeric abstraction to describe spreadsheet zones and a type abstraction over cell contents. The upper bound operators of our abstract domain accommodates an underapproximation operation of a sub-domain. [17] presents generic procedures that work for any base domain to compute under-approximations. In comparison with their approach, our domain is adapted specifically for the application, thus closer to a precise and efficient analysis for spreadsheet programs.
Substituting other lattices to the type lattice used in this paper will allow us to carry out other analyses. E.g. in practice we may relax the exact type characterization and permit approximate types (e.g. "int or bool") to more compactly capture zones which maybe otherwise need to be split to a large number of smaller zones. Existing work has considered other type properties, such as units and dimensions properties [18, 19] (e.g., distinguishing hours, minutes, seconds, etc.), albeit only at the interface level, whereas we are considering the spreadsheet programs. Our work could be extended to deal with notions of units in a very straightforward manner by only substituting lattices. Information to build that lattice could be determined from header and labels in the spreadsheets.
Another important extension of our work would be to deal with a full spreadsheet language instead of the restricted language considered in this paper, so as to analyze industrial applications.
Our work also opens some more theoretical abstract domain design issues. In particular, it would be interesting to explore other instantiations of the abstract domain, with other kinds of numerical constraints over zones. For instance, we may consider octagons [20] (also allowing constraints of the form x + i ≥ c where i is a program variable), or simple disequalities [21] . This would require a more general representation of zone constraints, and operators to cope with this more general representation. Last, it would also be interesting to extend array content analysis such as [22, 23] to our two dimensional zones, so as to discover relations between program variable data and more complex properties of contents of spreadsheet zones.
