Introduction
Atmosphere-ocean general circulation models (AOGCMs) are very useful for assessing the evolution of the earth's climate system. However, the spatial resolution of AOGCMs is too coarse for regional and local climate studies. The above limitation has led to the development of downscaling techniques. These techniques include dynamical downscaling which includes a set of physically based limited area models (Eum et al. 2012) , and statistical downscaling which identifies a statistical link between large scale atmospheric variables (predictors) and local variables (predictands) (Benestad et al. 2008) . Among a number of weather variables, precipitation poses the largest challenges from a downscaling perspective because of its spatio-temporal intermittence, its highly skewed distribution and its complex stochastic dependencies. In several hydro-climatic studies, precipitation is shown to be the most dominating weather variable to explicitly affect water resources systems, since it plays an important role in the dynamics of the hydrological cycle. Precipitation data is generally collected at various sites, and downscaling techniques are required to adequately reproduce the observed temporal variability and to maintain the consistency of the spatiotemporal properties of precipitation at several sites. Properly reproducing the temporal variability in downscaling applications is very important in order to adequately represent extreme events. Furthermore, maintaining realistic relationships between multisite precipitations is particularly important for a Abstract Probabilistic regression approaches for downscaling daily precipitation are very useful. They provide the whole conditional distribution at each forecast step to better represent the temporal variability. The question addressed in this paper is: how to simulate spatiotemporal characteristics of multisite daily precipitation from probabilistic regression models? Recent publications point out the complexity of multisite properties of daily precipitation and highlight the need for using a non-Gaussian flexible tool. This work proposes a reasonable compromise between simplicity and flexibility avoiding model misspecification. A suitable nonparametric bootstrapping (NB) technique is adopted. A downscaling model which merges a vector generalized linear model (VGLM as a probabilistic regression tool) and the proposed bootstrapping technique is introduced to simulate realistic multisite precipitation series. The model is applied to data sets from the southern part of the province of Quebec, Canada. It is shown that the model is capable of reproducing both at-site properties and the spatial structure of daily precipitations. Results indicate the superiority of the proposed NB technique, over a multivariate autoregressive Gaussian framework (i.e. Gaussian copula).
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number of applications such as hydrological modelling. Indeed streamflows depend strongly on the spatial distribution of precipitation in a watershed (Lindström et al. 1997) .
Several statistical downscaling techniques have been developed in the literature. These methods can be divided into three main approaches: stochastic weather generators (Wilks and Wilby 1999) , weather typing (Conway et al. 1996) and regression methods (Hessami et al. 2008; Jeong et al. 2012a, b) . Classical regression methods are commonly used because of their ease of implementation and their low computational requirement but they have several inadequacies. First and most importantly, they generally provide only the mean or the central part of the predictands and thus they underrepresent the temporal variability (Cawley et al. 2007 ). Second, they do not adequately reproduce various aspects of the spatial and temporal dependence of the variables (Harpham and Wilby 2005) .
In this regard, probabilistic regression approaches have provided useful contributions in downscaling applications to accurately reproduce the observed temporal variability. Probabilistic regression approaches include: the Bayesian formulation (Fasbender and Ouarda 2010) , quantile regression (Bremnes 2004; Friederichs and Hense 2007; Cannon 2011 ) and regression models where outputs are parameters of the conditional distribution such us the vector form of the generalized linear model (VGLM), the vector form of the generalized additive model (VGAM) (Yee and Wild 1996; Yee and Stephenson 2007 ) and the conditional density estimation network (CDEN) (Williams 1998; Li et al. 2013a, b) . Probabilistic regression approaches enable the definition of a complete dynamic univariate distribution function. In the case of VGLM, VGAM and CDEN, the output of the model is a vector of parameters of a distribution which depends on the predictor values. In addition to the location parameter (namely the mean), the scale and shape parameters can vary according to the updated values of atmospheric predictors and thus allowing for a better control and fit of the dispersion, skewness and kurtosis. Therefore, simulation of downscaled time series with a realistic temporal variability is achieved by drawing random numbers from the modeled conditional distribution at each forecast step (Williams 1998; Haylock et al. 2006) . In this respect, the problem that arises is how to extend probabilistic regression approaches to multisite downscaling tasks.
Operationally, the multi-site replicates of the field predictands are readily obtained in the simulation stage. Generally, generating from a probabilistic regression model can be achieved by drawing random numbers from the uniform distribution and then applying the inverse cumulative distribution function of the parent distribution obtained from the probabilistic regression model. We must keep in mind that, the parameters of the parent distribution change at each forecast step based on the updated values of large-scale atmospheric predictors. To obtain spatially correlated simulations using probabilistic regression models, we need to simulate uniform random variables that are correlated. Thus, generating from a multivariate distribution on the unit cube (i.e., with uniform margins) could solve the issue. Such a multivariate distribution is called a copula. Copula functions allow describing the dependence structure independently from the marginal distributions and thus, using different marginal distributions at the same time without any transformations. During the last decade, the application of copulas in hydrology and climatology has grown rapidly. An introduction to the copula theory is provided in Joe (1997) and Nelsen (2013) . The reader is directed to Genest and Chebana (2015) and Salvadori and De Michele (2007) for a detailed review of the development and applications of copulas in hydrology including frequency analysis, simulation, and geostatistical interpolation (Bár-dossy and Li 2008; Chebana and Ouarda 2011; Requena et al. 2015; Zhang et al. 2015) . In recent years, copula functions have been widely used to describe the dependence structure of climate variables and extremes (AghaKouchak 2014; Guerfi et al. 2015; Hobaek Haff et al. 2015; Mao et al. 2015; Vernieuwe et al. 2015) .
To extend the probabilistic regression approach to multisite and multivariable downscaling, Ben Alaya et al. (2014) proposed a Gaussian copula procedure. Nevertheless, this approach does not take into account cross-correlations lagged in time and thus it cannot reproduce the short term autocorrelation properties of downscaled series such us the lag-1 cross-correlation. To solve this issue Ben Alaya et al. (2015) employed a multivariate autoregressive field as an extension to the Gaussian copula to account for the lag-1 cross-correlation. On the other hand, a careful examination of the dependence structure in hydrometeorological processes using copula reveals that the meta-Gaussian framework is very restrictive and cannot account for features like asymmetry and heavy tails and thus cannot realistically simulate the multisite dependency structure of daily precipitation (El Adlouni et al. 2008; Bárdossy and Pegram 2009; Lee et al. 2013) .
To exploit this knowledge for precipitation simulation, Li et al. (2013a, b) and Serinaldi (2009a, b) considered copulas to introduce non-Gaussian temporal structures at a single site. Bargaoui and Bárdossy (2015) employed a bivariate copula to model short duration extreme precipitation. For multisite precipitation simulation, Bárdossy and Pegram (2009) and AghaKouchak et al. (2010) introduced non-Gaussian spatial tail dependency structures by simulating precipitation from a v-transformed normal copula proposed by Bárdossy (2006) . Other theoretical models of copula can also be used to reproduce this spatial tail dependency such as metaelliptical copulas (Fang et al. 2002) or using vine copula (Gräler 2014) .
In the case of precipitation simulation it would be useful to implement a spatiotemporal flexible copula that allows simultaneously modelling both temporal and spatial dependency. To our best knowledge, such a copula has not been exploited in the hydrometeorological literature including for downscaling, except for the multivariate autoregressive meta-Gaussian copula. Nevertheless, in the statistical literature Smith (2014) employed a vine copula to achieve this end. In the last decade, vine copulas emerged as a new efficient technique in econometrics. Vine copula use pair copula building blocks offering a flexible way to capture the inherent dependency patterns of high dimensional data sets, with regard to their symmetries, strength of dependence and tail dependency. On the other hand, the full specification of a vine copula model is not straightforward, since it requires the choice of a tree structure of the vine copula, the copula families for each pair copula term and their corresponding parameters (Czado et al. 2013 ). In addition, the application for spatial and temporal structure dependency greatly increases the number of parameters which would unquestionably make the model less parsimonious and increase the associated uncertainty.
In order, to avoid any model misspecification, information about the data dependence structure can be reproduced in the simulation step by resampling using the data ranks (Vinod and López-de-Lacalle 2009; Vaz de Melo Mendes and Leal 2010; Srivastav and Simonovic 2014) . Indeed the data ranks are the statistics retaining the greatest amount of information about the data dependence structures (Oakes 1982; Genest and Plante 2003; Song and Singh 2010) . In this respect, the aim of the present paper is to propose a new approach to maximize the amount of information about the dependence structure that is preserved in the simulation step from a probabilistic regression downscaling model. Hence, instead of using a flexible copula, a simple non-parametric bootstrapping technique is employed. The procedure consists in generating uniform random series between 0 and 1 and then sorting them according to their observed ranks. The resulting multisite precipitation downscaling model involves a new hybrid procedure merging a parametric probabilistic regression model (the VGLM) and a non-parametric bootstrapping (NB) technique. The introduced bootstrapping technique represents a fair compromise between simplicity and flexibility to generate realistic multisite properties of precipitation from a probabilistic regression model.
Since traditional multisite resampling techniques are closely related to observed data, they suffer from the inability to generate values that are more extreme than those observed. In this respect, the main advantage of the proposed non parametric resampling approach compared to traditional non-parametric techniques, is its ability to mimic only the observed ranks without affecting the univariate marginal properties. Indeed the proposed VGLM-NB model takes advantage of the probabilistic regression component to allow univariate margins to be dynamic and thus varying in the future according to the large scale atmospheric predictors. This attractive characteristic helps to preserve the dependence structure without tying the simulations too close to observed data.
The paper is structured as follows: after this introduction, the proposed hybrid multisite VGLM-NB model is described. An application to a case study of daily data sets from the province of Quebec is carried out. The model validation is done using statistical characteristics such as mean, standard deviation, dependence structure (both spatial and temporal), precipitation indices and an entropy-based congregation measure. Obtained results are compared to those corresponding to a VGLM-MAR which is a VGLM combined with multivariate autoregressive (MAR) Gaussian field. Finally discussions and conclusions are given.
Study area and data
Observed daily precipitations from nine Environment Canada weather stations located in the province of Quebec (Canada) are used in this study (see Fig. 1 ). The list of stations is presented in Table 1 . Predictor variables are obtained from the reanalysis product NCEP/NCAR interpolated on the CGCM3 Gaussian grid (3.75° latitude and longitude). Six grids covering the predictand stations area are selected (see Fig. 1 ), and 25 NCEP predictors are available for each grid (see Table 2 ). Thus, a total of 150 daily predictors are available for the downscaling process. To reduce the number of predictors, a principal component analysis (PCA) is performed. The first principal components that preserve more than 97% of the total variance are selected. The data sets cover the period between January 1, 1961 and December 31, 2000. This record period is divided into two periods for the calibration (1961) (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) and the validation (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) .
Methodology
In this section, the proposed VGLM-NB model is presented. The corresponding probabilistic framework is presented with a description of the conditional BernoulliGeneralized Pareto regression model and the proposed nonparametric bootstrapping technique.
Vector generalized linear model
The precipitation amount distribution, at a daily time scale, tends to be strongly skewed, and is commonly assumed to be gamma distributed (Stephenson et al. 1999; Giorgi et al. 2001; Yang et al. 2005) . In a regression perspective, the generalized linear model (GLM) extends classical regression to handle the normality assumption of the model output. Here the output may follow a range of distributions that allow the variance to depend on the mean such us the exponential distribution family and particularly the Gamma distribution (Coe and Stern 1982; Stern and Coe 1984; Chandler and Wheater 2002) . Nevertheless, recent findings suggest that the gamma distribution can be unsuitable for modeling precipitation extremes since it is very restrictive and cannot account for features like heavy tails. Therefore, to treat this issue, other options have been proposed in the literature, particularly the generalized Pareto (GP) and the reverse Weibull (WEI) distributions (Ashkar and Ouarda 1996; . However, due to the fact that the variance does not depend on the mean, these two distributions cannot be used in a GLM. Vector generalized linear models (VGLMs) have been developed to handle this inadequacy (Yee and Stephenson 2007) . Instead of the conditional mean only, VGLM provides the entire response distribution by employing a linear regression model where the outputs are vectors of parameters of the selected conditional distribution (Kleiber et al. 2012) . Moreover, in downscaling applications, VGLM has a particular advantage since it allows reproducing a realistic temporal variability of the downscaled results by drawing values from the obtained conditional distribution at each forecast step. Component U at 500 hPa 22 Specific humidity at 500 hPa 10 Component V at 500 hPa 23 Specific humidity at 850 hPa 11 Vorticity at 500 hPa 24 Specific humidity at 1000 hPa 12 Geopotential at 500 hPa 25 Temperature at 2 m 13 Wind direction at 500 hPa The structure of the proposed model allows considering a suitable distribution for each station. Among several options proposed in the literature, Gamma, mixed exponential, GP and reverse WEI are the most commonly used and are therefore considered in the current work to represent the precipitation amount on wet days (days with positive values of precipitation amounts, when precipitation falls). However, for the sake of simplicity, only one distribution that provides a good overall fit for all stations is selected. In our study, the examination of the Q-Q plots presented in Fig. 2 reveals that all these distributions fit fairly well the precipitation amounts. However, the GP distribution is chosen since it is more successful in reproducing the upper tails. The expression of the zero adjusted GP distribution is given by:
where y is the precipitation amount, ( > 0) and β (where 1 + y∕ > 0) are respectively the scale and the shape parameters of the zero-adjusted GP model. Therefore, a mixed Bernoulli-GP distribution with a vector of parameters p = ( , , ) is considered to represent the whole precipitation distribution that includes both occurrences and amounts in a single distribution. The vector of parameters includes the probability of precipitation which is the parameter of the Bernoulli process, and the scale ( > 0) and shape β (where 1 + y∕ > 0 and y represents the precipitation values) are parameters of the zero adjusted GP distribution. Hence, the proposed precipitation model can be considered as a mixture of Dirac mass on zero (representing the probability on zero) and GP distribution for precipitation amounts (representing positive values of precipitation amounts). Using the VGLM, these parameters are considered to vary for a given day t according to the value of large-scale atmospheric predictors x(t). However, only the shape parameter β is fixed to guarantee the convergence of the maximum likelihood estimates. For the parameter of the probability of precipitation occurrences we adopt a logistic regression which is expressed as:
where a is the coefficient of the logistic model. The scale parameters (t) are modeled using an exponential link written as:
where b is the coefficient of the model. Thus, the conditional Bernoulli-GP density function for the precipitation y(t) on a day t is expressed as:
The coefficients a, b and β are obtained following the method of maximum likelihood by minimizing the negative log predictive density (NLPD) cost function (Haylock et al. 2006; Cawley et al. 2007; Cannon 2008): via the simplex search method of Lagarias et al. (1999) . This is a direct search method that does not use numerical or analytic gradients. Now, consider a calibration period of length T and precipitation series at several sites j = 1, 2, … , m. While in the current case study m = 9 sites, the proposed methodology is very general and can also be conducted using large number of sites. The proposed VGLM regression can be trained separately for each precipitation variables y j at the site j, and thus to obtain the estimated parameters p j (t) and the conditional distributions f tj (y j |x(t))for each day t = 1, 2, … , T. Fig. 3a shows the steps involved for estimating the parameters of the VGLM models. 
Non parametric bootstrapping technique
These dynamic marginal distributions obtained from the VGLM models can be coupled with a random field with uniform margins. Thus, in simulation, generation of the multi-site replicates of the precipitation field is readily achieved by generating properly associated multivariate variants between 0 and 1 with uniform margins, which are back-transformed to synthetic field predictands by applying the inverse cumulative distribution function. To address this point, hidden multivariate variants u(t) = u 1 (t), … , u d (t) uniformly distributed between 0 and 1 are extracted where u j (t) for j = 1, … , m are obtained from the following equation:
where F tj is the cumulative distribution function at time t for site j obtained from the VGLM model. Figure 3b shows the steps involved in obtaining the hidden multivariate variants over the calibration period. First, the VGLM can be evaluated during the calibration period separately for each station. This will allow obtaining the entire conditional distribution for each day from the calibration period. Then the obtained conditional CDFs can be applied to their corresponding predictand values to express precipitation as a probability of non-exceedances ranging from 0 to 1. In order to map u j (t) onto the full range of the uniform distribution between 0 and 1, the cumulative probabilities F tj (y j (t)) are randomly drawn from a uniform distribution on [0, 1 − (t)] for dry days. The resulting data matrix u(t) represents values between 0 and 1 that contain the unexplained information by the VGLM model including spatial dependence structures and long term and short term temporal structures.
The question that should be addressed in this step is: "how to extract information about the data dependence structure from the data matrix u(t), and how to preserve this information in the simulation step?". This information is contained in the ranks matrix R of the data matrix u(t) (Oakes 1982; Genest and Plante 2003; Song and Singh 2010) . Hence, if the ranks of the data matrix u(t) are preserved in the simulation, the data dependence structure will be preserved as well. Recall that copula functions allow modelling the data ranks in order to model the data dependence structure. Thus, the rank matrix R can be modeled using a multivariate copula. In the case of precipitation simulation it would be useful to simulate from a flexible multivariate copula model that preserves both temporal and spatial dependence structures. However achieving such flexibility may require an increasing number of parameters which would makes the copula model less parsimonious and increases the associated uncertainty without ensuring
that the ranks of the data will be preserved. In this respect, to avoid any model misspecification, the rank matrix R can be used in the simulation to preserve a great amount of information about the data dependence structure. The idea consists in generating multivariate random variables from the uniform distribution with the same dimension as the matrix R, and then ordering each column according to the corresponding column in R.
Finally the synthetic precipitation series during the validation period can be obtained from the VGLM-NB model using the following three steps.
Randomly generate multivariate random variables
from the uniform distribution with same dimension as the matrix R during the validation period. 2. Sort each column of the obtained matrix in step (1) according to the corresponding column in R. 3. Apply the inverse cumulative Bernoulli-GP distribution expressed in Eq. (3) for each site j and for each forecast day t from the validation period to the sorted matrix obtained in step (2).
Let us now consider the univariate variant u j (t) at a site j and the same variant u j (t + h) lagged by h days. Since the rank column R j on this site j is preserved, the ranks matrix h j of the data matrix [u j (t), u j (t + h)] will be preserved as well. This implies that the proposed approaches can be expected to preserve the temporal correlation at individual sites during the simulation. The proposed NB approach is similar to a copula, since both are based on the generation of uniformly distribution random variables that are correlated, except that copula allows modelling the ranks matrix whereas the proposed approach mimics the data ranks rather than modeling them.
As discussed by , taking into account the spatial correlation and the short term autocorrelation in a probabilistic regression model can be introduced in two ways: (1) by introducing the precipitation at previous time steps as an additional covariate, or (2) by using a random field with uniform marginals and a suitable spatio-temporal structure. The first way implies a sequential simulation; it can be used for cases involving a small number of sites (Serinaldi 2009a, b; Kleiber et al. 2012 ). In the second way, multisite characteristics and temporal autocorrelation are introduced in the simulation stage using correlated random numbers with uniform marginal distributions. This second way is adopted in the current work. This technique avoids a sequential simulation conditioned on the simulation of the precipitation at the previous time steps and can be adapted for a large number of sites. In the proposed approach the probabilistic regression component uses a single discrete-continuous distribution and thus avoids the split between occurrence process (the transition between wet and dry days) and precipitation amount process (positive precipitation values in wet days). In this way, the number of the random field substrates to be used in the simulation stage is reduced from two (one for the occurrence process and one for the amount process) to one, thus making the model more parsimonious.
Quality assessment of downscaled precipitation
To assess the performance of the proposed VGLM-NB model, we compare it to VGLM-MAR which is a downscaling model using the same mixed Bernoulli-Generalized Pareto distribution and extended to multisite tasks using a first order multivariate autoregressive random field framework (Ben Alaya et al. 2015) .
Quality assessment of univariate characteristics
Two approaches are considered for the quality assessment of univariate characteristics of the VGLM-NB model. The first approach is based on a direct comparison between the estimated and observed values using statistical criteria, while the second approach is based on calculating climate indices. In the two validation approaches, the VGLM-NB model results are compared to those obtained using the VGLM-MAR.
In the first validation approach, four statistical criteria are used for model validation. These criteria are:
where n denotes the number of observations, y obs t refers to the observed value, y est t is the estimated value, t denotes the day, σ is the standard deviation, a the number of false alerts for observed dry days, and b is the total number of observed dry days.
The first criterion is the mean error (ME) which is a measure of accuracy. The second criterion is the root mean square error (RMSE) which is given by an inverse measure of the accuracy and must be minimized, and the third criterion D measures the difference between observed and modeled variances, this criterion evaluates the performance of the model in reproducing the observed variability. The
last criterion, the false alarm rate (FAR), is the fraction of false alerts associated with observed dry days and must be minimized. In a second validation approach, a set of several precipitation indices that reflect precipitation variability on a seasonal and monthly basis are considered. Five indices related to precipitation amounts are considered: the mean precipitation of wet days (MPWD), the 90th percentile of daily precipitation (Pmax90), the maximum 1-day precipitation (PX1D), the maximum 3-day precipitation (PX3D), and the maximum 5-day precipitation (PX5D). In addition, three other indices are considered for precipitation occurrences: the maximum number of consecutive wet days (WRUN), the maximum number of consecutive dry days (DRUN) and the number of wet days (NWD). All indices are calculated on a monthly time scale, whereas the P90max is calculated on a seasonal time scale.
Quality assessment of multisite characteristics
Multisite characteristics are verified using scatter plots of observed and modeled lag-0 and lag-1 cross-correlations and log odds ratios (LOR). Lag-0 cross correlations correspond to cross correlations between all pairs of data (not lagged in time) whereas Lag-1 cross correlations correspond to cross correlations between all pairs of data lagged by 1 day.
A log-odds ratio between a pair of stations i and j is expressed as:
where p00 i,j , p11 i,j , p10 i,j , p01 i,j are the joint probabilities of no rain at either one of the two stations, rain at both stations, rain at station i and no rain at station j, and finally no rain at station i and rain at station j, respectively. The log odds ratio provides a measure of the spatial correlation between precipitation occurrences at each pair of stations where higher values indicate better defined spatial dependence (Mehrotra et al. 2004; Mehrotra and Sharma 2006) .
The dynamics of flood events are strongly related to the simultaneous occurrence of extreme precipitation at several sites. A pairwise correlation is often used for the specification of multisite precipitation models (this is the case of the VGLM-MAR). On the other hand multisite properties of extreme precipitation could be related to higher-order correlations than a traditional pairwise correlation . In this respect, a diagnostic based on higher order correlations between extreme precipitations is necessary but often ignored. To this end, Bárdossy and Pegram (2009) introduced the binary entropy as a measure of dependence in a given triplet. This measure overcomes (11) LOR i,j = ln p00 i,j p11 i,j p10 i,j p01 i,j , a pairwise validation in order to look effectively at the high-order dependence properties. The entropy theory was first formulated by Shannon (1948) to provide a measure of information contained in a set of data. To calculate the binary entropy, we first fix a given quantile threshold to divide each precipitation series into binary sets by allocating 0 to the lower partition defined by the threshold and 1 otherwise. At each day, the eight possible states of a given binary triple can be defined using the set {i, j, k} for i, j, k = 0, 1. Then, the eight binary probabilities p (i, j, k) , for i, j, k = 0, 1 can be calculated over all days from the validation period. For example, p (1,1,1) represents the probability that all three binary sets on a given day are simultaneously equal to 1, and p(0,0,0) that they are all equal to 0. The binary entropy H can be computed as Hence, the lower the entropy is, the stronger will be the association between the variables at a given threshold.
Results
The VGLM-NB model was trained for the calibration period , using precipitation data series from the nine stations and the 40 predictors obtained by the PCA. Once the parameters of the conditional Bernoulli-GA distribution ( j (t), j (t) and j (t)) have been estimated for each day t and for each site j over the calibration period, all the obtained conditional marginal distributions were used to obtain the hidden variables u(t) and then to calculate the rank data matrix R. Finally, for each of the nine sites, 1000 daily precipitations series were generated during the validation period (1981-2000) using VGLM-NB described in Sect. 3 and the VGLM-MAR for comparisons. We assume that 1000 simulations are sufficiently enough to provide stable estimates of precipitation characteristics. Figure 4 shows an example of one precipitation simulation obtained using the VGLM-NB model at Cedars station during the year 1981. Based on the simulated series, VGLM-NB seems to be able to preserve at site properties of the natural process of both precipitation amounts and precipitation occurrences.
For the evaluation of the univariate characteristics of VGLM-NB and VGLM-MAR using statistical criteria, the RMSE and ME where calculated using the conditional means of 1000 realisations, whereas the differences between observed and modeled variances where calculated using the mean variance values of the 1000 simulations. Table 3 shows values of the obtained criteria. Generally, the two compared models give similar results in terms of RMSE, ME and D. This result is expected since both VGLM-NB and VGLM-MAR have the same probabilistic regression component. For precipitation occurrences, in terms of FAR results show that VGLM-NB has fewer FAR over all stations. This result shows that, although both VGLM-NB and VGLM-MAR are trained using the same probabilistic regression component (the Bernoulligeneralized Pareto regression model), the non-parametric bootstrapping technique leads to better at-site results than the MAR approach. In addition, by the evaluation of univariate characteristics using precipitation indices, the RMSE values of these indices (presented in Table 4) show that VGLM-NB performs better than VGLM-MAR for all indices, except for the 90th percentile of daily precipitation. This result demonstrates that the VGLM-NB is more able to represent precipitation variability on a monthly basis than the VGLM-MAR. To evaluate the ability of both VGLM-NB and VGLM-MAR to simulate short term autocorrelation, Fig. 5 shows observed and modeled lag-1 autocorrelation for precipitation series at the nine stations during the validation period. It can be seen from Fig. 5 that VGLM-NB preserves more adequately the lag-1 autocorrelation at a single site.
To evaluate the ability of the models to simulate spatially realistic precipitation fields, Fig. 6 compares the distribution of observed and downscaled daily average precipitations over the nine stations for VGLM-NB, VGLM-MAR and univariate VGLM without multisite extension. The comparison with the univariate VGLM is beneficial to identify the real gain contributed by the two multisite components of VGLM-NB and VGLM-MAR. The observed and modeled CDFs are presented in Fig. 6a and the Q-Q plots for quantiles corresponding to non-exceeded probabilities ranging between 0.01 and 0.99 with a step of 0.01
in Fig. 6b . Results indicate that the performance of VGLM-NB in reproducing the distribution of daily average precipitation is satisfactory compared to VGLM and VGLM-MAR. Both VGLM and VGLM-MAR underestimate the higher precipitation amounts and overestimates the lower precipitation amounts. Although VGLM-NB slightly overestimates observed quantiles, it tends to fairly well reproduce low and high values. This overestimation may be explained by the fact that VGLM-NB supposes that the rank matrix of the variants u(t) remain the same during the validation period. Figure 7 shows scatterplots between observed and modeled lag-0 and lag-1 cross-correlations for all station pairs considering only wet days during the validation period. Lag-0 cross-correlation is presented in Fig. 7a and lag-1 cross-correlation in Fig. 7b . The correlation values for each model are obtained using the mean of the correlation values calculated from the 1000 realisations. For lag-0 crosscorrelation, the points correspond to all 36 combinations of pairs of stations, while for lag-1 cross-correlation points correspond to all 81 combinations because lag-1 cross-correlations are generally not symmetric. Figure 7a shows that observed values of lag-0 cross-correlation range between −0.02 and 0.65. VGLM-NB gives better preservation of lag-0 cross-correlation than both VGLM-MAR and traditional VGLM. Because VGLM is not a multisite model, it gives the poorest performances and generally underestimates lag-0 cross-correlations. Figure 5b indicates that, for the lag-1 cross-correlation, observed values range between −0.1 and 0.28. For VGLM-NB the performance in reproducing lag-1 cross correlation is less good than the on corresponding to lag-0 cross correlation. However, this performance seems to be always better than the two other models.
To further evaluate the multisite performance, Fig. 8a presents observed and modeled log odds ratios for the VGLM-NB, VGLM-MAR and univariate VGLM at all stations. Results indicate that the VGLM-NB model provides very close correspondence with observed log odds ratios and gives better results than the two other models. VGLM-MAR outperforms the univariate VGLM but its results are less accurate than VGLM-NB, especially when the observed correlations are high. Figure 9 shows scatter plots of observed and modeled binary entropy for precipitation occurrences (Fig. 9a) and at three quantile thresholds: 0.75 (Fig. 9b) , 0.90 (Fig. 9c ) and 0.975 (Fig. 9d) . Points correspond to all combinations of stations triplets. It can be seen from Fig. 9a that simulated precipitation occurrences using both VGLM and VGLM-MAR data exhibit higher binary entropy values than observed data. Similar results were found for binary entropy corresponding to the quantile thresholds 0.75, 0.90 and 0.95. This result indicates that the Gaussian dependence structure is not enough to capture the stronger association of extreme precipitation. It is clear that the VGLM-NB is closer to the data across the range of the binary entropy H than the VGLM-MAR model, indicating that non-parametric bootstrapping simulation is an improvement over the multivariate autoregressive Gaussian framework. In reality, this result is expected, since the VGLM-MAR captures the spatial structure by modeling a combination of bivariate relationships using the Gaussian copula. Improving the capture of spatial structure using parametric models requires the application of high-dimensional copulas such us a vine copula.
Discussions
Unlike the VGLM-MAR, an attractive characteristic of the proposed VGLM-NB is that pairwise correlations are not used for the model definition. Indeed, the employed nonparametric bootstrapping technique does not model dependency structures but mimics the observed data ranks to preserve the unexplained multisite properties by the VGLM.
As it is the case for most resampling methods (Ouarda et al. 1997; Brandsma 1999, 2001; Mehrotra and Sharma 2009; Lee et al. 2012 ), this approach is data driven, non-parametric and thus avoiding any model misspecification when preserving multisite properties. However, while resampling models suffer from the inability to generate values that are more extreme than those observed, the probabilistic regression component of the proposed hybrid model allows overcoming this drawback. Indeed, regression methods and resampling techniques can be combined to take advantage of their strengths for downscaling tasks. For this purpose, a widely used approach consists in using resampling or randomisation methods to address the inability of the traditional regression component to preserve the temporal variability and multisite properties (Jeong et al. 2012a , 2013; Khalili et al. 2013) . These hybrid approaches are based on a static noise observed during the calibration of the regression component. Therefore, the part of the variability which is explained by the randomization component does not depend on the predictors, and thus, it is supposed to be constant in a changing climate. For this reason, this traditional hybrid structure may not represent local change in the temporal variability in a climate change simulation. Hence, the hybrid structure employed here to describe the VGLM-NB (as well as the VGLM-MAR), allows the temporal variability to be reproduced in the regression component (using the VGLM component) and thus it may change in the future according to the large scale atmospheric predictors.
Although the proposed non parametric approach allows preserving the multisite dependence structure at gauged sites, this dependence structure is still unknown. In regionalization applications where simulations at ungaged locations are required it is imperative to know the structure of the spatial dependence. In such a situation, a spatial model is required and thus modelling the data ranks through copulas would be more advantageous. Another limitation of the proposed approach is that the data rank matrix of the hidden variants u(t) is supposed to be the same (i.e. stationary) in the future. In this respect, allowing the dependence to be dynamic requires also a parametric modelling.
It should be mentioned that a very important point that has not been considered in this work is the selection of predictor variables. The selection of predictor variables in the development of statistical downscaling models requires comprehensive considerations. In the case of precipitation, the best description of the conditional distribution may require the use of different subsets of predictor variables for precipitation amounts and precipitation occurrences. Predictor variables must be physically sensible, realistically modeled by the AOGCM, and able to fully reflect the climate change signal. In the current work, NCEP/NCAR data are used for calibration and validation in order to assess the potential of the proposed approach, although the final objective is to use AOGCM outputs. Even if NCEP data are complete and physically consistent they are still subject to model biases (Hofer et al. 2012) . NCEP variables which are not assimilated (such as precipitation), but generated by the parameterizations based on dynamical model can significantly deviate from real weather. The use of such variables for the calibration and validation of empirical downscaling techniques may not be a good idea, since it may induce a significant deviation of the modeled relationships predictors/predictands from the reality which makes evaluation of downscaling techniques more difficult.
The downscaling problem as is tackled in this paper can be viewed as a regression problem, where we try to predict climate variables at small scale from climate variables at synoptic scale. However, due to the large literature that addresses the precipitation modelling in general, the downscaling issue may be viewed as an adjustment of existed precipitation models to account for large scale climate drivers (GCM precipitation, SLP, wind speed, etc.). Wilks (2010) suggested that these adjustments can be accomplished in two ways: (1) through imposed changes in the corresponding monthly statistics, (2) or by controlling the precipitation model parameters by daily variations in simulated atmospheric circulation. In this context, the VGLM component of the proposed model focuses on the second way in the adjustment procedure. Indeed, through the VGLM component, large scale climate drivers are employed as exogenous variables to describe parameters of the mixed Bernoulli-GP distribution.
Conclusions
A VGLM-NB model is proposed in this paper for simultaneously downscaling AOGCM predictors to daily multisite precipitation. The VGLM-NB relies on a probabilistic modeling framework in order to predict the conditional Bernoulli-Generalized Pareto distribution of precipitation at a daily time scale. A non-parametric bootstrapping technique is proposed to preserve a realistic representation of relationships between sites at both time and space. This rank-based sampling method is easy to implement and does not model the dependency structures, but mimic the observed historical characteristics of multisite precipitation and thus avoids any model specification error. However, it should be mentioned that it cannot be used for simulations at ungagged locations. Indeed, in such a situation, modeling the data ranks through spatial copulas would be more appropriate.
The developed model was then applied to generate daily precipitation series at nine stations located in the southern part of the province of Quebec (Canada). Model evaluations suggest that the VGLM-NB model is capable of generating series with realistic spatial and temporal variability. The developed model can be easily applied to other variables such as temperature and wind speed making it a valuable tool not only for downscaling purposes but also for environmental and climatic modelling, where often nonnormally distributed random variables are involved.
