This paper reports on the application of the image analysis methods for characterizing fiber orientation in nonwovens. In our earlier work in this area, we reported on simulation methods as well as three methods (chord tracking, Fourier transform and Flow Field Analysis) for the measurement of fiber orientation. The chord tracking was found to be the method of choice when a direct measure of orientation was desired. This paper outlines the steps necessary to apply the chord tracking method to real fabrics. In order to deal with real webs, it was found necessary to develop a lighting scheme that resulted in images with sufficient contrast suitable for processing as well as to develop an appropriate thresholding method to obtain data suitable for analysis. Further, it is demonstrated that fiber diameter variation can be determined easily by using a "distance transform" method.
Background
Fiber orientation is an important structural characteristic. Clearly, the properties of a nonwoven fabric will depend on the nature of the component fibers as well as the way in which the fibers are arranged. [1] [2] [3] [4] [5] [6] In modeling the performance of nonwovens, it is desirable to understand the impact of fiber orientation and anisotropy on performance. To that end, there is a need for determining fiber orientation reliably and accurately.
A direct experimental method for measuring fiber orientation extends back several decades when orientation was measured manually. [6] Other indirect methods explored since include short span tensile analysis [7] [8] [9] , microwaves (used primarily for paper) [10] , ultrasound [11] , and diffraction methods. [12] More recently, image analysis [13] [14] has been employed to identify fibers and their orientation. However, the accuracy and indeed the limitations of these techniques have not been verified. To allow a reliable evaluation of the algorithms requires samples with known characteristics. To accommodate this, we reported on a simulation scheme that allows generation of specific nonwoven structures (images). In other parts of that series we presented three methods for the measurement of fiber orientation. The first relies on a direct fiber tracking method developed by our group that allows each fiber segment to be tracked. The second method measures orientation using the power spectrum from a two-dimensional Fourier analysis of the image and the third technique, known as flow-field analysis, attempts to derive fiber orientation by analyzing local texture information. This paper extends that work and discusses the processing and thresholding steps necessary for dealing with real webs.
Figure 1 REAL WEBS USED

Materials and methods Materials
Three real nonwoven fabric types were measured in this report. The first, identified as fabric A, is a carded nylon web that contains a high degree of crimp. Fabrics B and C are area-bonded spunbonded polypropylene nonwovens.
Ten images were digitized for each fabric using the lighting system described. Three typical images from each set are shown in Figure  1 . To obtain the image analysis results, all images were processed using the procedures outlined below and the ODF was determined using the chord tracking method. [18] For comparison purposes, the ODF was determined manually by tracking 1500 segments, each measuring 24 pixels along the fibers and recording their orientation. This was accomplished using software developed in our laboratory. In all cases, the ODF data was calculated for a bin range of 18 o .
Image analysis system
This work was carried out using an image analysis system developed by our group. This is a software system engineered such that the image capture and analysis are separate and independent. For image capture, we use a variety of image digitizers including Coreco, Targa and similar hardware from Data Translation and Matrox. These are used in conjunction with a CCD camera. We also often use an optical scanner for scanning photomicrographs. The software has been programmed in C++ and operates under Microsoft Windows 95 and Windows NT. The details of the system may be found in earlier references. [15] [16] [17] [18] [19] 
Image capture
There are a number of problems associated with the digitization of real nonwoven images in comparison to the simulated images described previously. Nonwovens are typically composed of several layers of fibers. When images are digitized at fairly high magnification, the depth of field will be poor, resulting in fuzzy fiber segments and poor image quality. In addition, specular reflections from the surface fibers as well as their transparency can cause the images to have extremely poor contrast when using a backlighting system or a microscope. We have experimented with a number of lighting systems, including a fiber optics backlighting system and various optical microscopes equipped with dark-field as well as bright-field capabilities equipped with various polarizing filters. These efforts all gave poor results; the images still lacked sufficient contrast and were often non-uniform, making them unsuitable for further processing.
Since we are dealing with relatively thin webs, the best image will be the one that represents the entire structure as a two-dimensional projection where all fibers will appear to be in focus regardless of their position within the structure. This has been accomplished by using a directional lighting arrangement where the light is collimated using an "on-axis" lighting system comprising a diffuser and a beam-splitter. The nonwoven sample is placed on a mirror and the light passes through the fabric and is reflected off the mirror surface vertically back at the camera. The fibers, regardless of their position within the fabric thickness, merely block the light, appear dark and are in focus. Any specular reflection off fiber surfaces occurs at shallower angles and does not even reach the camera. Details of the system are given in reference 19. The result is an image with excellent contrast, uniformity and definition.
Processing -Thresholding
The chord-tracking algorithm developed to characterize fiber orientation requires a binary image as its input. [18] Thus, the images need to be first thresholded to separate the fibers from the background. This is a critical step as the thresholding method selected can significantly influence the results. Thresholding (also known as segmentation) is an essential step in image analysis whenever the image needs to be partitioned into objects by assigning the individual pixels to some predefined classes. For instance, an image can be thresholded based on its gray level by classifying pixels into dark and light classes in an attempt to clearly distinguish dark objects from the lighter background or light objects from a dark background. The most common method of thresholding is where the pixels are simply separated into two classes based on a predefined threshold value. The important problem is how to derive the optimum threshold level so that appropriate classification of objects can be achieved. [5] [6] [7] [8] [9] Under a simple scheme such as the one described above, a pixel is thresholded without any consideration of that pixel's neighbors. This type of thresholding is known as global segmentation. In contrast, in the sequential method of thresholding the decision regarding a given pixel depends on the decisions that have been made for previously examined pixels. In other words, the processing that is performed at a particular pixel, and the criteria for accepting it as part of an object, depends on the information obtained from earlier processing of other pixels, and in particular, on the nature and location of the pixels already accepted as parts of the object. Sequential methods are significantly better because they (sequential methods) "can learn as they go" to definer better criteria for classification. An iterative sequential approach known as "relaxation" [6] [7] [8] [9] is a technique that makes fuzzy or probabilistic classification decisions at every pixel at each iteration, and then adjusts these decisions at subsequent iterations based on the decisions made at the preceding iteration at neighboring pixels. This is one of the procedures that we have found to be quite powerful in thresholding fibers in a nonwoven fabric from the background. The technique is discussed below.
Suppose that the set of objects A 1 ...,A n are to be classified into m classes C 1 ,...,C m and that the class assignments are interdependent. In other words, for each pair A x C y and A z C v , we have some quantitative measure of the compatibility of this pair, which we will denote c(x,y;z,v).
Let us assume that if c(x,y;z,v) > 1, A x C y is compatible with A z C v ; if c(x,y;z,v) < 1, the pair is incompatible; and if c(x,y;z,v) = 1, the fact that A x C y is irrelevant to the statement A z C v . Let p xy (0) be the initial estimate of the probability that A x C y , 1<x<n, 1<y< m. The objective is to describe an iterative method of computing successive "probability estimates" p xy (k) based on the initial probabilities and the compatibility coefficients. Intuitively, if p zv is high and c(x,y;z,v) is positive, we want to increase pxy since it is compatible with the high-probability event A z C v . Similarly, if P xy is high and c(x,y;z,v) is negative, we want to decrease p xy , since it is incompatible with A z C v which has high probability. On the other hand, if p xy is low, or if c(x,y;z,v) is near zero, we do not want to change p xy very much, since A z C v either has low probability, or is essentially irrelevant to A x C y . A simple way of defining an increment to p xy that has these desired properties is to use the product c(x,y;z,v)p zv . The question remains on how these increments should be combined for all possible z's and v's. In a digital image, for every pixel A x only the neighboring pixels A z are considered in computing the increments. Thus, one way to combine the increments is to linearly add them for each A z and then average the net increments for all neighboring pixels of A x ; that is the net increment is given by equation 1:
Given the increment qxy k and the current estimate Pxy K , the goal is to obtain a new probability estimate Psy K+1 such that
The issue at this point is defining the compatablility function. A general method for the compatability function is given below [7] Let us define the coefficients c's in terms of the a priori and conditional probabilities of the events A x C y and A x C v as From (3), we can note that when A z C v is compatible with A x C y , c(x,y;z,v) > 1; when they are incompatible, c(x,y;z,v) < 1; and if they are irrelevant, c(x,y;z,v) = 1. The compatibility function defined in (3) has the desirable properties described above.
Let us consider how relaxation methods might be applied to classifying pixels into dark and light classes based on their gray levels. To illustrate the algorithm, we assume that there are only two classes corresponding to high and low gray levels, denoted by h and l. This is particularly relevant as in nonwovens only two classes exist, the fibers and the background. For each pixel A x , we have only two probabilities, p xh , and p xl , where p xh =1-p xl . Moreover, for all pairs of neighboring pixels A x , A z , there are only four compatibilities c(x,h;z,h), c(x,h;z,l), c(x,l;,z,h), and c(x,l;,z,l). Since these are independent of x and z, we denote them for brevity by c hh , c hl , c lh , c ll respectively. We can assign initial probability estimates in various ways. One possibility is to let p xl (0) = g x /g max where g x is the gray level of A x and g max is the greatest possible gray level in the image. The compatibility function can be chosen in the following way:
Let p and l-p be the a priori probabilities of the high and low classes respectively, and p' the conditional probability p(h/h) that a point belongs to the high class given that a neighboring function is also in the high class. The conditional probability p(l/h) then is equal to l-p'. If we assume that the conditional probability p(h/l)=p(l/h), then the c's defined in (3) will be C hh , = p'/p; c hl , = p'/(l-p); c lh = (1-p')/p; c ll = (l-p')/(l-p).
At the first iteration, the increment q xh and q xi are proportional to and respectively, where the sums are taken over the neighbors of A x . Thus the increments are essentially weighted averages of the neighboring gray levels. If g z is large compared to g max -g z , the pixel A x will receive positive weight in q xh since c hh is positive and c hl is negative and negative weight in q xl , and vice versa. It should be mentioned that at every iteration k, the updated gray level of the pixel A x is obtained by the product p xy (k) g max.
Figure 2 AN IMAGE BEFORE AND AFTER RELAXATION
In this manner, this procedure reassigns the gray scale levels in an image first to clearly separate the classes before thresholding the image to binary. The relaxation process is analogous to, though somewhat more complicated than, the iterated, weighted, local averaging schemes used for gray level smoothing. Unlike those schemes, however, the relaxation process is designed to drive the high and low gray levels to opposite ends of the gray scale; it does not simply smooth the gray levels. The result will be a better separation of the classes so that thresholding can be accomplished easily and automatically. One of the advantages of this approach is that any "priori" knowledge about the image can be easily incorporated into the "priori" probability estimates, the conditional probabilities, and even the choice of the compatibility function required for the method. As may be noted, some of the fibers in the top image on left lack adequate contrast and cannot easily be separated from the background. As may be noted from the top right image, relaxation has resulted in increased contrast allowing easy separation of the fibers from the background. Figure 3 shows the gray level histogram for the images shown in Figure 2 . It may be seen that the relaxation technique has resulted in a better separation of the gray level classes but with tighter grouping for each class allowing easy thresholding. This procedure is quite powerful in thresholding fibers in point-bonded nonwoven fabrics from the background where there are large areas with similar gray scales.
Figure 4 A CARDED WEB THRESHOLDED USING DIFFERENT METHODS
For area-bonded nonwovens or webs that do not contain bonds or large areas of relatively uniform gray scale, we employ an alternative sequential method called "edge segmentation." In edge segmentation the image is thresholded locally by comparing the result of the application of an edge detection procedure with that of the mean of the pixel's neighbors for the same area of the image. If the area around a pixel does not undergo large intensity changes over the size of the edge detector, the result of the application of the edge detector will be lower that the mean. In this case, that pixel is considered to belong to the background. Otherwise, the pixel is considered to belong to a fiber. In this manner, fibers can be separated from the background even in presence of non-uniform illumination. Figure 4 shows the results for a typical carded web thresholded using various techniques.
Figure 5
A TEST IMAGE AND ITS DISTANCE TRANSFORM
Distance transform
The distance transform is applied to a binary image where the objects of interest are arranged on a background. The distance transform represents the minimum distance from each pixel belonging to an object to the background. [6] [7] [8] This is accomplished by scanning the image twice. In the first pass, beginning at one corner of the image, the entire image is scanned pixel by pixel, and pixels belonging to an object are identified and assigned a numerical value equal to the distance from that pixel to the background in that direction. In the second pass, the image is scanned from the opposite direction and new distances for each object pixel to the background are calculated the same way as in the first pass. If the second value is less than the first value currently held by a pixel, then the pixel value is reassigned using the lower value of the two. In this manner, the center of the object will have the highest value and the values from the fiber axis outwards will decrease. Figure 5 shows a test image together with its distance transform to illustrate this point.
Figure 6 A TEST IMAGE WITH ITS DISTANCE TRANSFORM AND ITS SKELETON OVERLAID ON THE ORIGINAL IMAGE
The center of an object in the distance transform image will have the highest value as shown in Figure 5 . For example, if a transformed line has a value of 5 in the center as the highest for that object, the line thickness will be 9 as shown in Figure 6 . In Figure 6 , the peak locations for the line are also superimposed on the line. The peak line coincides with the axis of the object.
That is, an object's skeleton will lie exactly over the maximum of the distance for an object. The skeletonization or thinning procedure has been discussed previously. [5] This is shown in Figure 3 where the skeleton is overlaid over the original image. Note that both the distance transform and the thinning procedures result in slight deviations at the corners as shown in Figure 2 . These edges can be easily removed automatically using a pruning procedure. [5, 18] The algorithm for determining fiber diameter uses the skeleton and a distance transformed image. The skeleton is used as a guide for tracking the distance transformed image by recording the intensities (distances) to compute the diameter at all points along the skeleton. The procedure is simple, efficient and accurate.
Figure 7 A TYPICAL IMAGE, ITS SKELETON AND THE SKELETON OVERLAID ON THE ORIGINAL IMAGE
Results and Discussions Orientation distribution
The ODF results are summarized in Figures 7-9 . The data show the mean and the standard errors for chord tracking and manual tracking. The total number of segments manually tracked for each nonwoven was 5,000 compared to 15,000 segments tracked for each fabric using the chord tracking method. Each segment was 24 pixels long. Despite this disparity, however, it is quite evident that the chord tracking method has resulted in an ODF very close to that obtained manually. We also performed Fourier analysis of the orientation for comparison purposes. Generally, the results obtained using FFT were not as good as those obtained using the chord tracking method. The fiber orientation distribution for fabric A (Figure 8 ) exhibits two peaks resembling a bi-modal distribution. This may be partly due to the fact that the fibers were crimped. Since the segment length of 24 pixels was rather short, it is expected that this would make the distribution appear somewhat bimodal. This was discussed fully in Parts 1 and 2. [18] [19] Fabric B (Figure 9 ) exhibits a clear bimodalilty. In this case, it is the structure that is responsible for the bimodality. Unlike fabric A, the fibers in fabric B were not all of the same denier Figure 10 ) exhibits a unimodal distribution. In this case, it is the structure that is responsible for the ODF.
In our earlier work dealing with simulations, it was found that the chi-square test was a useful statistical test of significance. [20] [21] In this report, for all data, we ran chi-square tests to determine the confidence limits for the chord tracking method. In every case, we found an excellent correlation (at 0.99 probability level) between the chord data and the other data set against which the chord was evaluated.
Fiber diameter variation
The results are shown in Figure 11 . It can be clearly seen that fabric A (the carded web) is composed of much smaller fibers (and is at a lower magnification) and also exhibits a much narrower distribution, indicating low variability.
In contrast, fabrics B and C exhibit a much larger mean fiber diameter while fabric B has a wide distribution indicating greater variability due to more overlap from being a heavier web. Note that because we are dealing with projected images, these measurements do not distinguish between true
Figure 11
FIBER DIAMETER DISTRIBUTION variations in diameter and variations caused by multiple fibers being joined together and this causes the skewing of the distribution. As indicated earlier, in both spun bonding and melt blowing processes, both are possible. If we wish to weigh the fiber segment orientation by its thickness, a decision needs to be made as to one or the other possibility. If the fibers are joined, it will be sufficient to weigh the segment orientation by multiplying it by its thickness. Otherwise, it would be necessary to weigh by the square root of the thickness.
Conclusions
We have demonstrated that the chord tracking method used previously on simulated images of nonwovens can work well on quite thick nonwovens, if the image quality is good enough. To do so, we have shown that directional lighting may be necessary to improve the quality of the digitized nonwoven images by increasing the contrast between the fibers and the background and creating a two-dimensional projection of the image where the fibers appear to be in focus.
To allow automatic and reliable thresholding of these images, we had to resort to a sequential thresholding method known as relaxation. This thresholding method has allowed reliable and automatic isolation of fibers from the background. The data presented show clearly that the chord-tracking algorithm is most suitable for obtaining an accurate fiber orientation distribution function. Additionally, we have demonstrated that the distance transform can be adapted to determine fiber diameter variations in nonwovens.
