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Abstract
We present electrical transport measurements at low temperature on single-electron
transistors (SETs) based on silicon nanowire MOSFETs.
The Coulomb island is formed in the wire not by constrictions or oxide barriers
but by a modulation of the doping level and a gate electrode covering the central
part of the wire. The devices form very stable SETs with well-controlled properties.
When few electrons are on the island, it is in a localized regime with strong
fluctuations of the spacing between Coulomb blockade peaks. When more than a
few tens of electrons are on the island it becomes diffusive. Then the fluctuations
of the peak spacing are small and scale with the single-particle level spacing.
The well-controlled Coulomb blockade allows to investigate the barriers formed
by the low-doped parts of the wire. On a small scale, the charging of single dopants
in the barriers causes anomalies in the Coulomb blockade spectrum which allow
to determine capacitance matrix, approximate position, dynamics and spin of the
individual dopants. On a large scale, the increase of the electron density in the
barriers with gate voltage leads to a dramatic increase of the dielectric constant in
the barriers. We find dielectric constant and conductance of the barriers to be linked
as predicted by scaling laws describing the metal–insulator transition.
Keywords
mesoscopic transport, silicon, single-electron transistor, addition spectrum, individ-
ual dopants, dielectric constant, capacitance measurements, metal-insulator transi-
tion, Coulomb glass.
Re´sume´
Cette the`se est consacre´e a` des mesures de transport e´lectronique dans des transistors
mono-e´lectroniques de type MOSFET silicium a` base de nanofil.
L’ˆılot de blocage de Coulomb n’est pas forme´ par des constrictions ou des
barrie`res d’oxyde mais par une modulation du dopage et une grille couvrant la
partie centrale du fil. Ces dispositifs sont des transistors mono-e´lectroniques tre`s
stables et bien controˆle´s.
Quand il ne contient que peu d’e´lectrons, l’ˆılot est dans un re´gime localise´
ou` l’espacement entre re´sonances de Coulomb est tre`s irre´gulier. A partir de
quelques dizaines d’e´lectrons l’ˆılot devient diffusif. Dans ce cas les fluctuations
de l’espacement entre re´sonances sont petites et correspondent a` l’espacement entre
niveaux a` une particule.
Le blocage de Coulomb controˆle´ permet d’analyser les barrie`res forme´es par les
parties faiblement dope´es du fil. A petite e´chelle, le remplissage de dopants indivi-
duels cause des anomalies dans le spectre de Coulomb qui permettent de remonter
a` la matrice de capacite´, la position approximative, la dynamique et le spin des do-
pants. A grande e´chelle l’augmentation de la densite´ e´lectronique dans les barrie`res
avec la tension de grille entraˆıne une forte augmentation de la constante die´lectrique
dans les barrie`res. Nous observons un bon accord entre constante die´lectrique et
conductance des barrie`res via les lois d’e´chelle de la transition me´tal–isolant.
Mots cle´s
transport me´soscopique, silicium, transistor mono-e´lectronique, spectre d’addition,
dopants uniques, constante die´lectrique, mesures de capacitance, transition me´tal-
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Cette the`se de´crit des mesures de transport e´lectronique dans des MOSFETs silicium
a` base de nanofils grave´s. Les mesures sont effectue´es a` tre`s basse tempe´rature ou`
les transistors fonctionnent en re´gime mono-e´lectronique.
2 E´quation maˆıtresse et blocage de Coulomb
Nous conside´rons d’abord l’e´nergie e´lectrostatique d’un ensemble de grains
me´talliques. Elle est de´crite par des formules classiques mais nous conside´rons la
charge sur chaque grain comme discre´tise´e en multiples de la charge e´le´mentaire e.
Le meˆme formalisme peut eˆtre adopte´ dans le cas d’e´tats e´lectroniques localise´s a`
diffe´rents endroits tant que leur extension est petite compare´e a` leur distance. C’est
le mode`le d’interaction constante. De manie`re plus ge´ne´rale il peut eˆtre adopte´ si
l’interaction entre deux e´lectrons ne de´pend ni de la pre´sence d’autres e´lectrons ni
des e´tats quantiques dans lesquels se trouvent les e´lectrons.
Apre`s avoir calcule´ l’e´nergie statique, on peut calculer en the´orie de perturbation
le transport par effet tunnel entre les grains ou e´tats localise´s. Nous nous limitons
au premier ordre. Pour cela il faut supposer que la conductance de la barrie`re tunnel
est plus faible que le quantum de conductance e
2
h
. Les taux tunnel de´finissent un
syste`me d’e´quations diffe´rentielles line´aires qui relient les probabilite´s statistiques de
chaque configuration de charge. La solution stationnaire de ce syste`me permet de
calculer les courant moyens du syste`me. Chaque e´quation correspondant a` un e´tat
possible, la taille de ce syste`me peut eˆtre tre`s grande. Ne´anmoins elle peut souvent
eˆtre re´duite car seulement une partie des e´tats est e´nerge´tiquement accessible. Un
cas trivial de ce mode`le est le transistor mono-e´lectronique.
3 Les MOSFETs comme transistors mono-
e´lectroniques
Les dispositifs e´tudie´s sont des nanofils silicium entoure´s d’oxyde et couverts dans
leur partie centrale d’une grille en silicium poly-cristallin (voir figures 3.1, page 33
11
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a` 3.3, page 34). Dans les parties du fil proches de la grille le dopage est en dessous
de la valeur critique de la transition me´tal–isolant: a` basse tempe´rature le fil est
un isolant. Dans le reste du fil le dopage est au-dessus de la concentration critique.
Une tension de grille positive fait ensuite passer le centre du segment isolant du coˆte´
me´tallique de la transition. Ainsi un ıˆlot est forme´ sans qu’il n’y ait de barrie`re
d’oxyde ou de constriction dans le nanofil. Ce mode`le est confirme´ d’un coˆte´ par
l’observation de transport thermiquement active´ (voir figure 3.8, page 41), de l’autre
par l’observation d’oscillations de Coulomb tre`s pe´riodiques en fonction de la tension
de grille (voir figures 3.7, page 40 et 3.10, page 42.
La pe´riode de ces oscillations est e
Cg
ou` e est la value absolue de la charge
e´le´mentaire et Cg la capacite´ de grille. Elle est en tre`s bon accord avec la capa-
cite´ ge´ome´trique calcule´e nume´riquement a` partir des dimensions lithographiques
(voir figure 3.11, page 44).
4 Spectre d’addition de l’ˆılot de blocage de Cou-
lomb
Bien que petites, les fluctuations dans l’espacement des re´sonances de blocage de
Coulomb sont bien mesurables. Traduite en e´nergie, leur amplitude est a` un facteur
2 pre`s e´gale a` l’e´cartement entre niveaux a` une particule calcule´ pour un gaz bidi-
mensionnel de taille correspondante. Ces observations sont en bon accord avec des
simulations nume´riques pour des ıˆlots diffusifs [83]. Ces faibles fluctuations sont ob-
serve´es pour la plupart des e´chantillons a` forte concentration d’e´lectrons (pour plus
que 50 e´lectrons typiquement). A plus faible concentration les fluctuations peuvent
devenir beaucoup plus grandes, de l’ordre de l’e´cart moyen entre re´sonances. Nous
expliquons ceci par le fait qu’a` faible concentration d’e´lectrons l’ˆılot devient isolant
et que les e´lectrons sont localise´s dans des minima du potentiel d’impurete´. Le
spectre d’addition de´pend dans ce cas de la distance entre minima, qui fluctue forte-
ment [67]. Cependant, dans la plupart des e´chantillons ce re´gime n’est pas observe´
car les barrie`res deviennent trop opaques aux faibles tensions de grille ne´cessaires
pour atteindre ce re´gime.
Les fluctuations de l’espacement entre re´sonances ne sont pas toujours
comple`tement chaotiques. Souvent nous observons un espacement bimodal ou` des
espacements plus petits et plus grands sont alterne´s. Un tel effet est attendu a`
cause de la de´ge´ne´rescence de spin [120]. Mais elle ne semble pas eˆtre a` l’origine
de la bimodalite´ observe´e car celle-ci n’est pas affecte´e par le champ magne´tique
(voir figure 4.8, page 61). De plus, l’amplitude de la bimodalite´ peut eˆtre beau-
coup plus grande que les fluctuations en re´gime diffusif. Ceci exclut e´galement la
de´ge´ne´rescence de bande (2 pour en 2D, 6 en 3D) du silicium comme origine de la
bimodalite´. L’explication suivante semble plus probable. Le champ e´lectrique est
plus fort sur les flancs du fil, duˆ a` l’effet de coin. Par conse´quent nous supposons
que le gaz d’e´lectrons se forme d’abord sur les flancs. Il s’agit ainsi de deux ıˆlot
quantiques couple´s au lieu d’un seul, d’ou` l’effet bimodal.
5. Isolants de´sordonne´s comme barrie`res de blocage de Coulomb 13
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cage de Coulomb
A tre`s basse tempe´rature les e´lectrons ne franchissent les barrie`res ni par activa-
tion thermique ni par effet tunnel car, e´tant donne´ la ge´ome´trie et la hauteur des
barrie`res, ces modes de transport donneraient des courants plusieurs ordres de gran-
deur plus faibles que ceux observe´s. Le transport se fait alors a` travers des e´tats
localise´s dans les barrie`res tels que les e´tats des dopants.
Nous observons quelques anomalies dans les oscillations de Coulomb re´gulie`res
(voir figures 5.1, page 66 et 5.2, page 67). Des simulations (voir figure 5.4, page 70)
reproduisant les anomalies indiquent que ce sont en effet des e´tats localise´s dans les
barrie`res qui sont a` l’origine des anomalies. Quand la tension de grille est augmente´e
ces pie`ges a` e´lectrons sont pousse´s en dessous du niveau de Fermi et se peuplent.
Une fois occupe´s ils de´calent la signature de blocage de Coulomb duˆ a` l’interaction
e´lectrostatique. Aux tensions de grille ou` ils sont proches du niveau de Fermi leur oc-
cupation de´pend e´galement de l’occupation de l’ˆılot, et l’occupation du pie`ge oscille
avec la tension de grille. C’est a` ce point que des dents caracte´ristiques apparaissent
dans les diamants de Coulomb (voir figures 5.2, page 67 pour l’expe´rience et 5.4,
page 70 pour la simulation). A partir de cette signature il est possible de remonter
a` la matrice de capacite´ du pie`ge et ainsi a` sa position approximative.
Les pie`ges peuvent eˆtre observe´s plus directement en regardant leur dyna-
mique. Avec quelques anomalies nous observons du bruit te´le´graphique. Le bruit
te´le´graphique permet de de´terminer le taux d’occupation moyen du pie`ge. Nous
observons en effet qu’il oscille en fonction de la tension de grille comme pre´dit par
le mode`le. Cependant, avec la plupart des anomalies nous n’observons pas de bruit
te´le´graphique car leur dynamique est plus rapide que la bande passante de la me-
sure. Dans ce cas nous appliquons des signaux de fre´quence variable sur la grille et
observons jusqu’ou` le pie`ge peut suivre. Il en ressort que la vitesse de relaxation
de charge de la plupart des pie`ges est de l’ordre de la nano-seconde. Cet ordre de
grandeur confirme qu’il s’agit bien de pie`ges dans les nanofils meˆmes et non dans
l’oxyde.
Sous champ magne´tique les anomalies se de´placent. Ce de´placement est associe´
a` l’effet Zeeman. Il se fait pratiquement dans tous les cas dans le sens de plus faible
e´nergie ce qui indique que les pie`ges sont occupe´s par un seul e´lectron, comme les
e´tats dopants.
Les pentes dans les diamants de Coulomb permettent d’acce´der aux capacite´s
de couplage entre ıˆlot et re´servoirs. Nous observons que la capacite´ associe´e a` une
barrie`re peut augmenter conside´rablement quand un pie`ge se charge a` l’inte´rieur
de la barrie`re. De manie`re plus globale la capacite´ associe´e aux barrie`res croˆıt
conside´rablement avec la tension de grille. Nous expliquons cela par une augmen-
tation de la constante die´lectrique dans les barrie`res. Une telle augmentation a` e´te´
observe´e dans du silicium dope´ proche de la transition me´tal-isolant [19]. Dans notre
syste`me la tension de grille attire des e´lectrons dans les barrie`res et les approche
ainsi de la transition. L’augmentation de la constante die´lectrique a e´te´ parame´trise´e
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par la longueur de localisation [50]. Ce parame`tre de´termine aussi la conductance
de la barrie`re, et a` travers ce parame`tre nous observons en effet un bon accord entre
constante die´lectrique moyenne et conductance moyenne (voir figures 5.20, page 96
et 5.21, page 96).
6 Conclusions
Nous avons mesure´ des transistors monoe´lectroniques tre`s stables et compatibles
avec des proce´de´s de la microe´lectronique. Leurs proprie´te´s sont controˆle´es par
leur ge´ome´trie. Cela et le fait qu’ils ne ne´cessitent qu’une seule grille les rend
tre`s inte´ressants pour des applications comme la pompe a` e´lectrons, une source de
courant quantique.
Avec ces transistors nous avons e´tudie´ des dopants uniques dans du silicium, qui




The invention of the bipolar transistor in 1947 [6, 15, 107] was the starting point of
semiconductor electronics. In the 1960s the first field effect transistors were realized
and soon replaced the bipolar transistors in logic circuits. Since then the size of logic
devices, in particular the gate length, has decreased by approximately a factor 1000.
This shrinking is motivated by the reduction of switching time, energy consumption
and cost per transistor it brings about. It allowed to increase constantly complexity
and speed while reducing the cost per processor. In 1965 Gordon Moore [88] found
the increase in complexity to be exponential in time, the number of transistors in
a processor doubling every 18 months. “Moore’s law” has been respected since.
Yet it is not a mere observation any more; it has become a guideline permitting to
synchronize development in different areas of device fabrication and architecture. It
has even been institutionalized with the ITRS (International Technology Roadmap
for Semiconductors [135]) and the semiconductor industry tries hard to keep pace
with its prediction (see for example [134]). Silicon is now one of the best known
materials and the continuous efforts have pushed silicon technology to a high level of
perfection. In particular the interface between silicon and its oxide is now virtually
defect free. Although in recent transistors used in logic circuits the gate length
is 30 nm and the gate oxide thickness 1.2 nm, the transistors are described by the
same classical laws as the early micrometer-sized transistors. Quantum effects such
as tunneling together with electrostatic effects due to the short gate length cause
the so-called short-channel effects, degrading the on/off ratio of the drain–source
current. One tries to master them by increasing the gate control by using stronger
gate dielectrics and by separating the transistors into several wires being controlled
by the gate electrode from 3 or even 4 sides [135].
Despite the maturity of silicon technology the single-electron transistor (SET)
was first realized in aluminum in 1987 [30]. Only two years later Coulomb blockade
was observed in silicon nanowires [103] and GaAs heterostructures [82]. Coulomb
blockade was already fairly well understood in 1992 [35]. Rather than subject of
research, SETs are often used more as a tool, in particular as a very sensitive charge
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detector allowing almost ideal quantum measurements [21]. In this context, SETs
have been used to read the charge in a single-electron/Cooper-pair box [71], as tip
in near field microscopy [130] or optimized for speed by driving them with a radio-
frequency signal (the so-called RF-SET) [101]. This allowed for example to measure
current by counting electrons [75, 17, 38]. Similar devices consisting of several
Coulomb blockade islands in series, the so-called electron pump, allow to put a
certain number of electrons onto a capacitor and thereby build a new capacitance
standard [62].
Coulomb blockade in semiconductor quantum dots, where the density of states
is lower, is still of interest in itself. This is for one part because the strength of
the tunnel barriers can be controlled. For example, a single quantum dot can be
continuously transformed into a double quantum dot by pinching it off in the middle
[124]. The most interesting point about semiconductor quantum dots is that their
density of states is low, in particular for the first electrons put onto the dot. This
permits to have the single-particle level spacing higher than the energy equivalent
of temperature kBT and to observe individual quantum mechanical states [116] and
phenomena due to phase coherence. Research is particularly active on the Kondo
effect [33]. Recently, measurements of quantum coherence are more and more mo-
tivated by quantum computing where the quantum bits (or qubits) are quantum
mechanical superpositions of “0” and “1” [111]. Such qubits have been realized in
superconducting circuits, for example Josephson junction qubits [112] where the bit
is coded in the phase difference across the junction or the “quantronium” [122].
Other realizations of solid state qubits are charge qubits where the bit is coded by
the position of an electron, for example in a double dot [34]. The most appealing
qubits are electron or nuclear spins because they are intrinsic 2-level systems [74].
In this context the relaxation of single electron spins was measured [42, 41, 4]. The
observed time constants are typically in the millisecond range. When the singlet–
triplet relaxation of 2-electron systems is considered, the time constants are much
shorter [99, 65]. These short time constants are due to the host material GaAs used
in these experiments. It has strong spin-orbit coupling so that the electron spins are
coupled to the environmental degrees of freedom. In addition the nuclear spin is 3
2
in Ga and As so that the electron spin is coupled through hyperfine interaction to
a huge number of degrees of freedom, even if only one orbital state is accessible.
Kane [60, 61] proposed nuclear spins of donors in silicon as quantum bits. In
his proposal a dopant charged with two electrons is close to a Si-SiO2 interface.
When the gate voltage is accurately chosen, the spin singlet state is degenerate with
the state where one electron is in the trap and the other at the interface so that
tunneling back and forth between these states occurs. The spin of dopant states in
silicon can have very long relaxation times because spin–orbit interaction is weak
and the most abundant isotope 2814Si has nuclear spin 0 (see appendix C). In purified
28
14Si, Feher et al. [24, 25, 127] measured electron and nuclear spin relaxation times
of phosphorous dopants exceeding 1 hour at 1.25K. It has recently become possible
to place dopants individually in silicon, [102, 105] but to our knowledge there are
no realizations of the Kane proposal so far. There are, however, experiments where
the spin state of an single dopant in a quantum dot is read optically [77] or the spin
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of individual charge traps near a MOSFET is revealed by their random telegraph
signal [129].
Almost all experiments on semiconductor quantum dots cited above were made
in 2-dimensional electron gases (2DEGs) in GaAs/AlGaAs heterostructures, shaped
by metallic depletion gates. In these structures the dopants are in a different layer
than the actual electron gas. They create a very smooth potential in the 2DEG and
allow for long elastic mean free paths and coherence lengths so that the quantum dots
are regular even for large sizes exceeding 100 nm. Most silicon devices are etched
and doped by ion implantation. Both processes create strong random potentials.
Therefore transport in silicon devices at low temperature is often dominated by
disorder. Without doping and etching the mobilities are much higher [103], but
do not reach the values of GaAs, because the 2DEG is at the interface with the
amorphous SiO2 and the density of states is much higher. Therefore excited states
[108, 96] or coherent phenomena [34] are only rarely observed in silicon devices.
Coulomb blockade in silicon is mostly studied in views of memory cells or logic
devices replacing the traditional transistor [117, 91]. In consequence, focus is on
high temperature operability and compatibility with the existing silicon technology
[37, 29, 63, 114]. Most of the time the dot is claimed to be defined by lithography.
But disorder is always present. It can be used to form very small dots. In very thin
wires, disorder easily produces random constrictions and small quantum dots are
formed [53, 118, 52]. In very large but short GaAs [69] and silicon [98] field effect
transistors small quantum dots created by disorder have also been observed at very
low temperature.
Another approach to form small structures is not to tailor them from a substrate
but to grow them. Carbon nanotubes are the most famous example [55] but also in
grown silicon nanowires Coulomb blockade with clearly resolved excited states has
recently been observed [131]. Such structures are difficult to contact. Therefore it
is tried to directly grow them between the contacts.
1.2 Outline
In this work we present a very simple single-electron transistor design consisting
of a doped silicon nanowire without constrictions or oxide barriers. The quantum
dot is defined by a gate electrode covering the center of the wire. Its Coulomb
blockade properties are perfectly controlled by the fabrication process. First we
study Coulomb blockade in these devices. Then we use the SET to study in more
detail the most peculiar part of the devices, the Coulomb blockade barriers formed
by small disordered insulating parts of the wire.
In chapter 2 the rate-equation approach to tunneling through networks of metal-
lic grains or localized states is presented. It is used for the simulations made in
this work. This chapter also gives a short overview of the single-electron transistor
(SET); it is not intended as an introduction, though.
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The devices we measure are presented in chapter 3. After considering their
behavior at room temperature we explain how these devices become single-electron
transistors at low temperature. We show that contrarily to most silicon nanowire
SETs, the size of the quantum dot is defined by lithography and not by disorder.
[49]
Having shown that Coulomb blockade is well controlled in our devices, in chapter
4 we concentrate on the statistics of the Coulomb blockade peak spacing. At high
electron densities, when the dot is diffusive, the fluctuations of the peak spacing
are related to the single-particle level spacing and thus are weak. At low electron
density, when the dot is in an insulating regime, the fluctuations are of the order of
the mean Coulomb-blockade peak spacing. [14, 56]
In our devices the barriers separating dot and leads are not simple tunnel barriers
or constrictions as supposed in most descriptions of Coulomb blockade. In chapter 5,
we argue that electron transport between dot and leads occurs by resonant tunneling
through well connected dopant states. Thus the Thouless energy of the barriers is
very low. There are even dopant sites with well quantized occupation number. When
they become occupied they cause characteristic anomalies in the Coulomb blockade
spectrum which allow to draw conclusions on the capacitance matrix of the dopant
sites. By applying a magnetic field or pulse signals the ground state spin and the
dynamics of the dopant states are measured. [48]
In a second part of this chapter we study the behavior of the barriers as a whole.
Analyzing the Coulomb blockade diamonds, we observe a strong increase of the
capacitance of the barriers when the dopants become occupied with increasing gate
voltage.
The details on the methods adopted in order to obtain all these results are
described as appendix, the experimental setup in appendix A and the data analysis
in appendix B.
Chapter 2
Rate equations and Coulomb
blockade
We are interested not only in single-electron transistors (SETs) but also in the
interaction of the quantum dot with localized states. Therefore we not only describe
Coulomb blockade in a single metallic grain but develop a basic phenomenological
description of transport through an array of metallic dots and localized electronic
states with interaction. It will serve for numerical calculations. First the dots
are considered as isolated i.e. we do not allow electron tunneling and calculate the
electrostatic energy of charged metallic dots. We will then see that this description
can be maintained if some of the metallic dots are replaced by localized electron
states. In a second step we will consider tunneling between the reservoirs, the dots
and localized states in the limit of weak coupling and sequential tunneling where
only one electron tunnels at a time and calculate the current through the system in
function of the applied voltages.
2.1 Electrostatic energy of interacting metallic is-
lands
We call a quantum dot metallic if the electronic states spread over the whole volume
of the dot and if the spacing between excitations ∆1 is much smaller than kBT . The
excitation spectrum can then be considered as continuous. This is not necessarily
true for the so called addition spectrum, i.e. the spectrum of excitations that consist
in adding electrons to the dot. For not too small dots, this addition spectrum is
dominated by electron-electron interactions. If the Fermi wave length in the dot
is small compared to its size or the mean free path (whichever is smaller), we can
suppose in good approximation that the total electron-electron interaction energy
does not depend on the exact quantum mechanical states the electrons are in, but
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Figure 2.1: Capacitance network
between metallic grains.
is proportional to n2 where n is the number of electrons in the dot. This is the








In this approximation, the addition energy, i.e. the spacing of the addition spectrum
is ∆+ = (Wn+1 −Wn)− (Wn −Wn−1) = e2C . For sufficiently big dots this energy is
much higher than the excitation spacing ∆1 at fixed electron number. This allows
to calculate first the classical interaction energy by considering the electrons as free
inside the metallic grains and consider only in a second time the excitation spectrum
for fixed electron number.
Let us now consider an array of metallic dots as shown in figure 2.1. The inter-
action between dots i and j can be described by a coupling capacitance Aij = Aji.
In the same way the interaction between dot i and lead k is described by the ca-
pacitance Bik. We call Vk the voltage in lead k. First we calculate the potential Ui
of each dot i, given its charge Qi. This charge Qi is the sum of the charges on the




Aij(Ui − Uj) +
∑
k
Bik(Ui − Vk) (2.2)
We can write this in matrix form
Q+ BˆV = CˆU (2.3)





k Bik (i = j)
−Aij (i 6= j)
(2.4)
The electrostatic energy can be calculated by integrating the potential U from
the origin, i.e. charge 0 on all dots, to Q along an arbitrary path in the space of
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charges; we take a linear one. As we will only be interested in relative values of W
as the charges on the dots change we can choose an addition constant.










〈Q+ BˆV |Cˆ−1|Q+ BˆV 〉 − 1
2
〈BˆV |Cˆ−1|BˆV 〉 (2.6)
Here 〈·|·〉 notes the scalar product between classical vectors. We choose the




〈Q+ BˆV |Cˆ−1|Q+ BˆV 〉 (2.7)




























Bik(Ui − Vk)2 +
∑
i,k







The representation (2.8) is the equivalent of (2.7) expressed as function of potential
instead of charge. For (2.9) we used the definition of Cˆ. The physical meaning of the
second term of expr. (2.9) is difficult to see in this form. It is split in expr. (2.10) in
order to explain its physical meaning. The first term of expr. (2.10) is the charging
energy of the interdot capacitors. The second term the charging energy of the
capacitors coupling the dots to the leads. The third term is the energy of the
electrons of the exterior plates of the dot-lead capacitors or the work delivered by
the voltage sources as the dots are charged. The last term is not important as it
does not depend on Ui or Qi.
We will introduce an additional energy offset ǫi for each dot to account for static




〈n− x|Cˆ−1|n− x〉+ 〈ǫ|n〉 (2.11)
where the occupation vector n and x are defined by −en = Q and ex = BˆV .
2.2 Discrete levels
We will now make the opposite assumption, namely that the electron states are
confined into very small volumes, i.e. that the electrons can be treated as point-like
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〈n|Dˆ|n〉 with Dij = 1
4πǫ0ǫhostrij
, (i 6= j) and Dii = 0 (2.12)
ǫhost is the dielectric constant of the host material and rij = rji the distance between
sites i and j. The factor 1
2
accounts for the fact that due to this symmetry all terms
are counted twice. We get again a constant interaction model. Indeed, models (2.11)







which replaces C−1 in expression (2.11). Jij = ∂Ui∂Uj is the lever-arm factor of the
metallic grain j at site i or the absolute value of the mirror charge in grain j (at fixed
potential) caused by a unitary charge at i. Now the interaction between localized
states Dˆ is more complex than without metallic grains because it has to include
not only the localized charges themselves, but also their virtual images, mirrored
at the surface of the metallic grains and electrodes. In particular there is now a
negative self-interaction, i.e. negative diagonal elements in Dˆ, due to the attractive
interaction between the charge on dot i and its mirror charges.
What happens when the localized states cannot be considered as point-like?
The electron-electron interactions not only create offsets to the potential wells into
which the electrons are confined but also deform them. When the spatial extensions
of the states become comparable to the distances between them, these deformations
change the wave functions and in consequence the interactions. Thus the interaction
between two states depends on the occupation of the others; The constant interaction
description (2.12) is not a good approximation any more. In other words, in order
to have constant interactions, the charge distribution and thus the electronic states
are required to be “rigid”.
Despite being formally very similar, the capacitance description of the last section
supposes exactly the opposite: the electrons are free inside the grains and so fully
screen the electric field of the other grains by forming surface charges. The charge
distributions are supposed to be “soft”.
For localized states in different sites with a localization radius comparable to the
distance between sites, model (2.12) of rigid quantum mechanical states is as crude
an approximation as the capacitance description (2.11) supposing soft states. We
will therefore employ the much simpler capacitance model (2.11) also for localized
states. The most important error is that the capacitance model has a repulsive self-
interaction not present in model (2.12). It can be compensated: as on a localized
site i the occupation number ni can only take the values 0 and 1, n
2
i = ni. Thus





i by adjusting the energy offset ǫi. The
interaction energies are then calculated in the same way for localized states and
metallic grains.
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This model of localized states described in terms of capacitance is also useful in
order to describe a grain where ∆1 > kBT . We consider now states confined into
one and the same grain, so they overlap and their coupling capacitance will be very
high. In the limit where the inter-state coupling capacitance Aij tends to infinity,




m is the size of the matrix C−1 (or the number of states) and we supposed that the
state–lead coupling capacitances Bik do not depend on the state i anymore. This










i ni. The total capacitance C =
∑
k Bk is now a scalar. In this limit
where the localized states overlap, the constant interaction model is not a good ap-
proximation. This description is nevertheless useful to phenomenologically describe
some aspects of the excitation spectrum. In reality, the correlations beyond con-
stant interactions make that the second term has to be replaced by a more complex
many-particle excitation spectrum at fixed total particle number which is different
for each n (scrambling).
The energy W is now formally the same for a wide range of physical systems:
spatially separated localized states, multiple states of a single quantum dot, metallic
quantum dots and any combination of them. But there is a fundamental difference.
In the case of localized statesW describes the exact energy of the state. For a metal-
lic grain, however, it gives only the ground state energy and in addition there is a
continuous excitation spectrum. We will account for this difference when calculating
the tunneling rates.
2.3 Tunneling
We now allow electrons to tunnel between the dots. The tunneling coupling is
considered as a small perturbation to the Hamiltonian of the isolated dots. This
condition is fulfilled if
4π2ρiρf |M |2 ≪ 1 (2.15)
where M is the matrix element of the tunneling Hamiltonian and ρi and ρf the
densities of states1 in the dot the electron comes from and goes to. For simplicity




4π2ρiρf |M |2 (2.16)





In the opposite case GT ≫ e2h the levels in the two dots hybridize and the two dots
have to be considered as one.
1more precisely the mean density ∆1 of the excitation spectrum at fixed electron number
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2.3.1 Tunneling between dots
We will now calculate the tunneling between dots. We have to distinguish 3 cases.
 Tunneling between 2 continuous spectra (metallic dot or lead)
 Tunneling between a continuous spectrum and a discrete level
 Tunneling between 2 discrete levels


























f is the distribution function of kinetic energies in the two dots. We suppose f to
be the Fermi-Dirac distribution f(x) = 1
ex+1
. f ∗(x) = (f ∗ f)(x) = x
ex−1 is its auto-
convolution. Using the Fermi-Dirac distribution supposes that energy relaxation
inside the dots is much faster than tunneling: when an electron tunnels we suppose
that both dots are at equilibrium, i.e. that the energy transferred by the electrons
having tunneled before has been relaxed to the environment. If this assumption is
not fulfilled the coupling to the environment has to be taken into account explicitly.
This can be done by replacing δ(ǫi−ǫf ) in (2.18) by a function Penv(ǫi−ǫf) that gives
the probability for the tunneling electron to emit an energy ǫi−ǫf to the environment
or to absorb the energy ǫf − ǫi from the environment if ǫi − ǫf < 0. This function is
discussed in [51].
If the tunneling electron goes from a continuous spectrum to a discrete level the




















(df − nf) (2.19)





|M |2ρi and has the dimensions of a current.
df is the degeneracy of the discrete level. Γcd is proportional to f whereas Γcc is
proportional to f ∗ f .
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At lowest order in the tunneling Hamiltonian the tunneling between two discrete










δ(W (nf)−W (ni)) (2.21)
This tunneling rate does not depend on temperature. To get its energy dependence
either the electromagnetic environment [51, 27] has to be taken into account or one
has to take into account the life-time broadening (Lorentzian) of the energy levels.
2.3.2 Tunneling between dots and leads
Tunneling rates from dots to leads or from leads to dots can also be described by
expressions (2.18), (2.19) and (2.20). However we have to account for the chemical
potential −eVk in lead k. This is done by replacing W (nf)−W (ni) with W (nf)−
W (ni)+ eVk if the electron tunnels from lead k to a dot or by W (nf)−W (ni)−eVk
if the electron tunnels form a dot to lead k.
2.4 Rate equations and currents
The state of the system without tunneling is described by the vector n giving the
occupation number of each dot or localized state. For single electronic states this
is straightforward. For metallic dots expression (2.11) gives only the ground state
energy for a given occupation vector n. But we have supposed the continuous exci-
tations at fixed electron number to be in thermal equilibrium and we fully accounted
for them when we calculated the transition rates. Thus, the state of the dot array
is described by the occupation vector n alone.












Γ0ij (n =m+ 1i − 1j)∑
k Γ
+
ik (n =m+ 1i)∑
k Γ
−
ik (n =m− 1i)
0 otherwise
(2.23)
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In the vector 1i all elements are 0, only the i-th is 1. Γ
0
ij is the tunneling rate
from dot j to dot i. Γ+ik is the transition rate from lead k to dot i and Γ
−
ik the
tunneling rate from dot i to lead k. These rates are given by one of the expressions
(2.18) . . . (2.21), depending on whether the initial and final dot (or state or lead)
have a continuous or a discrete spectrum. The rate equation formalism is valid if
phase coherence is lost after each tunneling event. If one of the dots involved in the
tunneling process is metallic, this condition is fulfilled for kBT ≫ ~Γ. In the case
of tunneling between discrete levels one has to take into account the coupling with
the environment (see above).








−∑k Γn←k (n =m) (2.25)
The size s of vector P is not the same as the size of the state vector n, i.e. the
number of dots, because each element of P corresponds to a specific value of n and
therefore s =
∏
i(di + 1) where di is the degeneracy in case of a discrete level. In
the case of a metallic dot di is the maximum number of electrons we allow in the
dot to get a finite system. s increases exponentially with the number of dots.
As we are interested in the low frequency properties of the system we are search-
ing for stationary solutions of (2.24):
ΓP = 0 (2.26)
This transforms the differential equation system (2.24) into a linear homogeneous





ik are zero). Γ cannot have full rank because
∑
mΓnm = 0 for all n. The
equation has therefore non-trivial solutions and we can impose the normalization∑
n
Pn = 1 (2.27)











This alorithm for calculating the current through a system of dots and states is
used for all numerical calculations of electron transport in this work. The number of
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possible many-particle-states increases exponentially with the number of dots/single
particle states, and thus only small systems can be calculated in this way. However,
at low bias voltage (i.e. if all electrodes through which electrons can enter or leave
the system are within a potential range which is small compared to kBT ) it is possible
to define a free energy. In that case only the state with the lowest free energy and
states with a free energy at most a few2 kBT higher have to be considered.
2.5 Single electron transistor
A simple case of the model described above is the single electron transistor (SET).
The devices studied in these work fall in this category. Nevertheless, as SETs are
described in detail in a large number of papers and books on Coulomb blockade
(for example [8, 35]), we will make here only the connection to the model described
above and summarize the main results needed later in this work.
A SET consists of a dot connected to two electrodes (source and drain) via tunnel
junctions. A third electrode, the gate, allows to control the dot potential. No current
flows between gate and dot. We consider at first the metallic limit ∆1 ≪ kBT .
The capacitance matrix defined in (2.4) becomes a scalar C = Cg+Cs+Cd and





with x = (CgVg + CsVs + CdVd)/e.
We can split this energy in effective one particle levels w∗m which are filled suc-
cessively:











These levels are spaced by ∆+ =
e2
C
, the so called charging energy. Current can
pass through the device only if one of the effective one particle levels is in the bias
window, i.e. between −eVs and−eVd. This condition results in the so called Coulomb
blockade diamond structure (see figure 2.2(a)). In accordance with the conventions
in microelectronics we set Vs = 0 throughout the entire work, for calculations as well
as measurements. Thus, drain and bias voltage are identical. In this convention the








210 kBT gives already a very good accuracy of order 10
−4.
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(a)

























Figure 2.2: Numerically calculated nonlinear conductance. White is zero
differential conductance, dark blue is maximum differential conductance. (a) Metal-
lic limit, negligible single particle level spacing ∆1 ≪ kBT . (b) 4 resolved single
particle states (∆1 ≫ kBT ). The single particle level spacings are from bottom to
top 2meV, 1meV and 0.5meV. The temperature T = 1K and the capacitances
Cg = Cs = Cd = 100
e
V








The linear response conductance at |eVd|,∆1 ≪ kBT ≪ e2C , can be easily calcu-
lated using the tunneling rate (2.18) for the left and the right barrier and the rate











where α = Cg
C
is the gate-voltage lever-arm factor and Gs/d the tunneling constant of
the source/drain barrier (see eq. (2.18)). The full width at half maximum (FWHM)
is 4.41kBT
eα
. For simplicity we supposed the resonance to be centered around Vg = 0.
If the temperature increases and kBT ≪ e2C does not hold any more, more than
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. For low temperatures kBT ≪ e2C (2.36) tends to (2.35). At high





We will now remove the assumption ∆1 ≪ kBT . Expression (2.30) then has to








The single particle spacing ∆1 is the mean spacing between the levels ǫi. For the
tunneling rates expression (2.18) has to be replaced by (2.19) and (2.20), i.e. the tun-
neling rates are proportional to the Fermi function and not to its auto-convolution.
Then, the Coulomb blockade diamonds persist but inside the conducting regions
the conductance increases3 only when an additional excited state enters the bias
window. Therefore there are plateaus with 0 differential conductance (see figure
2.2(b))
The linear response conductance at the transition between n and n+1 electrons




















where Is/d is the tunneling constant of the source/drain barrier (see eqs. (2.19) and













The main difference with respect to the metallic limit is that the peak height
is now proportional to T−1. The resonances for nondegenerate discrete levels







. However, scaled to the same FWHM,





holds up to the
4th order in x. The difference between the two expressions is smaller than 10−2.
Now, where exactly occurs the transition between metallic regime and resolved
∆1? We address the problem numerically by calculating the conductance through
a dot where the single particle levels ǫi are spaced by ∆1, using expressions (2.19)
and (2.20) for the rates between source and drain and the dot. Then we vary
the temperature. The results are shown in figures 2.3 and 2.4. We find that the
transition in the peak height occurs rapidly around ∆1 = 2kBT . The transition in
the peak shape occurs between ∆1 = 2kBT and ∆1 = 5kBT .
3In case of very different couplings the conductance can also decrease















Figure 2.3: Evolution of the
peak height with kBT/∆1. The
height of the peaks is plotted in




numerical calculation the height of
the 6th peak of a 11-level system
with uniform spacing ∆1 has been
plotted. The dashed lines are the




G∞ and the limit
where only one single particle level
carries current kBT ≪ ∆1 with
















Figure 2.4: Evolution of the peak
shape with ∆1. T = 200mK. The
largest peak represents the limit ∆1 ≪
kBT , the narrowest one the limit ∆1 ≫
kBT ; the peaks in between the cases
∆1 = x × kBT with x = 2 (next to
largest one), 3, 4, 5 (next to narrow-
est one). All peaks are normalized to
unitary height. The bold lines are ana-
lytical, the fine ones are numerical solu-
tions, taken at the 5th peak of a system
with 9 levels and a charging energy of
1 eV.
To summarize, when temperature is decreased one passes from a constant con-
ductance G∞ to a oscillating conductance when kBT falls below the charging energy
e2
C
. The peak conductance goes to 1
2
G∞ and the thermally activated valley con-
ductance goes to 0. When kBT falls below the second characteristic energy, the
excitation spacing ∆1, the peak height begins to increase with T
−1.
2.6 Strong coupling
We have considered the coupling between dot and leads only in lowest order pertur-
bation theory and supposed GT ≪ e2h . This will be sufficient for the major part of
the problems addressed in the following chapters.




order effects called co-tunneling, i.e. tunneling through virtual states of the dot, can
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cause non-vanishing valley conductance, even at very low temperature. In some
cases the valley conductance can even go to 2e
2
h
at very low temperature. This is
due to the Kondo effect [33].
At very low temperature, where our assumption ~Γ ≪ kBT is not verified any-
more, higher order effects play also a role at the peaks because the life-time broad-
ening of the levels has to be taken into account and at very low temperature for
kBT ≪ Γ ≪ ∆1, e2C the peaks become Lorentzians. At intermediate temperatures
the line shapes we have found above and the Lorentzian have to be convoluted.
The persistence of Coulomb blockade for strong coupling has been studied both
experimentally, in [92, 59] for example and theoretically in [80, 79, 90, 121] for
example. In this case it is not sufficient to know the total conductance of a barrier but
it is also important to know how the conductance or total transmission is distributed
over the different modes (or channels in the Landauer-Bu¨ttiker formalism) of source,
drain and dot.
It appears that Coulomb blockade with a reduced Coulomb gap persists until
perfect transmission (GT =
e2
h
) for point contacts (only one mode) [31] and even
for GT ≫ e2h in the case of a perfect tunnel barrier (infinite number of modes with
each infinitely small transmission). These are the extreme cases, other transmission




Coulomb blockade is mostly studied in Al dots where confinement is provided by
Al203 tunnel barriers or in 2 dimensional electron gases in GaAs/AlGaAs het-
erostructures where the barriers consist of pinch-off channels. But the barriers can




blockade can even be observed in very small standard MOSFETs [98, 44, 45]. As,
following the credo of microelectronics, the transistors are scaled down, the doping
levels and the thickness of source and drain near the gate have to be reduced to avoid
short channel effects. As a consequence their resistance grows. In microelectronics
this is an undesired effect because the maximal current drops, which in turn slows
down the switching time of a circuit. But the increasing access resistance makes
small MOSFETs better and better SETs at low temperature.
In this work SOI nanowire transistors are measured. Their working principle is
the same as that of MOSFETs. The main difference is that the width of the wire is
comparable to the gate length, while MOSFETs usually are much larger than long.
The geometry of our devices is sketched in figure 3.1. SOI (silicon on insulator)
means that the transistor is realized in a very thin silicon film which is separated
from the substrate by a thick buried silicon oxide layer.
The samples are from two batches, B146 and 9857 that were realized in
CEA/Leti. Batch 9857 has been fabricated during the PhD of Gabriel Molas [85].
3.1 Sample fabrication
The sample geometry is illustrated in figures 3.1, 3.2 and 3.3. We will give only a
short overview of the fabrication process. More details can be found in [85].
The nanowire transistors are produced on 200mm SOI wafers (Smartcut pro-
cess), with a 200 nm thick active layer over 400 nm of buried oxide (BOX) and boron
substrate doping of 1015 cm−3. The thickness of the active layer is reduced to 80 nm
by oxidation at 1050 under O2+HCl. A second local oxidation further reduces
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Figure 3.1: The geom-
etry of the nanowires.
Dielectrics have been
omitted. In the samples
of batch 9857 the sides of
the nanowire are inclined





Figure 3.2: Scanning electron micro-
graph of a nanowire transistor. The im-
age has been taken before the back-end pro-
cess, i.e. there are no spacers, no encapsulation
oxide and no interconnections yet.
the thickness of the active zones (where the channel will be) to 15 nm to 25 nm.
The 80 nm thick regions will serve to define the contacts. The whole structure is
then doped with arsenic (a donor). In batch B146 there are also variants which are
doped with boron (an acceptor) or left undoped1. This step defines the doping level
in the channel and serves to adjust the threshold voltage. Only subsequently a much
higher arsenic dose is implanted to form the source and drain regions (see below).
The lithography works with negative photo resist. The active regions are writ-
ten by an electron beam; the contact regions where lower resolution is needed are
exposed to extreme UV. On some wafers the resist has been trimmed to reduce the
width of the wire.
The wires are then plasma etched. For batch 9857, this step has been optimized
in order to obtain 45° inclined sides. (see figure 3.4). This allows for homogeneous
oxidation of the sides of the silicon film.
The film is then heated to 800 to form a thermal oxide of various thicknesses
from 1.5 nm to 4 nm. In batch 9857, a second oxide layer of 8 nm or 20 nm is then
deposited (high thermal oxide, HTO) and annealed at 730.2
1The active layer is indeed already doped by some 1015 cm−3 of boron. But on average this
corresponds to less than one dopant in the active area
2The main purpose of batch 9857 was to study permanent memory cells [85]. Therefore, in
most samples of batch 9857 nano-crystals have been grown between the two layers of oxide. As







Figure 3.3: Transmission electron micrographs of batch 9857 samples.
The left cut is perpendicular to the wire, along the black dashed line in figure 3.2,
the right one parallel to the wire along the white dashed line in figure 3.2. The wires
shown here are thinner than the ones measured in this work.
10 nm
Figure 3.4: Transmission electron
micrograph of the wire. The cut is
in the same direction as in the left panel
of figure 3.3. The darker region is silicon,
the lighter one silicon oxide. Note the
atomic planes, visible inside the wire, and
the 45 ° inclination of the side of the wire.
The gate electrode consists of 100nm of strongly n-doped polycrystalline silicon.
It is etched with the same hybrid lithography process used for the wire.
In batch 9857 spacers (10 nm HTO and Si3N4) are formed on both sides of the
gate (see figure 3.3). They have a total width of 50 nm and serve together with
the gate electrode as mask which protects the channel from the following step, the
doping of source and drain. This is why in batch B146 only the channel under the
gate electrode is low doped while in the batch 9857 also a 50 nm region on either
side of the gate preserves the low channel doping.
Doping the source and drain access regions is a very critical process for thin
silicon on insulator layers, because on the one hand high doping levels are necessary
to obtain sufficient conductance — especially at low temperature where dopants
freeze out if the doping is too low. On the other hand, if the defect level after
doping exceeds 5 · 1021 cm−3, the active layers become amorphous after annealing
rather than recrystallizing. For bulk silicon, this is not the case because the substrate
such samples have not been studied in the present work, this step is not detailed here.
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distance from gate oxide (nm)
Figure 3.5: Simulated doping profile for batch 9857 for the retained
doping process. The left panel shows the doping level along the wire at 1 nm (◦),
5 nm (+), 10 nm (×) and 15 nm (∗) from the top of the film. The right panel shows
the doping profile below the center of the gate electrode. A previous estimation gave
a slightly higher channel doping of 1018 cm−3 [85]. We take 5 · 1017 cm−3 throughout
the entire work. Simulations: Gabriel Molas
serves as germ for recrystallization. Indeed, earlier samples with the same geometry
became insulating at low temperature despite a very high doping level: the wire was
amorphous.
In batch B146 the source and drain regions were implanted with an ion energy
of 8 keV through 5 nm of screening oxide. In batch 9857 two methods were tried:
doping with a high ion energy of 20 keV through 10 nm of oxide and doping with a
lower ion energy of 3 keV through 3 nm of screening oxide, followed by RTP (rapid
thermal process) annealing at 1050. Simulations (see fig. 3.5) and measurements
of the saturation current clearly favor the second method, which has been retained.
The sample specific doping levels and sizes are summarized in tables 3.1 and 3.2.
3.2 Room temperature characteristics
3.2.1 Below threshold
At low bias voltage a n-channel MOSFET can be modeled in the following way.
The electrical potential in the channel is controlled by gate voltage. As the gate
voltage is swept from negative to positive voltage, the electrons experience first a
barrier of decreasing height. When the gate electrode is sufficiently long, electrons
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batch B146-1 B146-2 9857
H (nm) 12, 17, 22 17
L (nm)
W (nm)
various, see table 3.2





 1019 cm−3 As: 5 · 1017 cm−3
B: some 15 cm−3
As: 2 · 1014 cm−2 As: 1014 cm−2 As: 5 · 1014 cm−2
access doping
 2 · 1019 cm−3  1019 cm−3  1020 cm−3
B: some 15 cm−3
Table 3.1: Technological parameters of the studied nanowires. Note that
in batch 9857 there are 50 nm wide spacers on both sides of the gate electrode. The
doping in the wire below them is the same as in the channel.
sample batch W (nm) L (nm) H (nm) tox (nm)
1 9857 20 40 17 10
2 9857 30 40 17 10
3 9857 60 30 17 24
4 9857 20 40 17 24
5 9857 30 40 17 24
6 9857 60 40 17 24
7 9857 80 50 17 24
8 B146-1 50 40 17 4
9 B146-1 30 40 22 4
10 B146-1 50 40 22 4
11 B146-2 50 40 22 4
12 B146-2 40 60 22 4
Table 3.2: Sample geometries. Only samples for which figures are shown are
listed here. Others are included in statistical analysis. The widths in batch 9857
refer to the width on top of the wire.
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cannot tunnel through the barrier and transport is thermally activated. The low
bias conductance is therefore
Gchannel ∝ exp eαVg
kBT
(3.1)
where α is the gate-voltage lever arm i.e. the degree of control the gate electrode
has over the channel. This factor compares directly to the lever-arm factor defined
for the single-electron transistor on page 28.
The upper panel of figure 3.6 shows typical conductance plots on a logarithmic
scale. As expected, at low gate voltage the conductance grows exponentially with
gate voltage. We extract an average lever-arm factor α = 0.35 in batch B146 and
0.55 in batch 9857. The RMS sample-to-sample fluctuations are only 0.02 in batch
B146 (despite different geometries) but 0.16 in batch 9857. In long bulk MOSFETs
a lever arm factor α < 1 is explained by the depletion capacitance coupling the
channel to the substrate and thus reducing the gate control. In SOI transistors this
capacitance does not exist. The substrate can control the channel only through the
very thick BOX. In batch 9857 the BOX is 20 to 40 times thicker than the gate
oxide, in batch B146 even 100 times. Therefore the substrate coupling is negligible
and the loss of gate control can only be due to electrostatic coupling to the source
and drain potential. This is one of the so-called short-channel effects degrading the
performances of very short transistors. This effect becomes stronger when the high
source and drain doping comes very close to the channel. This is the case in the
batch B146 samples, where there are no spacers separating the high source and drain
doping and the channel. These samples therefore show a small α despite a thinner
oxide. The 9857 samples have very large spacers separating the channel and the
source/drain doping by 50 nm. With their thick gate oxides they could not work
otherwise.
3.2.2 Above threshold
When the gate voltage crosses the so called threshold voltage Vt, the conduction
band edge reaches the Fermi level and the density of states increases abruptly. The
gate voltage is then screened out and the conduction band edge inside the channel
is pinned to the Fermi level while the number of carriers increases linearly with gate




(Vg − Vt) (3.2)
where Cg is the total gate capacitance, L the channel length and µn the electron
mobility. In figure 3.6(b) the conductance follows this linear behavior only in a
small range above Vt; very soon the conductance begins to bend downwards. This
saturation is due to series resistances and mobility reduction caused by the strong
electric field of the gate electrode. In samples of batch 9857 the saturation should
be dominated by the series resistances: the access resistance is high because of the





















Figure 3.6: Room temperature characteristics of the nanowires. Black
curve: batch 9857 (sample 6); blue curve: batch B146 (sample 10). In the loga-
rithmic plot (a) the exponential characteristic below threshold is fitted (red dashed
lines). In the linear plot (b), the “on” regime is fitted (red dashed lines, see text).
The dotted lines indicate the threshold voltages.
large spacers, and the electric field is small because the gate oxide is thick. The
conductance of eq. (3.2) in series with a gate-voltage independent conductance fits
very well the behavior of the transistors of batch 9857 (see fig. 3.6(b)).
We know the gate capacitance from Coulomb blockade measurements at low
temperature (see section 3.4). With the gate length, eq. (3.2) allows then to calculate
the channel mobility. Using the lithographic gate length, we obtain extremely low
values in the order of 20 cm2V−1s−1 in batch 9857. However, eq. (3.2) is extremely
sensitive to the gate length. The electrical gate length could indeed be longer than
the lithographic one. This is due to the very large and low doped parts of the wire
below the spacers where the Fermi level is below the conduction band edge and the
electron density is low. Therefore the gate electrode can easily shift the potential in
the spacer regions. This can have two effects:
 The effective gate length, i.e. the length over which the conduction band edge
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falls below the Fermi level and electrons are accumulated is longer than the
actual gate length. This can have dramatic effects on the extracted channel
mobility because expression (3.2) depends quadratically on the channel length.
 The height of the barriers formed by the regions below the spacers changes
with gate voltage, causing the conductance of the regions below the spacers
to depend on gate voltage. The access resistance therefore contains a voltage
dependent part which is attributed to the channel.
Both effects tend to increase the effective gate length with respect to the actual
lithographic gate length. At room temperature these two effects cannot be distin-
guished as the relevant energy scale, the energy of the dopant levels (45meV), is of
the same order as kBT = 26meV. At low temperature however, the second effect is
the driving force of most of the phenomena we observe in chapter 5.
The fact that in batch 9857 the electrical channel length is longer than the litho-
graphic one is confirmed when we try to extract mobility from the series resistance.
This resistance is dominated by the regions below the spacers: beyond them the
doping is 50 times higher and the wire increases in width and thickness. Knowing
the geometry, we can estimate the conductivity of the wire below the spacers and
in consequence the mobility. We find values in the order of 400 cm2V−1s−1, much
higher than in the channel.
We now choose the effective gate length Leff such that the mobility in eq. (3.2) and
the spacer regions becomes equal. The fitting parameters are then: threshold voltage
Vt, mobility µn, and effective channel length Leff instead of: threshold voltage,




µnCg (Vg − Vt) +




where n is the doping level in the spacer regions. On average over the measured
samples the effective gate length Leff is 70 nm longer than the lithographic gate
length Lg. The RMS sample to sample fluctuations are 10 nm. This means that
the gate controls slightly more than half the spacers. For the total mobility we find
220 cm2V−1s−1 ± 30 cm2V−1s−1. This value is much smaller than for undoped bulk
silicon at room temperature (1450 cm2V−1s−1) but expected for doping levels in the
order of 1018 cm−3 [54] and quite typical for small silicon devices.
In batch B146 the situation is quite different. There are no spacers and the
doping of the access regions extends to the border of the gate electrode and the
gate oxide is thinner. Therefore, the gate electrode should control only the re-
gion right below the gate. Indeed, with eq. (3.3) we find an effective gate length
only 5 nm ± 7 nm longer than the lithographic length. The mobility is lower:
µn = 70 cm
2V−1s−1 ± 20 cm2V−1s−1. In the access regions this is due to the higher
doping level. Below the gate the thinner oxide increases the electric field and the
polycrystalline gate electrode induces a stronger disorder in the wire. As there is no
doping modulation in source and drain, we took for the length of the access resistor
in eq. (3.3) the total wire length minus the effective gate length, neglecting that way
the resistance of the triangular parts where the wire widens (see figure 3.2).
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Figure 3.7: Cooling of a nanowire MOSFET from room temperature to
400mK. The upper group of curves goes from 50K to 300K with a step of 10K.
The cyan curve was taken at 400mK and the light blue curve at 4.2K. Between
5K and 50K the temperature changes significantly within each gate voltage sweep.
Sample 3.
3.3 How the nanowire FET becomes a SET
Figure 3.7 shows the temperature dependence of a batch 9857 nanowire MOS-
FET. Above approximately 50K nothing spectacular happens. In accordance with
eq. (3.1) the part of the characteristics below threshold becomes steeper as temper-
ature is reduced. But also above threshold the characteristics becomes steeper and
the current near threshold decreases drastically. This supports the interpretation we
made above that there are potential barriers below the spacers over which the gate
electrode has also some control. To confirm this interpretation, in figure 3.8(a) we
draw the Arrhenius plot of conductance at different voltages. Below approximately
100K the conductance depends exponentially on T−1, implying thermally activated
transport. At high temperature there are significant deviations from the exponential
behavior; at high gate voltage the conductance even increases from 300K down to
200K. This effect is often observed in silicon devices. It is due to an increase of
mobility as phonon scattering is quenched. Using the slopes in the Arrhenius plot
between 50K and 75K we calculate the activation energy of conductance (see fig-
ure 3.8(b)). Below threshold the activation energy strongly depends on gate voltage.
But even above threshold transport is thermally activated with a barrier height that
decreases only slowly as gate voltage is increased. This behavior suggests the poten-
tial depicted in figure 3.9. Below the threshold voltage the main potential barrier
is the part of the wire below the gate electrode which is well controlled by the gate
voltage. At the threshold voltage, the potential below source and drain begins to


































Figure 3.8: Thermal activation of transport. (a) Arrhenius plot of the
drain-source conductance. The curves from bottom to top are taken at Vg =
−0.75V,−0.50V . . . 2.50V. Transport is thermally activated. Anomalies at high
temperature are due to phonon scattering which makes the mobility temperature
dependent. (b) Extracted activation energy. There are two regimes: below the
threshold voltage Vt ≈ −100mV it is controlled by the part of the wire below the
gate, above threshold by the parts below the spacers which are only weakly influ-
enced by the gate voltage. Sample 3.
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Figure 3.9: Schematic view
of the potential along the
nanowire for different gate
voltages. The gate has a good
control on the nanowire below the
gate, but also on the low doped
parts below the spacers.
be higher than the potential below the gate. The height of these potential barriers
is of the order of 20meV and is only slowly lowered by the gate voltage. Between
4K and 400mK the conductance does not decrease significantly. Thus below 4K
tunneling through the barriers seems to dominate. We will investigate transport
through these barriers in more detail in chapter 5.
If our description is correct, there is a quantum dot below the gate separated




we should be in a single-electron transistor configuration as described
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Figure 3.10: Peak spacing vs.
gate voltage. The peak spacing
changes only very little. This indi-
cates that the size of the quantum dot
is well defined and barely influenced
by gate voltage. Sample 6.
in 2.5. Indeed, the blue curves in figure 3.7 below 50K show regular oscillations.
These oscillations become sharp resonances at very low temperature (400mK, cyan).
The period of these oscillations is 13mV. With a lever-arm factor (see eq. (3.1)) of
0.3 these resonances correspond to a charging energy of 4meV which is equivalent
to 50K.
We will now try to confirm this model by comparing the measured period of
these oscillations with calculations.
3.4 Size of the quantum dot
As shown in 2.5, the gate-voltage spacing V+ of the Coulomb blockade resonances





Figure 3.10 shows a typical example of the peak spacing versus gate voltage. The
peak spacing is obtained by an automatic peak detection described in appendix
B.2. Its gate-voltage dependence and fluctuations are very weak. Therefore, we can
suppose that there is only one quantum dot rather than multiple impurity quantum
dots [103, 100, 70, 69]. We observe the latter case in very short MOSFETs with
more classical geometry, i.e. more than 10 times wider than long [98, 44, 45] and in
the first peaks in batch B146 samples (in particular split 1, see chapter 4.2).





ǫSiO2 = 3.9 is the dielectric constant, tox is the oxide thickness and S the surface
area of the gate–wire overlap. We take into account the top and the flanks of the
wire. In the case of batch B146 this means S = L× (W +2H) (L is the gate length,
W is the wire width and H its height, see figure 3.1). In the case of batch 9857 the
sides of the wire are inclined by 45° and S = L× (W + 2√2H).
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In figure 3.11 the measured average peak spacing of several samples is plotted
versus the calculated peak spacing. For the red markers the gate capacitance has
been calculated in planar capacitor approximation (eq. (3.5)). For the batch B146
samples with 4 nm gate oxide the agreement is good. For the batch 9857 samples
with thicker gate oxide the gate capacitance corresponding to the measured peak
spacing is higher than the estimation (3.5). Yet in this case the gate oxide is almost
as thick as the gate and the wire are large, so that we indeed expect the planar
capacitor to underestimate the capacitance because it does not take into account
the corner charges. We thus have to do numerical calculations.
We do them as follows. The wire and the gate are supposed to be ideal metals.
For the gate electrode, the source and drain regions and the dot where the Fermi
level is inside the conduction band this is a good approximation. For the parts
of the wire below the spacers the approximation is more questionable. In metals
charges appear only near the surface. We create a rectangular mesh on each surface
and take the charge density of each control point as a variable. A quite lengthy
expression from [39] gives the potential in any point of space created by a bilinear
charge distribution on a planar rectangle (our mesh cells). It is a linear function
of the charge density at the corner points. With this formula the potential at each
control point of the mesh3 is calculated as a linear function of the charge densities at
all the control points. Thus the potentials and charge densities are related through
a linear equation system. As we are dealing with metals, the potential on each
electrode is constant. By fixing the two potentials we can solve this system for
the charge densities at the control points. As we need only 2 dimensional meshes,
the linear equation system is small (several 1000 points) and can be solved in some
seconds on a recent personal computer. The size of the problem can be further
reduced because of symmetry: Our devices are symmetric to a vertical plane along
the wire and another along the gate electrode. So only one quarter of the geometry
has to be calculated. A typical mesh and the charge density are plotted in figure
3.12(a). To calculate the gate-wire capacitance we set the gate voltage to −1V and
the wire potential to 0. The integral of the charge density on the wire then gives the
gate–wire capacitance. The integral over the charge density on the gate electrode
is not the gate–wire capacitance but the total capacitance of the gate electrode.
This is due to the fact that our potential formula implies as boundary condition 0
potential at infinity. In order to calculate the total wire capacitance we would have
to set the gate voltage to 0 and the wire voltage to a finite value.
Figure 3.12(b) shows the charge density around the wire below the center of
the gate electrode. There are singularities in the corners due to the sharp edges in
our geometry. In reality the charge density in the edges should be smoother, firstly
because the corners are not perfectly sharp, secondly because the silicon wire is not
an ideal metal. Nevertheless, as the gate oxide thickness exceeds the radius of the
effective rounding of the corners, the sum over the corner charges should be correct.
3In fact, we calculate the potential at points of the surface slightly besides the control points
to avoid numerical instabilities.
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Figure 3.11: Measured vs. calculated peak spacing for various sam-
ple geometries. The oxides thicknesses are tox = 4nm (), tox = 10nm (△),
tox = 24nm (♦). Empty and filled symbols represent the same measurements but
the calculations have been done by planar capacitor approximation for the empty
symbols and numerically (see text) for the filled ones. The numerical result is much
closer to perfect agreement (dashed line).
More problematic is the direction along the wire, shown in figure 3.12(c). We
did not model the vertical sides of the gate electrode and we omitted the spacers
which have a higher dielectric constant than silicon oxide (7 versus 3.9) because our
model does not allow for inhomogeneous dielectric materials. However, these two
omissions should compensate themselves to some extent in the vicinity of the gate
electrode. Neglecting the flanks of the gate electrode causes increased corner charges
at the edge of the gate. The charge of the flanks of the gate is thus projected to the
bottom of the gate electrode and the influence of the gate electrode on the parts of
the wire near the corners of the gate electrode is increased. The effect of the spacers
would be the same: the higher dielectric constant projects the charge on the side of
the gate electrode to the bottom of the spacers.
The charge density integrated over the whole length of the wire yields a much
higher gate capacitance than the one related to the measured peak spacing. How-
ever, this capacitance includes the gate-source and gate-drain cross capacitances.
In consequence, we have to draw a limit between the dot and the reservoirs and
stop the integration there. In figure 3.12(c) the charge density falls off most rapidly
at approximately 30 nm from the center, i.e. 10 nm beyond the border of the gate
electrode for this geometry with 24 nm gate oxide. All measured geometries consid-
ered, we obtain the best agreement between measured peak spacing and capacitance
calculations for a cut-off half a gate-oxide thickness beyond the gate border, i.e. the
length of the quantum dot is L + tox (L is the gate length and tox the gate ox-
ide thickness). With this cut-off we find an excellent agreement between measured
peak-spacing and calculations (blue markers in figure 3.11). Our findings of a quan-
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Figure 3.12: Numerical calculations of the gate capacitance. Both gate
and wire are supposed to be ideal metals; thus only their surface is considered.
Because of symmetry only one quarter of the geometry has to be calculated. This
example is a batch 9857 sample with width W = 40nm, gate length L = 40nm
and tox = 24nm gate oxide. (a) The rectangular mesh used for the calculations.
(b) Electron density around the wire at gate voltage −1V below the gate electrode
center. Distance 0 corresponds to the top center of the wire 80 nm to the bottom
center. (c) Electron density along the wire at gate voltage −1V. The trace is taken
at the top center of the wire, beginning below the gate electrode center. The increase
of the charge density at 100 nm is an artifact due to the abrupt end of the wire in
the simulated geometry.
tum dot longer than the gate electrode is consistent with the effective gate length
obtained by mobility considerations at room temperature (section 3.2).
For the batch B146 samples with 4 nm gate oxide the calculation slightly under-
estimates the peak spacing. For such thin oxides the retreat of the charge density
of approximately 1.5 nm from the surface (see above) becomes important and the
effective gate oxide thickness is increased. Thus, our calculations with 4 nm gate
oxide overestimate the capacitance and underestimate the peak spacing. The pla-
nar capacitor approximation works better in this case because the omission of the
corner charges partly compensates the increased effective gate oxide thickness.
Chapter 4
Addition spectrum of the
Coulomb-blockade island
In chapter 3.4 the average Coulomb blockade peak spacing has been studied and
compared to the simple model of the metallic single-electron transistor (SET, see
chapter 2.5). We will now study its fluctuations. The peak spacing represents the
addition spectrum, i.e. the energies needed to successively add electrons to the dot.
So far we have considered the quantum dot as perfectly metallic and the addition
energy was simply given by the screened electron-electron interactions expressed
through the geometric capacitance. Fluctuations of the peak spacing depend on the
regime the dot is in (see figure 4.1). We will first consider the case of diffusive or
ballistic quantum dots which is closest to the metallic SET. Then, in section 4.2, the
case of low electron densities is considered, where disorder and interactions make
the electrons behave like classical particles.
4.1 Diffusive dots
4.1.1 Existing theories and experiments
The first correction to the model of a metallic quantum dot as described in chapter
2.5 would be to consider individual quantum mechanical states with energy ǫi, but to
describe the interactions by a constant capacitance as before. With some precautions
we found expressions (2.14) and (2.38) for the energy in this case. Here we can
simplify them because we will be interested only in the ground state properties where








For this notation we supposed the levels to be sorted ǫi ≤ ǫi+1 and non-degenerate,
i.e. degenerate levels are described by several levels with the same energy in order
to simplify notation.
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Figure 4.1: Different types of quan-
tum dots. L is the characteristic size of
the dot, ℓ the elastic mean free path and
ξ the localization length. In grayed zones
the potential lies below the Fermi level.
In Coulomb-glass and diffusive dots the
disorder determines the properties and
the boundary conditions play no impor-
tant role. In ballistic dots the borders
of the dot determine its nature. Diffu-
sive and ballistic-chaotic dots show uni-
versal chaotic behavior for kFℓ ≫ 1 and
kFL≫ 1.
The difference in chemical potential ∆+(n) necessary to put an additional elec-
tron onto the dot is then
∆+(n) = E(n+ 1)− 2E(n) + E(n− 1) = e
2
C




I.e. the charging energy e
2
C
and the single-particle level spacing ∆1 have to be over-
come in order to add an electron to the dot.
In this model the distribution of the addition energies is simply the distribution
of the single-particle level spacings shifted by the charging energy.
For regular quantum dots (see figure 4.1) the single-particle levels have a shell
structure due to the symmetries of the dot just like levels in atoms. However, real
quantum dots are rarely perfectly symmetric. Disorder can change the boundaries of
the dot; in this case the dot is a chaotic cavity. Or disorder can also be present inside
the dot; electrons are then scattered inside the dot and the dot is called diffusive.
In diffusive or chaotic dots the wave functions can change dramatically with
very little changes of the potential so that one cannot make predictions on the exact
wave function. However, the statistics of the wave functions show generic properties
which can be efficiently described by random matrix theory (RMT, see [9, 1]), where
the Hamiltonian has to respect the system’s space-time symmetries but is otherwise
considered as random. The random matrix theory states that the single-particle level
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x2 (x > 0) (4.3)






− 1 ≈ 0.52 (4.5)
We give here the result for time-reversal symmetry i.e. in the absence of magnetic
field and spin-orbit coupling. The spin and band degeneracies add a δ-peak at 0 to
the distribution of the single-particle level spacing. This combination of constant
interaction model and random matrix theory is usually labeled CI+RMT.
On the experimental side, only few measurements of the peak spacing statistics
of ballistic-chaotic semiconductor quantum dots were reported. They disagree on
the width of the peak spacing distribution. In some experiments a peak spacing
distribution scaling with e
2
C
was found [110, 109, 108], others agreed with RMT in
finding a peak spacing distribution with a width of order ∆1 [93, 81, 76, 96]. While
they disagree on the actual width of the peak spacing distribution, they agree in
finding more or less Gaussian-like distributions, in any case nothing similar to the
shifted Wigner-Dyson-Distribution of the CI+RMT model which goes sharply to 0
for ∆+ → e2C . References [108] and [96] study silicon quantum dots as we do, the
others GaAs heterostructures. In both cases the mobilities are much higher than in
our samples.
The fact that the CI+RMT model fails to describe the peak spacing statistics is
not surprising. As argued in chapter 2.2, the constant interaction model is not a good
approximation for discrete states occupying the same volume. This is so because the
CI+RMT does not take into account all effects of order ∆1, in particular it neglects
exchange interaction and scrambling, i.e. the fact that the states of the electrons
already in the dot change when an additional electron comes in.
Motivated by the experimental results, more detailed analytical calculations were
carried out [13, 119, 120, 3]. The corrections to the RMT result depend on the
dimensionless conductance g

= kFmin{L, ℓ}, supposed to be large compared to
1. The corrections to the CI+RMT result scale with ∆1√
g

. Thus, the theories
agree with RMT in that the width of the peak spacing distribution is of order
∆1. The strong even/odd effect of the RMT result (i.e. the δ peak due to spin
degeneracy) is significantly reduced when the electron density becomes low (rs ≈
1) [13] or temperature is increased above approximately 0.3∆1 [120]. The width
of the peak-spacing distribution is only little affected by temperature: it reduces
by approximately a factor of 2 when kBT is increased above ∆1 [3]. Numerical
calculations [2, 57, 58] in chaotic ballistic dots confirm these results and find good
agreements with some of the experimental results. Recently the limit of a diffusive
dot has also been studied numerically [83]. The peak spacing distributions are found
to be significantly larger (σ(∆+) ≈ ∆1) than in the ballistic case, and only very weak
even/odd effects were found.
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4.1.2 Material properties of the dot
The theoretical predictions of the peak spacing statistics depend on the material
properties of the quantum dot. Here we will try to roughly estimate these properties.
For most of the estimations we suppose the electrons to form a non-interacting
degenerate Fermi gas. We calculate the material properties for 2 dimensions and 3
dimensions and only in view of these results we decide whether the dot is actually
2- or 3-dimensional.
mobility: At low doping the mobility as a function of temperature has a maximum.
The position of the maximum depends on the doping level. Typically it occurs
at approximately 50K. Above the maximum, mobility is dominated by phonon
scattering and the temperature dependence is T−3/2 [7] or even stronger when
optical phonons begin to play a role. Below, it is dominated by impurity
scattering and the temperature dependence is T 3/2 [20]. This T 3/2 dependence
is due to the fact that, at not too low temperature, electrons in the conduction
band can be described as a Boltzmann gas. At very low temperature, however,
there are only conduction electrons if the Fermi level is above the conduction
band (mobility) edge. It is then the position of the Fermi level that defines
mobility and not temperature.
When the doping level is high, conduction band and impurity band begin to
hybridize. The fluctuations of the conduction band edge are then approxi-
mately 50meV (the donor binding energy) and the Fermi level lies within this
smearing. In this case the low temperature behavior where temperature is
not the dominant parameter, is recovered already at room temperature. The
transition to this high doping regime occurs around a dopant concentration
of 1024m−3 (see figure 5 in ref. [54]) which is the doping level in the channel
regions of our devices. Thus we consider the high temperature mobility (see
chapter 3.2) to be relevant also at low temperature – as long as the Fermi level
lies within the smearing of the conduction band edge. This is different from
devices with very weak doping where the mobility can reach very high values at
low temperature (up to µ ≈ 104 cm2V−1s−1 in silicon and µ ≈ 106 cm2V−1s−1
in GaAs heterostructures). According to our results in 3.2 we take
µ ≈ 100 cm2V−1s−1. (4.6)
The mobilities in batch 9857 are approximately twice as high, in batch B146
they are somewhat lower.
electron density: A typical dot shape is W × L × H = 50nm × 40 nm × 20 nm.
The surface area and the volume of the dot are then
A = (W + 2H)L = 3600 nm2 (2D) (4.7)
V = WH L = 4 · 104 nm2 (3D) (4.8)
For such a dot we count approximately 200 Coulomb blockade resonances
between the first observable peaks and the highest gate voltages we can apply.
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In batch 9857 there are approximately 20 dopants in the channel, in batch
B146 split 2 of the order of 200. This number of dopants is also the number
of electrons at Vg ≈ 0 where we observe the first resonances. We take n = 200



















−1/3 = 11µeV (3D) (4.12)
We used the effective masses m∗ = mt = 0.19me in 2D and m∗ = 3
√
m2tml =
0.32me. The degeneracy is d = dspindvalley with dspin = 2 and dvalley = 2 in 2D

















≈ 2 nm (4.15)
The mean free path is much smaller than the typical device sizes of several











gas parameter: The gas parameter is the Wigner Seitz radius, i.e. the radius of
a hypersphere with volume n−1, normalized to the effective Bohr radius. It













)−1 ≈ 1.1 (3D) (4.18)
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aB ≈ 3.3 nm is the effective Bohr radius in silicon. It is derived in chapter 5.2.
For a 2DEG very close to the Si/SiO2 interface aB ≈ 2.1 nm due to the lower
dielectric constant in SiO2 [5]. With this value rs ≈ 1.2 in the 2D case.
inverse screening length: At low electron densities (rs ≫ 1) the screening length












πnV = 0.3 nm
−1 (3D)
(4.19)
At high electron densities (rs ≪ 1) the screening length is given by the density












= 1.8 nm−1 (3D) (4.21)
In 2D the two results are equal for rs = d
−1 = 0.25. Therefore we rather
take the screening length λ ≈ 0.4 nm−1 for high rs. Screening due to the gate
electrode is weaker. The gate oxide thickness can be as low as 4 nm but the
dielectric constant in the oxide is 3 times lower than in silicon. The effective
distance between gate electrode and channel electrons is therefore 12 nm (or
more in batch 9857). This is larger than aBrs ≈ 3 nm, the mean distance
between electrons.
dimension and degeneracy: The As doped channels in our devices are only
weakly compensated: on average there are approximately 0.1 acceptors in
the channel. The thickness of the electron gas is therefore the screening length
of the electrons in the disorder potential of the donors. This is different from
a standard n-channel MOS structure working in inversion where the space
charge due to charged acceptors defines the band bending and in consequence
the thickness of the inversion layer [5].
In batch B146 split 2, the doping level is comparable to the number of electrons
attracted by the gate electrode. The screening length therefore does not vary
considerably as a function of gate voltage. Taking the screening length λ−1 ≈
2.5 nm as thickness H in the 3D level spacing (4.12), we obtain the same
result as in the 2D case, i.e. ∆1 ≈ 170µeV. In batch 9857 the doping is lower
so that at low electron numbers the screening length could be considerably
higher. Another important parameter is the doping profile. In batch B146-
2 we do not know it precisely. For batch 9857 however, the doping profile
has been simulated and it actually seems that the doping is low close to the
gate electrode (see figure 3.5). This gradient could compensate the electric
field created by the gate electrode and make the bottom of the potential well
flatter than it would be with homogeneous doping. Therefore we can not
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determine precisely the thickness of the electron gas. We use the 2D result.
The resulting single-particle level spacing ∆1 must then be seen as an upper
limit, in particular in batch 9857. The decrease of ∆1 due to the thickness of
the electron gas can be interpreted as multiple 2D sub-bands, increasing the
degeneracy factor d.
The gas parameter in our samples is comparable to the ones in the existing ex-
periments. The disorder parameter, however, is very different. While the samples
in previous experiments are ballistic, our samples are very diffusive (ℓ ≪ L). The
parameter kFℓ ≈ 1 indicates that our samples are at the limit between localized
Coulomb glass regime and diffusive regime (see figure 4.1).
4.1.3 Experimental results
For this analysis of the peak-spacing statistics we use the samples of batch 9857
and of batch B146 split 2 at high gate voltage where the dots are in the diffusive
regime. In most of the samples of batch B146 split 1 the access conductances are
above the quantum of conductance because their doping is high (see chapter 3.1) so
that Coulomb blockade can only be observed when only few electrons are in the dot
(see section 4.2).
First, the positions of the Coulomb blockade peaks are detected with the algo-
rithm described in appendix B.2. The peak spacings plotted in figure 4.2 are the
differences between the detected peak positions.
As figure 4.2 testifies, long-range evolutions of the peak spacing are smaller than
the short range fluctuations. This allows us to analyze the peak spacing distribution
directly. In most other experimental studies of the peak spacing statistics only the
differences of successive peak spacings could be analyzed because the average peak
spacing changed with gate voltage.1 The result of such an analysis depends on the
correlation of successive peak spacings. While at low temperature theory predicts
an anti-correlation (i.e. an even/odd effect due to spin degeneracy (see below))
this effect is washed out for kBT ' 0.3∆1 and could actually turn into a positive
correlation when due to thermal smearing each state contributes to several Coulomb
blockade peaks.
In batch B146-2 there are many samples where the conductance decreases con-
siderably between 4K and base temperature so that Coulomb blockade peaks are not
visible at very low temperature. In addition strong anomalies appear which create
tails in the peak spacing distribution. We explain this by the fact that the access
regions are very close to the metal–insulator transition. (The estimated doping level
(1019 cm−3) in the access regions of batch B146-2 is very close to the critical concen-
tration for the metal–insulator transition in doped silicon (6.4 · 1018 cm−3 for bulk
Si:As [19])). At low temperature the charges become localized: the conductance
becomes very weak and the localized charges in the barriers form offset charges.
1The size and capacitance of dots in 2DEGs is defined by the voltage on the depletion gates
whereas our dot is limited on 4 sides by the Si–SiO2 interface.
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Figure 4.2: Peak-spacing distributions at 4.2K. The left panel shows the
evolution of the peak spacing with gate voltage for 3 different samples of comparable
surface area ≈ 6000nm2 but different gate oxide thicknesses: tox = 4nm (sample 12,
), tox = 10nm (sample 1, N), tox = 24nm (sample 4, ). The right panel shows
the corresponding histograms.
This low doping concerns not only the wire but the whole system up to the metallic
contacts. The spacer regions in batch 9857 play the same role. Their doping signif-
icantly below the critical concentration but they are much shorter: only the zones
below the spacers have low doping. Therefore the effect is better controlled and the
temperature dependence is weak below 4K. We will discuss these phenomena in
chapter 5.
Due to these effects the peak spacing can in many samples only be analyzed
at 4K or 1K but not at base temperature. When we are able to go to very low
temperature, we find no significant reduction of the width of the distribution between
base temperature (T ≈ 300mK effective electronic temperature2) and 4.2K. If we
take the 2D result for ∆1 we get at base temperature kBT ≈ 0.2∆1. Under this
condition ripples due to excited states should be visible inside the Coulomb blockade
diamonds. Usually we do not observe them at high electron density. This could have
two explanations.
 The I(V ) characteristics of the access regions in batch B146 are strongly non-
linear so that the high conductance at high bias voltage and dissipative pro-
2In other types of samples we observe rather 100mK effective electronic temperature. See
appendix A.2.5
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cesses could smear out the excited states. Or the strong variations of the
drain-source conductance could simply mask the ripples.
 The 2D mean single-particle level spacing is an upper limit and the actual
mean single-particle level spacing could be smaller. So we could actually not
get electronic temperatures as low as kBT ≈ 0.2∆1. This would mean that we
never reach the limit where only one quantum mechanical state is occupied.
Indeed, as soon as only one state is occupied, the electrons cannot evacuate
energy from the dot any more and cooling becomes difficult. Therefore the
electronic temperature could be pinned to kBT ≈ ∆1. An indication for this
pinning could be that the effective electronic temperature seems highest in the
smallest dots where ∆1 is largest.
The second explanation is supported by the fact that Patel et al. [93] find a stronger
increase of the peak spacing fluctuations when kBT falls below ∆1. Thus, even at
base temperature we probably stay in the regime kBT > ∆1.
The fact that our samples are fabricated on 200mm wavers in an industrial pro-
cess allows to analyze the peak spacing statistics of many samples having exactly the
same fabrication parameters. We have analyzed the width of the peak spacing dis-
tribution by fitting its histogram with a Gaussian. We do so rather than calculating
directly the variance of the distribution because of the tails in the distribution. They
are caused by occasional anomalous regions with very large or small spacings due
to charging events in the barriers (see above). These tails in the distribution would
significantly increase the estimated variance but affect much less the histogram fit.
In order to translate the peak spacing into addition energy one has to multiply
by eα. In batch B146, the factor α extracted from Coulomb blockade diamonds
(see appendix B.3) or the width of the Coulomb blockade resonances is close to
0.4. This is in good agreement with what we found at high temperature (see page
28). There are some exceptions, however, and the α factor is higher for the first
resonances where the dot decomposes into several “puddles” not covering the whole
surface (see below). In our analysis we exclude both, unusual samples and the first
resonances.
In batch 9857 the determination of the lever-arm factor α is more involved be-
cause, as figure 4.3 shows, it has strong sample-to-sample fluctuations and depends
on gate voltage (we will analyze the origin of this dependence in chapter 5.4). We
do not take into account the evolution of the lever arm with gate voltage but rather
take a constant lever arm factor 0.1 for all 9857 samples. As figure 4.3 shows, the
actual lever arm factors beyond 1000mV vary between approximately 0.05 and 0.2.
Finally we normalize the fluctuations of the addition energy by the 2D single-
particle level spacing (4.11) with degeneracy d = dspindvalley = 4 and the specific
dimensions of each sample. The result of this analysis is shown in figure 4.4. The
width of this addition-energy distribution σ(∆+) is in good approximation given by
the 2D single-particle level spacing. The deviations are within ±50% of the level
spacing, whereas the surface, and in consequence the level spacing, are varied by a
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factor of almost 5. The result σ(∆+) ≈ ∆1 is in good agreement with the recent
theoretical results cited above, especially [83].
Despite this good agreement however, the scaling of the fluctuations with the
inverse surface area does not necessarily exclude scaling with the charging energy
e2
C
: as we showed in chapter 3.4, the (gate) capacitance scales also with the surface
area, i.e. C ∼ A. In order to exclude this possibility, the capacitance has to be
varied without changing the size of the dot. The increase of the gate oxide thickness
between batch B146 (4 nm) and batch 9857 (10 nm and 24 nm) could provide this.
Unfortunately, only the gate capacitance changes by a factor 6. The change in total
capacitance is not significant because the total capacitance is dominated by the
source and drain capacitances (the lever arm factor is small). If we call Cg,0 the gate
capacitance in a batch B146 sample, its total capacitance is α−1Cg,0 = 2.5Cg,0. In
a batch 9857 sample with corresponding gate–wire overlap the gate capacitance is
6 times smaller due to the thicker oxide but the lever arm factor is only 0.1 instead
of 0.4, so that the total capacitance α−1Cg,0/6 = 1.7Cg,0 is very similar to that in
batch B146.
In addition, the fabrication process is not exactly the same in batch B146 and
batch 9857. In particular the lower channel doping in batch 9857 could lead to a
thicker electron layer in batch 9857 than in batch B146. Therefore, one must be
careful when interpreting differences between the two batches.
Actually there are long-range fluctuations of the addition energies in batch 9857,
and there are even zones where they dominate the short-range fluctuations (for
example in the red curve in figure 4.2 between Vg = 2000mV and 2500mV). This
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could indicate that the main contribution to the fluctuations is always caused by
the barriers (see chapter 5) and that the peak spacing fluctuations caused by the
dot itself are very small. This would be the case when the dot is 3-dimensional as
suspected for batch 9857 in section 4.1.2. In batch B146 the short range fluctuations
are always dominant.
4.2 Coulomb-glass dots
In the analysis above we only considered samples of batch 9857 and batch B146,
split 2. We left out the first resonances because the peak-spacing fluctuations are
very strong there (see figure 4.2). In batch B146 split 1, this effect is even more
pronounced (see figure 4.5). Indeed, in this example the fluctuations are of the
order of the mean level spacing which in turn is 2.5 times higher than expected from
geometry (see chapter 3.4).
In this split the doping of the access region is high and the channel, i.e. the
part of the wire below the gate electrode, is not doped (see chapter 3.1). So the
first electrons entering the dot can be observed (see figure 4.6). The parameters we
calculated in section 4.1.2 are not valid in this regime. The electron density is very
weak so that kFℓ is much smaller than above, so that kFℓ ≪ 1 and rs ≫ 1. Both
figures indicate that the dot is in the localized regime (see figure 4.1) where electron
wave functions do not spread over the whole dot but are localized in parts of the
dot where the disorder potential is particularly low.
This interpretation is supported by the fact that in batch B146 split 1 the doping
of the access regions is high and there are not, as in batch 9857, spacer regions that
form barriers. Consistently, at high gate voltage the conductance is of the order of
Gpeak ≈ e2h or above so that often universal conductance fluctuations rather than
Coulomb blockade oscillations are observed. This indicates that the access regions
do not have sufficient resistance to allow for Coulomb blockade and that it is the
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Figure 4.5: Peak-spacing fluctuations when the dot is in the Coulomb
glass regime. The upper panel shows the Coulomb blockade spectrum from which
the peak-spacing distribution in the lower panel has been extracted. The fluctuations
of the peak spacing have the same order of magnitude as the mean peak spacing.
The average peak spacing is strongly increased with respect to a diffusive dot of the
same size: the dashed line in the histogram panel (bottom-right) is the peak spacing
calculated from the sample geometry. Sample 9.
that the localization length ξ in the dot is shorter than its length L, i.e. that the
dot is in the Coulomb glass regime (see figure 4.1).
The peak spacing of a quantum dot in the localized regime has been considered
theoretically by Koulakov, Pikus and Shklovskii [66]. They predict peak-spacing
fluctuations of the order of the mean peak spacing when electrons are completely lo-
calized (localization length ξ ≪ L). The crossover to the metallic regime is explained
by the increase of the dielectric constant when ξ begins to increase (see chapter 5.4).
As long as ξ < L, the peak-spacing fluctuations decrease: σ(∆+) ∝ 1ǫ ∝ 1λ2ξ2 until
ξ = L where they saturate at σ(∆+) ∝ 1λ2L2 ∝ ∆1.
In the Coulomb-glass regime the evolution of the Coulomb-blockade peaks under
magnetic field is spectacular, as shown in figure 4.7. The peaks shift significantly
with magnetic field applied in parallel to the nanowire. These shifts differ in direction
and amplitude. Very similar effects have been observed in silicon nanowires with
comparable properties [95]. The shifts were attributed to the Zeeman effect, the
amplitude of the shift V+ being
eαV+ = gµB∆SB (4.22)
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Figure 4.6: A batch B146-1 sample at low gate voltage. The excited states
of the first resonance can be well observed and indicate that it is due to one of
the first electrons in the dot. The conductance soon becomes very strong (inelastic
co-tunneling is clearly visible). Sample 8.
where ∆S is the change in spin polarization due to the electron added to the dot,
µB the Bohr magneton and g the Lande´ factor, which is very close to 2 for electron
spins in silicon [24]. ∆S is ±1
2
when the spins of the electrons already in the
dot are not rearranged. In [95] different amplitudes of the Zeeman shifts were
attributed to higher spin shifts ∆S = ±3
2
. Surprisingly, at large electron numbers
the corresponding resonances were found to be as strong as the others. Yet, they
should be strongly suppressed because the rearrangement of the spins is a slow
process and should therefore cause a “spin blockade” [125, 126]. In our dots all
shifts seem to agree with ∆S = ±1
2
. We explain the different amplitudes of the
shifts by a fluctuating α factor. This fluctuation is caused by the source and drain
capacitances. In chapter 5 we will study them in detail. We observe that resonances
showing a strong shift are systematically wider and according to equations (2.35)
or (2.40), the width of the resonances is inversely proportional to α so that wide
resonances also show a strong Zeeman shift. For the first peaks we can also obtain the
α-factor by analyzing the slopes of the Coulomb blockade diamonds (see appendix
B.3). At least up to Vg ≈ 600mV we verify that all resonances are compatible with
∆S = ±1
2
. Above, the diamonds are not sufficiently sharp to extract the slopes, and
the life-time broadening of the lines becomes important so that we cannot determine
α from the peak width.
In the Coulomb glass regime it is not surprising to observe a strongly fluctuating
lever-arm factor because electron states are localized in different parts of the dot.
Parts of the dot closer to the source and drain regions will have a much weaker gate
control and α factor than the central parts. In the dots of batch 9857 we also observe
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Figure 4.7: Evolution of the conductance peaks under magnetic field.
Coulomb blockade peaks split or merge under magnetic field (e.g. Vg = 770mV).
This can be explained by a Coulomb glass island (see text). Sample 9.
shifts of the Coulomb blockade resonances with magnetic field with an amplitude
compatible with the Zeeman effect. However, the shifts are correlated over a large
number of peaks so that we rather attribute them to effects of the barriers discussed
in the first part of chapter 5.
The second, even more surprising feature of figure 4.7 is that some resonances
split or merge with magnetic field. This occurs for example at Vg = 70mV, 180mV,
220mV, 370mV, 760mV. Such features could indicate double resonances, i.e. that,
depending on magnetic field, it is energetically favorable to pass directly from a state
with n electrons to a state with n+2 electrons as gate voltage is increased. Indeed,
Raikh et al. [94] determine with purely electrostatic arguments that in a Coulomb
glass dot approximately 5% of the resonances should be double resonances. We find
at least 5 out of 40 resonances up to Vg = 800mV to be double resonances. This is
somewhat more than predicted. However, as Raikh et al. argue, double resonances
should be suppressed because they are second order processes. What we observe
is the contrary: The resonances become stronger once they have joined. And this
effect is even particularly strong when conductance is low. This indicates that the
joined line is the first order process and not the split lines. Thus the following
interpretation.3 Suppose there are at least two electron puddles A and B in the dot,
A having the lower charging energy but the last electron in B being very close to
3The argument is the same for the trap states in the barriers which we discuss in chapter 5. As
the effect can be more clearly observed for them, we give here only a sketch of the argument and
refer to chapter 5 for details. There puddle A is replaced by the entire quantum dot and puddle B
by a dopant site in the barrier.
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the Fermi level. Due to the weaker charging energy, the next electron is added to A
but then the Coulomb interaction pushes out the last electron of B. This can either
be an internal transition with an electron transferred from B to A or a second order
effect with a coherent transfer of an electron from the reservoirs to A and from B
to the reservoirs. The former process does not cause any current in the leads, and
the latter is slow so that the corresponding resonance is indeed weak. The second
split line would be due to the electron of puddle B being re-attracted. The lines
join when, due to magnetic field, the last level of puddle B is lowered or raised
with respect to the last level of A so that an electron can enter puddle A without
changing the occupation of puddle B.
In batch B146 split 2, the signature of the first Coulomb blockade peaks (in some
samples even of all peaks) is similar to what we presented here. For example the
fluctuations of the black trace in figure 4.2 increase dramatically at low gate voltage.
This is why we did not include them in our analysis of diffusive dots.
4.3 Even/odd effects
According to theory, the peak spacing distribution should show an even/odd effect
due to spin degeneracy. The corrections beyond CI+RMT weaken them but the
even/odd effect should still be important at low temperature. However, to our
knowledge they have not yet been clearly observed in quantum dots with many
electrons (∼ 100). This is most probably due to a too high electron temperature.
According to [120], kBT has to be lower than 0.3∆1 for a pronounced even/odd
effect. To our knowledge, this condition has not yet been fulfilled experimentally
for large electron numbers. In silicon there is, in addition to the spin degeneracy, a
band degeneracy of 2 in 2D or 6 in 3D. This can cause an additional even/odd effect
in the peak-spacing statistics [40].
Some of our samples have a bimodal peak spacing. For example, the addition
spectrum of the Coulomb glass dot presented in figure 4.5 shows a pronounced
even/odd effect. Figure 4.8 shows a striking example of a sample in the diffusive
regime with strong even/odd effect over the whole gate voltage range. Only some
anomalous regions, where the peak spacing is increased or reduced, do not show it.
In most other samples, if there are any at all, even/odd effects are only visible on
the first peaks or in certain gate-voltage ranges.
What is the origin of the even/odd effect? As the lower panel of figure 4.8 shows,
it is not affected by magnetic field. This excludes the spin degeneracy as origin. We
think that the valley degeneracy in silicon is not the origin either, because our
samples are very disordered and the orbital degeneracy should therefore be lifted.
Even if an even/odd effect remained, it seems unlikely to have perfect even/odd
sequences over several peaks. This is supported by a recent simulation of diffusive
dots with short range disorder (Anderson Hamiltonian) showing that the even/odd
effect due to the spin degeneracy is surprisingly weak in strongly diffusive dots [83].
This tendency could also apply to the band degeneracy in silicon.
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Figure 4.8: Color plot of the peak spacing under magnetic field. The
peak spacing is bimodal (best visible near Vg = 1800mV) The even/odd effect
is unchanged under magnetic field. The strong fluctuations where the color plot
saturates are explained in chapter 5. Sample 7.
Spin and valley degeneracies cause even/odd effects in the peak spacing of the
order of ∆1
eα
. So they cannot explain the even/odd effect in the Coulomb glass sample
where the fluctuations and the even/odd effect are of the order of the mean peak
spacing (see figure 4.5).
We attribute the even/odd effect rather to the geometry of our samples. Our
wires have a rectangular or trapezoidal cross section with the gate electrode cover-
ing the three upper sides (see chapter 3.1). The electric field created by the gate
electrode and thus the electron density are highest in the corners. In the simulation
with a metallic wire (see figure 3.12) there are even singularities in the corners. The
screening length is between 2.5 nm and 10 nm so that the charge density should not
fall off significantly between the upper and lower corner of each side. However,if
the wire is sufficiently wide, the electron density could be considerably higher in the
corners and on the sides of the wire than on top of it. At low gate voltages the sides
of the wire could therefore already be in the diffusive regime whereas the top and
the core of the wire are still in the localized Coulomb glass regime. The wire then
forms a double dot system where two quantum dots with similar properties are in
parallel. Double dots where the tunneling strength can be tuned showed such an
even/odd effect [124]. When the tunnel-coupling between the dots is switched on,
the Coulomb blockade resonances split. As the strength of tunneling is increased
the splitting increases until eventually the splitting is half the original Coulomb
62 4. Addition spectrum of the Coulomb-blockade island
blockade peak spacing: the two dots have turned into one single dot with a doubled
capacitance and a twice smaller peak spacing. For intermediate coupling such a
system shows a robust even/odd effect of the order of the mean peak spacing.
The fact that we observe the even/odd effect in the Coulomb glass regime and
in a particularly large sample is consistent with this explanation. However, it is
not clear why the even/odd effect persists up to so high gate voltages in the large
diffusive sample. Perhaps there is a strong defect in the center of the channel that
reduces the coupling between the two sides of the dot even at high gate voltage.
4.4 Conclusion
We have analyzed the distribution of the Coulomb blockade peak spacing in very
disordered samples. We identified two regimes. When few electrons are in the dot,
the dot is in a glassy state and the peak spacing fluctuations are of the order of
the mean Coulomb blockade peak spacing. When the electron number is high, our
dots are in the diffusive regime and we find fluctuations of the addition energy
between 0.5 and 1.5 times the single-particle level spacing, in agreement with recent
numerical simulations. Our results are complementary to existing experiments for
ballistic chaotic dots. Some strong fluctuations of the peak spacing in diffusive dots
are not explained by the properties of the dot. We attribute them to traps in the
barriers as discussed in the next chapter.
In several samples we find even/odd effects in the spacing of the first Coulomb
blockade peaks, in some samples it persists even at high gate voltage. We do not
attribute this effect to spin or valley degeneracy in silicon, but to our device geometry




In chapter 3 we found the quantum dot in our system to be separated from the source
and drain reservoirs by weakly doped parts of the wire with low conductance. In this
chapter we will investigate these access regions. First we shall consider individual
dopant states. We will see that they are the most plausible explanation for anomalies
in the Coulomb blockade spectrum. Afterwords we will analyze the barriers as a
whole and investigate the relation between their conductance and their capacitance.
5.1 Type of the conductance through the barriers
at low temperature
As described in chapter 3, there are barriers below the spacers that separate the dot
from source and drain — at least in batch 9857 samples. We have estimated their
height to 20meV near threshold. How do electrons pass these barriers at low tem-
perature? To answer this question we will first estimate the number of conduction
channels in the central part of the wire. At high gate voltage the quantum dot con-
tains typically up to 200 electrons for a size of L×W ×H = 40nm×50 nm×20 nm.
This corresponds to an electron density nV = 5 · 1024m−3, approximately one order
of magnitude higher than the doping level in the access regions in batch 9857. This










WH ≈ 0.88WHn2/3V ≈ 26 (5.1)
We use dspin = 2 and dvalley = 6 for the spin and valley degeneracy. As we evaluate
nch at the highest gate voltage, this number has to be seen as an upper limit.
Below T = 4K the transmission for thermally activated transport over the bar-





















dE < 10−25 (5.2)
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We used m∗ = me for the effective mass and Ebarrier = 20meV for the barrier height
relative to the Fermi level. The fact that thermally activated transport plays no role
in batch 9857 is supported by the fact that between 4K and base temperature the
peak height does not evolve significantly1 (see figure 3.7).
As electrons cannot be activated over the barriers they must tunnel through
them. For direct tunneling, the tunneling transmission of each channel is
T ≈ e−2κL (5.3)
where L is the thickness of the barrier and κ =
√
2m∗Ebarrier/~. For the effec-
tive mass we take the smallest value m∗ = mt = 0.19me resulting in the highest








26 channels a transmission per channel T > 0.015. To obtain such high transparen-
cies the barriers must be as short as L = 10nm even for barrier heights as low as
Ebarrier = 1meV.
Yet, as we found in chapter 3, the barriers are rather 35 nm long and have a
height in the order of 20meV. So direct tunneling is excluded as well.
Thus transport must occur by resonant tunneling through the barriers. As possi-
ble localized states for resonant tunneling, there are some tens (batch 9857) or even
hundreds (batch B146) of dopants in each barrier. We will elaborate this model of
resonant tunneling through localized dopant states in the remainder of this chapter.
5.2 Donor states in silicon
Shallow donors in group IV semiconductors, such as silicon, are elements of group
V replacing a host atom in the crystal. For silicon arsenic and phosphorus are most
frequently used. Only 4 of the 5 outer electrons in the neutral state of such donor
atoms participate in the crystal bonds and inside the crystal the donor becomes
singly positively charged. The potential seen from the conduction electrons beyond
a few lattice constants is





where r is the distance from the dopant center and ǫSi = 11.9 the dielectric constant
of silicon. In the effective mass approximation dopants can thus be considered as
hydrogen atoms with renormalized dielectric constant and electron mass and the
binding energy is











1This is different in most samples of batch B146-2 where the peak height strongly decreases
between 4K and base temperature: the activation energy is lower but the barrier is longer.
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However, the short range potential is not screened by the host dielectric constant
and depends on the actual element used as dopant. It causes a specific correction
to the binding energy for each chemical element. Silicon has 6-fold degenerate
conduction band minima (see appendix C). This degeneracy splits the hydrogen
ground state in one singlet, one doublet and one triplet, the singlet state having
the lowest energy. The experimental values for arsenic in silicon are −53.7meV
for the 1s singlet, −32.6meV for the 1s doublet, −31.2meV for the 1s triplet and
−11.49meV for the 2p0 state [106].
In addition these binding energies can fluctuate for several reasons:
 due to an external potential, different for each site.
 due to their different distance from the Si–SiO2 interface: close to the interface
the average dielectric constant decreases and the effective mass approximation
cannot be maintained; the energy levels shift.
 due to hybridization: strongly coupled dopants form a bound state lower in
energy than that of isolated dopants and an anti-bound state higher in energy.
 due to electrostatic interaction with other dopants: compensation (i.e. both,
donors and acceptors are present) or external fields make that some dopants
are charged, even at very low temperature
The first two points are specific to small devices. The others also occur in bulk
semiconductors and are described in detail in [106].





= 3.3 nm (5.6)
We use the Bohr radius in particular for the exponential tail of the wave function.
In each direction, the wave functions of the conduction band minima having the
smallest effective mass in this direction will dominate. This is why it is a good
approximation to use the transversal effective mass here, which is smaller than the
longitudinal effective mass [106].
Another property of dopants we will be interested in is their polarizability α
(the ratio of induced electric dipole moment to driving local electric field). For a




With the renormalized dielectric constant and Bohr radius in silicon one finds a
polarizability of a donor of α = 2 · 10−34 Fm2. The experimental value [19, 18] is
much smaller:
α = 1 · 10−35 Fm2 (5.8)
The difference is explained by the fact that we have chosen the smallest possible
effective mass in (5.6) in order to describe the long range part of the wave function.
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Figure 5.1: Drain-source conductance versus gate voltage. (a) sample 11.
(b) sample 2. (c) sample 5. The Coulomb blockade oscillations in (a) are irregular
as compared to (b) and (c) where only a few anomalies perturb the otherwise very
regular spectrum. These anomalous regions with reduced contrast and fluctuating
peak spacing are highlighted with circles. The anomalies marked with big circles
will be studied in detail.
For the polarizability, which involves the central part of the wave function, a higher
effective mass should be chosen. The experimental value corresponds to an effective
mass 0.53me in expr. (5.6), a value between longitudinal and transversal effective
mass (see appendix C).
5.3 Anomalies in the Coulomb blockade spectrum
Figure 5.1 shows typical G(Vg) plots. In chapter 4 we studied the peak spacing
statistics and attributed it to the properties of the quantum dot. But there were
tails in the peak spacing distribution which we did not take into account for the
analysis. Here we focus on their origin: anomalous regions where the conductance
contrast is markedly reduced and a phase shift of the Coulomb blockade oscillations
occurs. Such perturbations to the periodic pattern are marked with circles in figure
5.1. In batch 9857 samples with low doping, these perturbations occur only rarely
(we count typically 3 to 5 well marked anomalies per sample). In the unperturbed
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Figure 5.2: 2D-plots of the measured drain-source conductance versus
gate and drain voltages. Upper panel: in an unperturbed, very periodic gate
voltage range. Lower panel: in an anomalous region where a charge trap is observed.
White areas correspond to Coulomb blockaded regions (no detectable current). The
lines inside the conducting regions are not the excited states of the dot (see section
5.3.3). Compared to the lower panel of figure 5.1, the anomalous region has shifted
by 50mV in gate voltage after thermal cycling between base and room temperature.
We do not observe such shifts as long as the sample is kept cold. Sample 5.
regions, the height of the Coulomb blockade peaks shows long-range correlations. In
batch B146 samples with high doping level the perturbations are more frequent at
very low temperature, and as a result the whole spectrum looks irregular (see top
panel in figure 5.1). This suggests that the perturbations are related to the doping.
In the G(Vg, Vd) plot they are even more visible (see figure 5.2). In the perturbed
regions additional teeth appear in the Coulomb diamonds.
We develop a simple model based on a trap state located in the vicinity of the
quantum dot, and compare the simulation with the experimental data.
5.3.1 Model
The dopants in the barriers are randomly distributed and the coupling between
them depends exponentially on their distance. Thus, the strength of this coupling













Figure 5.3: Electrical model. Below the
transmission electron micrograph of a batch
9857 sample a schematic energy diagram is
drawn. The reduced doping level below the
spacers and the gate electrode creates a po-
tential barrier, in the middle of which a well
is created by a positive gate voltage. Con-
ductance through the barriers separating the
well from source and drain occurs by tunneling
through a chain of well connected dopants (plot-
ted in the right barrier) [100]. In more isolated
dopants (plotted in the left barrier) the number
of charges is well quantized. Such traps are the
main concern of this section. Their interaction
with the quantum well is mainly electrostatic.
We describe it with the lumped network super-
imposed to the micrograph.
is distributed over a wide range. As a consequence, transport takes place mainly
through a percolation path formed by well connected dopants [106] while other
dopant states are only weakly connected and their occupation is a good quantum
number (see figure 5.3). We attribute the anomalies in the Coulomb blockade spec-
trum to electrostatic interaction of the quantum dot with such a charge trap formed
by a weakly connected dopant site.
The corresponding lumped network is shown in figure 5.3. Similar models have
been considered in [36] and [10]. A small trap (t) is capacitively coupled to source
(s) or drain (d), gate (g) and to the main dot (m). We note
Ci = Cis + Cid + Cig (i = m, t) (5.9)
























we calculate the electrostatic energy for nm electrons in the main dot and nt electrons
in the trap (see equation (2.7)):
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e2 (nt − xt)2
2 (Ct + Ctm)︸ ︷︷ ︸
D(nt)
(5.13)
where C = Cm + βtCt and x = xm + βtxt. For a small trap (Cm ≫ Ct) these
renormalizations are weak: C ≈ Cm and x ≈ xm. Note that the model is symmetric
under exchange of main dot and trap. Expressions M and D have different forms
because we attributed the interaction term entirely to M to ease further analysis.
W is plotted in the top panel of figure 5.4.
The current through the system is calculated numerically using the algorithm
described in chapter 2. We focus on the structure of the conductance through the
system as fixed by eq. (5.13), not the exact values of the conductance. This is why
we choose very simplistic models for the following parameters that affect only the
absolute value of the conductance or smooth variations of it. We consider the main
dot as metallic (negligible single-particle level spacing ∆1, i.e. ∆1 ≪ kBT ) and we
consider only one non-degenerate energy level for the trap. The dot–lead tunneling
rates are then given by expression (2.18) and the trap–dot and trap–lead tunneling
rates by expressions (2.19) and (2.20). We suppose symmetric prefactors for the
tunneling rates and we suppose the rates to or from the trap to be very small:
1000 eIts = 1000 eItm = Gms∆1 = Gmd∆1 (5.14)
These are the rates for a trap on the source side of the dot; for a trap on the
drain side Its is replaced with Itd. The small tunneling rates for the trap make that
electrons can be added or removed from the trap, while their contribution to the total
current through the device is negligible. This contrasts with models of stochastic
Coulomb blockade [97] or in-series quantum dots [124, 96] where the current has to
pass through both dots.
Results of such a numerical study are presented in figure 5.4. The middle panel
shows the mean occupation of the trap. On a large scale, the trap becomes occupied
with increasing gate voltage. In the central region of the figure however, whenever
an electron is added onto the main dot, the electron in the trap is repelled and
only later it is re-attracted by the gate electrode. Inversely, the trap charge repels
the charges on the main dot and the Coulomb blockade structure of the main dot
is shifted to higher gate voltage when the trap is occupied (see lower panel). The
two Coulomb blockade structures for unoccupied and occupied trap are respectively
indicated by dotted and dashed lines in the middle and lower panel of figure 5.4.
This explanation is illustrated in terms of energy in the top panel of figure 5.4,
which shows the energies for the different charge configurations. The crossings of the
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Figure 5.4: Numerical study of a trap. The trap is coupled to the source
and to the main quantum dot as sketched in figure 5.3. Parameters: temperature:
D = 1K; main dot: Cmg = 60
e
V
, Cmd = Cms = 70
e
V
; trap: Ctg = 0.045
e
V




Ctd = 0, Ctm = 1
e
V
. The trap can either be empty or charged with one electron.
The upper panel shows the energy for the different charge states at zero bias in
function of gate voltage. The blue parabolas are for empty trap, the black ones
for occupied trap. The thick blue and black lines indicate the ground state of the
main dot for respectively empty and occupied trap. The middle panel shows the
self-consistent mean occupation number of the trap, the lower panel the resulting
conductance through the dot. When occupied, the charge trap shifts the Coulomb
blockade diamonds of the main dot by δVg. The dotted (dashed) lines indicate
the position of the diamonds when the trap is empty (occupied). The interaction
between trap and dot cause a suppression of the Coulomb peaks over a range of ∆Vg
as well as characteristic teeth on the Coulomb diamonds. This result is in very good
agreement with the experimental data in the lower panel of figure 5.2.
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blue (black) parabolas give the positions of the Coulomb blockade peaks for empty
(occupied) trap. The shift of the crossings of the black parabolas with respect to the
crossings of the blue parabolas is due to the term βtnt in M(nm, nt). One Coulomb
blockade oscillation corresponds to a change of 1 in βtnt − x. Thus the shift due to
∆nt = 1 is
δVg = βtV+ (5.15)
where V+ is the Coulomb blockade peak spacing of the main dot.
We will now determine the width of the anomaly in the Coulomb blockade spec-
trum at low bias voltage, i.e. the gate voltage range where the Coulomb peaks are
suppressed. The reason of this suppression can be seen in the top panel of figure
5.4: when the trap occupation oscillates in function of gate voltage, the degener-
acy points of the blue (black) parabolas, which cause the Coulomb peaks, are not
reached. The transitions between the black and blue parabolas carry no first order
current because they either imply an electron exchange between dot and trap or
only a change of the electron number of the trap. So no first order current can flow
through the dot.
The width of the anomaly is thus the range between the first and the last crossing
of the thick black line and the thick blue line in the top panel of figure 5.4. First we
calculate ∆M , the difference of the ground state energies for empty and occupied
trap arising from the term M in eq. (5.13). Then we calculate the change in gate
voltage necessary for D(1)−D(0) to exceed this difference.
∆M reaches its extreme values when, for one state of the trap, the main dot




other state of the trap the main dot is then a fraction βt of a Coulomb blockade
period away from the degeneracy point and M = e
2(1/2−βt)2
2C
. The extrema of ∆M
are therefore ± e2
2C
βt(1− βt).








. Note that αt is the long-range gate voltage lever arm of the trap over
several Coulomb blockade oscillations, where the charge of the main dot has to be
considered as relaxed with the source and drain Fermi levels. D(1) − D(0) has to
change from + e
2
2C
βt(1−βt) to − e22Cβt(1− βt) in order to toggle the trap definitively.











with Cg = Cmg + βtCtg is the gate voltage lever arm of the main dot.






as parameters determining the
structure of the trap signature. Neither depends on the absolute value of the trap
capacitances. Indeed, if one allows only 0 or 1 electron in the trap, the absolute value
of the trap capacitances enters the problem only indirectly by modifying slightly the
capacitance matrix of the main dot and, in the limit of a small trap, does not
enter the problem at all. This is why our model only contains these 2 effective
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Figure 5.5: Calculated trap signatures for different sets of parameters.
(a) The trap is close to the source. (b) The coupling to the gate electrode is reduced
by a factor of 5. The signature becomes wider. (c) The coupling to the source is
reduced, the coupling to the dot increased. (d) The trap is placed on the drain side
of the dot instead of the source side. (e) The coupling to the dot is reduced, the
coupling to the drain increased.
parameters for the trap instead of 3 (Ctg, C
s
t , Ctm). All 3 parameters of the trap
are only significant if the trap can accommodate 2 or more electrons. In this case
the spacing between the anomalies gives access to the absolute values of the trap
capacitances.
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So far we have considered traps on the source side of the dot. We will now
describe how the signature depends on the position of the trap with respect to the
dot. If as in the example of figure 5.4 the trap is on the source side, the zones of
empty and occupied trap in the (Vg, Vd) plane are aligned with the negative slope of
the diamonds (see middle panel of figure 5.4). This is due to the fact that along a
line parallel to the negative slope of the diamonds the highest occupied level in the
dot stays at constant energy with respect to the source Fermi level. As the trap is
controlled mainly by source and dot, its occupation stays constant in this direction.
The weak influence of the gate electrode on the trap causes small deviations from this
direction. This can be seen in the middle panel of figure 5.4: the limits separating
white (empty) and black (occupied) zones are not exactly parallel to the diamond
slopes. Due to this almost perfect alignment, changes in the occupation number
of the trap, and in consequence the teeth of width δVg, occur only at the positive
slopes of the diamonds. In the same way, the teeth appear on the negative slope if
the trap is on the drain side of the dot.
As a summary, figure 5.5 illustrates the relation between the trap’s capacitance
matrix and its signature. If the teeth of constant width are visible at the positive
slope of the Coulomb blockade diamonds, the trap is on the source side of the dot.
If they are visible at the negative slope, the trap is on the drain side. The width of
the teeth depends on βt, the width of the anomalous region essentially on αt (for βt
close to 1
2
, where the anomalies are most visible).
5.3.2 Position and nature of the traps
As an illustration, from the lower panel of figure 5.2 we infer αt ≈ 0.015 and βt ≈ 0.3.
These are the actual parameters that have been chosen for the simulation in figure
5.4, and the lower panels of figure 5.2 and figure 5.4 are indeed very similar. As for
all impurities we observed, αt is small. This is what we expect for a trap inside the
silicon wire. The coupling to the gate electrode is much weaker than the coupling
to the main dot or the source electrode because the dielectric constant of the oxide
barrier (ǫSiO2 = 4) is much smaller than that of bare silicon (ǫSi = 12), which in
addition is enhanced near the insulator–metal transition (see section 5.4). Indeed
we do not expect traps outside the wire to cause such signatures:
 Traps located deep inside the oxide can be excluded because their transmis-
sions would be too weak to observe statistical mixing of occupied and un-
occupied trap states during our acquisition time below 1 s. Similar devices
including intentional silicon nanocrystals at the interface between thermal ox-
ide and deposited oxide have been studied in views of memory applications
[87, 86]. The measured lifetime of charges in the nanocrystals exceeds 1 s by
orders of magnitude already at room temperature and at low temperature gate
voltages of about 5V have to be applied in order to toggle the charge in the
nanocrystals.
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 Traps at the Si–SiO2 interface are unlikely. The technology used attains less
than 1011 cm−2, corresponding to a few units per sample. As they are dis-
tributed throughout the entire band gap it is very unlikely to observe several
of them in the small energy window αt(Vg
max − Vgmin) ≈ 30meV that we scan
in our measurement.
Therefore the most likely traps are defects in the silicon wire or As donor states.
Given the volume of the access regions under the spacers and the doping level ND,
there are approximately 30 donor states under the spacers in devices of batch 9857.
Typically we record between 3 and 10 anomalies but then we expect not all traps
to be visible.
 The volume of the wire under the spacers is approximately the same as that
of the quantum dot. As the capacitance is dominated by the capacitances
towards source and drain (see section 5.4) we assume that the regions under
the spacers have the same capacitance as the dot. We observe lever arm factors
α approximately 10 times smaller for the traps than for the main dot. In the
swept gate-voltage range we observe typically 200 resonances of the main dot.
Thus we would expect to add approximately 20 electrons to the barriers, less
than the estimated total number of traps.
 The charge on well-connected dopant sites is not quantified and should not
cause clear trap signatures.
 Dopants very close to the dot (βt ≈ 1) or to the reservoir (βt ≈ 0) cause very
small anomalies that are difficult to detect.
In batch B146 the doping level in the access regions is more than 10 times higher
than in batch 9857. The whole Coulomb blockade spectrum should therefore be
anomalous. Indeed, the spectrum in batch B146-1 at very low temperature is much
less regular (see figure 5.1) than for batch 9857 but we cannot distinguish signatures
as clear as in batch 9857. This is consistent because in batch B146 the mean distance
between impurities is less than 3 nm and they are too well connected for the charge
on them to be well quantized. In other words, the wire is very close to the insulator–
metal transition. In bulk Si:As a critical concentrationNc = 8.6·1018 cm−3 was found
[104]; the doping in batch B146 is nD ≈ 1019 cm−3. In split 1 most of the samples
are rather metallic, in split 2, where the doping is two times lower, most samples
are rather insulating. The proximity of the metal–insulator transition explains the
strong temperature dependence down to very low temperatures. In batch 9857 the
access regions are much further on the insulating side so that activated processes
are quenched at higher temperature. Nevertheless the conductance is comparable
because the low doped regions are much shorter.
We have deduced that the observed traps lie inside the wire. The position of
the trap along the wire can also be determined. First we can distinguish on which
side of the dot the trap is: teeth on positive slope of the diamonds indicate a trap
on the source side, teeth on the negative slope a trap on the drain side. Then the
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Figure 5.6: Trap signature with many-body effects. This trap signature
could be decomposed into trap signatures with different β-factors occurring at the
same time (see figure 5.7). We interpret it as a charging event with different charge
rearrangements in the barrier (see text). As the lines inside the conducting regions
are parallel to the negative diamond slope we conclude that we deal with an effect
in the source barrier (see argument on page 73). Sample 3.
Figure 5.7: Interpretation of figure 5.6. The kinks
in the central diamond slopes of figure 5.6 are explained by
several impurity states with different βt-factors.
parameter βt gives the ratio between the capacitances towards the main dot and the
source (or drain) electrode. As the dielectric constant of the wire is much higher
than the surrounding silicon oxide, this ratio can be directly translated to a position
in direction of the wire, in first approximation linearly. In the example of figure 5.2
with βt ≈ 0.3 we would expect the impurity to be located 23 on the way from the dot
(edge of the gate electrode) to the source reservoir (source side edge of the spacer).
5.3.3 Charging events with rearrangement
In the picture of traps we have drawn so far we considered only one trap at a time.
In a more accurate picture one has to consider that, when one electron is added to
a trap site, it can be energetically favorable to rearrange the electrons in the other
sites in order to minimize the electron-electron interactions. In fact, this is expected
to be the case for most charging events [106, 66, 67]. In addition, we drive a current
through the barriers which also implies different charge configurations.
Some trap signatures do not have sharp teeth as described above but are more
like the example in figure 5.6. Such smooth signatures seem more frequent in large
samples and at high gate voltage. They could be decomposed in several teeth as
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described above but with different βt factors, each corresponding to a different (non-
ground-state) distribution of the electrons over the traps (see figure 5.7)). We made
numerical simulations where we placed the dopants arbitrarily in the barrier volume
and set their mutual capacitance inversely proportional to their distance. According
with [66] we found that configurations with the same total electron number are very
close in energy so that, if one electron is added, there are several configurations
available. Which configuration has the lowest energy depends on very small gate or
bias voltage changes.
Such kinks have been observed in literature [115] but have been interpreted as
excited states.
We think these almost degenerate excited electron configurations also to be re-
sponsible for the lines we observe inside the conducting regions near most trap
signatures (upper panel of figure 5.2 and figure 5.6). Sometimes we observe such
lines without clear trap signature (see upper panel of figure 5.2). The spacing of
these lines is too high to be the excitation spectrum of the dots (see chapter 4.1.2).
More importantly, the spacing between the lines is the same over several Coulomb
blockade periods while, on the contrary, the excitation spectrum should be different
for different electron numbers.
These lines can naturally be explained when we admit that there are multiple
almost degenerate configurations of the electrons in the barriers. Each line would
correspond to a new configuration entering the bias window. It is not yet clear why
the lines are more marked near the trap signatures.
Trap signatures showing simple teeth as discussed before do not necessarily imply
that no charge rearrangements occur. They only indicate that for n and n + 1
electrons in the barrier there is respectively a clear ground state configuration with
all others having much higher energy; yet the actual electron configuration for n
and n+1 could be completely different. Consequently, the properties we attributed
to a single trap have rather to be seen as the properties of the polaron that consists
in adding one electron to the barrier and in rearranging the others in order to go to
the new ground state. We will continue to speak of individual traps being charged
but have to keep in mind that these events can be more complex.
5.3.4 Dynamics
Slow traps: random telegraph signal
So far we have used the changing occupation number of the traps to explain the
anomalies in the Coulomb blockade conductance; yet the measurements of the mean
current have not allowed us to measure the occupation number directly. But the
currents through the main dot differ between empty and occupied trap because the
positions of the Coulomb blockade resonances are shifted. Thus, at the anomalies
where the mean occupation number of the trap is different from 0 and 1, the fluc-
tuations of the occupation number should create a random telegraph signal (RTS)
[64, 128, 129, 16] in the current through the main dot.
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Figure 5.8: Analysis of a trap signature with switching. (a) A RTS trace
taken at Vg = 500mV, Vd = −6mV. Light gray trace: raw data. Black trace: data
after compensation of the time constant τampli of the current amplifier. Blue line:
fitted signal (see appendix B.4). The detection time is approximately 30µs. (b) His-
tograms of the times passed in the weak current state (occupied trap, black) and the
−1 nA state (empty trap, blue). The time constants (averages of these times) are
0.31ms and 0.62ms. The corresponding exponential distributions (straight lines) fit
the histograms well. (c) Current histogram at Vd = −6mV. The nonzero density
between the two current levels is due to the finite rise time. The current for unoccu-
pied trap is always higher than for occupied trap. (d) Time constants of the empty
and occupied levels in function of gate voltage and occupation number of the trap.
Sample 6.
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Near most of the trap signatures noise is not or only weakly increased. Only
rarely are the trap signatures accompanied by a clear RTS signal. Indeed, the
electrons become localized in a trap state as soon as their coupling is weaker than
e2
h
. Even at a temperature of 150mK this limit leads to tunneling rates in the GHz
range. With our measurement in the kHz range we can only observe switching for
very weakly coupled traps while the charge on traps with stronger coupling is still
sufficiently quantized to produce clear signatures in the mean current.
An example where a clear RTS signal could be observed is given in figure 5.8(a).
We detected the transitions in this signal with the algorithm described in appendix
B.4. The distribution of the times spent in the two states follows the exponential
distribution expected for a RTS (see figure 5.8(b)).
The color plot of the current distribution in figure 5.8(c) shows the evolution
of the two current levels (the dark lines with high probability) with gate voltage.
Above 380mV the two levels are very different. This difference is not captured in
the model and could be due to electrostatic interaction of the trap and the current
path through the barrier: depending on the state of the trap, the dopants through
which the main part of the current flows are well or poorly aligned in energy. Or,
according to the previous subsection the configuration of the electrons in the barrier
could have completely changed.
The fact that the current levels never cross greatly simplifies the assignment of
the high and low current levels to the states of the trap. The high current trace
being most likely at low gate voltage and the low current trace being most likely at
high gate voltage allows to attribute the high current to the empty trap and the low
current to the occupied trap.
The time constants of the empty and occupied state are plotted in figure 5.8(d).
In accordance with panel (c), the time constant for the empty trap decreases with
gate voltage while the time constant for the occupied trap increases. Superimposed
with this slow change there are oscillations with a period of 12mV, the peak spacing
of the main dot. The observed time constants are bounded below by the detection
time of 30µs (see appendix B.4) and time constants close to the detection time are
overestimated [89]. However, our finding of slow changes and oscillations of the time




. This ratio is unbiased even if the time constants are overestimated
[89]. It goes from 0 at low gate voltage to 1 at high gate voltage and oscillates
strongly near Vg = 450mV (see figure 5.8(d)). As explained in section 5.3.1 for the
case of low bias, this oscillation is due to the discrete charge on the main dot which
cycles the trap several times between empty and occupied state. It is not observed in
RTS in larger devices without Coulomb blockade [64]. In figure 5.9 the occupation
probability for different bias voltages is compared with simulation. As in figure 5.4,
the oscillations are aligned parallel to the negative slopes of the Coulomb blockade
diamonds indicating that the trap is on the source side of the dot.
RTS (i.e. current through the trap) only occurs when the trap is in the bias
window. For large gate and bias voltage excursions where the charging energy of
the main dot is negligible, the main dot can be considered as part of the drain
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Figure 5.9: Comparison of measured occupation number and simula-
tion. Same trap as in figure 5.8 (sample 6). (a) Mean differential conductance
obtained by numerical derivation of the mean current. (b) Occupation of the trap
obtained from the duty cycle of the RTS signal. Regions where no clear RTS could be
detected are left white. (c) and (d) Simulation with the following parameters: main
dot: Cmg = 13 aF, Cms = 10 aF, Cmd = 16 aF; trap: Ctg = 0.013 aF, Cts = 0.10 aF,
Ctd = 0, Ctm = 0.16 aF. In units of the drain–dot barrier transmission, the source–
dot barrier transmission is 10 for empty trap and 1
10
for occupied trap, the source–
trap barrier transmission is ∆1
1000
and the trap–dot barrier transmission is ∆1
3000
.






Figure 5.10: Pulse sig-
nal. A pulse signal is applied
to the gate electrode in order
to probe the dynamics of fast
traps.





(indicated by straight lines in figure 5.9), just as for a single quantum
dot. These slopes give a more straightforward access to the parameters αt and βt as
the calculations in section 5.3.1. In accordance with the shape of the teeth in panel
(a) we find αt = 0.05 and βt = 0.6.
The mean occupation of the trap is higher for positive drain voltage than for
negative drain voltage indicating a higher transmission rate of the trap towards the
source than towards the main dot.
In figure 5.9(c) and (d) we try to reproduce panels (a) and (b). For this sim-
ulation we reduce by a factor of 100 the transmission of the source barrier of the
main dot when the trap is occupied. This reproduces the lines of reduced differential
conductance at positive drain voltage (compare figure 5.9(a) and (c)). In the simu-
lation the oscillations of the trap occupation decay more rapidly with bias voltage
than in the measurement. This could be related to our approximation of a thermal
distribution of kinetic energies in the main dot, which is certainly not accurate at
high bias voltage.
Fast traps: measurements with pulse excitation
As we said, only very few traps are sufficiently slow for their random telegraph
signal to be measured. But dynamics faster than the current measurement can also
be probed by applying pulse excitations (see figure 5.10) and measuring the average
current [28, 26, 42, 99].
Figure 5.11 shows a current measurement under pulse excitation. The vertical
and diagonal lines in the central panel correspond to the same Coulomb blockade
resonances. The diagonal lines appear when a Coulomb blockade level is in the bias
window for the high gate voltage level, the vertical lines when it is in the bias window
for the low gate voltage level. In the central part of the figure the lines split at high
pulse voltage (the right panel shows a zoom). Such a splitting can be explained
by a trap too slow to follow the pulse excitation. Suppose the trap is empty at a
static gate voltage Vg = Vlow and occupied at a static gate voltage Vg = Vhigh. If a
pulsed gate voltage oscillating between Vlow and Vhigh as in figure 5.10 is applied and
if the period of the pulse signal is small compared to the time constant of the trap,
then the trap cannot follow the pulse excitation and will be occupied with a certain
probability — the same for Vg = Vhigh as for Vg = Vlow. This is why the lines split.
Now the two states of the trap are possible now for one and the same gate voltage.
So we observe the peaks of the main dot twice, once for empty and once (shifted by
βtV+) for occupied trap.




















































Figure 5.11: Trap under pulse excitation. The pulse times (see figure 5.10)
are thigh = tlow = 1 µs. The vertical lines in the central panel are the Coulomb
blockade resonances, measured when the gate voltage is low. The inclined lines are
the Coulomb blockade resonances during the high gate voltage. The splitting of the
lines around Vlow = 650mV and a pulse height of Vp = 50mV reveals a charge trap
(see text). The right panel shows a zoom of such a splitting. βt ≈ 0.9 is very close
to 1 so that the trap signature is not well visible in the nonlinear conductance plot
(top panel). Sample 3.
In the right panel of figure 5.11 the left line of the pair appears only for large
Vhigh. This signifies that it corresponds to the occupied state. This means the shift
due to the trap is close to one Coulomb blockade period (the traps always shift the
resonances towards positive gate voltage). With eq. (5.15) we get βt ≈ 0.9, i.e. a
trap very close to the main dot.
In order to measure the lifetime of the trap state we apply a 3-step pulse to the
gate electrode. First Vlow, then Vhigh, and finally a probe step at a voltage between
them. We choose Vlow and Vhigh such that they do not fall on a Coulomb blockade
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time of a trap. A 3-
step pulse is applied to the
gate electrode. First Vlow =
649mV then Vhigh = 702mV
is applied (asterisk in figure
5.11). There is no current at
these two voltages. Finally a
probe step with variable gate
voltage (the horizontal axis)
is applied. The duration t
(the vertical axis) is the same
for each of the three steps.
Sample 3.
resonance and the measured current can be fully attributed to the probe step. The
result of such a measurement is shown in figure 5.12. The splitting of the line is
clearly visible around t = 1 µs. As before, the left line corresponds to the occupied
state and the right one to the empty state. For very fast pulses the lines for empty
and occupied trap have the same intensity. For t ≈ 1 µs the line for occupied trap
becomes more intense. This signifies that the time constant of the trap is of the
same order as t, i.e. during the high gate voltage step it just has the time to get
occupied but it takes almost the full time of the probe step for the trap to become
empty. If the pulse time is increased further, the trap has time to relax to the
empty state during the probe step. We conclude that the time constant of the trap
is approximately 1 µs at the chosen gate voltages. The shift towards higher gate
voltage at t > 30µs is due to the setup (the pulse signal is fed through a capacitor
causing a low frequency cut-off, see appendix A.2.4). The background for t < 0.2µs
is due to the finite raise time of the pulse signal (generated by a HP 33120A).
Very fast traps: measurements with sine excitation
The dynamics of most traps are still too fast to be captured by this measurement
under pulse excitation. This is the case even when the HP 33120A is replaced with
a high frequency pulse generator (Anritsu MP1763C). In this case the pulse length
is limited to ' 10 ns by our setup, because due to the bonding process there are
approximately 10mm of unmatched line between the microwave line and the gate
electrode which causes strong ringing at high frequency. Therefore, at very high
frequency we prefer applying a sinus signal where no ringing can occur.
For the measurements with pulse excitation we used the fact that a trap shifts
the Coulomb blockade resonances when it is occupied. But in section 5.3.1 we saw
a second effect: a trap does also suppress the Coulomb blockade resonances. This is
the effect we will probe with a sine excitation. As figure 5.13 explains, the Coulomb
blockade resonances are restored when the gate voltage is swept so rapidly that
5.3. Anomalies in the Coulomb blockade spectrum 83
(a) (b)
(n, 0)(n, 0)
(n, 1)(n, 1) (n+1, 0)(n+1, 0)






trap charge cannot relax
Figure 5.13: Energy diagram near a trap signature. The numbers on top of
the parabolas are the numbers of electrons on the dot and in the trap. (a) If the gate
voltage is swept slowly, the degeneracy point between states (n, 0) and (n+ 1, 0) is
bypassed via state (n, 1). The transitions (n, 0)↔ (n, 1) and (n, 1)↔ (n, 0) do not
cause first order current through the dot so there is no Coulomb peak. (b) If the
gate voltage is swept rapidly, the state (n, 1) cannot be reached because the trap
charge cannot relax. Thus the degeneracy point (n, 0) ↔ (n + 1, 0) is reached and
the corresponding Coulomb peak is restored. Analogue effects suppress and restore
the resonance between states (n, 1) and (n+ 1, 1) (not shown).
the trap charge cannot relax. We do this by adding a RF sine wave to the DC gate
voltage. The Coulomb blockade resonances should reappear as soon as the frequency
of the RF signal is higher than the inverse time constant of the trap.
Figure 5.14 shows the corresponding measurement: the current through the dot
is plotted as a function of the amplitude of the RF signal and the DC gate voltage for
different frequencies. The behavior at 10MHz is the same as at very low frequency.
We make out 3 traps, one at Vg = 770mV, one at Vg = 840mV and a very large
signature centered at Vg = 870mV manifested by suppressed current. At 100MHz
resonances appear in the signature at Vg = 870mV and close it for sufficiently high
pulse amplitude. We conclude that the lifetime of the trap is between 10 ns and
100 ns. The same is true for the trap at 840mV. However, the signature at 770mV
is almost unchanged between 10MHz and 100MHz. Only at 1GHz we observe this
trap out of equilibrium.
Between 100MHz and 10GHz there is a second change in the trap signature near
870mV. While at 100MHz a peak-to-peak amplitude of V∼ = 10mV (20 dBmVpp)
is necessary to produce the resonance at Vg = 875mV, it appears at much lower
amplitude at 10GHz. We see two possible explanations for this behavior.
 The trap is filled by photon-assisted tunneling. In this case it is not necessary
to sweep the whole gate voltage range indicated in figure 5.13 but an electron
can get the energy to enter or leave the trap by absorbing a photon. However,
the energy of photons at 10GHz is only 40µeV. This is much smaller than


























































Figure 5.14: Traps under sinus excitation. We apply a sinusoidal signal to the
gate electrode. The frequency-dependent loss has been accounted for so that 0 dB
corresponds to a peak-to-peak amplitude of 1mV. These measurements indicate
trap time constants in the order of 1 ns (see text). Sample 7.
the energy of eαmV∼ = 2meV corresponding to the pulse amplitude at a lever
arm factor αm = 0.2. Therefore, a large number of photons would be needed
to furnish sufficient energy. This makes the process extremely improbable.
 More probably, the pulse excitation is so fast that even the charge of the main
dot and the charge rearrangements in the barriers (see section 5.3.3) cannot
follow the signal any more. Then the gate voltage has a stronger effect on
the trap because the charge on the main dot and the rearrangement cannot
compensate the gate potential any more. Indeed, in the definition of the trap’s
lever arm factor αt (cf. page 71) we have considered the charge of the main
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dot as relaxed. Now that the charge of the main dot cannot follow the pulse
signal any more and compensate it, the lever-arm factor of the trap increases
considerably.
In order to see whether the pulse signal could be sufficiently fast to drive the
charge on the dot out of equilibrium, let us suppose that the source and drain
barriers have a conductance GT = 2 · 10−3 e2h . This equals a peak conductance
of 5 · 10−4 e2
h
(see expr. (2.35)) which is what we observe. The time needed to
charge one electron onto the main dot at a voltage difference αmV∼ ≈ 2mV
is then τ ≈ e
2GTαmV∼
≈ 0.4 ns. Thus, 10GHz should be a sufficiently high
frequency to observe non-equilibrium charge states of the quantum dot itself.
For the 3 traps in figure 5.14 we found characteristic times of the order of mag-
nitude of 10 ns. In the same sample at higher gate voltage we see even faster traps
with characteristic times well below 1 ns. This is of the same order of magnitude
as the time constant of the quantum dot itself. The fact that the traps can be as
fast as the transport through the barriers is a further indication that the traps we
observe are part of this transport process. This means they are inside the wire and
not in the oxide or at the wire-oxide interface.
5.3.5 Spin
The spin of the trap state leads, via the Zeeman energy under magnetic field, to a





where µB is the Bohr magneton and ∆Sz the change in spin quantum number of
the trap state in direction of the magnetic field when an electron is added to the
trap. It can take the values ±1
2
. If there are already electrons in the trap, higher
changes are also possible, but they imply spin flips and such processes are expected
to be very slow [126]. The Lande´ factor g for impurities in Si and SiO2 has been
measured by electron spin resonance [73]. The observed renormalizations are beyond
the precision of our measurements, therefore we take g = 2. The gate-voltage lever-
arm of the trap states αt is very weak as we have shown above. The Zeeman shifts
should therefore be strong.
Indeed, the magnetic field clearly shifts the trap signature in figure 5.15 to lower
gate voltage. In order to identify the shift as the Zeeman effect, we compare it
quantitatively with the prediction of our model. The shift of the resonances due to
the trap is half the peak spacing (for example, the Coulomb blockade resonance at




The lever arm for the main dot for this gate voltage is αm = 0.26 and the width
of the trap signature varies from 2.5 periods without magnetic field to 1.5 periods
at 16T. This implies a gate-voltage lever arm for the trap of αt = 0.026 . . . 0.043
(see eq. (5.16)) which we interpolate as a linear function of magnetic field. Finally
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Figure 5.15: Shift of a trap signature with magnetic field. The dotted
line indicates the Zeeman shift expected for a trap state being occupied by a first
electron. It depends on the gate-voltage lever-arm which in turn is determined by
the width of the signature. This prediction of the Zeeman shift follows exactly the
observed shift. Sample 2.
the dotted line in figure 5.15 is obtained by putting this lever-arm and Sz = −12
in eq. (5.17). It is in very good agreement with the measured shift and confirms
our model. The increase of the lever arm with magnetic field could be explained as
follows. In the access regions the nanowire is close to the metal-insulator transition
and the dopant states strongly increase the dielectric constant [19]. Under magnetic
field they shrink [106], reducing the localization length and the dielectric constant in
the wire. Therefore the coupling towards the main dot and the reservoir decreases
while the gate capacitance dominated by the oxide capacitance remains unaffected.
We observe such Zeeman shifts in the majority of our samples. In most cases the
trap signature shifts to lower gate voltage as in figure 5.15. This indicates that the
traps are occupied with only one electron. If, on the contrary, they were occupied
with a second electron it would have to occupy the energetically less favorable state
whose energy is increased by the Zeeman effect. This would lead to a shift towards
higher gate voltage under magnetic field, which we observe only very rarely. This
single occupation is a further indication that the traps are actually the As-donor sites
which can only be occupied by one electron due to Coulomb repulsion2. However,
clusters of two donors could contain two or more electrons [11, 106]. For not too
high doping levels, clusters should be rare though. Accordingly we observe much
less shifts to higher than to lower gate voltage.
In devices based on similar technology Xiao et al. observed that all shifts oc-
curred in direction of higher gate voltage [128, 129] indicating doubly occupied traps.
With precise measurements of the Lande´ factor they located the traps inside the ox-
2Arsenic donors in silicon can be populated with 2 electrons but due to the electron-electron
interaction the second electron is so weakly bound that in the scale of our devices it can be
considered as delocalized. See for example ref. [106]
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ide. This difference is further evidence that the traps we observe in our devices are
not located in the oxide but inside the silicon wire.
5.4 Capacitance of the source and drain barriers
Coulomb blockade is a powerful tool for measuring small capacitances. The analysis
in chapters 3.4 and 4 is based on precise measurements of the gate capacitance. We
will now investigate the capacitance of the source and drain barriers which can be
measured through the slopes in the Coulomb blockade diamonds (see eqs. (2.33)
and (2.34)).
5.4.1 Increase of source and drain capacitance
Figure 5.16 shows the Coulomb blockade diamonds over a large gate-voltage range.
The drain voltage height of the diamonds decreases from approximately 3mV at
Vg = 200mV to 0.2mV at Vg = 2500mV. This height is
e
C
where C is the total




As the width of the diamonds V+ =
e
Cg
= 13.2mV± 0.9mV is almost constant, this
implies a strong increase of the source and drain capacitances. These capacitances
are extracted from the Coulomb blockade diamonds with the algorithm described
in appendix B.3. The result for figure 5.16 is shown in figure 5.17. The gate
capacitance does not depend on gate voltage. The source and drain capacitances,
however, increase by a factor 30.
How can this increase be explained? The simplest explanation would be that
the length of the source and drain barriers decreases as gate voltage is increased.
But this explanation cannot hold. The limit of the barriers on the reservoir side
is well controlled by the abrupt increase of the doping level (see chapter 3.1, the
precise control of sharp doping profiles is indeed one of the key features of CMOS
technology). The gate voltage has only a small influence on this side of the barrier
so that it cannot modify the potential significantly. But even the dot side limit of
the barrier is not displaced by gate voltage because if it were, the size of the dot
would change and therefore also its gate capacitance. This, however, is not the case
as the constant peak spacing testifies.
As it is not the geometry of the barriers that changes, it must be their properties,
i.e. the dielectric constant. The right hand axis of figure 5.17 is the dielectric con-
stant of the source and drain barriers estimated from their capacitance through the
planar capacitor approximation3. At low gate voltages we find dielectric constants
close to the bare dielectric constant of silicon. In fact, the first points give ǫ < ǫSi.
This signifies that we under-estimate the dielectric constant despite the fact that
the planar capacitor approximation tends to over-estimate the dielectric constant
3Due to the high dielectric constant (ǫ ≥ ǫSi = 11.9) compared to the dielectric constant of
the surrounding silicon oxide (ǫSiO2 = 3.9), the planar capacitor approximation is justified even
though we estimate the barrier to be 35 nm long and only 17 nm thick.
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Figure 5.16: Global view of a stability diagram. The height of the Coulomb
blockade diamonds decreases dramatically with gate voltage. This implies that the
total capacitance increases, and in consequence, as the gate capacitance is constant,
that the source and drain capacitances increase. The Vg- and Vd-scales are the same
for the two parts of the diagram, the color scales are not. Sample 3.
because it does not consider edge effects. The reason for the under-estimation could
be the fact that the quantum dot does not fill the whole wire but is only an accumu-
lation layer close to the gate (see chapter 4.1.2). This makes that the effective length
of the capacitor is somewhat longer than the distance between dot and barrier (see
figure 5.18). However, this is a weak effect because the wire is thin compared to
the length of the barriers. More likely, at very low gate voltage the quantum dot
itself is close to the metal–insulator transition and screening inside it is not perfect,
especially near the borders. So the dot itself will contribute to the dot-source and
dot-drain capacitors and thus decrease the source and drain capacitances.
Nevertheless, we observe that, as the gate voltage is increased, the source and
drain capacitances increase by a factor of 30. We will now try to explain this increase
of the dielectric constant with our model of impurity states being charged as gate
voltage is increased.
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Figure 5.17: Typical evolution of the capacitances of a quantum dot
with gate voltage. () gate capacitance, (N) source capacitance, (H) drain ca-







Figure 5.18: Effective barrier
length. Due to the fact that the
dot is only a 2D layer the effective
barrier length can be longer than
L = 35nm.
5.4.2 Capacitances near charge trap anomalies
In 5.3 we have considered the effect of charging events in the barriers on the Coulomb
blockade signature. In our model we supposed the trap capacitances to be small
compared to those of the dot and in consequence neglected the indirect source or
drain capacitance, i.e. the series capacitance of the dot–trap capacitor with the
trap–source or trap–drain capacitor. To be precise, we did consider this indirect
capacitance but in our model of constant capacitances, this capacitance also exists
if the trap is empty. Therefore, the increase of the capacitance when the trap is
populated is not taken into account by our model.







where α is the polarizability of the dopant. With the experimental value α =
10−35 Fm2 (see page 65) and a typical barrier volume of 35 nm× 50 nm × 20 nm =
35000nm3 one obtains ∆C
C
= 0.003. This is below the precision of our measurement.
Yet, as figure 5.19 shows, the increase of capacitance when a trap is populated can






































Figure 5.19: Increase of the capacitance at a trap signature. Following
the arguments of section 5.3 we conclude that the trap causing the signature around
Vg = 200mV is on the source side of the dot. Accordingly we observe an increase
of the source capacitance (N) as the trap is populated while the drain capacitance
(H) remains unchanged. Another signature increasing the drain capacitance occurs
at the right border of the figure. Sample 3.
be quite strong (more than 100% in this case). In accordance with figure 5.6 we
attribute the charge trap signature in figure 5.19 to a charging event with reorgani-
zation in the source barrier (the lines inside the conducting regions are parallel to
the negative diamond slopes). Accordingly, the source capacitance increases while
the drain capacitance stays almost constant. Such a high increase of the capacitance
when the number of electrons in the barrier goes from n to n+1 could be explained
by the following scenario. For n electrons there is a clear energy separation between
the ground state and excited states with different distributions of the electrons over
the sites. The electrons can then screen a small external field only by deformation
of the wave functions inside each site. This causes only a very small increase of
the dielectric constant. As the n + 1st electron is added, there could be several
near-degenerate states with different distributions of the electrons over the sites. In
this case the electrons can be displaced by a small external electric field and screen
it efficiently. If the spacing of the excitation spectrum is smaller than the coupling
width ~Γ between sites, the charge density can be displaced continuously by an
electrical field and the dielectric constant is significantly increased.
Such sudden increases of the capacitance near trap signatures seem quite fre-
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quent in figure 5.17. After a jump, when the gate voltage is further increased, the
capacitance seems to decrease smoothly until the next trap signature.
5.4.3 Average behavior of the capacitances
In addition to the strong mesoscopic fluctuations of the capacitances near trap sig-
natures there is a strong increase of the capacitances in figure 5.17 on a long gate-
voltage range. We will now try to describe this global behavior.
The arguments employed above to explain the increase of the capacitance with
the addition of an electron to the barrier are similar in principle to the Mott-
Anderson metal–insulator transition. We will try to explain the capacitance of
the barriers as well as their conductance by a gate voltage driven metal–insulator
transition in the barriers. First, we will give a short overview of the usual models
for the dielectric constant in bulk metals and insulators and of the few models that
exist for the dielectric constant near the metal-insulator transition.
Dielectric constant of metals and insulators and the transition between
them
The dielectric constant ǫ(q, ω) of a material with translational symmetry describes
the response to a small potential
δUe = Uee
ıqreıωteαt (5.19)
with small positive α. The electrons will react to this potential by changing their





The dielectric constant is now defined as the ratio of the external potential δUe over





The charge redistribution δρ is driven by the total potential and can be calculated
in first order perturbation theory and one finally obtains






Ej −Ei − ~ω + ı~α (5.22)
where f is the electron distribution function. Expression (5.22) is known as Lind-
hard’s expression. It is the starting point for most calculations of the dielectric
constant. For a more complete derivation of expression (5.22) see for example [132].
From now on we consider only the static dielectric constant, i.e. ω = 0. In the
case of a metal and for small wave vectors q, the most significant contributions to
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(5.22) come from states near the Fermi level, where the real part of the denominator
is small. In a metal near the Fermi level the quasi particle states i and j can be
approximated by plane waves. The matrix element becomes then δ(kj − ki − q).
The fraction in (5.22) can be approximated as −f ′(E) and we finally get the static
dielectric constant of a metal














This approximation is valid if the density of states N(E) is constant in the energy
range where the distribution function goes from 1 to 0. This range is of order kBT
in equilibrium where f is the Fermi function.
The dielectric constant diverges for q → 0. This means that an external per-
turbation is completely screened out over long distances. For example, the screened
potential Ut caused by a point charge falls off exponentially with e
−λr. λ−1 is called
the Thomas-Fermi screening length.
The divergence of the dielectric constant and the resulting screening are due to
the high density of delocalized states at the Fermi level. They allow the electrons in
them to be easily attracted by a positive electrical potential or repelled by a negative
one. Therefore they cause a negative or positive charge density which compensates
the electrical potential completely.
In contrast, in the case of a band insulator the density of states is 0 at the Fermi
level. Then Lindhard’s expression (5.22) can be evaluated [132] as




where nV is the number of electrons in the valence band per volume. Eg is the
effective band gap; it is larger than the optical gap but smaller than the energy
difference between the centers of the valence and conduction bands because the
weighting due to the denominator in (5.22) favors small energy differences. In the
case of silicon, given its dielectric constant ǫ = 11.9 and N = 1.25 · 1028m−3,
expression (5.25) gives an effective band gap of 1.26 eV, somewhat larger than the
optical band gap Eg = 1.17 eV
An equivalent expression to (5.25) can be obtained in the more phenomenological
model of atomic polarizability α, which is defined via
p = αEloc (5.26)
where p is the polarization of the atom and Eloc the local electric field.
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In this semi-classical model one obtains with the Lorentz-Lorenz local field cor-
rection the Clausius-Mossotti relation








Expressions (5.25) and (5.27) of the dielectric constant are physically equivalent.
In the case of small dielectric constants, i.e. Nα
ǫ0
≪ 1, and if the atoms are considered
as almost isolated harmonic oscillators the two expressions give exactly the same
result because the band gap becomes the excitation energy of the harmonic oscillator
which in turn is related to the polarizability via the spring constant.
Yet another way of obtaining the dielectric constant is by using one of the
Kramers-Kronig relations:









This equation is far more general than (5.25) or (5.27) and contains no approxi-
mations. It follows directly from Cauchy’s integral formula and the fact that the
generalized electrical susceptibility χ˜ = χ + ıσ
ω
is the Fourier transform of a causal
response function (i.e. a function which is 0 for negative time).
In the case of a metal with σ(0) > 0, the principal value integral (5.28) diverges
for ω → 0.
In the case of an insulator, conduction can only begin when electrons from
the valence band can be excited to the conduction band. Simply setting σ(w) =
σ0Θ(~ω − Eg), equation (5.28) gives ǫ(0, 0) = 1 + 2~σ0πǫ0Eg , a finite static dielectric
constant. A more precise model for σ(w) is needed to produce the E−2g dependence
of equation (5.25).
Now, what happens when an insulator is continuously converted into a metal?
We will consider the example of the metal–insulator transition of n-silicon as the
concentration of occupied dopant states is increased. As we want to consider the
increase of the dielectric constant due to the donors and take the host dielectric
constant as given, we have to replace ǫ0 in the formulae above by the host dielectric
constant ǫ0ǫSi.
Castner et al. [19] found the static dielectric constant of silicon to increase with
increasing donor concentration and finally to diverge. In the case Si:As they found
a critical concentration (6.4± 0.5) · 1024m−3.
Already the Clausius-Mossotti relation predicts such a divergence of the dielec-
tric constant as Nα
3ǫ0ǫSi
→ 1. The resulting critical concentration is Nc = 3 · 1025m−3
(we use the experimental polarizability (5.8)). This is of the same order as Castner’s
experimental result. Already in 1927, Herzfeld [43] showed that this critical concen-
tration allows to discern metals and insulators. In his description the Lorentz-Lorenz
field compensates the “spring constant” as the critical concentration is approached
and finally sets the electrons free.
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The problem of the metal-insulator transition in doped semiconductors is dif-
ferent inasmuch as the dopants do not form a periodic crystal. In fact, disorder
is the main ingredient for this transition. The derivation of the Clausius-Mossotti
relation, however, relies upon a highly symmetric (for example simple cubic) crys-
tal structure, where the induced dipole moments of neighboring sites cancel out.
Castner observed a strong upward derivation from the Clausius-Mossotti expression
as the critical concentration was approached. Later, he attempted to describe this
deviation by a rather cumbersome extension of the Clausius-Mossotti expression
including disorder [18].
Imry et al. parameterized the evolution of the dielectric constant at the metal–
insulator transition with the localization length ξ, which has been found to describe
accurately the scaling of conductance near the metal–insulator transition in many
different systems (see for example the reviews of Beenakker [9] and Mirlin [84]). The
localization length can be seen as the average length over which a wave function
spreads. It is finite in an insulator and infinite in a metal. Imry’s main argument
is simple. One starts from the metallic dielectric constant (5.23). Electrons can
be considered as free on a range ξ. Thus, they can screen a potential with a wave
length smaller than ξ just like a metal. If the external potential has a wave length
larger than ξ the electrons cannot follow the potential completely because they are
confined within a range of ξ: the singularity in (5.23) is cut off at q ≈ ξ−1. Therefore
the static macroscopic dielectric constant is
ǫ(0, 0) = 1 + bλ2ξ2 (5.29)
where b is a constant of order 1. For q ≫ ξ−1 the metallic dielectric constant is
recovered.
For an infinite quasi 1D wire without interaction Efetov [23] calculated the pre-
factor b in the framework of the 1D σ-model. He found4 b = 8 ζ(3) ≈ 9.62, ζ being
the Riemann ζ-function.
Matching conductance and capacitance
As we mentioned above, the localization length ξ used to parameterize the capaci-
tance has also been used to describe the conductance near the metal-insulator tran-
sition. In the framework of the random matrix theory [9] one finds the conductance
in a long quasi-1D wire to be log-normally distributed.
var(ln g) = −2〈ln g〉 (5.30)
Here g is the conductance in quantum units , i.e. G = e
2
h
g. The average logarithmic
conductance is —in the orthogonal ensemble, i.e. in the absence of magnetic field,
magnetic impurities and spin–orbit coupling— given by
〈ln g〉 ≈ −2L
ξ
+ ln g0 (5.31)
4He writes ǫ = 32ζ(3)e2NFξ
2. (formula (11.73) in [23]). We corrected it because to our
understanding this expression is in cgs units, and a factor π and the additional 1 have been
omitted.
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The constant g0 is of order unity. In the framework of the 1D σ-model (like Efetov’s
expression of the dielectric constant), Mirlin [84] calculates the average conductance
including prefactors.
〈g〉 = 2−5/2π7/2(ξ/l)3/2e−L/2ξ (5.32)
Orders higher than 2 of the conductance distribution could not yet be calculated in
the σ-model, so that for the average of the logarithmic conductance only the RMT
result exists.
These results suppose that the coherence length exceeds the sample size. In the
barriers of our samples where the density of states is low, this condition should be
satisfied at low temperature and low bias voltage. Yet we cannot access the source
and drain conductance separately5 and transport is not coherent through the entire
sample because the spacing of the excitation spectrum in the dot is/ kBT . Therefore
we have to consider the barriers separately and calculate the total conductance with







on top of the Coulomb blockade peaks. In consequence we cannot compare expres-
sions (5.29) and (5.31) directly. Instead we proceed as follows. First we calculate
the localization length based on capacitance via expression (5.29). We keep the
prefactor bλ2 as a fitting parameter, the same for all peaks in all samples. (We
will discuss the fluctuations later on.) With this localization length we calculate
the conductance of each barrier according to expression (5.31). The constant g0 in
(5.31) is taken as a second fitting parameter, again the same for all peaks and all
samples. With expression (5.33) we finally get an estimation of the peak conduc-
tance based on the source and drain capacitance. In figure 5.20 we compare this
estimated conductance to the measured peak conductance.
At high conductance we obtain a good agreement between this capacitance-based
conductance estimation and the measured peak conductance. The the two fitting
parameters are bλ2 = 0.05 nm−2 and g0 = 5. These are quite reasonable values. g0
is close to unity as predicted by theory and, with Efetov’s prefactor, λ−1 = 14nm is
close to the average nearest neighbor distance between dopants (n
−1/3
D = 10nm) as
one would expect in a Coulomb glass (see [66] and chapter 4.1.2). The corresponding
density of states is 2.1 · 1043m−3J−1.
The plot contains 989 points6 from 10 samples with various wire widths. 50 of
these points have an estimated conductance too small to appear on the plot. The
statistical properties of the data in figure 5.20 are plotted in figure 5.21. They
5Actually, the nonlinear conductance allows to separate source and drain conductance. But the
expression is quite cumbersome in the metallic regime at finite temperature. The trap signatures
(see above) and the fluctuating density of states in the barriers modify the nonlinear conductance
significantly so that we consider an individual determination of source and drain conductance too
daring.
6Approximately 200 peaks are detected per sample, but source and drain capacitance cannot
be extracted reliably for all of them.
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axis is the estimation of
the drain–source conduc-
tance obtained by trans-
lating capacitance to con-
ductance (see text). The
only 2 fitting parameters
are a prefactor 5 in equa-
tion (5.31) and a screen-
ing length of 14 nm. The
dashed and dotted curves
are estimations of the fluc-
tuation based on RMT
(see text).









Figure 5.21: Statistical proper-
ties of data from figure 5.20. The
statistics are evaluated for groups of
100 points. The difference of vertical
and horizontal axis ∆ ln g = ln gpeak −
ln gcapa is plotted versus the capac-
itance based conductance estimation
ln gcapa. (×) root mean square of
∆ ln g. (+) average of ∆ ln g. The
error bars mark the standard devia-
tion of this average. Deviations below
ln gcapa = −6 are attributed to mea-
surement errors (cf. figure 5.22).
have been obtained in the following way. The points are first ordered by estimated
conductance gcapa. Then we evaluate the average ∆ ln g = ln gpeak − ln gcapa for sets
of approximately n = 100 points (marker + in figure 5.21). The error bars are the
estimated standard deviation of the mean value
σ(〈∆ ln g〉) =
√
〈(∆ ln g)2〉 − 〈∆ ln g〉2
n
(5.34)
The observed deviations of 〈∆ ln g〉 from 0 are of the same order as these error
bars. This means that the predictions (5.29) and (5.31) are consistent with our
observations. Only for low conductance there is a significant deviation towards
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positive 〈∆ ln g〉. The reason for this deviation can be seen in figure 5.22 where the
influence of measurement errors has been simulated. For this plot we have chosen
independent localization lengths for source and drain, equally distributed between 0
and the barrier length. Then we calculated the conductance with expressions (5.31)
and (5.33) and the capacitance with expression (5.29) using Efetov’s prefactor and
a screening length λ−1 = 14nm. After that, rather pessimistic “measurement”
errors are added: 10−4 e
2
h
noise floor, and 10% relative error for the conductance
and 5 ǫ0 absolute error and 50% relative error for the dielectric constant. This is
an overestimation of the RMS error but there are sporadic misinterpretations of
the capacitance with completely random results (see appendix B.3). As figure 5.22
shows, the noise floor of the current measurement is the only measurement error that
causes a significant deviation from perfect correlation. It is the cause for the upward
deviation of 〈∆ ln g〉 at low conductance. Fortunately, of all measurement errors
this noise floor is the easiest to characterize. One simply has to evaluate the current
fluctuations when there is no measurable current, for example inside the Coulomb
diamonds or at gate voltages below the first Coulomb blockade resonance. In our case
its main contribution is the thermal current noise of the current amplifier’s feedback
resistance (see appendix A). The noise floor varies from sample to sample because
the integration times for the lock-in measurements and the voltage excitations are
different. In consequence, in the experimental data we cannot observe a sharp
horizontal border as in the simulation.
The dispersions in figure 5.22 caused by the other simulated “measurement”
errors are much smaller than the actual dispersion in the measured data. Thus, we
can conclude that the dispersion in figure 5.20 — at least at higher conductance —
is not due to measurement errors but is significant. We will discuss this dispersion
now.
Correlation of conductance and capacitance fluctuations
We took the inverse screening length λ or, equivalently, the density of states at the
Fermi level as a constant fitting parameter — the same for all samples. In other
words we did not consider gate voltage dependent fluctuations or sample to sample
fluctuations of this parameter. As only the capacitance and not the conductance
depends on this parameter, its fluctuations cause a dispersion of the points in figure
5.20.
An individual value for λ for the source and drain barrier and for each peak
cannot be calculated because we do not have access to the source and drain barrier
conductance separately. And even if it could be calculated, such an analysis would
not be more meaningful than our analysis because (5.29) and (5.31) describe the
average capacitance and conductance and not their individually observed values. An
individual λ for each barrier and each resonance would mean to project all possible
fluctuations onto λ.
The fluctuations of conductance around its mean value defined by λ are given by
eq. (5.30) (var(ln g) ≈ 4L/ξ, ξ ≪ L). For the fluctuations of capacitance there are, to
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lated impact of mea-
surement errors. Con-
ductance and capacitance
are supposed to be fully
correlated through expres-
sions (5.29), (5.31) and
(5.33). Dispersion is in-
troduced by rather pes-
simistic Gaussian “mea-
surement” errors in the
capacitance and the peak
conductance (see text).
As the dispersion is much
smaller than in the real
data of figure 5.20, we con-
clude that the dispersion
in figure 5.20 is significant.
our knowledge, no theoretical predictions. However, conductance and capacitance
fluctuations only cause dispersion in our plot as long as they are not correlated.
Otherwise they would be interpreted as fluctuations of the localization length itself.
Obviously the fluctuations are not fully correlated because we observe indeed a
strong dispersion.
Now, on the contrary, what would be the dispersion if the fluctuations of capac-
itance and conductance were completely uncorrelated around an average behavior
described by expressions (5.31) and (5.29)? We can find a lower boundary of the dis-
persion if we neglect the capacitance fluctuations and consider only the conductance
fluctuations, for which the theoretical prediction (5.30) exists. To do this, we have
to evaluate how fluctuations of the barrier conductances gs and gd are transferred to
the peak conductance gpeak. This depends on the relative mean values of the barrier
conductances. We evaluate the two extreme cases of very different or exactly equal
mean values. In both cases we consider the fluctuations of gs and gd as independent.
In the case of very different mean values, i.e.
(〈ln gs〉 − 〈ln gd〉)2 ≫ var(ln gs) + var(ln gs) (5.35)




Then the distribution of the logarithmic peak conductance follows the distribution
of the smaller conductance. Thus
var(ln gpeak) = −2(〈ln gpeak〉+ ln 2) (5.37)
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The dotted lines in figures 5.20 and 5.21 are respectively the corresponding 15.9%,
50% (median) and 84.1% quantiles of this distribution. As the distribution is a
Gaussian, the 50% quantile is the average and the 15.9% and the 84.1% quantiles
are one standard deviation away from it.
In the other extreme 〈ln gs〉 = 〈ln gd〉 the error transfer function is more compli-
cated and we evaluate it via a Monte-Carlo simulation. We suppose the logarithmic
source and drain conductance to have the same mean value and the same Gaus-
sian distribution with variance given by (5.30) but to fluctuate independently. The
dashed lines in figures 5.20 and 5.21 correspond respectively to the 15.9% and 84.1%
quantiles of the resulting distribution which is close to a Gaussian but slightly asym-
metric.
We expect the real distribution to be closer to the latter case because condition
(5.35) requires huge differences of the average source and drain capacitances. On the
other hand we observe quite different gate-voltage dependencies of the peak height
in different samples with the same geometry. As there is no reason to believe that
there are less differences between the source and drain barriers of one sample than
there are between the barriers of samples with the same geometry, this leads to
suppose that the source and drain barrier conductances can evolve very differently
with gate voltage. Indeed, nowhere in our analysis we supposed a specific gate
voltage dependence of the localization length.
In figure 5.20 the dispersion of the data points seems to be well described by our
prediction for similar source and drain conductances (dashed lines). The comparison
of the square-root of the variances in figure 5.21 reveals that the observed fluctu-
ations are actually somewhat smaller than the prediction. This seems to indicate
that conductance and capacitance fluctuations are correlated. But one has to be
careful here because the RMT results (5.31) and (5.30) suppose ξ ≪ L in order to
neglect all but the strongest conduction channel. In our samples however, ξ and L
have the same order of magnitude and our need for a prefactor 5 in (5.31) could be
an indication that more than one conductance channel participate significantly to
transport.
We will now try to learn more about the fluctuations by studying the evolution of





(cf. eq. (5.29)) related to source (N) and drain (H) capacitance.
For the conductance we plotted the localization length corresponding to symmetric
barriers, i.e. gbarrier = 4gpeak. We did so not only for the measured peak conductance
(•) but also for the conductance estimated from the capacitances ().
The figure shows that the large scale evolution of estimated conductance and
measured peak conductance are perfectly correlated. On a small gate-voltage scale
however, there is no clear correlation.
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Figure 5.23: Evolution of the localization length with gate voltage.
The different localization lengths correspond to the following quantities: (H) drain
capacitance, (N) source capacitance, () conductance estimated from capacitance,
(•) measured conductance. We use the global fitting parameters of figure 5.20
(bλ2 = 0.05 nm−2, g0 = 5). Sample 3.
with
∆peak = ln gpeak(Vg +∆Vg)− ln gpeak(Vg) (5.39)
∆capa = ln gcapa(Vg +∆Vg)− ln gcapa(Vg) (5.40)
is plotted. The average is taken over gate voltage Vg and the samples.
For large gate-voltage ranges ∆Vg, the correlation coefficient comes close to 1.
This supports what we already know, namely that capacitance and conductance
can be linked via the localization length. For small gate-voltage ranges ∆Vg → 0
however, the correlation coefficient tends to a very small value, approximately 0.1.
Figure 5.24(b) shows the distribution of ∆peak versus ∆capa with ∆Vg ≈ 200mV.
The distribution of ∆capa is much less symmetric than that of ∆peak: the capacitance
seems to fluctuate only weakly most of the time. Only rarely are there strong changes
which tend to go towards positive capacitance. In section 5.4.2 we have associated
such abrupt changes with electrons being added to the barriers.
The small correlation coefficient between the changes of capacitance and conduc-
tance does not necessarily mean that changes in conductance and capacitance are
unrelated. Interpreting figure 5.24(b) daringly one could see a “C”-like structure:
for a positive change of capacitance the conductance either increases or decreases
but only rarely stays the same. In terms of the description of electrons being added
to the barriers this would imply that the capacitance most likely increases when an
electron is added whereas the conductance can increase or decrease. In other words,
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Figure 5.24: Correlations of capacitance and conductance fluctuations.
(a) Correlation coefficient (5.38) between increase over a gate voltage distance ∆Vg
of measured and capacitance-estimated conductance. The correlation coefficient is
averaged over gate voltage offset and 10 samples (b) Scatter plot from which the
correlation coefficient at Vg = 200mV has been calculated.
according to section 5.4.2, strong changes of capacitance and conductance occur in
a correlated manner near trap signatures but as the conductance can change in both
directions, the correlation coefficient is weak.
Such a behavior is similar to the frequency dependence of capacitance and con-
ductance linked by the Kramers-Kronig relations. In fact, the gate voltage depen-
dence of conductance and capacitance and their frequency dependence are related.
In first order time-dependent perturbation theory the tunneling rate between reser-
voirs and the dot is proportional to δ(∆E ± ~ω) where ∆E is the energy difference
between final and initial state. It depends linearly on gate voltage: ∆E = eαVg+E0.
Thus, without interactions, the conductance at frequency ω and gate voltage Vg can
be expressed by the conductances at zero frequency and gate voltages Vg ± ~ωeα . In
presence of interactions the situation is more involved because the excitation spec-
trum changes with gate voltage and the number of electrons in the dot and the
barriers (scrambling). Nevertheless, gate voltage dependence and frequency depen-
dence are related.
5.4.4 Interactions
The theories leading to equations (5.29), (5.31) and (5.30) are one-particle theories
and therefore do not take into account electron-electron interactions beyond mean
field approximation. The most prominent effect of electron-electron interactions
inside the barriers is to cause a gap in the single-particle density of states around
the Fermi level [106]. This also reduces the localization length and thus affects
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capacitance and conductance. However, the influence of the gap is not necessarily
the same for conductance and capacitance because the conductance depends on the
density of states in an energy range given by ~Γ where Γ is the coupling between
sites. According to equation 5.25 the capacitance should decrease in E−2g with the
band gap Eg and has therefore no characteristic energy scale.
In our system we also have to consider the electrostatic interactions of the elec-
trons in the barrier with the main dot. As we have seen in section 5.3 they suppress
the low bias Coulomb blockade resonances when an additional electron is added to
the barrier but do not lead to a decrease of the capacitance.
Yet, over a large gate voltage range we found the one-particle model to describe
our data quite accurately. The interactions seem to screen themselves out just as
in a metal. The explanation could be the following. Electrons in a metal near the
Fermi level can, in first approximation, be considered as non-interacting particles
(with renormalized properities) because the delocalized electron states make that
electron-electron interactions are screened out. In our system the electron-electron
interactions are not completely screened out at small energy because electrons are
localized (thus the finite dielectric constant). At sufficiently high energies, however,
electrons can be displaced from one localized state to another. This causes complete
screening on a large energy (and spatial) scale. But this effect occurs in finite
steps. Thus on a small energy scale screening is incomplete and interactions play
an important role, while, averaged over a large energy scale, screening is complete




In this work Coulomb blockade phenomena in etched silicon nanowires have been
studied. These devices are fabricated on a CMOS platform (CEA/Leti) and benefit
from the high maturity of silicon technology, in particular the high quality of the
Si/SiO2 interface and the good control of the doping level. At low temperature the
devices are very stable and do not show slow relaxations or occasional shifts in their
transport properties.
The wires contain no oxide barriers or constrictions. Nevertheless doping and
gate voltage define threee distinct parts of the wire which, from the center to the
ends, are:
the quantum dot: This is the part of the wire below the gate electrode which is
tightly controlled by the gate voltage.
the barriers: These parts of the wire are only weakly controlled by the gate elec-
trode. They provide (or not) the necessary confinement for Coulomb blockade.
the reservoirs: They are the parts of the device where the wire widens or the
doping level is very high. Their resistance is negligible.
Depending on the doping level, the barriers and the quantum dot undergo a
metal–insulator transition at different gate voltages, i.e. they pass from a meso-
scopic Coulomb glass regime where electrons are localized in minima of the disorder
potential and behave almost classically to a diffusive regime where electron states
spread over the whole dot or barrier region.




Then they are not controlled by the gate electrode any more and cannot provide con-
finement: they merge with the reservoirs. In this case we observe the metal–insulator
transition in the quantum dot: when gate voltage is increased, the insulating meso-
scopic Coulomb-glass regime, where the fluctuations of the Coulomb blockade peak
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spacing are as strong as its average (see chapter 4.2), goes over into the diffusive
regime with weak Coulomb blockade or universal conductance fluctuations.
When doping is low in the barrier regions, the Coulomb glass regime in the dot
cannot be observed because the barriers become too opaque at low gate voltage.
Now it is the barriers that are in the Coulomb glass regime and the quantum dot
can be observed in the diffusive regime. In this configuration the fluctuations of the
Coulomb blockade peak spacing are weak, of the order of the single-particle level
spacing (see chapter 4.1). Our design where the gate electrode covers only a small
part of the device allows then for controlled Coulomb blockade without the needs
of oxide barriers or constrictions. The size and gate capacitance of the quantum
dot is controlled by the surface area of the gate–wire overlap and the conductance
by the doping levels (see chapter 3). Ironically it is the disorder in the barriers
introduced by doping that allows the devices to be so well controlled. First, the
strong disorder potential makes that the transition between strong and weak barriers
occurs slowly with the potential offset. Therefore, the barriers are insensitive to
potential fluctuations and no further gate electrodes are needed to control them.
Second, the presence of resonant states allows the barriers to be thicker than direct
tunnel barriers without becoming too opaque. The thicker barriers make the devices
more robust. Nevertheless the barriers must not be too long, for otherwise hopping
and Coulomb blockade become important in the barriers and they are once more
very sensitive to small potential fluctuations with respect to a critical value and to
temperature.
While at low barrier doping the Coulomb glass regime of the quantum dot is
inaccessible, the Coulomb glass regime of the barriers can be observed in detail be-
cause the quantum dot forms a SET which allows not only to measure the transport
properties of the barrier regions but also to gather information on the charge and
the capacitance of the barrier. In chapter 5 we find a large increase of the barrier
capacitance with gate voltage. We interpret it as an increase of the dielectric con-
stant as the metal–insulator transition is approached in the barriers. We compare it
with the increase of conductance with gate voltage and find a good agreement with
scaling laws for the metal–insulator transition.
With the SET individual charging events of localized states in the barrier —most
likely in dopant sites— have been studied in detail: their capacitance matrix, their
ground state spin and their tunneling rates have been measured. The dynamics of
very slow traps has been accessed by measuring directly the RTS signal they cause
in the Coulomb blockade conductance. For most of the traps, however, this is not
possible; they are too fast: we found tunneling rates in the high MHz to GHz range
by studying the relaxation of the trap charges manipulated by applying a pulse
signal to the gate voltage. The charge traps can be as fast as the SET itself.
The periodicity of the SET together with the fact that high gate voltage changes
are needed to modify significantly the potential in the barriers, make it possible
to control the SET and to drive the metal–insulator transition in the barriers or
to manipulate individual charge traps with a single gate electrode: gate voltage
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adjustments smaller than the peak spacing are used to control the SET, larger
sweeps to control the barrier potential.
6.2 Outlook
We have shown that silicon nanowires can be good single electron transitors and
we have focussed on the low doped parts of the wire that form the barriers. But
this work is by no means complete. First of all, in order to verify the attribution of
disorder and traps to dopants, similar devices without doping should be measured.
The trap states in the barriers should then completely disappear. Actually, we have
designed such devices where the reservoirs are silicides (metals) and the wire itself
is undoped. These devices will soon be available. It will be particularly interesting
to study the few-electron regime in such devices in order to see if disorder is still
important, i.e. if the dot is still in the Coulomb glass regime. If this is the case, at
CEA/Grenoble silicon nanowires of comparable diameters are also grown epitaxially.
Comparing transport and Coulomb blockade in epitaxial nanowires with the etched
nanowires could bring insight into the disorder created by the surface of the wire.
The spin of electrons in dopant sites in silicon is very interesting as a quantum
bit because its relaxation time is expected to be long. We have measured the time-
resolved occupation number of dopant states and their Zeeman shift. But so far
we could not measure the relaxation of excited spin states because the trap has to
be sufficiently slow and to be situated near the center of the barrier. Due to the
relatively high doping level, such isolated traps are rare. In order to have slow traps
in most samples, the source and drain regions and the part of the wire containing
the traps could be separated. This way, while keeping the doping of the barriers
sufficiently high, the doping for the trap region could be adjusted to have only
one or two dopants on average. Combining our devices with the recently achieved
controlled implantation of single dopants could bring ultimate control.
For these measurements of individual dopants we have used the fact that our
quantum dot is very stable and that only one gate electrode is needed to control
it. Both features make it also very interesting for applications such as the electron




The physics studied in this work has typical energy scales in the µV–mV range. The
measurements have to be performed at temperatures with kBT below these energies,
otherwise the effects would be masked. We use two different dilution refrigerators
and a helium 3 cryostat to reach these temperatures.
The first dilution refrigerator (figure A.1(a)) is used for standard low frequency
transport measurements. It is an Air Liquide dilution refrigerator without 1K pot
(pumped helium 4). Its base temperature is approximately 60mK. The cryostat is
equipped with a 2T superconducting magnet. The corresponding Zeeman energy
is of the order of the electronic temperature. Therefore, spin effects are difficult to
measure on this cryostat.
The second cryostat (figure A.1(b)) has a much stronger superconducting magnet
which can provide up to 16T at 4K or 18T at 2K. However, such high fields imply
a small field bore — 42mm in our case. The matching cryostat has only 37mm
external diameter over all its length. This small diameter implies very small cooling
power (below 10µW at 100mK, the base temperature being approximately 70mK).
As the mixing chamber is inside the magnetic field it is made of plastic to avoid eddy
currents when the field is swept. Thermalization at the mixing chamber temperature
is achieved with a thin silver film.
The third cryostat (figure A.1(c)) is a helium 3 cryostat with a base temperature
of approximately 300mK. The larger sample space of this cryostat allows for good
shielding and the use of radio-frequency equipment. Recently we have equipped this
cryostat with a 8T superconducting magnet.
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(a) (b) (c)
(d)
Figure A.1: Cryostats. The sample shields are removed. (a) Air Liquide dilution
refrigerator. (b) Dilution refrigerator for the 18T magnet. (c) Helium 3 refrigerator
used for high frequency measurements. (d) Sample carrier.
A.2 Electrical measurements
A.2.1 Conductance measurement
All measurements but those of the random telegraph noise were performed in lock-in
technique. Figure A.2 shows the wiring scheme. We use SR 830 lock-in amplifiers at
frequencies between 17Hz and 180Hz. The AC signal of the SR 830 is first divided by
10 with a standard 50W attenuator. It is then passed through a differential amplifier































Figure A.2: Wiring scheme for the electrical measurements. Only the
home-made parts are detailed.
supplied by batteries or an audio frequency transformer (this is the case depicted
in A.2) to break ground loops (the source of the lock-in amplifier is not floating
ground) and then divided once more by 1000 to obtain the needed excitations of the
order of Vac = 10µV (eVac < kT ). This signal is applied to the drain electrode of
our samples. The current is measured at the source electrode. We use home made
current amplifiers with a gain in the first stage of 50MW or 100MW and supplied
by batteries. The 100MW amplifier has an AD795 as first stage and has differential
output (this amplifier is shown in figure A.2). This way the ground loop between
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the lock-in amplifier and cryostat can be completely1 broken. The bandwidth of the
measurement is limited by two parameters:
 The capacitance of the measurement line, typically several 100 pF, has to be
charged through the sample resistance Rsample. Thus the measurement line
limits the bandwidth for high sample resistances. This capacitance also tends
to make the amplifier unstable by increasing the gain at high frequency. This
effect has to be compensated by a small capacitor in parallel with the feedback
resistance. This capacitor causes a further bandwidth limitation. Therefore
it has to be chosen in function of the capacitance of the measurement line.
We use an additional RC low pass filter in the feedback loop (see figure A.2).
Unlike the bandwidth limitations described above, this low pass causes a fixed
cut-off frequency which makes the amplifier less sensitive to the capacitance
of the measurement line and allows to use a smaller capacitor in parallel with
the feedback resistance without making the amplifier unstable.
 The gain of the first-stage operational amplifier. The sample and the current
amplifier together form a voltage amplifier with gain Rfeedback
Rsample
. The operational
amplifier must have a higher gain than the gain defined by the resistances.
Thus, the bandwidth is limited by the gain-bandwidth product of the amplifier.
(approximately 2MHz for the AD795). This limitation is important for low
sample resistances.
These bandwidths can be as low as 100Hz. Measurements have thus to be done at
low frequency.
For the measurement of random telegraph signals we applied a DC voltage to the
sample and connected the current amplifier with 50MW gain to a SR 785 spectrum
analyzer that we used in this case only as 16 bit analog–digital converter.
A.2.2 Voltage sources
As voltage sources we use either an Adret 103A, a high precision, low noise GPIB
programmable DC voltage reference source or home made voltage sources. The
latter are supplied by batteries and can be mounted directly on top of the cryostat
to avoid noise created or captured by flexible cables. They are programmed by
computer via optical fibers to avoid ground loops. To avoid high frequency noise
created by the sources themselves, the clock of the logic circuit is only activated
when commands are received. 16 bit DACs with a voltage step of 100µV or smaller
are used. The nonlinearities of the DACs are smaller than that.
1The input of the SR830 lock-in amplifier can be configured as “float” but even then the
shield is grounded by a 10 kW resistor. The resulting ground loop currents can cause significant
perturbations in the measurement.
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A.2.3 Signal generators
For some of the measurements we applied time-dependent signals to the gate elec-
trode. We use an HP 33120A function generator for signals in the kHz and low MHz
range. Above we use an Anritsu MP1763C two level pulse pattern generator. The
length of the low and high levels can be chosen as a multiple of the clock period
which can go down to 80 ps. For sine wave signals we use a Hewlett Packard 8350B
sweep oscillator with a 83592B RF plug-in ranging from 10MHz to 20GHz.
A.2.4 Wiring
Low frequency
At low temperatures electrons become more and more decoupled from the phonon
bath. This is particularly true for nanostructures where the electrons of interest
are confined into a very small volume and the single-particle level spacing is high.
Thus the temperature of the electron distribution in the sample is almost entirely
controlled by electrons and photons arriving from the leads. At room temperature
the maximum of thermal radiation is at approximately 100THz (Planck’s law). Very
few photons of such high energies are sufficient to perturb the electron distribution
in the device dramatically [32]. Unfortunately such photons in the high GHz and
THz range cannot by blocked by usual electronic filters (networks of capacitors,
resistors, inductors) because their size exceeds the wave length. Therefore, special
precautions have to be taken to measure mesoscopic devices at low temperature.
The high THz and infrared radiation can be stopped by putting the sample inside a
metal shield. More difficult to shield is the GHz and low THz radiation which can
be transmitted by the measurement lines.
First, the lines have to be thermally anchored to the base temperature (and
before that to the still and to helium temperature). The high GHz and low THz
photons have then to be filtered. Typically copper powder filters [78], lithographed
micrometer-sized meanders [123] or lossy coaxial lines [133] are used ([12] gives an
overview). We use the latter, either Microcoax 0.5mm coaxial cable with PTFE
dielectric and inner and outer conductors of stainless steel or Philips Thermocoax 1
Ac Nc 05, a 0.5mm thick stainless steel coaxial cable. Its inner conductor is CrNi
and the dielectric is MgO powder. Its resistance is 50W/m. This cable is designed as
heating element. Yet, as shown in [133], it has excellent properties for our purposes.
It attenuates efficiently above 100MHz and its resistance varies only by a few percent
between room temperature and 4 K. We use lines of approximately 2.5m thus having
a total resistance of approximately 125W. With respect to Microcoax, Thermocoax
is much cheaper and the dielectric has a better thermal conductivity, allowing to
thermalize the inner conductor more efficiently. The Thermocoax can be soldered
or even brazed without risking damages to the dielectric. However, this cable is
very difficult to connect properly. First it is difficult to remove the outer conductor
without breaking the central conductor because the dielectric is strongly compressed.
Then, the center conductor seems to be passivated and even with strong acids it
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is difficult to solder it reliably. In addition, the MgO dielectric is hygroscopic and
once it has absorbed water, resistances down to 1MW can shunt inner and outer
conductor, making the cable useless as measurement line. Thus, the ends have to
be sealed rapidly after cutting; we use Stycast 2850 FT epoxy.
At the low temperature end of the lines we put additional filter capacitors in
the nF range to filter the low MHz range which is not well filtered by the coaxial
lines. In the current measurement line, however, the capacitor would cause severe
band-width limitations or instabilities of the current amplifier (see section A.2.1)
and has to be omitted.
To absorb remaining GHz and MHz photons we cover the inside of the sample
shield with copper-powder charged Stycast 2850 FT.
High frequency
We have equipped the helium 3 cryostat with a high frequency line. In order to apply
high frequency signals the attenuation has to be almost constant over the whole
frequency range of the transmitted signals up to the 10GHz range. Therefore, the
filtering scheme described above with its strongly frequency dependent attenuation
cannot be used and strong frequency independent attenuation has to be used instead.
We use 50W, 2.2mm thick stainless steel semi-rigid coaxial lines to transmit the
high frequency signals. The inner conductor is silver covered to decrease loss. The
signal is attenuated by a 20 dB resistive attenuator in liquid helium and enters the
calorimeter through a hermetic SMA connector. At base temperature the signal
is once more attenuated by a 3 dB resistive attenuator. Obviously, the DC gate
voltage of several volts cannot be applied through the attenuators. Therefore, before
reaching the sample, the signal is passed through a DC-block. We use a Picosecond
5508-110 with a C = 2.2µF capacitor (−3 dB frequency range into 50W from 700Hz
to > 26GHz). Both the high frequency line through the DC-block and the DC
line through a R = 10 kW resistor are connected to the gate electrode (see figures
A.1(c) and A.2). The crossover frequency should be f = (2πRC)−1 = 7Hz but
the capacitance of the DC-block decreases to 19.4 nF at 4.2K so that the crossover
frequency is approximately 300Hz. This is lower than the signal frequency but still
high compared to our sampling frequency < 10 samples/s. The heat carried by the
coaxial line increases the base temperature of the cryostat by approximately 60mK.
A.2.5 Effective electronic temperature
The effective electronic temperature is measured by first determining the lever-arm
factor individually for each peak (see appendix B.3) and then fitting the Coulomb
blockade resonances with a thermally broadened Coulomb blockade resonance (equa-
tion (2.35)).
In the helium 3 cryostat the effective electronic temperature is approximately
400mK for our nanowire samples. This is very close to the base temperature. How-
ever, the electronic temperature in the dilution refrigerators is always above 250mK.
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In the cryostat for the 18T magnet where no decent shielding is possible it can even
be as high as 700mK.
In other silicon SETs however, we observe a much lower electronic temperature
of only 100mK [46]. Therefore, the high electronic temperature seems to be specific
to the nanowire samples. We see two possible explanations.
 Cooling the electron distribution in the dot becomes difficult when kBT < ∆1,
the single-particle level spacing. I.e. an effective electronic temperature in the
reservoirs much smaller than ∆1 is needed in order to freeze out all electron
excitations in the dot. Indeed, we know of no experiment where the effective
electron temperature is significantly below the single-particle level spacing at
high electron numbers.
 Transport through the barriers occurs by resonant tunneling through a per-
colation path of dopant states (see chapter 5). The coupling between the dot
and the nearest dopant states as well as the coupling between neighboring
dopant states can be high while the total conductance is low. Therefore, on a
short time scale the dot is in a low impedance environment despite a low peak
conductance so that lifetime broadening could increase the peak width. Using




The conductance through mesoscopic systems, in particular quantum dots shows a
huge amount of different features. Most of them cannot be modeled precisely. So
the data often cannot be fitted directly to theoretical predictions but the features of
interest have to be extracted first. In this appendix we present the most important
algorithms we use.
All data analysis and simulations in this work have been coded in Yorick [136],
an interpreted programming language with a syntax similar to C. An important
difference is that, as in IDL or Matlab, mathematical operators and functions act
directly on multidimensional arrays without the need of loops. This speeds up not
only coding but also execution because the loops on large arrays are done in compiled
code and not in interpreted code.
B.1 Color plots
Color plots, especially of the differential conductance, usually cannot be made by
simply mapping the conductance linearly onto a color palette, because often there
are features in the conductance at 10−4 e
2
h
as well as at e
2
h
. Such a dynamic range
cannot be covered on a computer monitor or in print. A logarithmic scale is not a
good choice either because the differential conductance can be negative. Another
disadvantage of a logarithmic scale is that features emerging only very little from
the noise floor cannot be visualized because noise has to be cut off. Therefore we
often use a mapping that is linear for small conductances near the noise floor and
becomes logarithmic for higher absolute conductances:






Typically we choose G0 in the order of 10
−3 e2
h
. The result is then mapped linearly
to the color palette.
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Figure B.1: Mapping used for color plots of conductance.
B.2 Peak detection
For the peak-spacing statistics (see chapter 4) the maxima in the G(Vg) plot have
to be detected precisely. The following algorithm has been used:
The conductance is at first sampled with a fixed gate-voltage step which is typ-
ically a few 10µV at base temperature. A sample i is considered a peak if it fulfills
the following criteria:
 Gi > max{Gi−l . . . Gi−1}
 Gi ≥ max{Gi+1 . . . Gi+l}
 min{Gi−w . . . Gi+w} − avg{Gi−l . . . Gi−w−1, Gi+w+1 . . . Gi+l} ≥ G0
We typically choose l ≈ 20, w ≈ 3, G0 ≈ 10−5 e2h . l times the gate voltage
step is kept at least two times smaller than the average Coulomb blockade peak
spacing, otherwise the peak-spacing distribution could be cut off at small peak
spacings. These conditions allow to avoid spurious peaks due to noise. The last
condition rejects spurious peaks consisting of only one data point (they can be due
to vibrations when the setup is touched). If such peaks are not present we replace
“min” by “avg” so that peaks much closer to the noise floor can be detected.
The precise peak position is still subject to noise and the finite gate voltage
step. Therefore we fit the peak between the two half-height points with a thermally
broadened resonance (see eq. (2.35)). If the conductance between peaks is much
smaller than the peak height, the width of the fitted resonance allows to access the
parameter eα
kT
where α is the gate voltage lever arm and T the effective electron
temperature. As we try to have a gate voltage step several times smaller than the
B.3. Slopes of the Coulomb blockade diamonds 115













Figure B.2: Peak detection. —: data, +: detected maximum, —: fit, ∗: maxi-
mum from fit. Sample 3.
peak width, this fit reduces noise in the peak position and height. Figure B.2 shows
an example.
Near trap signatures (see 5.3) the line shape tends to be asymmetric. In such
cases the fit does not work well and fitting parameters give biased results. Yet, these
errors are usually much smaller than the direct effect of the trap on peak height and
position. Such peaks give tails in the distributions of peak spacing and peak height
which we suppress in our analysis (see chapter 4).
B.3 Slopes of the Coulomb blockade diamonds
In section 5.4 we perform a statistical analysis of the source and drain capacitances.
These capacitances are related to the slopes of the Coulomb blockade diamonds
through equations (2.33) and (2.34). To have statistically meaningful results several
hundred slopes on several samples have to be extracted. We tried several meth-
ods (by hand, detecting the Coulomb gap as a function of gate voltage, gradient
direction) which turned out to be slow, unreproducible, biased, unreliable, or very
sensitive to the chosen parameters. The following algorithm produced much better
results and has been retained for the statistical analysis.
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B.3.1 Algorithm






∗ is the convolution operator, G is a 2-dimensional function (in our case G(Vg, Vd)).














The filter G − U ∗ G alone is known as unsharp masking in image editing1. It
subtracts the unsharpened data from the original data. Thus all slowly evolving
background is suppressed. This filter is a high pass filter and its effect is similar to
the Laplace operator, i.e. a 2-dimensional second derivative.
The denominator in (B.2) normalizes the result with the unsharpened data. This
is necessary because the conductance we measure has a very high dynamic range.
Like in expression (B.1) the parameter G0 serves to cut off the noise floor.
This filter has been used to transform the upper panel of figure B.3 into the
middle panel. The filter detects accurately the borders of the Coulomb blockade
diamonds.
As a second step a Hough transform [22] is applied to the filtered data. Hough
transforms are used to detect features described by a set of parameters, usually in
binary data. The general idea is that each non-zero point in the data votes for all sets
of parameters that make the feature contain this point. Features well represented in
the data will receive a higher vote than those that only cross some non-zero points
by chance.
In our case the features to be detected are the edges of the different Coulomb
blockade diamonds. We parameterize them by
vg = Vg + svd (B.4)
Each data point G(vg, vd) votes with weight G for all offsets Vg and slopes s that




and intersect the Vg axis at vg.
In this simple case the Hough transform resumes to the integral
G˜(Vg, s) =
∫
dvdG(Vg + svd) (B.5)
where G˜ is the Hough transform of G.
1Usually the output of this filter is added to the original image to form a sharpening filter




















































Figure B.3: Detection of diamond slopes via Hough transform. Top
panel: raw data. Middle panel: after filter (B.2). Bottom panel: Hough transform
of the middle panel. The red markers show the detected diamond slopes. They
correspond to the red lines in the middle panel. Sample 7.

















) in s direction to remove the continuous background and to smooth out
oscillations due to binning. The lower panel of figure B.3 shows the result of such a
Hough transform.
The last step is to detect the maxima in the Hough transform. We first search
the maximum at positive and negative slope for each Vg and then use the peak
detection algorithm described in B.2 to detect the peaks in Vg direction within these
maxima. The detected maxima are marked in red in figure B.3.
The correct detection of the slopes is testified by the middle panel of B.3.
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B.3.2 Error estimation
We will now try to estimate the errors of the detected slopes. As an example,
the positive slope near 1195mV in the middle panel of figure B.3 has an offset for
Vd > 0 with respect to Vd < 0. In Hough space (lower panel) this is represented
by a upslope-shaped maximum near Vg = 1195mV, s = 3. The -part of the maximum
corresponds to positive drain voltage. It occurs at somewhat lower gate voltage than
the upslope-part corresponding to positive drain voltage. The individual maxima of both
parts occur at the same slope s = 3. Yet the algorithm detects a smaller slope at the
intersection of the two lines where the total vote is highest. The detected slope is
therefore smaller (steeper in the middle panel) because it tries to pass through both
lines, at positive and at negative drain voltage. However, such misinterpretations
must fall within the uncertainty of the individual slopes. This uncertainty is given





If we suppose the positive and negative slopes to have the same magnitude, the
length of the lines in direction of Vd is ∆Vd =
V+
2s
. We get a constant relative error






The Coulomb blockade peak spacing V+ is typically 10mV in our samples. The
width of the lines in the G(Vg, Vd) plot after filtering depends very much on the
sample and the sampling rate in Vg direction. We estimate the relative error to be
between 10% and 50% depending on the sample. In addition there are sporadic
errors giving arbitrary slopes. They occur when background noise is detected as
peak. In order to suppress such errors we eliminate slopes more than 50% off the
previous and the next ones.
B.4 Random telegraph signal
In 5.3.4 we study the random telegraph signal produced by a charge trap. Here we
describe how the signal is fitted.
As a first step we correct for the response function of the current amplifier.
Usually it can be described accurately by the dominating time constant τamp (which
depends on the sample resistance, see appendix A). For a continuous signal its effect




(In+1 + In) +
τamp
∆t
(In+1 − In) (B.8)
After correction the rise time is of the order of ∆t (see figure B.4, 30µs in this
example). Inevitably, this correction increases noise. In the present example the
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Figure B.4: Fitting an RTS signal. Red: raw data, black: data after correction
of the current amplifier’s time constant, blue: fitted signal. This is a zoom of figure
5.8(a). Sample 6.
signal to noise ratio is very good. So it is favorable loosing precision for bandwidth.
With smaller signals it is more favorable not to apply the correction. We will see
below that the signal to noise ratio should be at least 6 for a good detection of the
RTS signal.
B.4.1 Histogram analysis
The next step is to detect the two current levels I0 and I1. For this purpose we
make a histogram of the data points with a bin size δI/3. δI is the current noise
(not including the random telegraph signal) which we determine beforehand. In the
example presented in this work δI = 34pA.
In the histogram relative maxima with more than 3 counts are detected. If there
are more than 2 maxima, the bin width is multiplied by a factor ' 1 and a new
histogram is made. This procedure is repeated until 2 or less maxima are found. If
there are 2 maxima we take them as the current levels I0 and I1
2. If there are less
than two maxima, no RTS signal is detected.










2Actually, as the bins can be quite large at the end of the loop, we take the maximum of a
parabola through the maximum and the 2 neighboring bin heights in order to increase the precision
of the current levels
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with ∆Im = Im− 13(In−1+ In+ In+1). This weighting suppresses data points on the
flanks of the RTS signal and lets the stationary levels I0 and I1 emerge more clearly.
Having determined these two current levels we can estimate the duty cycle of
the RTS. This is trivial as long as the difference of the levels I1 − I0 is much higher
than the noise δI: we simply have to count the points near the levels I0 and I1.
If, however, there is no clear separation between I1 − I0 and δI, then there will be
measured currents I which can be explained by both, state 0 and state 1. Formally
this is expressed by the probabilities dP (I|0) and dP (I|1) to measure the current
I when the trap is respectively in state 0 and 1. They are both non-zero in this
case. If we suppose Gaussian current noise (not including the RTS), the probability
dP (I|0) is given by









P (I|1) is defined in the same way. But these are not the probabilities we are inter-
ested in. What we need to know is what state the measured point favors, i.e. the
probabilities P (0|I) and P (1|I). According to Bayes’ theorem




dP (I|0)P (0) + dP (I|1)P (1) (B.11)
We first calculate the probabilities P (Ii|0) and P (Ii|1) for each data point I1, . . . , IN










dP (Ii|0)Pn(0) + dP (Ii|1)Pn(1) (B.12)
and the starting point P0(0) = P0(1) =
1
2
. The loop is terminated when the proba-
bilities change by less then 10−5.
If the two current levels are clearly separated (I1 − I0 ≫ δI) and the time
constant of the random telegraph signal is comparable to the rise time, we observe
a finite and almost constant probability density between the two levels. This is due
to points on the flanks of the RTS signal. To account for them we allow for a third












2(I1 − I0) dI (B.13)




Knowing that there are as much transitions 0 → 1 as there are transitions 1 → 0
we add 50% of the final probability P(T) to P (0) and 50% to P (1).
The accuracy of this algorithm is testified by figure B.5.
We have also tried to fit the laws described above to the histogram by using the
standard Levenberg-Marquardt method. But it turned out to be less stable than
the algorithm above.
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Figure B.5: Current histogram. This plot serves as a control for the his-
togram analysis. Black: current histogram without weighting. The bin number
is higher than for detecting the current levels. Blue: the two detected levels. Red:
N∆IdP (I)/dI with dP (I) = dP (I|0)P (0)+dP (I|1)P (1)+dP (I|T)P (T) and where
∆I is the bin width, N = 30719 the total number of points, and P (0) = 0.28,
P (1) = 0.62, P (T) = 0.09 the results of the iterative process. The current noise
δI = 34pA is determined beforehand. Sample 6.
B.4.2 Transition detection
For the full counting statistics it is necessary to detect the transitions in the random
telegraph signal. As a first step points above I1 are set to I1 and points below I0 to
I0. Then our criterion for a transition 0→ 1 is
trap in state 0 at point n and In+1 − In > aI1 − In
I1 − I0 δI (B.14)
and symmetrically for the transition 1→ 0
trap in state 1 at point n and In+1 − In < aI0 − In
I1 − I0 δI (B.15)
The value of the threshold parameter depends on the rise time of the signal τ . In
order to minimize spurious detections a has to be > 1. We got best results with
a = 4. This choice is justified below. The blue line in figure B.4 has been obtained
with the criteria. To test the accuracy we compare the result of this fit with the
analysis of the histogram. We find good agreement, via
N0
N0 +N1
≈ P (0) and N1
N0 +N1
≈ P (1), (B.16)
as long as I1 − I0 > 5 δI. N0 and N1 are the number of data points for which the
transition detection finds state 0 or 1 respectively; P (0) and P (1) are the results of
the histogram analysis.
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B.4.3 Accuracy
The conditions (B.14) and (B.15) involve only the currents In and In+1. Thus, the
minimum detection time is the sampling interval ∆t. What is now the probability
to detect a transition within ∆t? We consider the case of a transition 0 → 1; the
probability of the transition 1→ 0 is calculated in the same way. If the rise time is
τ then In+1 − In ≈ ∆tdIdt = ∆tτ (I1 − In). If we suppose independent Gaussian errors
with standard deviation δI 3 then the noise on In+1 − In has a standard deviation√




















− 2. For this estimation we used the worst
case In = I0 which occurs at the onset of the transition. But even if Pn,n+1 < 1,
the probability to detect a transition increases rapidly with the number of samples:
1− Pn,n+m = (1− Pn,n+1) · . . . · (1− Pn+m−1,n+m) > (1− Pn,n+1)m. The estimation
“>” is due to the fact that the transition is more easily detected as In → I1 at
the end of the transition. In our case the rise time τ and the sample interval ∆t
are almost equal (after correction for the current amplifier) so that with our choice
a = 4 we expect a > 92% detection rate for dwell times ≥ ∆t if I1 − I0 > 6 δI.









It is smaller than 0.25% if a ≥ 4. Here we used the fact that the standard deviation
of In+1 − In is
√
2δI. This is an overestimation because we clipped the fluctuations
beyond [I0, I1] (see above). So, if the local average current is I0 or I1, half of the
fluctuations are suppressed. The standard deviation of In+1 − In is then approxi-
mately 0.83 δI so that with a = 4 we get a spurious error rate smaller than 10−6.
The clipping is active if the system stays sufficiently long in states 0 and 1 to reach
the levels I0 and I1. Therefore long dwell times are unlikely to be interrupted by
spurious transitions.
To summarize, the spurious-transition error rate is negligible as long as the dwell
times of the RTS exceed the rise time. But even if this condition is not fulfilled,
spurious errors should not exceed 0.25%. With our choice of parameters, actual
transitions should be detected with > 92% probability within a sampling interval
of 30µs if I1 − I0 > 200 pA.
3This is an overestimation when the current is close to I0 or I1 because we clipped the fluctua-
tions beyond [I0, I1]. See below for a more detailed discussion.
Appendix C
Properties of silicon
The following table resumes the properties of undoped silicon. The main sources
are [113] and [5].







14Si (I = 0): 3.1%




lattice constant (300K) a = 0.543nm
Conduction band bottom




effective mass ml = 0.916me in the direction of the minimum and
mt = 0.190me perpendicular





including degeneracy = 1.06me




Band gap Eg = 1.17 eV− 4.73 · 10−4 eVK T
2
T+636K
= 1.12 eV at 300K
Electron affinity χ = 4.05V
Dielectric constant ǫSi = 11.9
1We use mt as the effective mass in the Bohr radius because in each direction the conduction




Vectors are printed in bold characters (e.g. a). Operators and matrices have a
hat (e.g. Hˆ , Aˆ). 〈·|·〉 (or 〈·| · |·〉 if an operator/matrix is included) note the scalar
product — both of classical vectors and wave functions. Variable indices are in
italics; designative indices are printed upright (e.g.
∑
i Vi vs. Vg + Vd + Vs). The
following symbols are used frequently.
α = Cg
Cg+Cs+Cd
gate voltage lever arm




dspin = 2 spin degeneracy
dvalley valley degeneracy
∆1 mean spacing between excitations at fixed particle number
∆+ addition energy, i.e. the energy needed to add one electron to the dot, usually
much higher than ∆1
e ≈ 1.602 · 10−19C absolute value of the electron charge
e ≈ 2.718 Euler’s number
EF Fermi energy
Eg band gap (Eg ≈ 1.17 eV in silicon at low temperature)
ǫ0 ≈ 8.854 · 10−12 F/m vacuum dielectric constant
ǫSiO2 ≈ 3.9 relative dielectric constant of silicon dioxide
ǫSi ≈ 11.9 relative dielectric constant of silicon
gd drain barrier conductance in quantum units
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gs source barrier conductance in quantum units
gpeak Coulomb blockade peak conductance in quantum units




dimensionless (Thouless) conductance in quantum units
GT conductance of a tunnel barrier (between continous spectra)
ı imaginary unit ı2 = −1
IT current of a tunnel barrier (between continous and discrete spectrum)
kF Fermi wave number
kB ≈ 1.381 · 10−23 J/K Boltzmann factor
ℓ mean free path
λ Thomas-Fermi screening wave number
me ≈ 9.109 · 10−31 kg electron mass
m∗ effective mass
ml ≈ 0.916me longitudinal effective mass at the bottom of the silicon con-
duction band
mt ≈ 0.190me transversal effective mass at the bottom of the silicon conduc-
tion band
µn electron mobility
µB ≈ 57.88µeV/T Bohr magneton
N density of states (per energy and per volume)
NF density of states at the Fermi level
nch channel number
nD donor concentration
nS sheet carrier density
nV volume carrier density
rs gas parameter (normalized Wigner-Seitz radius)
T barrier transmission
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Vp amplitude of pulse excitation on gate voltage
ξ localization length
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