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Multimedia computer architecture extensions for Hennessy and Patterson's DLX
architecture are developed following the study of multimedia applications and existing
multimedia architecture extensions. Support for the extensions is added to a VHDL
superscalar DLX CPU model as well as a DLX assembler. Key functions used in digital
video encoding and decoding are modified to use the extensions, and simulations are
undertaken using the VHDL model to determine the speedup offered by the extensions
for these functions. The results of the simulations are used to calculate the application
speedup based on the function speedup and the fraction of the time that each application
spends executing each function. It is shown that the superscalar CPU design limits the
performance gain offered by the extensions, and concluded that the effectiveness of the
extensions is further limited by the fraction of the application code that can make use
of them.
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Cross Correlation Function used for MPEG motion estimation
One of 4 video formats supported by the MPEG-2 video com
pression standard; calls for a resolution of 720 X 486 at 30 Hz and
requires 5-10 Mbps of signal bandwidth
One of 2 video formats supported by the H.261 video compression
standard; calls for a resolution of 352 X 288
Digital Compact Cassette
Discrete Cosine Transform used by the JPEG still image com
pression standard and MPEG video compression for coding
Digital coding technique in which the differences between succes
sive samples are encoded using PCM
One of 4 video formats supported by the MPEG-2 video com
pression standard; calls for a resolution of 960 X 486 at 30 Hz and
requires 715 Mbps of signal bandwidth
Lossy still image compression standard
Video compression standard intended for video conferencing; sup
ports CIF and QCIF video formats
One of 4 video formats supported by the MPEG-2 video com
pression standard; calls for a resolution of 1920 X 1080 at 30 Hz

















The Inverse Discrete Cosine Transform used by the JPEG still
image compression standard and MPEG video compression for
decoding
Integrated Services Digital Network
Mean Absolute Difference function used in MPEG motion
estimation
First-generation of multimedia extensions for Hewlett-Packard's
PA-RISC architecture
Second-generation of multimedia extensions for Hewlett-
Packard's PA-RISC architecture; a superset ofMAX-1
Minimal Coded Unit
MIPS Digital Media Extensions for the MIPS RISC architecture
Intel's multimedia extensions for the Intel architecture
Video compression standard supporting only the SIF video
format
Video compression standard supporting higher-bandwidth video
formats including HDTV
Video compression standard targeting applications allowing
low-
resolution images and slow frame rates
Mean Squared Difference function used for MPEG motion
estimation
Pulse Code Modulation; a digital coding technique.
Colloquial name for H.261
Quarter CIF: one of 2 video formats supported by the H.261








The Red/Green/Blue color space used by graphics display
hardware
Lowest-resolution video format supported by MPEG-2 and the
only video format supported by
MPEG
1; calls for a resolution
of 352 X 240 at 30 Hz and requires a bandwidth of 1.2-3 Mbps
Sum ofAbsolute Differences cost function used for MPEG motion
estimation
Sum ofDifferences Squared cost function used for MPEG motion
estimation
Visual Instruction Set: Sun
Microsystems'
multimedia extensions
for the SPARC architecture
An alternate color space used for digital image representation.
Based on the YUV color space, with with U and V components
scaled and shifted so they are always between 0 and 1.
An alternate color space used for digital image representation
comprised of a luminance channel (Y) and two chrominance chan
nels (U and V)
xi
1 Introduction
Multimedia applications have placed new demands on both personal computers and work
stations, requiring them to process large amounts of data in a variety of formats. Typ
ical multimedia areas include voice, audio, still and animated graphics, and
full
motion
video [LS96]. Some issues when dealing with these types of data are media synchronization,
storage requirements for multimedia data, and the transmission ofmultimedia data between
machines on a network.
Typically, the amount of multimedia data that needs to be available to provide any
amount of meaningful content with good quality is large. An example is given in [FSZ95]
for a multimedia encyclopedia comprised of 500,000 pages of text, 3,000 color pictures, 500
maps, 60 minutes of stereo sound, 30 animations, and 50 digitized movies (1 minute each);
this particular encyclopedia would require 111.1 GB of storage capacity if each element was
stored in its native format. In addition to storage capacity, video and audio streams require
a specific bandwidth between the source and the viewer to be played at real-time rates. As
a result, much effort has been put into the development of compression and decompression
technologies and standards such as JPEG and MPEG to provide a means to reduce the
amount of storage required for multimedia data.
Also characteristic to multimedia systems is the need to process this data. For example,
algorithms may be applied to an image or series of images in a video to enhance their quality
or scale them to fit in a window. The manipulation of audio data may require the mixing
of two or more audio streams. The Intel Media Benchmark [Int96], designed to evaluate
performance of multimedia personal computers, includes sections which brighten an image
and blend two stereo audio streams together.
To speed the execution of multimedia data compression and decompression algorithms
as well as multimedia data processing algorithms many CPU vendors have elected to extend
their CPU architectures to better support multimedia applications [LS96]. All extensions
focus on SIMD parallelism on small data types, and support this parallelism by
"packing"
a number of small data elements into a single, wide register and performing operations
in them in parallel. The goal of this thesis will be to add such support to Hennessy and
Patterson's DLX architecture [HP96] and evaluate the performance gain offered by such
extensions through the simulation of real multimedia applications on a VHDL model of a
DLX CPU, described in [Fer96]. An outline of this report follows.
First, sections 2 and 3 will discuss typical multimedia applications and existing architec
ture extensions designed to increase their performance, respectively. Section 5 will propose
a set of extensions to the DLX architecture based on the examination of multimedia appli
cations in section 3 and executions profiles ofmultimedia applications discussed in section 4.
The implementation of the DLX multimedia extensions in a DLX CPU will be considered
in section 6, with the required VHDL model and assembler modifications discussed in 7.
Finally, the changes in performance due to the extensions and an analysis of the results will
be given in 8, and some final comments on the results will be given in 9.
2 Multimedia Applications and Algorithms
This section will discuss compression, decompression, and processing algorithms for images,
video, and audio data followed by a discussion of the computations required for 3D graphics
rendering. Of interest to this work are the computational requirements required to support
these applications. The material presented in this section is not meant to be complete and
all issues involved in the design and implementation of applications described in this section
will not be dealt with, but some background theory will be given to support claims made
about computational and storage requirements.
2.1 Digital Signal Transforms and Filtering
Digital signal transformation and filtering are used in many multimedia applications, serv
ing to process digital images [FvDFH96] and divide an audio signal into subbands for
compression [Poh91]. Digital signal processing is discussed in [Poh91].
The process of filtering, whether in the digital or analog domain, aims to eliminate
certain frequency components from a signal while retaining others. A number of different
types of general filters exist, including
Low-pass filters which pass low frequencies while removing high frequencies,
High-pass filters which pass high frequencies while removing low frequencies
Band-pass filters which allow a range of frequencies to pass while eliminating all
others, and
Notch filters which suppress a range of frequencies and allow all others to pass.
The concept of signals in the frequency domain as well as sampling theory are both
important to the understanding of digital filters. The reader is directed to [Poh91] for more
information.
The z-transform is central to the design and analysis of digital filters, as digital filter
transfer functions are described in terms of the digital variable z. The z-transform is





and, as shown, converts a discrete time signal into the digital frequency domain. In engi
neering, a one-sided 2-transform is typically used which involves the summation from 0 to
00, rather than 00 to 00 as shown above [Poh91].
A transfer function, as a function of z, describes a digital filter. In its most general
form, the transfer function of a digital filter is [Poh91]
(2-2) E[z) = , ^^
1 +
EiLiM"
The numerator of the transfer function has M roots, called zeros, while the denominator
has N roots, called poles. The locations of the roots and poles in the digital frequency plane
describe the frequency response of the digital filter, which can be determined graphically by
tracing a path along a unit circle in the z-plane and noting the distance of the point from
poles and zeros to determine the magnitude of the response, while the angle from horizontal
made with each pole and zero determines the phase response. Specifically, the magnitude
response at point A in the unit circle is given as
(2-3) \H{z)\ =
"fl
l^-g1 lj=i I-- ~~ -HI
where Z{ is the
ith
zero and Pj is the
jth
pole. Furthermore the phase response of the filter




where ^i is the angle from the
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with a zero at -1 and a pole at 0 is shown in figure 2.1 [Poh91].
|Y(z)|
Re(z)
Figure 2.1: Magnitude response of digital filter
Given a digital filter transfer function, an inverse z-transform can be applied to it to
yield a difference equation of the form
M N
(2.6) y(n) = X)a^(n
~
*)
- J2bty(n - {)
i=0 i=l
Equations of this form must be processed by a computer system to implement a digital
filter. Note that as the number of poles and zeros increases, the computational complexity
increases but is still limited to multiplication and addition operations.
Alternately, [FvDFH96] approaches digital filtering through convolution. The Discrete
Fourier Transform (DFT) can be used to convert a digital signal into the frequency domain,
and multiplication can be used to remove unwanted frequencies, and a subsequent conversion
back to the spatial or temporal domain produces the desired result. For example, to remove
all frequencies above frequency k, convert to the frequency domain and multiply by the pulse
function:
1, when k < u < k,
(2.7) S(u)
0 elsewhere
As discussed in [FvDFH96], multiplication in the frequency domain is identical to con
volution in the time domain, so the process described above can be replaced by a single




A discrete convolution is defined as [Poh91]
CO
(2.9) h(n)= Y, x(k)h{n-k)
k=oo
Convolution using a pulse function as defined in equation 2.7 is known as box filtering. As
with the processing of difference equations, a number of multiplications and additions are
required to evaluate the output of a digital filter using a convolution. In either case, the
data type involved in the computation is dependent on the signal being processed.
2.2 Color Spaces and Color Space Conversion
Of importance to image/video compression and processing algorithms is the color space of
an image. Each pixel in an image is defined by one of more color elements. A pixel in a
24-bit color image, for example, will have an 8-bit element for each of its red, green, and
blue component. This is known as the RGB color space. As discussed in [FSZ95], it is
more natural for compression algorithms and, as discussed in [Int96] some image processing
algorithms, to operate in the YUV color space in which the Y, or luminance, component
specifies the brightness of the pixel and alone can produce a greyscale image. The U and
V, or chrominance, components are used to add color to the image.
RGB to YUV conversion is defined by the CCIR 601 standard as [FSZ95]
(2.10) Y = 0.299i? + 0.587G-r-0.114fi
(2.11) U = 0.564(5 - Y)
(2.12) V = 0.713(J?-Y)
Note that equation 2.10 is a weighted average of the R, G, and B components of the
image and will result in a value requiring the same number of bits as the inputs components.
Equations 2.11 and 2.12 will require the signed computation (pixel components are typically
unsigned) and may require additional bits for intermediate and final values. The conversion
of a pixel with B = 0 and Y = 255 will result in V = -181.82, for example, which cannot
be represented in 8 bits.
A number of approximations for RGB to YUV conversion are given in [FSZ95], and trade
off accuracy for simplicity of implementation. For example, an RGB to YUV conversion
requiring only shift and adds is
R G B










The inaccuracy introduced by this formulation is apparent by comparing it to the
CCIR standard definition in equations 2.10, 2.11, and 2.12. Fast multiply of
multiply-
accumulate operations, such as are supported by the PA-RISC 2.0 architecture [Lee96],
Intel's MMX [PWW97], and MIPS MDMX [MIP96b] can enable the use of more accurate
RGB to YUV color space conversions.
Also used in image compression and processing algorithms is theYCbCr color space [FSZ95] ,
It is similar to the YUV color space, but scales and zero-shifts the U and V components
so that they are always between 0 and 1. To convert the U and V components of the YUV
color space to the Cb and Cr components of the YCbCr color space, the following equations
are used [FSZ95].
(2.16) Cb=j + 0.5
(2.17) Cr = Ye
+ -5
2.3 Still Image Compression
Still image compression techniques aim to compress still images and, addition to this, are
used to compress video at the intra-frame level.
Compression techniques can be classified into two categories: lossless and lossy [FSZ95]
or alternately as noiseless and noisy [Poh91]. Lossless or noiseless compression techniques
will provide an exact duplicate of the original image after decompression, while lossy or
noisy techniques will not. A lossy compression algorithm allows the tradeoff of signal
quality for compression ratio, and can produce compressed images which are discernible
from the original when operating with a high quality setting.
2.3.1 The JPEG Image Compression Algorithm
JPEG is a still image compression algorithm designed to work on full-color images, and is
discussed thoroughly in Chapter 5 of [FSZ95]. The JPEG standard defines four modes of
operation,
1. Sequential DCT-based encoding in which each image component (each component
in the color space) is encoded in a single left-to-right, top-to-bottom scan and the
discrete cosine transform (DCT) is used to convert the image from the spatial (image)
domain to the frequency domain,
2. Progressive DCT-based encoding, another method using the discrete cosine transform
but in which the image is encoded in multiple scans, each scan increasing the image
resolution and therefore the image quality,
3. Lossless encoding which uses no lossy transformations and guarantees an exact repro
duction of the original image upon decompression, and
4. Hierarchical encoding in which the image is encoded at multiple resolutions.
For multimedia applications, lossy encoding is usually acceptable and sometimes neces
sary as it provides the highest compression ratios. The following sequence of steps is used
to encode an ra-bit-per-pixel greyscale image using the sequential DCT-based encoding
technique.
1. the input values are shifted from the range 0 to
2"




2. the resulting values are grouped into 8x8 blocks,
3. the discrete cosine transform is used to convert each block of the input data from the
image domain to the frequency domain,
4. the resulting DCT coefficients are quantized using a quantization table, reducing the
amplitude of the DCT coefficients and producing more zero-valued coefficients to
increase the effectiveness of the entropy encoding,
5. the quantized coefficients are reordered such that the lowest-frequency coefficients are
first,
6. the ordered coefficients are encoded using entropy encoding.
In [FSZ95], the DCT for an 8 x 8 block is defined as follows.
,,. ,_,.
, C(u) C(v) J^ J^ ,. . (2x + 1)utt (2y+lW








and f(x, y) is the an 8 x 8 block from the input image. The DCT outputs an 8 x 8 block of
DCT coefficients in which F(0, 0) is called the "DC
coefficient"
and the remaining 63 values
are called "AC
coefficients"
. The number of bits required to store a single coefficient can
be more than those required to store the input pixel values. In [FSZ95], it is pointed out
that for a greyscale image with input pixels in the range [-128, 127] (8 bits per pixel), the
outputs of the DCT would be in the range [-1023, 1024] and require and extra 3 bits per
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pixel of storage. This is significant to the design of multimedia hardware because simple
8-bit data types cannot support a DCT on 8-bit values to full accuracy.
Quantization, described in both [FSZ95] and [Poh91], is given as
(2.19) Fq(u,v) = Round
F(u, v)
Q(u,v)
where Q(u,v) is an entry in the quantization table and is between 1 and 255, an 8-bit
unsigned value. Quantization is the simplest form of lossy compression [Poh91].
Due the the similarity ofDC coefficients between different blocks, predicative coding can
be used to encode the DC coefficients. That is, the first DC coefficient is coded directly, and
subsequent DC coefficients are each subtracted from the previous and the result is encoded,
usually requiring fewer bits for representation than direct coding.
Many encoding schemes can be used to perform the entropy encoding of the quantized
DCT coefficients in the last step of the JPEG algorithm. In [FSZ95], Huffman coding is
used and it is noted that arithmetic coding may also be used. Both Huffman coding and
arithmetic coding are presented in Chapter 8 of [Poh91].
To perform Huffman coding, input sequences are first divided into intermediate se
quences consisting of any number of zeros followed by a non-zero value. The zero portion
of the sequence and the number of bits used to represent the non-zero portion of the se
quence are encoded in a (RUNLENGTH, SIZE) pair where RUNLENGTH is the number
of zeros and SIZE is the number of bits used to represent the non-zero value. Next, the
non-zero value is encoded in a single (AMPLITUDE) symbol which is SIZE bits in length.
The number of bits allocated for RUNLENGTH and SIZE is fixed at four, and the pair (15,
0) is used to represent a RUNLENGTH of 16. To encode RUNLENGTHs greater than 16,
a number of (15, 0) pairs can be used, each representing an additional 16 zeros, followed by
a
"standard"
(RUNLENGTH, SIZE) pair conforming to the definition given above.
11
The (RUNLENGTH, SIZE) pairs formed above are then encoded in binary using a
variable length code from a Huffman table, and the (AMPLITUDE) symbols are encoded
using a variable length integer.
JPEG decoding performs the inverse of the above, performing entropy decoding followed
by dequantizing, the inverse discrete cosine transform or IDCT, and zero-shifting.
Dequan-
tizing involves simply multiplying the quantized value by its corresponding entry in the





where C(u) is defined as above, and F(u, v) is the DCT coefficient at (m, v).
JPEG coding of color images is similar to JPEG for greyscale images but will typically
employ color space conversion and must account for all color segments of the image.
Non-
interleaved data ordering involves encoding each component separately in a left-to-right,
topto-bottom pass. Interleaved ordering requires the formation of minimal coded units
(MCUs) which are comprised of a number of elements from each color segment. When all
segments are of the same resolution, an MCU consists of one element from each segment.
If different resolutions are used, those elements containing more data will contribute more
elements to the MCU such that the final interleaved data stream will have whole number
of MCUs, all with the same length. In either case, the computational requirements for
color JPEG coding and decoding increases by a factor dependent on the number of color
components present in the image and their resolution. Typically, each image component is
an 8-bit unsigned value.
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2.3.2 Fractal compression of still images
While not supported by a standard, fractal compression is relevant to multimedia due to its
ability to overcome the resolution dependence of JPEG and its fast decompression times.
Fractal compression is discussed in [FSZ95].
Fractal compression uses affine transformations, which are combinations of scale, rotate,
skew, and translate operations, to map parts of an image to other parts of that same image.
Affine transformations are discussed in both [FSZ95] and [FvDFH96], and can be expressed
in the form
(2.21) xnew = ax + by + c
(2.22) ynew = dx + ey + f
where (x,y) is an input coordinate, and a,b,c,d,e and / are the coefficients of the
affine transformation. A simple scale and translate can be realized with coefficients a =
Sx, b = 0, c = Tx, d = 0, e = Sy, f = Ty where Sx and Sy are the amount to scale x and y by,
respectively, and Tx and Ty are amounts to translate x and y by, respectively. More complex
affine transformation are required for computer graphics applications and will be discussed
in section 2.7.1. Note that the data types and sizes required for affine transformations are
dependent on the size of the image, and that signed numbers are not required if the origin
is placed at the corner of the image. Given this, 8-bits can accommodate 256 X 256 pixel
images, and 16-bits can accommodate images 64A; pixels square.
Fractal compression methods work to identify self-similar regions of an input image. To
perform the compression, the image is first divided into domain regions and range regions,
which can be of arbitrary shape, cannot overlap, and must cover the entire image. Next, a
set of affine transformations are defined to be used during the compression process. The list
ofdomain regions is traversed, and for each domain region each defined affine transformation
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is applied and the result compared with each range region in the image. For each domain
block, a range block that matches the domain block as closely as possible is found and the
coefficients for the affine transformation are saved in the output file. To reconstruct the
image, each domain block is replaced with the transformed data from the matching range
block. Because the fractal-compressed image file is, in essence, an equation defining the
image, the image can be reconstructed at any resolution without loss of quality.
2.4 Digital Video Compression
A digital video is a series of images intended to be played back at a given frame rate. Dig
ital video compounds the storage space requirement created by still images on multimedia
systems, and additionally imposes bandwidth requirements on the digital video playback
system. The bandwidth required to play back a digital video increases with the frame
resolution, image quality, and playback rate.
To date, software-only solutions for real-time video decompression exist [Lee96], but
require multimedia enhanced CPUs such as the one we are designing. Software-only video
compression systems exist, but because of the computational complexity involved they
require hand-coded assembly language tailored to the architecture of the CPU they run
on [Kas96].
2.4.1 MPEG Compression of Digital Video
TheMPEG standard, discussed in [FSZ95], covers digital video, digital audio, and synchro
nization of the two. This section will focus on the digital video portion of the standard.
The MPEG standard specifies a number of different video resolutions, as shown in
table 2.1; support for these formats varies with the phase of the standard. MPEG-1, for
example, targets only SIF, whileMPEG-2 targets all of SIF, CCIR 601, EDTV, and HDTV.
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MPEG-4, unlike MPEG-1 andMPEG-2, targets video telephony and other applications in
which small frames and low refresh rates are acceptable, this allowing it to specify bandwidth
requirements of only 9 to 40 kbps.
Specification Resolution Frame Rate Required BPS
SIF 352 x 240 30 Hz 1.2-3 Mbps
CCIR 601 720 x 486 30 Hz 5-10 Mbps
EDTV 960 x 486 30 Hz 7-15 Mbps
HDTV 1920 x 1080 30 Hz 20-40 Mbps
Table 2.1: MPEG standard video formats
TheMPEG standard frame types and definitions are given in both [CK96] and [FSZ95].
In MPEG compression, three frame types are used
1. I frames are full images compressed with a DCT-based technique such as JPEG,
2. P frames, or predicted frames, are based on the most recent I of P frame and are
encoded using forward prediction in which differences from the reference frame are
encoded, not the whole frame,
3. B frames, or bidirectional frames, can be encoded using forward prediction as in P
frames, backward prediction from the next I or P frame, or bidirectional interpolation
from an I or P frame before it and an I or P frame after it.
There is a trade-off in the frame types used between frame accuracy and compression
ratio. I frames support the greatest amount of accuracy, but offer the lowest compression
ratios, while P frames decrease the accuracy and increase the compression ratio, and B
frames offer little accuracy and very high compression ratios.
Due to the nature ofB frames, the storage or transmission order ofMPEG frames cannot
be the same as the viewing order. A common MPEG stream is shown in figure 2.2 in both
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transmission order and viewing order. Note that the P frame transmitted second is viewed
fourth, as it is required to produce the B frames viewed as frames 2 and 3. The pattern
repeats for the rest of the MPEG video stream.
Transmit Order I P B B P B B P B B P B B I B B
Frame Number 1 4 2 3 7 5 6 10 8 9 13 11 12 16 14 15
View Order I B B P B B P B B P B B P B B I
Frame Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Figure 2.2: Example of frame ordering in an MPEG video stream
TheMPEG compression algorithm works to compress single I frames and perform motion
estimation between I frames, P frames, and B frames for
interframe compression. JPEG
compression is typically used for the compression of single frames and was discussed in
section 2.3.1. Here we will focus on the computations required to perform motion estimation
for inter-frame compression.
A block diagram of an MPEG encoder, from [FSZ95], is shown in figure 2.3. The figure
shows the compression of I frames being identical to color image compression with JPEG.
The production of B and P frames involves calculating the pixel difference between the
current frame and a reference frame and performing motion estimation between the two
frames.
The goal ofmotion estimation is to produce a vector representing the motion of a pixel
block from one frame to the next. To accomplish this, the contents of a source block are
compared with other blocks within a specific search region by evaluating a function whose
output is indicative of the similarity between the two blocks. As discussed in [FSZ95], the
MPEG standard does not specify a block size or a search region, but typically 16 X 16 blocks
























Figure 2.3: MPEG encoder block diagram
defines several functions for use in block comparison.
The Mean Absolute Difference function is defined as follows





where F(i,j) is a (m X n) block in the current frame, G(i,j) is the block being compared
against in another frame, and [dx, dy) is the search location. To search a 28 X 28 pixel block,
dx and dy must vary by 6 in both the positive and negative direction. The magnitude of
the maximum number of pixels that the search location is moved from the source block
location is p, and in most cases, p 6 [FSZ95].
Removing the division by the constant in the Mean Absolute Difference equation
result in the Sum ofAbsolute Differences function implemented by Sun
Microsystems'
VIS
pdist instruction, discussed in both [TONH96] and [MIP96b].
The Mean Squared Difference function is a more accuratemeasure of pixel distance [FSZ95,
MIP96b] but involves a squared term to remove the sign of the difference, rather than the ab
solute value term used in the Mean Absolute Difference function above. The Mean Squared
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Difference function is defined as
Tl T71
2 2
(2.24) MSB(dx, dy) =
-L
(i?(j, j)





As above, the division by the constant can be removed from the MSD function and
results in the Sum of Differences Squared, discussed in [MIP96b] and implemented in the
MIPS MDMX instruction set.
Lastly, the
cross
correlation function is defined as
E; E, F(i, j)G(i + dx,j + dy)






The cross-correlation function as defined above is very expensive to implement, and is
not commonly used because of this.
Also of importance to MPEG compression implementations is the search pattern used
to find the destination block of the motion vector. [FSZ95] presents several approaches to
this problem, including
Exhaustive search, which simply compares the source block against all blocks in the
search area;
Three-step search which computes the distance of the center and at the eight sur
rounding search locations in the search area, using the closest match as the center of
the search area for the next stage, and so on.
Other search patterns include the Conjugate Direction Search and the 2D Logarithmic
Search. As search patterns do not have an affect on architecture at the instruction level


















Figure 2.4: MPEG decoder block diagram
A block diagram of anMPEG decoder, from [FSZ95], is shown in figure 2.4. For I frames,
the decoder simply dequantizes the data and performs an inverse discrete cosine transform
on the result to produce the output frame. If the frame will be used for future motion




buffer (depending on the frame number). P and B frames are constructed using data in
the two picture buffers just described; the motion compensation unit is responsible for
performing a translation of a source block along the motion vector to its destination when
decoding unidirectional predictive coded data (P or B frames) , or interpolating between the
previous and future pictures with the motion data (B frame only) .
2.4.2 Px64/H.261 Video Compression
The H.261 standard for video compression targets video teleconferencing applications and
is designed to work over ISDN networks. It is discussed in [FSZ95], and supports the CIF
and QCIF (quarter CIF) video formats with resolutions shown in table 2.2.
Like MPEG, H.261 uses a DCT-based technique to compress frames and predicted
19
Specification Y Resolution U and V resolution
CIF 352 x 288 176 x 144
QCIF 176 x 144 88x72
Table 2.2: H.261 supported video formats
data. H.261 does not, however, use bidirectionally interpolated frames, relying only on
forward prediction (like MPEG P frames) and basing each new frame off the most recently
received frame. Furthermore, the interframe coding scheme of H.261, while still using
motion estimation similar to MPEG, is based on differential PCM, described in [Poh91].
The H.261 decoder performs functions similar to theMPEG decoder shown in figure 2.4,
but adds a filter to remove high-frequency noise for the incoming video stream.
2.5 Digital Audio Compression
Digital audio compression in general is discussed in [Poh91], while [FSZ95] briefly describes
theMPEG audio compression algorithm. The more complex audio compression algorithms,
including that of MPEG, involve subband coding and bit allocation based on a psychoa-
coustic model which, similar to how JPEG compression removes detail not likely to be seen,
removes detail that is not likely to be heard. Both Precision Adaptive Subband Coding and
the MPEG audio compression standard require digital filters to divide the audio data into
subbands; digital filters are discussed in section 2.1.
2.5.1 Precision Adaptive Subband Coding
Precision Adaptive Subband coding is a noisy compression technique employed on digital
compact cassettes. While DCCs are unlikely to be read directly and processed on a multi
media workstation, Precision Adaptive Subband Coding will be discussed here because it
is similar to the MPEG audio compression algorithm in that
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it divides the audio data into frequency bands, and
it uses a psychoacoustic model and takes advantage ofmasking to eliminate inaudible
data.
Psychoacoustics aims to study how sound is perceived by the human ear and relates
physical sound attributes, such as frequency and amplitude, to perceived attributes such
as pitch and loudness [Poh91]. A psychoacoustic model is a model that can perform these
mappings, and is used in lossy audio compression to determine exactly what is heard and
eliminate sound that cannot be perceived.
Central to the use of psychoacoustic models in audio compression is the determination
of the threshold of hearing given a specific input. The threshold of hearing for a frequency
is defined as the minimum amplitude of a tone at a specific frequency at which that tone
can be heard. The threshold of hearing varies with frequency and, additionally, is dynamic
in time based on the frequencies and amplitudes of sounds being heard.
Figure 2.5 shows the threshold of hearing for two situations [Poh91]. The first, shown
as a solid line, is the average threshold of hearing with no adjustments for input sound.
The second shows how the threshold of hearing adjusts as a result of frequency B. Note
that frequency B has masked frequency A which would normally be audible if B were not
present.
As discussed in [Poh91], Precision Adaptive Subband Coding divides the input audio
data into 32 equal width subbands using a 24-bit fixed-point digital filter and allows a
DSP to adjust the calculated threshold of hearing as a function of the input and based on a
psychoacoustic model. Further processing takes advantage of the masking phenomenon and
allocates bits to each frequency band based on how audible each band is. Masked bands
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Figure 2.5: Masking of frequencies due to movement of threshold of hearing
2.5.2 MPEG Audio Encoding
The MPEG audio encoding standard is divided into 3 layers and uses subband coding
similar to Precision Adaptive Subband Coding discussed in the previous section. MPEG
layer 1 audio specifies a 448kbps rate, while layers 2 and 3 specify 384kbps and 320kbps,
respectively. All layers of MPEG audio support 44.1 kHz, 48 kHz, and 32 kHz sampling
rates, each at 16 bits per sample, and compress data using the following algorithm [FSZ95],
1. Convert input to frequency domain and divide into 32 subbands,
2. Calculate signal amplitude and noise level using psychoacoustic model, determining
where in the spectrum the quantization noise should be masked,
3. Quantize the subbands according to audibility of quantization noise in that band.
Note that MPEG uses masking to hide the quantization noise added to the audio signal
during quantization. This allows the algorithm to uses the maximum amount ofquantization
possible while introducing a controlled amount of audible noise into the audio stream.
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2.6 Digital Image Processing
Digital image processing is discussed in [FvDFH96]. Some operations made available
through digital image processing algorithms are image smoothing, edge detection, enhance
ment, thresholding, geometric transformation, and compositing.
A digital image is a two-dimension array of pixel values resulting from the sampling of
a source image. In RGB color space, each pixel value has a red, blue, and green intensity
associated with it as well as an optional a component that is indicative of that pixel's
opacity value and, hence, its ability to obscure pixels behind it. Each component in an
image is an 8bit, unsigned value. Digital image processing operations typically operate on
each of these pixel components separately.
Box filtering, as described in section 2.1, serves as a foundation for a number of image
processing algorithms. Box filtering alone implements a blurring or smoothing operation,
and can be used to perform these operations as well as noise removal and anti-aliasing. A
box filter acts as a lowpass filter in the applications, removing
high
frequency components
(rapid value changes between adjacent pixels) from an image.
Image compositing involves combining two or more images to create a new image and
is considered for multimedia in [Int96] and discussed in [FvDFH96]. Compositing can be
accomplished through either an overlay or blending operation. In the former, an opacity
value is associated with each pixel being composited and the resulting pixel value is based
on the color value and opacity of each input pixel; for blending, the resulting pixel value is a
linear combination of the values corresponding to that pixel in the source images [FvDFH96].
In [FvDFH96], a number of operations to be performed on an image are defined, and
are shown in table 2.3. Each operation defined accepts as input a source image, A, and
a parameter p, S, or u>, which is a constant between 0 and 1. Note that the Intel Media
Benchmark [Int96] implements the dual to the darkening operation, brightening of an image,
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by converting to the YUV color space and altering the Y channel only. The same approach








Table 2.3: Digital image manipulation operations
[FvDFH96] also defines an addition operation that adds components of pixels in each
image together, allowing for smooth fades from one image to another.
2.7 3D Computer Graphics and Animation
The process of rendering 3D computer graphics is also important to multimedia and requires
a lot of computational power. The term rendering refers to the transformation of a 3D model
into a viewable image. The complexity of the resulting image can be specified by the user,
and the performance required during the rendering process is proportional to the realism
present in the resulting image.
The process of 3D rendering is discussed in [FvDFH96]. The multi-step process of
transforming a 3D model into an image is graphically depicted as a rendering pipeline. The
rendering pipeline is different for different shading and hidden surface removal algorithms;
the pipeline shown in figure 2.6 supports Gouraud or Phong shading to provide depth to
the output image [FvDFH96]. The operations performed during each step follow.
Database traversal involves traversing an internal representation of the 3D model and
outputting primitives to the rest of the pipeline,














Clipping > Map to Viewport Rasterization Display
Figure 2.6: Rendering pipeline for Gouraud or Phong shading
Trivial accept/reject eliminates primitives that are entirely outside of the view area,
Lighting evaluates color values for each primitive (the number of coordinates whose
values need to be computed varies with the shading algorithm) ,
Viewing transformation transforms each primitive from the world coordinate system
to the viewing coordinate system,
Clipping involves removing portions of surfaces and fines that are outside the viewing
area and will not be seen,
Map to viewport converts the 3D coordinates to 2D coordinates that fit into the
viewport specified by the user,
Rasterization involves converting the primitives to pixels for display on the screen.
The 3D graphics pipeline involves transformation between a number of coordinate sys
tems. The coordinate systems used early in the pipeline are used to manipulate the model
only, exist in 3-dimensions and use floating point numbers for coordinates. These coordi
nate systems include the model coordinate system in which the model is first specified to
the system, the world coordinate system which serves as "common
ground"
between the
model coordinate system and the viewing coordinate system, and the viewing coordinate
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system itself which exists so that the view of the model can be easily changed without
having to re-enter the model itself. The model is then mapped to a view window which
is specified in the viewing coordinate system as a rectangle at z = 0. Rasterization uses
the resulting information, which is in integer coordinates, to convert and fill (if necessary)
the primitives into the screen coordinate system which is read by the display hardware and
shown on the screen. The calculations to perform these coordinate space transformations
and other operations in the rendering pipeline will be discussed in more detail below.
2.7.1 Affine Transformations
As discussed in section 2.3.2, affine transformations are the combination of translations,
rotations, scaling, and skewing operations. Affine transformation are used heavily in the
rendering pipeline for coordinate conversion, and can also be used to produce graphics
animation sequences [FvDFH96].
Translation involves moving an object in 3D coordinate space without altering the posi
tions of its component vertices with respect to one another. A skew is simply the translation
of an object in which each vertex comprising the object is translated by a different amount.
To translate a coordinate in any given direction, a constant is added to any of the x, y, or
z coordinates to move that vertex:
(2.26)
x'







= z + Tz
where Tx is the magnitude of the translation in the x direction, Ty is the magnitude
of the translation in the y direction, and Tz is the magnitude of the translation in the z
direction.
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1 0 0 Tx x
y'
0 1 0 Ty y
z! 0 0 1 Tz z
1 0 0 0 1 1
Scaling involves increasing the size of a primitive. Scaling is realized by multiplying
the set of vertices that comprise a primitive by a scale factor. Scales need not be uniform
in all directions; a scale, for example, of 0.5 in the y direction would have the affect of
squashing the object. The individual equations to perform a scale are
(2.30)
(2.31)





The matrix formulation for a scale operation is
(2.33)
x'
ox 0 0 X
y'
0 by 0 0 y
z1
0 0 sz 0 z
1 0 0 0 1 1
Rotations are slightly more complicated than simple translations or scales, and involve
the use of trigonometric functions to calculate the new coordinate of a vertex. An example
of a rotation of point p counter-clockwise in two dimensions by the angle b is shown in
figure 2.7.
As described in [FvDFH96], trigonometry yields coordinates for the original point p at
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x = r cos a
y = r sin a
(2.36)
x'
= r cos(a + b) = r cos a cos 6 r sin a sin 6
(2.37)
y'
= r sin (a+ 6) = r cos a sin 6 + r sin a cos b
By substitution, we find that
(2.38)
x'
= x cos 6 y sin 6
(2.39)
y'
= xsinb + y cos 6
Extending the above into 3 dimensions yields different equations dependent on the axis








cos b sin b 0 0
sin & cos 6 0 0
0 0 10
0 0 0 1





0 cos b sin b 0
0 sin 6 cos b 0
0 0 0 1







cos b 0 sin& 0
0 10 0
-
sin b 0 cos b 0
0 0 0 1
to rotate about the y axis.
Affine transformations in matrix form become very important to geometry calculation
because multiple transformations can be combined into a single matrix through matrix mul
tiplication. To implement compound transformation in a 3D graphics packages, a composite
matrix is maintained internally to the package and the package user adds transformation by
using function calls indicating the type of transformation to be applied and the parameters
for that transformation. The internal composite matrix is initialized to the identity matrix,
and transformations indicated by the user are added to that matrix by pre-multiplying the
new transform matrix by the existing composite matrix. For example, the specification of a












































If the user were to then add a scale with parameter (2.0, 2.0, 2.0) (doubling the size
of the object in all directions) , the compound matrix would be modified as follows.
(2.44)
2.0 0.0 0.0 0.0 1.0 0.0 0.0 3.0 2.0 0.0 0.0 6.0
0.0 2.0 0.0 0.0 0.0 1.0 0.0 5.0 0.0 2.0 0.0 10.0
0.0 0.0 2.0 0.0 0.0 0.0 1.0 2.0 0.0 0.0 2.0 4.0
0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0
The user can continue adding transformations indefinitely. The pre-multiplication of
the new transformation preserves the order that the user calls the transformation functions
in and results in the expected transformation. This is important when attempting to rotate
or scale an object about a point other than the origin, for example, where a translation to
the origin must first be done, followed by the desired rotation and a final transformation
back to the original coordinate.
2.7.2 3D Clipping
3D clipping is used to eliminate parts of the 3D model that will not be visible in the final
image. The 3D clipping stage of the pipeline differs from the trivial accept/reject in that
the latter only removes those items that are entirely out of the view area. Clipping is
responsible for removing parts of surfaces and lines that fall outside of the viewing area
while retaining the portions of those same primitives that are seen. All clipping algorithms
involve a line or polygon to be clipped and a clip region.
3D clipping operates on primitives in the view reference coordinate system using floating
point numbers. A clip region in a 3D graphic system is defined by the view volume, which
is in turn defined by the projection type (parallel or perspective), parameters of the view
reference coordinate system, and front and back clip planes. A side-view of a view volume





Figure 2.8: View volume for perspective projection
The projection and clip planes shown in figure 2.8 define six planes that the clipping
algorithm must take into account when processing lines and polygons.
The Cohen-Sutherland algorithm can be used for both 2D and 3D fine clipping [FvDFH96] .
The algorithm classifies line endpoints through the use of bit sequences called outcodes in
which each bit indicates whether its associated coordinate is within the clip volume. For a
six-plane clip volume, 6 bits exist in the outcode as shown in table 2.4 [FvDFH96].
Bit Test
0 V ^ "Umax




4 % -^ ^max
5 ** ^ ^min
Table 2.4: Outcode bits for 6-sided view volume
Outcodes are also used in the trivial accept/reject portion of the rendering pipeline, and
examination of an outcode for a vertex provides information about whether that vertex is
inside or outside of the view volume. If it determined that a line lies entirely in or out of the
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view volume, it is not clipped. If the line lies partially in the view volume, the intersection
of the fine with the clip plane in question is found by using a parametric equation for that
line and solving for t. The parametric equations for a line in 3D space are
(2.45) x = xq + t(xi
-
xQ)
(2.46) y = Vo + t(yi
-
y0)
(2.47) z = z0 + t{Zl
-
z0)
for 0 < t < 1. All of the above equations are evaluated in the view reference coordinate
system and, hence, involve floating point computations.
2.7.3 Hidden Surface Removal Algorithms
Hidden surface/line removal algorithms are responsible for removing features in a 3D image
that are within the view volume but obscured by other surfaces. These algorithms can
operate in either object space (on the 3D model) or image space (at the pixel level during
rasterization), although the latter class of algorithms are usually preferred due to their
simplicity. Image space algorithms are run as part of the rasterization step in the rendering
pipeline.
The z-buffer algorithm is an image space algorithm that maintains an array of depth (z)
values for the pixel currently in the frame buffer for every entry in the frame buffer [FvDFH96].
Upon initialization, each value in the z-buffer is initialized to the value corresponding to
the maximum depth supported. As new pixels are calculated through rasterization, their
depths are compared against the current value stored in the z-buffer and if they are
"closer"
than the current pixel in the frame buffer, the value in both the frame buffer and the z-
buffer is overwritten with the new pixel. Since the z-buffer algorithm operates in image
space, it involves only integer compares and computations.
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2.7.4 Illumination Models and Shading
A number of illumination shading algorithms exist and are used to vary the color intensity
(brightness) of pixels on objects to give the appearance of depth. The task of applying
these Illumination models is spread between the lighting portion of the rendering pipeline
and the rasterization portion. The amount of work performed at each stage is dependent
on the algorithm used.
Well known illumination models include [FvDFH96]
Ambient lighting in which the fight has no specific source and fight is incident upon
all surfaces equally, regardless of their orientation;
Lambertian reflection in which light is emitted from a point source and the intensity of
a pixel is dependent on the angle made between the incident fight ray and the object
surface;
Specular reflection which accounts for highlights that appear when light is incident
upon a shiny surface.
The most realistic images result form accounting for all these fighting models, and can
include factors for light source attenuation and atmospheric attenuation [FvDFH96]. A
fairly complete equation for computing the intensity of a pixel might be [FvDFH96]
(2.48) 7A = hxKaOdX + fattIP\[kdOdX (X - L) + ksOsX (R - V)n]
where
7a is the intensity of the pixel,
7qa is the intensity of ambient light incident on the pixel,
ka\ is the ambient reflection coefficient for that surface,
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fatt is a light source attenuation factor,
Ip\ is the intensity of the point light source (Lambertian model) ,
kd is the diffuse reflection coefficient,
N is the normalized surface normal at the pixel in question,
L is the normalized vector giving the direction of the light source,
ks is the surface's specular reflection coefficient,
R is the direction of reflection,
V is the direction to the viewpoint, and
n is the specular reflection exponent.
The
"O"
factors in equation 2.48 account for the color of the object and the incident fight.
Od\ is associated with the diffuse color of the surface, while Os\ is the object's specular
color. The actual evaluation of a pixel's color would require the evaluation of equation 2.48
once for each color component in the system's color space.
The terms N L and R V compute the cosines of the angles between vectors N and 7,
and R and V, respectively. These cosines are used in the Phong lighting model along with
the specular reflection exponent to simulate the fall-off of highlight intensity as the angle
between the given vectors increases; since the cosine of 0 is 1, the highlight is brightest
when the angles in question are 0. The specular reflection exponent is used to increase the
sharpness of this falloff. Larger values of n yield sharper falloff rates.
Shading algorithms seek to apply a lighting model to a specific surface or pixel, and gen
erally reduce the computation required for illumination and shading through approximating
color values across a surface. Some of the more commonly used shading algorithms are (in
increasing order of complexity)
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Flat shading, which involves the computation of the color of a single pixel on a
surface
and giving all other pixels on that surface that same color,
Gouraud shading, which computes color values for each of the three vertices of a a
triangular surface and linearly interpolates color values on each scanline from one edge
of the surface to the other, and
Phong shading which interpolates the surface normal across a surface and would re
quire the computation of a pixel value for every pixel in the image.
Gouraud shading is popular because it provides a reasonable amount of realism without
expensive shading hardware.
The data types required for illumination and shading varies with the stage of the pipeline
the models are being applied in. The lighting state computes vertex or pixel values in the
world coordinate system, and will therefore require floating point computations. Interpo
lation of color values for Gouraud shading, however, operates on pixel data in image space
and requires only integer computations.
2.8 Summary and Conclusion
A number of multimedia applications have been discussed, performing functions involving
data compression and processing. A summary of primitive operations required and data
types used is shown in table 2.5.
As is evident in table 2.5, small data types are used repeatedly in multimedia applica
tions. All applications that operate on images or graphics involve pixel processing at the
component level where 8-bit integer data prevails. In a few cases, larger data types are used,
but never more that 16-bits are used to represent an integer. Also notable is the use of
fractional numbers in color space conversion (important to JPEG and, hence, MPEG) and
image processing, as well as the use of floating point numbers for 3D geometry calculations.
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Application Operations Data Types
Signal Processing Summation, subtraction, multiplication Application specific
Discrete Convolution Summation, multiplication Application specific
Color space conversion Addition, subtraction, multiplication 8-bit integers and
Fractional constants
JPEG Zero shift, summation, multiplication










Pixel compares, subtraction, summation
absolute value, multiplication,
divide or shift, square root
8-bit integers











Table 2.5: Summary of application operation and data type requirements
Operations appearing repeatedly in table 2.5 include multiplication and addition, typi
cally paired into multiply-accumulate operations. Also often used are compare operations,
typically at the pixel level where they are not dependent and can be performed in parallel.
The data in table 2.5 is the result of observations made of multimedia applications at
the kernel level, and discussion in this section did not consider how often various portions
of the algorithm are used and what portion of the execution time falls within each kernel.
Multimedia application profiling, the results of which will be discussed in section 4, will
yield more insight into what operations fall into the "inner
loops"
of these algorithms at
the application level, and allow the design of multimedia extensions to accelerate these
operations and their data types.
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3 Multimedia Architecture Extensions
The process of extending CPU architectures to better support multimedia applications
involves adding more direct support for operations and data types used by multimedia
applications. Due the the size of multimedia data types relative to the bus and register
widths used in modern CPU architectures, many data elements can typically be packed
into a single, wide register and operations can be performed on these element in parallel.
This approach to speedup through parallelism falls into the Single Instruction Multiple
Data, or SIMD category of the parallelism [Lee96, MIP96b, PWW97, TONH96].
A number of multimedia extensions exist for established RISC and CISC architectures
and realize such enhancements. The most widely known are Sun Microsystem's Visual
Instruction Set (VIS) for their SPARC Version 9 architecture [TONH96], Hewlett-Packard's
Multimedia Acceleration Extensions (MAX-2) for their PA-RISC 2.0 architecture [Lee96],
and Intel's Multimedia Extensions (MMX) for the Intel architecture [PWW97]. Also of
importance to this work is MIPS
Technologies'
recent introduction the "MIPS Extension
for Digital Media with
3D"
(MDMX) which includes media instructions for the MIPS RISC
architecture [MIP96b].
Relevant to the discussion of existing multimedia extensions are the data types sup
ported, instructions supported, and hardware modification issues associated with that ex
tension. Each of these will be discussed for the existing extensions identified above.
3.1 Packed Data Types
All of the multimedia extensions in existence to date support data formats that are the
result of packing small multimedia data elements into 64-bit registers. Terminology varies
between architectures; the types shown in figure 3.1 reflect a variation on Intel's naming
convention [PWW97] reflecting a 32-bit word length and therefore better applying to the
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Figure 3.1: Packed Data Types
Note that all data types in figure 3.1 consist of a number of packed fixed point numbers.
The MIPS V instruction set architecture supports paired single-precision floating point
data types as well, and will be discussed in section 3.3.4.
3.2 Addressing Modes
Multimedia extensions typically support up to three different addressing modes, each se
lecting different operands for the computation. The terminology below is borrowed from
that of theMIPS MDMX instruction set, discussed in section 3.3.4, in which a
"vector"
is a
packed data types, and a
"scalar"
refers to a single, stand-alone data element. Given this,
the addressing modes that can be supported by multimedia extensions are
1. Vector mode: "corresponding
element"
computations on two packed data types in
which the operation is performed between corresponding elements in two registers
and the types must be the same,
2. Immediate Mode: Element by immediate scalar value in which the operation is per
formed between each element of the packed data type and a 16-bit immediate value,
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3. Scalar Mode: Element by scalar value computations in which the operation is per
formed between each element in a packed data type and a single value in a register.
3.3 Supported Operations and Data Types
The support for various data types varies between CPU vendors. Hewlett-Packard, for
example, elected to support only the packed halfword type [Lee96], while Intel supports all
the types shown [PWW97]. Specific data types supported also varies with the operation
being performed. Operations and data types supported by each of the extensions mentioned
above will be described in this section.
3.3.1 HewlettPackard's Multimedia Acceleration Extensions
Hewlett-Packard'sMAX2 instruction set extensions are a second generation of multimedia
extensions for the PA-RISC architecture. MAX-2 is much simpler than any of the other
extensions studied, supporting only the packed halfword data type (16-bit elements) and
no application-specific instructions. MAX-2 is discussed in [Lee96].
MAX-2 was designed to provide general purpose utility and support operations asso
ciated with the inner loop of multimedia applications [Lee96] . MAX-2 targets image pro
cessing, video, audio, 2D and 3D graphics, animation, and text applications, and supports
the instructions shown in table 3.1.
Saturation arithmetic is supported to simplify overflow handling in multimedia appli
cations. When using saturation arithmetic, arithmetic operations that result in a value
greater than the maximum value or less than the minimum value for that data type are
clipped to the maximum or minimum value, respectively.
The shift-and-add instructions supported by MAX-2 implement the multiplication by
fractional constants, such as those used in digital filtering (section 2.1) and color space
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Operation Addressing Modes Data Types Saturation Modes
Add Vec - 16 Signed Unsigned
Subtract Vec - 16 Signed Unsigned
Logical Shift Left Imm Scalar - 16 (Not relevant)
Logical Shift Right Imm Scalar - 16 (Not relevant)
Arithmetic Shift Right Imm Scalar - 16 (Not relevant)
Shift Left and Add Imm Scalar - 16 Signed
Shift Right and Add Imm Scalar - 16 Signed
Average Vec - 16 -
Logical AND (PA-RISC) Vec - 16 (Not relevant)
Logical OR (PA-RISC) Vec - 16 (Not relevant)









Table 3.1: MAX2 instructions and supported data types
conversion (section 2.2).





the former selecting the
leftmost and third (out of four) subwords from two packed halfwords and interleaving them
into a register, while the latter takes the second and rightmost and interleaves them into
register. The operation of the mix instruction is shown in figure 3.2.
b3 I b2 I bl I bO
a3 I b3 i al I bl a2 i b2 I aO I bO
Mix Left Mix Right
Figure 3.2: Operation of the MAX-2 mix instruction
MAX-2's permute instruction rearranges a packed halfword based on a given permute
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index. The permute index is generated by the programmer or compiler by numbering each
subword in the register with the leftmost as 0, and indicating which source subwords are
to appear at each position in the destination subword. For example, the sequence (0, 0, 0,
0) would duplicate the leftmost subword four times in the destination register, while (3, 2,
1, 0) would reverse the order of the subwords. The permute instruction can produce any
combination of the source subwords in the destination register.
It should be noted that the PA-RISC floating-point instruction set supports a com
bined multiply-accumulate operation for single-precision floating-point numbers. This in
struction is supported in multiple pipelines in superscalar PA-RISC processors. Due to
this existing functionality,
multiply





Sun's VIS multimedia extensions are discussed in [TONH96], and target 3D graphics, video
compression/decompression, and image processing applications. VIS support focuses pri
marily on the packed halfword and packed word data types, with minimal support for the
packed byte data type.
A summary of the operations supported by VIS and the data types that can be processed
by those operations is shown in table 3.2. Of the multimedia extensions studied, VIS was
the most irregular and diverse. In addition to supporting processing of small data types
in parallel, a number of instructions were designed to work with the processor cache and
instruction pipeline to minimize pipeline stalls due to cache misses and pipeline hazards. In
some cases, it is uncertain whether a particular instruction pertains to VIS or the SPARC
architecture itself.
VIS shares floating point registers with the rest of the SPARC architecture. Floating
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Operation Addressing Modes Data Types Saturation Modes
Add Vec - - 16 32 -
Subtract Vec - - 16 32 -
Multiply Vec - 8 16 -
Compare Operations Vec - - 16 32 (Not relevant)
Logical Operations Vec - 8 16 32 (Not relevant)
Partial Store (Data transfer) 8
- (Not relevant)
Block Load (Data transfer) 8
- (Not relevant)
Block Store (Data transfer) 8
- (Not relevant)
Promote Type (Data transfer) 8
- (Not relevant)
Demote Type (Data transfer)
- 16 32 Scale, Clip, Truncate
Concatenate Registers (Data transfer) 8 16 32 (Not relevant)









Table 3.2: VIS instructions and supported data types
point loads and stores are therefore capable of moving multimedia data to and from system
memory. Partial stores and block loads and stores are supported as well, and specifically
support packed data types.
The partial store instruction pst takes as operands data to be stored and a mask indi
cating which bytes in the data to actually store. As pointed out in [TONH96], the partial
store instruction reduces the amount of
"branchy"
code in an application and therefore in
creases the effectiveness of the instruction pipeline (s) be eliminating control hazards. Block
load and stores allow the transfer of 64-byte blocks between memory and a set of eight
contiguous registers in the SPARC register file while bypassing the cache. Block load and
store instructions would have the effect of increasing code density and, as pointed out
in [TONH96], are designed to allow the transfer of data between registers and memory that
is used only once, without disturbing the cache.
The mask used in the partial store instruction is typically the result of either a compare
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instruction or an edge boundary processing instruction. The former compares two registers
of packed halfwords or packed words and outputs a bit mask in which each bit is the compare
result for the corresponding packed data elements. The VIS edge instructions generate bit
masks to select 8-,
16-
or
32- bit components in a packed register to be used with the
partial store instruction.
Data conversion functions in VIS serve to promote data types for more accurate compu
tations and demote data types after computation to their original precision. These types of
operations, for example, would be useful performing the DCT step of JPEG compression,
which takes 8bit inputs and produces 10bit output, as discussed in section 2.3.1.
VIS also supports the interleaving of components of packed bytes into a new packed
byte. The fpmerge instruction takes two operands and interleaves four corresponding bytes
from them to produce a single 64-bit result, as shown in figure 3.3 [TONH96]. This sort of
data shuffling can be used to speed the transposition of 2D arrays, including 2D matrices, as
well as to interleave or de-interleave streams of data comprised of 8-bit fixed point numbers.
Source 1 Source 2
b7 b6 b5 b4 b3 b2 bl bO
Figure 3.3: Operation of the VIS fpmerge instruction
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Support for multiplication in VIS varies with the source data element length and the
target data element length. Multiplications that can be performed with a single instruction
include four-byte by four-halfword multiplies, known as a pairwise multiplication, and
four-
byte by one-halfword multiplies (each byte is multiplied by the given 16-bit value) , called
a distributed multiplication [TONH96]. In both cases, only the most significant 16 bits of
each packed data element are stored in the destination register.
The multiplication of packed halfwords must be performed through partitioned multi
ply instructions followed by an add instruction. Four instructions are offered to perform
partition multiplies, being fmul8suxl6, fmul8ulxl6, fmuld8suxl6, and fmuld8ulxl6. The
fmul8suxl6 and fmuld8suxl6 instructions serve to perform one of the 16 X 8 multiplica
tions for each packed data element, while the fmul8ulxl6 and fmuld8ulxl6 instructions
perform the other 16 x 8 operation. Each step also shifts the resulting data to the appro
priate position so that a final faddl6 or fadd32 instruction can produce the correct result
for the entire multiply. Note that the fmuld instructions are used to perform multiplication
resulting in packed words, while the fmul instructions produce packed halfword results.
VIS'
alignaddr instructions operate on data in the integer data files and are used to
compute addresses. Specifically, alignaddr accepts two operands, adds them together,
and stores the result setting the three least-significant bits of tfie address to 0, thereby
aligning the address on a 64-bit boundary, faligndata concatenates two double-precision
floating point registers and extracts 8-bytes from the result starting at the specified offset.
The alignaddr and faligndata instruction can be used to load 64-bit data from memory
using the following sequence of instructions [TONH96].
alignaddr Address, Offset, Address
ldd [Address] , '/.f0
ldd [Address + 8] , '/.f4
faligndata '/.fO, '/.f4, '/.f8
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Compute aligned address
Fetch first 8 bytes
Fetch next 8 bytes
Form FP result
More advanced 3D graphics applications require the manipulation of data in 3D arrays.
Specifically, volume visualization attempts to visualize data in three dimensions, including
the data on the interior of an object. Each element in a 3D volume array is called a voxel.
Typical applications of volume visualization include the visualization of heat distribution
within a mechanical part, or the visualization of data showing the density of human or
animal tissue obtained from a medical scan [FvDFH96] . The use of 3D arrays in these ap
plications undermines the effectiveness of cache system in highend graphics workstations,
and
VIS'
array instruction can be used to reorganize the bits in a 3D array address to in
crease the likelihood that data near that 3D address is in the data cache [TONH96] , thereby
supporting the principle of locality in three dimensions. The array instruction restricts the
3D block dimensions, subdividing a 3D volume into 64 X 64 X
32
voxel subvolumes that are
each comprised of4x4x 2 voxel bricks. As discussed in [TONH96], this organization maps
well to the cache and TLB structure of the UltraSparc and therefore increases performance
of volume visualization applications by maximizing cache and virtual memory effectiveness.
Lastly, VIS supports a pixel distance instruction that increase the performance of ap
plications requiring pattern matching, including MPEG and H.261 motion estimation dis
cussed in sections 2.4.1 and 2.4.2, respectively, and fractal image compression discussed in
section 2.3.2. The pdist instruction takes as operands two registers containing packed bytes
and outputs a single 64-bit value that is the sum of absolute difference for corresponding
bytes in the source registers. The sum of absolute difference function is also described in
section 2.4.1.
3.3.3 Intel's Multimedia Extensions for the Intel Architecture
Intel's MMX targets a wide range of multimedia applications including those discussed in
section 2 and additionally targets applications such as speech recognition, music synthesis,
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and software modems. MMX provides fairly uniform support for the processing of packed
bytes, packed halfwords1, and packed words2, as well as some support for 64-bit fixed point
numbers. MMX is discussed in [PWW97].
Table 3.3 summarizes operations supported by MMX.
Operation Addressing Modes Data Types Saturation Modes
Add Vec 8 16 32 Signed Unsigned
Subtract Vec 8 16 32 Signed Unsigned
Signed Multiply Vec - 16 (Bit sliced)
Multiply-Accumulate Vec - 16 (32-bit result)
Compare greater-than Vec 8 16 32 (Not relevant)
Compare equal Vec 8 16 32 (Not relevant)
Logical Shift Left Imm Scalar 8 16 32 (Not relevant)
Logical Shift Right Imm Scalar 8 16 32 (Not relevant)
Arithmetic Shift Right Imm Scalar 8 16 32 (Not relevant)
Logical AND Vec 8 16 32 (Not relevant)
Logical NAND Vec 8 16 32 (Not relevant)
Logical OR Vec 8 16 32 (Not relevant)
Logical XOR Vec 8 16 32 (Not relevant)
Unpack (Data transfer) 8 16 32 (Not relevant)
Pack (Data transfer)
- 16 32 Unsigned
Move data (Data transfer)
- - 32, 64 (Not relevant)
Table 3.3: MMX instructions and data types supported
Few unusual instructions exist in MMX. The move instructions movd and movq serve
as load, store, and register copy in Intel's pseudo-RISC architecture. Pack and unpack
instructions perform data type demotion and promotion, respectively; pack will saturate
data during demotion, and unpacking includes data element interleaving. The operation
of both the pack and unpack instructions in MMX on 16-bit data elements are shown in
figure 3.4 [PWW97]. Note that the unpack instructions in MMX support both the unpacking
xNote that, in the Intel architecture, this is actually a packed word
2...and this is a packed doubleword
46
of the high-order elements through punpckh[bw/wd/dq] and unpacking of the low-order
elements through punpckl [bw/wd/dq] . While this is not as powerful as theMAX-2 permute
instruction (section 3.3.1), it is simpler and still allows the transposition of 2D arrays in
multimedia applications.
a7 a6 a5 a4 a3 a2 al aO
al' bl' aO' bO'
Unpack 8-bit Values
a3 a2 al aO
- - - -
a3' a2' al' aO'
Pack 1 6-bit Values
Figure 3.4: Operation ofMMX packss and punpck instructions
3.3.4 MIPS V and the MIPS Extensions for Digital Media
Multimedia support in theMIPS RISC architecture is split between the MIPS V instruction
set architecture and the MIPS Extensions for Digital Media with 3D, or MDMX. MIPS V
adds the "paired
single"
data type which concatenates two single-precision floating point
numbers into a single register and operates on them in parallel. MDMX adds support
for the packed byte and packed halfword (16-bit) data types similar to those multimedia
extensions already discussed in this section.
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Operation Addressing Modes Data Types Saturation Modes
Add Vec Imm Scalar 8 16 - FP Unsigned
Subtract Vec Imm Scalar 8 16 - FP Unsigned
Multiply Vec Imm Scalar 8 16 - FP -
Multiply-add Vec Imm Scalar - - - FP -
Multiply-subtract Vec Imm Scalar - - - FP -
Negate multiply-add Vec Imm Scalar - - - FP -
Negate multiply-sub Vec Imm Scalar - - - FP -
Logical Shift Left Vec Imm Scalar 8 16 - - (Not relevant)
Logical Shift Right Vec Imm Scalar 8 16 32 - (Not relevant)
Arithmetic Shift Right Vec Imm Scalar 8 16 32 - (Not relevant)
Absolute Value (Not relevant)
- - - FP (Not relevant)
Negate (Not relevant)
- - - FP (Not relevant)
Logical AND Vec Imm Scalar 8 16 32 - (Not relevant)
Logical OR Vec Imm Scalar 8 16 32 - (Not relevant)
Logical XOR Vec Imm Scalar 8 16 32 - (Not relevant)
Max Vec 8 16 32 - (Not relevant)
Min Vec 8 16 32 - (Not relevant)
Compare Vec 8 16 32 - (Not relevant)
Align Imm Scalar 8 16 - FP (Not relevant)
Shuffle (Data transfer) 8 16
- FP (Not relevant)
Move (Data transfer)
- - - FP (Not relevant)
Conditional move (Data transfer)
- - - FP (Not relevant)
Table 3.4: MDMX/MIPS V instructions that do not use accumulator
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Like Sun's VIS, MDMX uses the CPU floating point registers to store multimedia data
(see section 3.4 below). Furthermore, MDMX adds a 192-bit accumulator and MDMX
instructions can be categorized into those that use the accumulator and those that operate
on data only in floating-point registers. Table 3.4 shows instructions that operate without
the accumulator, while table 3.5 shows instructions that operate on data in the accumu
lator [MIP96a, MIP96c]. All operations on floating point data (the paired single format)
are part of the MIPS V instruction set architecture; MDMX supports the packed 8-bit and
16-bit data types.
Operation Addressing Modes Data Types
Add Vec Imm Scalar 8 16
Accumulate Sum Vec Imm Scalar 8 16
Subtract Vec Imm Scalar 8 16
Accumulate Difference Vec Imm Scalar 8 16
Multiply Vec Imm Scalar 8 16
Multiply and Negate Vec Imm Scalar 8 16
Multiply-Accumulate Vec Imm Scalar 8 16
Multiply-Subtract Vec Imm Scalar 8 16
Round, Scale and Clamp Vec 8 16
Read accumulator (Data transfer) 8 16
Write accumulator (Data transfer) 8 16
Table 3.5: MDMX instructions that use additional accumulator
The MIPS V ISA and MDMX support a number of instructions to enable data conver
sion, packed data element shuffling, and packed data re-alignment. MIPS V adds support
for the alnv instruction which allows the programmer to perform byte shifts on paired-
single data. Similarly, MDMX supports alni and alnv instructions to perform byte-shifts
of packed byte of halfword data types.
MIPS V supports the creation of paired single values through the cvt, pll, plu, pul,
and puu instructions, cvt allows two singleprecision floating point data elements to be
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concatenated into a paired single type as well as the conversion of a paired single to two
single-precision floating point values. The pll, plu, pul, and puu instructions select
single-
precision data elements from two source paired-single values and places the selected single-
precision floating point values in the appropriate position in the destination paired-single
value, puu selects the upper (higher-order) element from each source value, plu selects the
lower element from the first source and the upper from the second, and so on.
The MIPS V negatemultiply instructions nmadd and nmsub perform a
multiply
add or
multiply-subtract on a paired-single value and negate the result.
The shf1 and pick instructions are supported by MDMX. The shf1 instruction has a
number of variants that produce permutations of packed byte and packed halfword data
types. The specific operations supported by the shf1 instructions and its variants can be
found in [MIP96a]. The pickt and pickf instructions select data elements from source
packed values based on bits in the MIPS condition code register and places them in a
destination packed type. Three operands are given to the pick instruction and for each
data element the corresponding condition code bit is checked; if the bit matches the value
indicated by the instruction mnemonic (t or f), a corresponding data element is copied
from the first source, otherwise it is copied form the second.
MDMX adds a number of instructions to support the special 192-bit accumulator that is
part of theMDMX specification [MIP96a] . Arithmetic instructions that store data in the ac
cumulator are addl, mull, mulsl, and subl. The addl instruction adds the operands, mull
multiplies them, mulsl multiplies the operands and negates the result, and subl subtracts
the operands. Each of these has a dual that modifies the value in the accumulator; adda
and mula perform the addition and multiplication of two packed data entities and add the
result to the accumulator, respectively. The muls instruction multiplies the operands and
subtracts the result from the accumulator. The suba instruction performs the subtraction
50
of one packed value from another and adds the result from the accumulator.
MDMX instructions to move data to and from the MDMX accumulator include simple
read-accumulator and
write
accumulator instructions as well as an instruction that scales,
rounds, and clamps each element in the accumulator and stores the result in a floating-point
register. The former instructions are typically used to save the accumulator state and later
restore it [MIP96a], while the latter serves to move the results of computations requiring
the storage of largerprecision intermediate data out of the accumulator for storage.
All MDMX instructions support a vt-select field in their encoded form to specify to
which addressing mode to apply when performing the computation. This field allows the
selection of the entire vector, a scalar value within a packed data type, or an immediate
value. The operation of the various modes represented in the vt-select field are shown in
figure 3.5.
3.4 Hardware Modification Issues
The addition of multimedia extensions to an existing architecture entails some hardware
design decisions. Specifically,
Registers must be added or allocated to store the packed data types, and
An existing data path must be modified or a new one added to support the additional
operations.
Backwards compatibility is also an issue for CPU architects that intend to support exist
ing compiled software with new multimedia-enhanced processors. Data path modification
or addition will not affect existing software as long as it does not hold state that needs to be
saved or restored through a context switch. The addition of registers for multimedia data,
however, will require software to be modified to save those registers before a context switch
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Figure 3.5: Operation of each mode of the MDMX vt-select field
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For this reason, CPU manufacturers tend to use existing registers to hold multimedia data.
Some characteristics of the extension implementation by Sun, Hewlett-Packard, Intel, and
MIPS are compared in table 3.6. Note that, because MIPS added a special accumulator,
MDMX does not support backward compatibility.
Source Registers Used Datapath Modified
Sun Microsystems Floating Point Floating Point
Hewlett-Packard General Purpose Integer
Intel Floating Point Integer
MIPS Floating Point, added accumulator N/A
Table 3.6: Brief comparison of multimedia extensions implementations
Discerning multimedia data from other data types in shared registers is only considered
in Intel's MMX. As shown in table 3.6, MMX shares the floating point registers of the
Intel architecture with floating-point units. As described in [PWW97], each floating point
register is comprised of 80 bits, 64 ofwhich are used by multimedia datawhen the register in
question is in use by MMX code. To avoid the confusion of multimedia data with floating
point data, the exponent field in the floating point register and the sign bit, neither ofwhich
are used by MMX, are set to Is causing the data to appear as not-a-number (NaN) to the
floating point hardware.
3.5 Conclusion
Existing multimedia extensions support the data types and operations required of the multi
media applications studied in section 2. All but one existing extension specification support
only fixed-point numbers, leaving management of the decimal point for fractional values up
the the programmer. All extensions support the precision required by the multimedia ap
plications studied in section 2, except for floating point computations which are supported
(in parallel) only in the MIPS V instruction set architecture.
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Backward compatibility is an issue for most CPU vendors. Again, all but one existing
extension supports backward compatibility by sharing registers, and therefore processor
state, with existing functional units. Hewlett-Packard's MAX-2 shares integer registers, as
MAX-2 instructions are simple enough to be executed in the integer pipeline, and the use
of integer registers does not interfere with other aspects of the PA-RISC architecture. All
other extensions use
floating
point registers, electing to leave integer registers alone due to
architectural limitations or simply to support address calculations required of multimedia
applications.
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4 Multimedia Application Performance
In an effort to identify those areas of actual multimedia applications that need performance
enhancement, simulations were run using a DLX simulator called "fast", version 0.96, from
the Minnesota Computer Engineering Research Group (MCERG)3. The output of
"fast"
includes instruction counts, indicating the number of instructions executed within each
function totalled across all function calls, the number of each instruction executed in each
function across all function calls, the total number of instructions executed, and the total
number of each instruction executed.
"Fast"
is able to run DLX assembly code produced
by the Gnu C compiler and linked against the Gnu C library for DLX, both also made
available by MCERG.
"Fast"
computes instruction counts by counting the number of instructions executed
within each basic block of the code, then counting the number of times that the basic block
was executed during simulation, and multiplying each instruction count by the number of
block executions to produce an instruction total. Due to the length of some simulations,
this multiplication often resulted in integer overflows. To avoid this,
"fast"
was modified to
using floating point numbers for the final instruction counts.
To aid in processing the simulator output and determine which functions were responsi
ble for the bulk of the instructions executed, a document statistic program originally written
in C++ was modified to process the simulator output. The post-processor summed the
instruction counts, sorted them in order of decreasing instruction count, and output a chart
indicating the number of instructions executed in each function and the percent of the total
instructions executed that this function was responsible for.
3http : //mrw-mount . ee . ran . edu/mcerg/
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4.1 Benchmarked Applications
The following applications simulated using
"fast"
.
1. PVRG-MPEG, decoding a 10-frame MPEG video clip,
2. PVRG-MPEG, re-encoding that same MPEG video clip,
3. PVRG-P64, decoding the same video clip as above in Px64 format,
4. PVRG-P64, encoding that same Px64 format clip,
5. MPEG public audio decoder, decoding an MPEG layer 3 audio file.
The Portable Video Research Group
(PVRG)4
has developed and distributes publicly
source code for itsMPEG and Px64/H.261 video encoders and decoders. These applications
do not attempt to display any images, they simply read and write data files. As file oper
ations are supported by
"fast"
and the MCERG DLX GNU C library, the PVRG codecs
were suitable for simulation with no modification.
Both software packages from PVRG came with sample MPEG video data files. The
benchmark simulation was run on a 10-frame MPEG video clip. Information about the




Frame Size 352 x 240
File Size 73839 bytes
Table 4.1: Specifications of decoded MPEG video file
4http : //cisr . anil, edu . au/cisr/videoconf/pvxg . html
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The Px64 encode/decode simulation used a video clip with the same content but, as
Px64 supports only forward predicted frame types, the video clip frame types were limited
to
"P'
and "P". The specifications for the Px64 video segment used are shown in table 4.2.
As with MPEG, the
re
encoded frame had the same parameters.
Frames 10
Frame Types IPPPPPPPPP
Frame Size 352 x 240
File Size 60979 bytes
Table 4.2: Specifications of decoded Px64/H.261 video file
FraunhoferIIS5
maintains documents and C source code related to MPEG audio de
coding from theMPEG audio standard committee. The audio decoder available from them
is capable of decoding layer 1, 2, and 3 audio files and outputs raw PCM data files. IIS
also makes available MPEG audio data files, one of which was selected for decoding. The
specifications of this audio file are shown in table 4.3.
Sampling Rate 44.1 kHz
Sample Size 16 bits (per channel)
Channels 2
Compressed Bit Rate 96.089 kbps
Encoded File Size 130836 bytes
Decoded File Size 1916928 bytes
Table 4.3: Specifications of decoded MPEG layer 3 audio file
All applications were compiled by GCC for DLX using the -02 optimization switch.
5ftp : //ftp . fhg . de/pub/layer3
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4.2 Results
The most important information obtained from the instruction set simulations were the
names of the more
"expensive"
functions and the number of instructions executed as a
result of each one.
4.2.1 MPEG Video
Some of the statistics resulting from the MPEG video decoding and encoding simulations
are shown in table 4.4 and 4.5, respectively.
















Instructions Executed 182.8 x
106
Table 4.4: Five most costly functions in MPEG video decoding simulation
For the MPEG decode simulation (table 4.4), the Inverse Discrete Cosine Transform
function was the most expensive. PVRG-MPEG uses the Chen IDCT algorithm and oper
ates only on integer data. Because the IDCT is done in 8 X 8 blocks, this function lends
itself nicely to SIMD parallelization.
The second most expensive function used in decoding the MPEG video stream was
mgetb, which is comprised of 7 lines ofC code that return a single bit from the incoming data
stream. This function, as well asWriteBlock do not lend themselves to SIMD parallelization
and show that a portion ofMPEG video decoding will be I/O bound.
BoundlntegerMatrix takes as input a matrix of integers and clips them to minimum
of 0 or maximum of 255. This type of operation is supported in existing extensions with
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saturation arithmetic, and the inclusion of saturation arithmetic support in DLX multimedia
extensions will allow the removal of this function from the MPEG software.
Get4Ptr takes as input four pointers to integer arrays, averages corresponding elements
of these arrays, and produces an array of these averages. This portion of the MPEG source
code can be parallelized, although it accounts for only 6% of the instructions executed.
















Instructions Executed 2.2 x
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Table 4.5: Five most costly functions in MPEG video encoding simulation
70.93% of the instructions executed to perform the encoding of the MPEG video se
quence were part of the motion estimation function. PVRGMPEG uses the Sum of Ab
solute Differences function to calculate cost functions when performing motion estimation.
To perform an absolute value without a specific absolute value instruction, the sign of each
pixel must be checked and changed if it is found to be negative. Because the operations per
formed on a pixel value are dependent on its sign, the SAD function cannot be parallelized
in the SIMD paradigm without a special absolute value instruction. An alternative to SAD
is the Sum of Differences Squared function which squares each pixel element to remove the
sign; SDS requires only a multimedia multiplication instruction in order to be enhanced.
4.2.2 Px64/H.261 Video
Some important information gathered from the simulation of PVRG-P64 is shown in ta
bles 4.6 and 4.7.
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Instructions Executed 182.9 x
106
Table 4.6: Five most costly functions in Px64/H.261 video decoding simulation
The LoadFilterMatrix function is an I/O function which loads a portion of Px64 data
into a matrix.
ChenlDct, as the name implies, performs the inverse discrete cosine transform on an 8
x 8 block of data, and is identical to MPEG's IDCT function. The mgetb and WriteBlock
functions are also found in the MPEG code.
Also as in the MPEG code, BoundlDctMatrix performs saturation arithmetic on a ma
trix. This function can be eliminated if saturation arithmetic is supported in the multimedia
instruction set.
















Instructions Executed 1.2 x
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Table 4.7: Five most costly functions in Px64/H.261 video encoding simulation
The majority of the functions critical to the performance of a Px64 encode have also
already been discussed. FastBME performs motion estimation using the SAD function as in
MPEG, LoadFilterMatrix is the same code used in the Px64 decode, and ChenlDct performs
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the IDCT on an 8 x 8 block of data.
The ChenDct function performs a DCT on an 8 x 8 block of data and, as with the Chen
IDCT, is suitable for parallelization.
StatisticsMem is a function not required to perform the Px64 encode, and simply
generates and saves statistical information for human consumption when the video encode
is complete.
4.2.3 MPEG Audio
Unlike the video codecs above which operate only on integer data, theMPEG layer 3 audio
decoder used all double-precision floating point numbers. Also present here, however, is
the EDCT function (inv_mdct). log, pow, and exp are C math library calls.
The SubBandSynthesis function performs two vector-by-matrix multiplications. The
dimensions of all the matrices involved are multiples of 16 and could be parallelized with
loss of precision using
fixed
point multimedia data types.
















Instructions Executed 3.1 x
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Table 4.8: Five most costly functions in MPEG layer 3 audio decoding simulation
Because theMPEG audio software uses floating point numbers, it cannot be accelerated
with the DLX multimedia extensions (although it could be accelerated by MIPS MDMX
with some loss of precision). This software will not be considered further in this document.
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4.3 Target Functions for Performance Evaluation
Based on the findings above, the following functions were selected to be used to evaluate the
performance gain of the DLX multimedia extensions on the VHDL DLX processor model.
1. ChenlDct from PVRG-MPEG and PVRG-P64,
2. HPFastBME from PVRG-MPEG (will also cover FastBME from PVRG-P64),
With the above functions, and taking into account the functions we can eliminate with
saturation arithmetic, the code coverage can be calculated for each application, as shown
in table 4.9.
Application % to be Accelerated % to be Eliminated
PVRG-MPEG decode 18.10% 7.83%
PVRG-MPEG encode 70.93% None
PVRG-P64 decode 19.61% 7.82%
PVRG-P64 encode 66.77% None
Table 4.9: Code coverage provided by functions selected for performance evaluation
4.4 Performance Gain Due to Parallelism for Multimedia Applications
Based on the data in table 4.9 and examination of the code to be modified with multi
media extensions, some estimation of the performance gained from the extensions can be
made. Actual speedup of the applications will be calculated based on the speedup of the
target functions as determined through simulation, and will be discussed in section 8; the
calculations below reflect the speedup of the applications based on the parallelism available
through the multimedia data type to be used, and do not account for the overhead required
to use these data types. All calculations work under the assumption that all instructions
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Speedupenhanced refers to the speedup of the enhanced portion of the code only, where
SpeedupOVerall refers to the speedup gained in the whole application as a result of the
Speedupenhanced of a portion of that code.
The application speedup due to code elimination can be calculated using the above
equation; in this case, we have achieved a Speedupenhanced of infinity. Therefore,
(4.3) Speedup0veraii
(4.4)




Thus, the code elimination in both MPEG and Px64 will allow the applications to decode
video streams at approximately 1_010783
= 1.08x the rate that they could previously. This
is not a significant improvement from an analysis standpoint, but saturation arithmetic may
prove to provide more speedup due the the elimination of
"branchy"
code.
The Chen IDCT and Chen DCT code can be recoded using packed 16-bit data elements,
allowing for a speedup of 4 for that code. The above equation can be used to calculate the
speedup of the whole application that results from the speedup of the DCT and IDCT code.
Table 4.10 shows the results of these calculations.
The motion estimation code used by the Px64 and MPEG video encoding algorithms
can be recoded to use 8-bit elements, offering a speedup of 8 through available parallelism.
Similar to the above, Amdahl's law can be used to calculate the speedup of the application
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Application Fraction of time in IDCT and DCT Speedupoverall
MPEG Video Decode 0.1810 1.16
MPEG Video Encode 0.0292 1.02
P64 Video Decode 0.1961 1.17
P64 Video Encode 0.0817 1.07
Table 4.10: Application speedup due to speedup of Chen DCT and Chen IDCT code
Application Fraction of time in motion estimation Speedupoverall
MPEG Video Encode 0.7093 2.64
P64 Video Encode 0.6382 2.26
Table 4.11: Application speedup due to speedup of motion estimation code
that is a result of the modification of the motion estimation code; this data is shown in
table 4.11.
As each modification to the applications contributes to the speedup of the code over the
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An estimation of the total speedup for each application using the equation above is shown
in table 4.12. In this table, FraCenhanced is the total amount of code enhanced through both
code elimination and new parallelism.
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Application FraCelim FracDCT/iDCT FracME xlra.cei1h.a21CGCi Speedupoverau
MPEG Decode 0.0783 0.1810 0 0.2593 1.27
MPEG Encode 0 0.0292 0.7093 0.7385 2.80
P64 Decode 0.0782 0.1961 0 0.2743 1.29
P64 Encode 0 0.0818 0.6382 0.7200 2.63
Table 4.12: Total estimated speedup for target applications
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5 DLX Extension Design
The existing DLX architecture is a general purpose RISC architecture and is developed in
chapter 2 of [HP96]. The architecture is based on an analysis of several older architectures
as well as applications in the SPEC89, SPECint92, and SPECfp92 benchmark suites. Be
low, details of the existing DLX architecture and the extensions that will be added to the
architecture will be discussed.
5.1 Existing DLX Architecture
DLX offers 32 general purpose registers and 32 floating point registers for use as on-chip
storage. All registers are 32-bits wide; the floating point registers may be paired and used
as 64-bit registers, thus supporting double precision floating point numbers. All floating
point numbers are in IEEE 754 floating point format as described in appendix A of [HP96].
Note also that general purpose register RO is fixed at the value of 0 for reads, and writing
to RO has no effect.
To speed instruction decoding in the CPU, DLX supports only 3 fixed-length instruc
tion encoding formats, shown in figure 5.1.
"I
type"
instructions encode load and store
instructions, all immediate-mode operations, conditional branch instructions, and jump in
structions that jump to locations specified in a register; in an
"I-type"
encoding, rsl is a
source register, rd is a destination register, and Immediate is an immediate value to be used
in the operation.
"R-type"
instructions support register-to-register operations including
ALU functions and moves between registers; in an
"R-type"
instruction, rsl and rs2 are
source registers, rd is a destination, and func is a function which, together with the opcode,
specify the operation to be performed.
"J-type"
instructions support jump and trap in






Opcode rsl rd Immediate
6 5 5 16
Opcode rsl rs2 rd func
6 5 5 5 11
Opcode Offset added to PC
26
Figure 5.1: DLX instruction encoding formats
In [HP96], the DLX operations are grouped into 4 classes:
1. loads and stores,
2. ALU operations,
3. branches and jumps, and
4. floating point operations.
Load and store instructions can involve one of 5 data types and 2 addressing modes.
Data types supported by DLX include 8-bit, 16-bit, and 32-bit integers, and
single-
and
double-precision floating point numbers. DLX supports only immediate and displacement
addressing modes for loads and stores. Displacement mode accesses add a constant value
to the value in a register to generate the address to load from or store to; specifying a
displacement of 0 results in the equivalent of a register deferred access. All accesses to
memory must be aligned on word boundaries. The instruction mnemonics associated with
each data type are shown in table 5.1. Note that the load and store of floating point
numbers do not perform any format conversion, but simply transfer data between floating
point registers and memory.
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Data Type Load Mnemonic Store Mnemonic
Byte LB or LBU SB
Half-word (16-bits) LH SH
Word (32-bits) LW SH
Single-Precision FP LF SF
DoublePrecision FP LD SD
Table 5.1: DLX data types and associated load and store mnemonics
Under ALU operations, [HP96] includes register-register operations as shown in ta
ble 5.2. All but the multiply and divide instructions support both register-register and
immediate modes. Multiply and divide instructions are not supported from integer regis
ters, but require the transfer of the source data to floating point registers via a M0VI2FP
instruction where the operations occur from the floating point registers, although the data
is still in integer format. After the operation is complete, the result can be transfered back






add, subtract, multiply, divide
AND. OR, XOR
left logical, right logical, right arithmetic
Table 5.2: Supported ALU operations in DLX
The DLX architecture has no integer status register. Instead, compare operations in




depending on whether the comparison was true of false. Branch instructions in DLX
are conditional and work with the result of the compare operations, taking the branch if
the given register is non-zero, or not taking the branch if the register is set to zero.
To support branches on floating point status, DLX does support and maintain a floating
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point status register. Comparisons on floating point data set a comparison bit in the FP
status register that is checked by the BFPT (branch if FP compare bit is true) or BFPF
(branch if FP compare bit is false) instructions.
The destination of jump and jump-and-link instructions can be specified through the
Offset field of the
"J-type"
instruction encoding, or in a register. The J and JR instructions
perform a jump to PC + Offset or the address in an indicated register, respectively, while
JAL and JALR save the value of PC + 4 in general purpose register R31 and perform the
jump to PC + Offset or the address in an indicated register.
Finally, floating point arithmetic instructions include addition, subtraction, multiplica
tion, and division. The same compare operations supported for integer types (table 5.2) are
also supported for floating point data but, as discussed, set a bit in the floating point status
register. In addition to the above, conversion instructions are provided to convert between
single-precision,
double
precision, and integer types within the floating point register file.
5.2 Multimedia Extensions to DLX
Like the
"base"
DLX architecture, DLX multimedia extensions should support primitive
operations of general-purpose utility and should be based on the operations required to
run multimedia applications. Furthermore, the multimedia extensions should attempt to
maximize parallelism possible by supporting small data elements in the widest registers
available, but still support reasonable precision with larger packed types.
Also of importance to the design of extensions is how well they merge with the existing
architecture. A primary goal of these extensions is to maintain backwards compatibility,
but we will also attempt to maintain regularity with respect to the architecture.
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5.2.1 OnChip Multimedia Data Storage
As the general purpose registers of DLX are limited to 32-bits, it is desirable, from the
perspective of available parallelism, to use paired floating-point registers in the manner that
they are already used in for double-precision floating-point numbers to store multimedia
data types. This approach is consistent with existing DLX practices, and may have the effect
of reducing the number of changes required to implement the extensions in an existing CPU
design.
Movement of multimedia data to, from, and between registers is supported by the ex
isting LF, SF, LD, SD, M0VI2FP, M0VFP2I, MOVF, and MOVD instructions. The former 6 in






bit) data between floating point registers, respectively. Note that
supported data types are a total 64-bits wide, but transfer instructions related to 32-bit
single
precision data can be used to refer to parts of packed data types if necessary.
5.2.2 Addressing Modes
The multimedia extensions will support the three different addressing modes discussed
earlier, allowing the DLX multimedia extensions to have functionality close to that sup
ported via the vt-select field of the MIPS MDMX instruction set extensions discussed in
section 3.3.4. To remain consistent with current DLX encoding, the immediate value of im
mediate mode operations will be restricted to 16-bits, and scalar mode operations will take




The multimedia extensions to DLX will support 9 operations that are a part of the DLX
ALU instructions, but the new Instructions will operate on packed data types. In addition
to mathematical and logical operations, 2 operations will be added to convert between
packed data types, and 2 instructions will be added to rearrange elements within a packed
data type. All addressing modes and data types will be supported by each operation when
appropriate. Furthermore, signed and unsigned saturation arithmetic will be supported by
operations when appropriate. The operations to be supported, as well as the addressing
modes, types, and saturation modes that the operations will support are shown in table 5.3.
Operation Addressing Modes Data Types Saturation Modes
Add Vec Imm Scalar 8 16 32 Signed Unsigned
Subtract Vec Imm Scalar 8 16 32 Signed Unsigned
Multiply Vec Imm Scalar 8 16 - Signed Unsigned
Logical Shift Left Vec Imm Scalar 8 16 32 (Not relevant)
Logical Shift Right Vec Imm Scalar 8 16 32 (Not relevant)
Arithmetic Shift Right Vec Imm Scalar 8 16 32 (Not relevant)
Logical AND Vec Imm Scalar 8 16 32 (Not relevant)
Logical OR Vec Imm Scalar 8 16 32 (Not relevant)
Logical XOR Vec Imm Scalar 8 16 32 (Not relevant)
Expand (Data transfer) 8 16
- Signed Unsigned
Compact (Data transfer)
- 16 32 Signed Unsigned
Align (byte shift left) Imm Scalar 8 - - (Not relevant)
Shuffle (Data transfer) 8 16 32 (Not relevant)
Table 5.3: DLX multimedia extension instructions
The first three operations in table 5.3 are arithmetic operations. Each operation sup
ports all addressing modes and both saturation modes. Immediate mode computations will
require that the destination register be the same as the source register due to encoding
restrictions to be discussed in the next section.
As the output of integer multiplication is an integer with twice the bit width as each
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of its input operands, multiplication does not support the 32-bit packed data type, and
multiplications on
8-
and 16-bit data types wall take only the rightmost elements as input
as is depicted in figure 5.2. To multiply the remaining elements, the align operation can be
used to
"roll"
the elements and position the leftmost elements into the rightmost positions.
a3 a2 al aO
al
* bl aO * bO
b3 b2 bl bO
0 0
Figure 5.2: Operation of the multiplication instruction in 16-bit elements
Shift operations will not create the need for saturation, and therefore do not support
it. Performing a shift with the vector addressing mode will shift each packed element by a
different amount as indicated by the corresponding element in the second operand. Other
addressing modes supported by shift operations will shift all elements by an equal amount.
Logical operations are also incapable of creating situations were saturation arithmetic
is necessary.
The expand operations will promote the packed data type to the next larger one. This
functionality requires the expand instructions to operate in a fashion similar to the multiply
instructions, operating on only the rightmost elements in the register. The saturation mode
is used as an indication of whether the data is signed or unsigned, and will affect whether
each element is sign extended or not.




elements and producing data in one register with
8-
or
16- bit elements, respectively. As
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any input element may not be able to be represented in the number of bits that the target
type supports, signed or unsigned saturation are supported and will be performed when
necessary.
The align operation rolls all bytes in a data type to the left. While table 5.3 indicates
that only packed bytes can be rolled,
16bit and 32-bit elements can be rolled by aligning
by multiples of 2 and 4, respectively. As align operates on a whole register, the vector
addressing mode is not supported.
The shuffle instruction performs a shuffle on the data elements as discussed in [CLYP81]
and shown in figure 5.3. The shuffle instruction is sensitive to data types, and therefore has
three variations.
a3 a2 al aO
al a3 aO a2
Figure 5.3: Shuffle operation on 16-bit elements
5.2.4 Assembly Language Encoding and Mnemonics
The existing instruction encoding map for DLX. from [SK96], is shown in tables 5.4, 5.5,
and 5.6. In these tables, the top row gives the least significant 3 bits of the code, while the
leftmost column provides the higher-order 3 or 4 bits of the code. Note that all operations
to be encoded using the
"I-type"
instruction format must be in table 5.4 while operations
to be encoded with the
"R-type"
format can have their own table, but this table must be
referenced in the "main table.
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$00 $01 $02 $03 $04 $05 $06 $07
$00 SPECIAL FPARITH J JAL BEQZ BNEZ BFPT BFPF
$08 ADDI ADDUI SUBI SUBUI ANDI ORI XORI LHI
$10 RFE TRAP JR JALR SLLI SRLI SRAI
$18 SEQI SNEI SLTI SGTI SLEI SGEI
$20 LB LH LW LBU LHU LF LD
$28 SB SH SW SF SD
$30
$38
Table 5.4: DLX main opcodes
$00 $01 $02 $03 $04 $05 $06 $07




$20 ADD ADDU SUB SUBU AND OR XOR
$28 SEQ SNE SLT SGT SLE SGE
$30 M0VI2S M0VS2I MOVF HOVD M0VFP2I M0VI2FP
$38
Table 5.5: DLX SPECIAL functions (main opcode $00)
$00 $01 $02 $03 $04 $05 $06 $07
$00 ADDF SUBF MULTF DIVF ADDD SUBD MULTD DIVD
$08 CVTF2D CVTF2I CVTD2F CVTD2I CVTI2F CVTI2D MULT DIV
$10 EOF NEF LTF GTF LEF GEF MULTU DIVU
$18 EQD NED LTD GTD LED GED
Table 5.6: DLX FPARITH functions (main opcode $01)
Due to the limited amount of space in the existing "main
opcode"
map (table 5.4), im
mediate mode operations for multimedia instructions cannot be supported with the existing
"I-type"
encoding. To allow the use of immediate mode, a new
"M-type"
encoding will
be added, resulting in a set of encoding formats shown in figure 5.4. Note that, as only
1 register is specified in the new encoding format, the source register and the destination
register must be the same. In the
"M-type"
format, this register is indicated by the rd
field; Opcode corresponds to the referencing bit pattern in the "main
opcode"
table while






Opcode rsl rd Immediate
6 5 5 16
Opcode rsl rs2 rd func
6 5 5 5 11
Opcode Offset added to PC
6 26
Opcode rd func Immediate
16
Figure 5.4: DLX instruction encoding formats with added
"M-type"
encoding
Instruction mnemonics for the DLX multimedia extensions must convey the operation
to be performed and, when necessary, the addressing mode, data type, and saturation
mode for the operation. These 4 items provide a template for the formation of multimedia.
extension mnemonics which is consistent with that already used in the DLX architecture.
The mnemonics and their encodings may be found in tables 5.7, 5.8, and 5.9 which indicate
the new "main
opcode"
encoding map, the special multimedia opcode encoding map, and
the new M-TYPE encoding map respectively.
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$00 $01 $02 $03 $04 $05 $06 $07
$00 SPECIAL FPARITH J JAL BEQZ BNEZ BFPT BFPF
$08 ADDI ADDUI SUBI SUBUI ANDI ORI XORI LHI
$10 RFE TRAP JR JALR SLLI SRLI SRAI
$18 SEQI SNEI SLTI SGTI SLEI SGEI
$20 LB LH LW LBU LHU LF LD
$28 SB SH SW MULTIMEDIA M-TYPE SF SD
$30
$38
Table 5.7: DLX main opcodes with multimedia extensions
$00 $01 $02 $03 $04 $05 $06 $07
$00 ADD8 ADD16 ADD32 ADDG8 ADDG16 ADDG32
$08 ADDU8 ADDU16 ADDU32 ADDUG8 ADDUG16 ADDUG32
$10 SUB8 SUB16 SUB32 SUBG8 SUBG16 SUBG32
$18 SUBU8 SUBU16 SUBU32 SUBUG8 SUBUG16 SUBUG32
$20 MULT8 MULT16 MULTG8 MULTG16
$28 MULTU8 MULTU16 MULTUG8 MULTUG16
$30 SLL8 SLL16 SLL32 SLLG8 SLLG16 SLLG32
$38 SRL8 SRL16 SRL32 SRLG8 SRLG16 SRLG32
$40 SRA8 SRA16 SRA32 SRAG8 SRAG16 SRAG32
$48 EXP8 EXP16 ALN ORV C0M16 C0M32
$50 EXPU8 EXPU16 ANDV XORV C0MU16 C0MU32
$58 AND8 AND16 AND32 0R8 0R16 0R32
$60 X0R8 X0R16 X0R32 SHF8 SHF16 SHF32
Table 5.8: DLX MULTIMEDIA functions
$00 $01 $02 $03 $04 $05 $06 $07
$00 ADDI8 ADDI16 ADDI32 ADDUI8 ADDUI 16 ADDUI32 MULTI8 MULTI16
$08 SUBI8 SUBI 16 SUBI32 SUBUI8 SUBUI 16 SUBUI32 MULTUI8 MULTUI16
$10 SLLI8 SLLI 16 SLLI32 SRLI8 SRLI 16 SRLI32 X0RI8 XORI16
$18 SRAI8 SRAI16 SRAI32 ANDI8 ANDI 16 0RI8 ORI16 ALNI
Table 5.9: DLX M-TYPE functions
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In table 5.8, all but logic operations default to the vector addressing mode; mnemonics
with a G designator operate in
"scalar"
mode as this avoids confusion with the S designator
commonly used to indicate a signed operation. Similarly, mnemonics with the I designa
tor take immediate data and are encoded using the
'"M-type"
format. In DLX, signed
operations are also the default and a U designates unsigned operands.
Logic operations on vectors are not sensitive to the data types. The V suffix on the
multimedia logic operations differentiates the new instructions from existing logic operations
shown in table 5.5. When specifying a data type, scalar or immediate mode is implied; logic
operations using immediate mode are not supported for
32bit data elements because the
"M-type"
format can only encode 16-bit constant values.




6 DLX Extension Implementation
The VHDL model of theDLX CPU was developed by Paul Ferno and is discussed in [Fer96].
It implements many advanced RISC architecture features including superscalar pipelining,
branch prediction, and register renaming to remove pipeline hazards.
6.1 CPU Pipeline Structure and Operation
The structure of the instruction pipeline within the DLX CPU is most important to this
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Figure 6.1: Pipeline structure of superscalar DLX CPU
Not shown in figure 6.1 are the program counter, general purpose and floating point
register files, branch target buffer, and memory subsystems. None of these were modified
to support multimedia extensions to the processor.
Note also that the data forwarding paths within the processor have been omitted for
simplicity. These paths were also unaffected by the multimedia extensions.
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The five stages of the superscalar DLX pipeline are discussed below.
6.1.1 Instruction fetch (IF)
The instruction fetch unit is responsible for fetching instructions from the instruction cache.
The bus between the instruction cache and the IF stage is 128bits wide, allowing for the
fetching of 4 instructions per cycle.
The instruction fetch unit communicates with the program counter to determine the
next address to fetch data from and which of the four instructions fetched are invalid. This
latter function is important for jump or branch instructions whose destination is not on
a 128-bit boundary, as the instructions fetched that are before the value of the program
counter should not be executed.
In addition to working with the program counter to determine the fetch address, the two
units also collaborate to assign each instruction an instruction number. This number stays
with the instruction through its execution and is used by the register files and writeback
stage to insure data integrity through the out-of-order execution process.
6.1.2 Instruction decode (ID)
The instruction decode stage receives instructions from the IF stage and begins to prepare
the instruction for execution. This includes determining which dispatch queue to send the
instruction to based on the instruction opcode and function fields, communicating with the
processor register files to rename the registers used by the instruction. This is the earliest
point in the pipeline where an instruction can receive its operand data, although this only
happens if that data is in the register file and is valid.
The bulk of the VHDL code comprising the instruction decode stage recodes the
32-
bit instruction into a 197-bit format used internal to the CPU model. The format of the
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197bit encoding and consequences of using it are discussed in [Fer96].
6.1.3 Dispatch queues (DIS)
The superscalar DLX model has four dispatch queues, each receiving decoded instructions
from the ID stage and storing them until they are ready to be executed. The dispatch
queues do not have access to the register files, but instead
"snoop"
the busses between the
writeback stage and the register files for the operand data that it needs. When all operands
are available for an instruction, it is released to the appropriate execution unit.
Each dispatch queue is 16 entries deep. In the event that a dispatch queue becomes full, it
asserts a signal to the decode stage alerting it to that fact, stalling both the instruction fetch
and decode stages. As the latter portions of the pipeline complete executing instructions,
the dispatch queue is able to issue more instructions to its execution unit(s), freeing stages
and allowing the IF and ID stages to resume operation.
6.1.4 Execution units (EX)
The execution units compute the result of the instruction based on the function and
operands supplied by the dispatch queues. The execution units are fully connected, allowing
any execution unit to forward data to any other execution unit. This capability allows the
dispatch queues to release instructions to the execution units with missing operand data
when the queue can insure that that data will be made available by an execution unit during
the next clock cycle.
6.1.5 Writeback (WB)
The writeback stage receives results from the five execution units and writes the results to
the register file in order of increasing instruction number. As with the dispatch queues,





them when appropriate. The writeback stage will only do so when a sequence of
instructions is detected and can be reordered to hide the effects of out-of-order execution
from the software.
6.2 Extension Implementation
The sole requirements of the DLX multimedia extensions described in section 5 are 64bit
storage and data paths. The floating point register file can support 64-bit storage while
the floating point dispatch queues and execution unit have 64-bit data paths connected to
them. It is for this reason that the floating point hardware will provide support for the




Support for the multimedia extensions described in section 5 involved modifying both the
DLX assembler and Ferno's DLX CPU model. Details of the modifications required are
discussed below.
7.1 DLX Assembler Modification
The
"dlxasm" assembler6
by Peter Ashenden was modified to support the DLX multimedia
extensions. This assembler is comprised of code originally found in a DLX simulator called
"dlxsim"7. This assembler outputs encode instructions in ASCII text and is the same
assembler used by Ferno [Fer96] to benchmark the VHDL CPU model.
"dlxasm"
classifies instructions into 18 classes which indicate the syntax for the instruc
tion's use in the assembly language source file and provide the assembler with information
concerning how the instruction is to be assembled. The DLX multimedia instructions made
use of 3 existing classes.
1. The FARITH class was previously used to encode all floating point register-register
instructions and also serves to encode register-register multimedia operations.
2. The MOVE class was previously used to encode instructions which take one source





3. the LUI class was previously used to encode instructions which use one immediate
value as a source and a register as a destination. All M type instructions were






are a series of flags indicating the types of registers required,
the position in the operand list where the are required, whether or not an immediate value
is required, where that immediate value should be in the operand list, and whether or not




required the addition of 106 instructions to a static array
which is internally converted to a hash table and used to assemble the input instructions.
The entries for each instruction included the ASCII mnemonic, the instruction class, the
encoding (6-bit opcode and 11-bit function, if applicable), the syntax flags, and a range
mask for instructions using an immediate value.
7.2 DLX CPU Model Modification
As discussed in section 6, addition of the multimedia extensions to the VHDL CPU model
involved modifying the instruction decode stage, the floating point dispatch queue, and
the floating point execution units. In addition the these units, the 197-bit bus between
them had to be widened to 198bits to support the wider function field required due to the
number of instructions added. This widening required every dispatch and execution unit to
be modified to support 7-bit functions as opposed to the 6-bit functions used previously.
Two additions were made to the instruction decode stage:




2. the function codes output on the wide bus to the dispatch units were changed to
support
7bit codes.
The unmodified floating point dispatch unit selected a target execution unit based on
the most significant bit of the internal function code; this affects the decode stage because it
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is responsible for assigning that internal code. The addition of 106 instructions to the CPU
required that the encodings of instructions destined to the floating point multiply unit be
altered so that they could be recognized based on the most significant 2 bits of the function
code. In all other cases, the bit added to the function code was put in the most significant
position and was set to 0.
The native DLX internal codes for floating point functions are shown in table 7.1, while
the internal encodings with multimedia functions are shown in table 7.2. In these tables,
all functions above the break in the table are executed in the floating point, add unit, while
those below the break are executed in the floating point multiply unit. With this division
of functions among the units, the floating point multiply unit remains responsible for all
multiply instructions in the processor and its complexity is kept under control, allowing it
to execute what are traditionally long latency instructions as fast as possible.
$00 $01 $02 $03 $04 $05 $06 $07
$00 ADDF SUBF LTF GTF LEF GEF EQF NEF
$08 M0VF CVTF2D CVTF2I CVTI2F CVTI2D CVTD2I CVTD2F
$10 ADDD SUBD LTD GTD LED GED EQD NED
$18 M0VD




Table 7.1: Original DLX internal floating point function codes (6-bit)
Note that there is not a 1-to-l mapping between instructions and functions. Rather,
multiple instructions can be mapped to a single function; immediate (M-type) and scalar
addressing modes are merged into a single case through placement of operand data on the
internal bus- the execution unit reading this bus does not know where the data came form,




$00 $01 $02 $03 $04 $05 $06 $07
$00 ADDF SUBF LTF GTF LEF GEF EQF NEF
$08 MOVF CVTF2D CVTF2I CVTI2F CVTI2D CVTD2I CVTD2F
$10 ADDD SUBD LTD GTD LED GED EQD NED
$18 MOVD
$20 ADD8 ADD16 ADD32 ADDU8 ADDU16 ADDU32
$28 SUB8 SUB16 SUB32 SUBU8 SUBU16 SUBU32
$30 SLL8 SLL16 SLL32 SRL8 SRL16 SRL32
$38 SRA8 SRA16 SRA32 EXP8 EXP16 ALN
$40 C0M16 C0M32 ANDV EXPU8 EXPU16 ORV
$48 C0MU16 C0MU32 XORV AND8 AND16 AND32
$50 0R8 0R16 0R32 X0R8 X0R16 X0R32
$58 SHF8 SHF16 SHF32
$60 DIV DIVU DIVF DIVD MULT MULTU MULTF MULTD
$68 MULT8 MULT16 MULTU8 MULTU16
$70
$78
Table 7.2: DLX internal floating point function codes with extensions (/bit)
if the function receives a 32bit value the flag is de-asserted and a
scalar
mode operation
is performed, while the passing of
64bits to the function requires that the bit be set and
indicates a vector-mode instruction. The combination of immediate and scalar modes into
a single case drastically reduced the complexity of the extension modifications.
The modifications to the model were completed by creating a VHDL package supporting
each multimedia function and adding to a large CASE statement in the instruction decode
stage and each floating point execution unit to correctly re-code the instruction and execute
it, respectively.
7.3 Software Modification
The Chen TDCT function was modified to operate on 4 elements simultaneously as discussed
in section 4.4. These modifications allowed 2 of the 3 loops in the code to be reduced from
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requiring 8 iterations to requiring only 2. The third loop performed different operations on
each data element and could not be modified.
Themotion estimation function was rewritten to used the packed byte data type, offering
an ideal speedup of 8. Similar to the IDCT code, 2 inner loops of the motion estimation
code were targeted for modification while the rest of the function code could not benefit
from the multimedia extensions.
The original motion estimation code used the sum of absolute differences function as
a cost measure to compare blocks. The implementation of this function for a single data
element requires branches based on the element value as shown below.
diff = pixell - pixel2;






cost = cost + diff;
}
In the above code, cost will hold the
"distance"
between the two portions of the images
being compared, while pixel is the current pixel value. More information onMPEG motion
estimation may be found in section 2.4.1.
To remove the branches, the software was modified to perform the sum of differences
squared function. A portion of code for the SDS function that corresponds to the SAD code
fragment above is given below. As the instructions executed in SDS are not dependent on
the pixel values, the SDS function can be enhanced through multimedia extensions.
diff = pixell - pixel2;
cost = cost + (diff * diff) ;
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8 Extension Performance and Discussion
The simulation results for the target functions both with and without multimedia extensions
are shown in table 8.1. Note that SAD motion estimation cannot be modified to use the
extensions and, hence, results for that functions are not given.
Original Enhanced
Function Time Instructions CPI Time Instructions CPI Speedup
IDCT 21.52/xs 3577 0.60 12.13/is 1729 0.70 1.77
SDS 1175.78/zs 310221 0.38 304.44/is 59051 0.51 3.86
Table 8.1: Simulation results for target functions
8.1 Effects of Superscalar Design on Results
Of importance to the value of multimedia extensions in a superscalar processor is the av
erage number of cycle per instruction (CPI) achieved when executing the function both
before and after it has been enhanced. The CPI values shown in table 8.1 were computed
for a 10ns clock period as was used in the simulation. Since this particular CPU organi
zation supports the execution of two ALL instructions simultaneously while the conditions
for simultaneous execution of multimedia instructions are much more restricted (all but 4
multimedia instructions are implemented in the floating point add unit) the speedup offered
by multimedia extensions in this design is more limited than it might be in a scalar CPU
implementation .
In table 8.1, the instruction counts are indicative of the speedup offered by the mul
timedia extensions, while the CPI values are indicative of the speedup resulting from the
superscalar design. The speedup offered by the multimedia extensions, independent of the
superscalar CPU design, can be shown by calculating an execution time for the enhanced
function based on the instruction count of the enhanced function and the CPI of the unen-
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InStrUCtionSenhanced X CP^enhanced X CPU Cycle Time
InstrUCtlonSunenhanced X CPhmenhanced X CPU Cycle Time
Instructionsgntanced x CPIunenhaiiced x CPU Cycle Time
InstrUCtionSunentanced
InstrUCtionSenhanced
Lsing this equation, Speedupextension for the IDCT and SDS motion estimation functions
are 2.07 and 5.25, respectively. The speedup resulting from the superscalar design can be
obtained by fixing the instruction count at that of the unenhanced function and computing








Instructionsunenhanced x CPIenhanced X CPU Cycle Time
InstrUCtionSunenhanced X CPIunenhanced X CPU Cycle Time






Given the above equation, the Speedupsuperscaiar of the EDCT and motion estimation func
tions are 0.86 and 0.74, respectively. As discussed above, the superscalar design decreased
the performance gain of the multimedia extensions.
The speedup offered by multimedia extensions in a superscalar design may be increased
by adding support for multimedia instructions in multiple units, or by duplicating the units
that already support the multimedia instructions. Should 64-bit integer support be added
to the CPU, the multimedia extensions may better be supported in the integer execution
units.
8.2 Application Speedup
The speedup of offered by the multimedia extensions across the entire application can be
estimated given the following assumptions.
1. All instructions are executed in the same amount of time; this is the case for our
model which executes all instruction in 1 cycle.
2. The CPI attained by the processor is constant over the whole application; this pre
serves the validity of the execution time percentages presented in section 4.
Table 8.2 shows the application speedup given the simulation speedup for the IDCT
and motion estimation functions. Since the DCT function was not simulated (it accounts
for only a small portion of the execution time in 2 applications) , it is not cleax what the
exact speedup of the function is. Table 8.2 shows the application speedup for when the
DCT is not accelerated (speedup = 1), the DCT function has the same speedup as the
IDCT function, and when the function has an
"ideal"
speedup of 4. In all cases, the small
portion of code eliminated by saturation arithmetic is accounted for, and all enhancements
are weighted by the fractions used previously in table 4.12 (page 65).
Speedupoverall
Application SpeedupocT = 1 SpeedupocT = 1-7 i SpeedupDcT = 4
MPEG Decode 1.19 1.19 1.19
MPEG Encode 2.11 2.17 2.21
P64 Decode 1.20 1.20 1.20
P64 Encode 1.94 2.03 2.10
Table 8.2: Total speedup for target applications
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The function and application speedup offered by the multimedia extensions is disap
pointing given the estimated speedup of the enhanced functions; these calculations are
accurate, however. A plot of the application speedup attainable by using each data type is
shown in figure 8.1. As is shown in this figure, the full speedup attainable from any data
type is not realized until 100% of the function or application code is parallelized. This is
not possible in the functions and applications studied for this work, and is unlikely for other
applications of significant complexity.
0.1 02. 0.3 0.4 05 0.6
Fraction ofCode Enhanced
0.7




I S I /
I I /




Figure 8.1: Application speedup offered from each multimedia data type
8.3 Multimedia Extension Limitations
The lack of speedup in the Chen IDCT function results from the last
"for"
loop in the C
code; this loop cannot be parallelized with multimedia extensions because the operations
performed on each data element is dependent on the value of the data element. The code
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fragment, from PVRG-MPEG vl.2.2, is shown below.
for ( i=0 , aptr=y ; i<64 ; i++ , aptr++)
*aptr = (((*aptr<0) ? (*aptr-8) : (*aptr+8)) /16) ;
Equivalently,
aptr = y;
for(i = 0; i < 64; i++) [






*aptr = *aptr + 8;
>
*aptr = *aptr / 16;
++aptr ;
>
The subtractions and additions to *aptr insure that the value is rounded properly.
Whether or not they can be removed to increase the amount of code that can be enhanced
with multimedia extensions is the decision of the programmer.
The modifications made to the SDS motion estimation code had a larger impact on
the function speedup as a result of the number of times the modified code was executed,
and impacted the application speedup due to the amount of time the application spent
performing motion estimation. The performance gain of the code in the superscalar design
was limited by the complexity of the code (branches) and the CPI of the processor for the
unenhanced function which allowed it to execute, on average, more than 2.5 instructions
per cycle.
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9 Summary and Conclusion
This thesis involved the study of multimedia applications and existing extensions, leading
to the specification, implementation, and evaluation of multimedia extensions for the DLX
architecture.
Simulation of MPEG and Px64 video codec as well as an MPEG audio decoder was
undertaken to identify functions to target for enhancement, and showed IDCT and motion
estimation functions to be responsible for a large part of the execution times of the video
codecs. The audio decoder could not be enhanced as it used double-precision floating-point
data for all its computations.
The DLX multimedia extensions supported 3 packed data types and involved the ad
dition of 2 opcodes, 1 instruction encoding, and 106 instructions to the DLX architecture.
The instructions included 9 ALU operations for the new data types and 4 additional oper
ations to manipulate the data types. All multimedia data was stored in the DLX floating
point registers and operated on in the floating point execution units, as these items already
used a 64-bit wide data path.
The target functions are modified to support the multimedia extensions; the motion
estimation algorithm was also changed as the extensions could not support the existing "sum
of absolute
differences"
algorithm. Simulation of the functions on a superscalar DLX CPU
model showed a speedup of 1.77 and 3.86 for the IDCT and motion estimation functions,
respectively. This speedup was shown to have two contributors: the multimedia extensions
increased the speedup, while the superscalar CPU design favored the unenhanced functions
by better supporting instruction-level-parallelism for those pieces of code.
In addition to the counter-effects of the superscalar CPU, the performance gain offered
by multimedia extensions is limited by Amdahl's law at two levels. The first is at the
function level where it may be difficult to enhance the function due to lack of available
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parallelism. The second is at the application level where functions responsible for a large
part of the application's execution time may. again, not lend themselves to enhancement
through SIMD parallelism.
Further work in this area might have attempted to enhance more of the code, but
examination of the remaining
"expensive"
functions shows that they individually account
for little of the execution time and include a number of I/O related functions that cannot
be enhanced. Application-level work may be undertaken, attempting the development
and/or inclusion of new algorithms that do allow for SIMD parallelism in the code and
studying the tradeoffs involved in performance and accuracy. This applies particularly to
theMPEG audio decoder and similar applications that currently use floating point data and
computations. Should it be shown that floating point precision is required in multimedia
applications, work could be done to develop floating point SIMD instructions similar to
those developed by MIPS.
Necessary improvements to theDLX CPU model include the development of an accurate
VHDL model of the floating point unit, both with and without extensions, primarily to
replace the single-cycle multiply instructions with multiplecycle multiplies. Furthermore,
a cost analysis should be undertaken to assess how much area the multimedia extensions
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