In the Q-Learning framework, the exploration of large environment is influenced by the time credit assignment problem. In this context, abstraction techniques may be used. Thus, multi-step actions (MSA) Q-Learning has been proposed to take advantage of the fact that few action switches are usually required in optimal policies. In this article, we propose the concept of inertial exploration, we apply a log-selection of the scales to MSA Q-Learning and we go further by proposing a dynamic time scale approach. We demonstrate that the same improvement in learning speed can be achieved without the full scales set. This improvement is shown on the mountain car problem and on a more realistic application of vehicle control.
Introduction
In reinforcement learning, the role of exploration is central for an efficient learning time in Markov Decision Process (MDPs) [7] . In problems where the number of steps to reach a goal state is high, a random exploration may lead to high learning time. Therefore, the exploration may be guided by abstracting decision time through learning of high level actions. Hierarchical Reinforcement Learning (HRL) and options [1] have been proposed to handle these temporal abstract action. Otherwise, in some problems, one can observe that optimal policies are made up of sequences of the same action. Schoknecht and Riedmiller [5] presented the Multi-Step Action (MSA) approach that exploits time extended actions for which the sequence termination condition is purely time dependent. Since a maximum scale must be defined, this method is limited by the tradeoff between learning speed and computing time. In this article, we propose the concept of inertial exploration to describe the time dependent condition on action choice. To overcome the limitations of the MSA approach, we initially apply a log-selection of time scales; however, the scales set is still fixed. In order to get an entire dynamic inertial exploration method, we propose the Dynamic Time Scale Q-Learning (DTS) which tries to learn the time scale during which the action remains optimal. We show empirically, on the mountain car problem, that DTS can give the same improvement as MSA Q-learning but with a significant decrease in computing time. To evaluate the algorithm we propose, we also consider the problem of vehicle control. This problem has been studied by other researchers in the machine learning domain as its complexity offers challenging practical issues [4] . In our experiments, we focus on the Adaptive Cruise Control (ACC) systems that regulate the velocity of a vehicle to keep a safe distance from vehicles ahead. This article is organized as follows: first, we present MDPs, Q-Learning and the multi-step action approach. Then, we present the concept of inertial exploration, the log selection of times scales and the Dynamic Time Scale algorithm. We present some results and show that the log-selection and DTS, compared to standard Q-Learning, improve the learning speed. Finally, we discuss on preliminary results and conclude.
Reinforcement Learning Methods
In general, MDPs are adequate models for sequential decision problems in which an agent tries to find the best actions to take in a given state space in order to maximize its utility [6] . The Q-Learning paradigm is particularly appealing since it enables an agent to learn to maximize its expected reward without previous knowledge of the transition and the reward functions which characterize a knowledge of the environment. The agent learns and can converge to an optimal policy simply by trying actions in the environment and observing their results. This algorithm is based on the notion of Q-value Q(s, a) which represents the expected reward when the agent is in state s and it chooses action a. After each time step, the agent updates its Qvalue, given a learning rate α, using the following equation:
The multi-step actions concept In MDPs, the transition time for all actions lasts one primitive time step ∆t. The set of all actions lasting one step is denoted A (1) . The multistep actions concept refers to a time extended action a k that lasts a defined finite multiple k of the primitive time step. A (1,k) is the combined action sets A (1) 
This action set is heterogeneous in time decision and, consequently, in this situation, we would rather use Semi Markov Decision Processes (SMDP) to allow different amounts of time between decision steps [1] . The SMDP can be constructed from the MDP based on the primitive action set, defining the reward function for extended action a j from the reward in the MDP as follows:
This extended reward function takes the discounted rewards in each state (0 to j − 1) as the time horizon j is reached taking a. MSAs are special cases of semi-markov options where the termination condition is only time dependent. It can be applied where no subgoals can be defined a priori. When an action is taken, it is kept for all the time horizon associated with it. If we apply the MSA concept to Q-Learning, we get an update rule where the reward function is given by equation 1. The s state is reached after j steps of the action a as stated by the following equation:
Inertial Exploration
Intuitively, it is useless to go back and forth in the same states, as to accelerate and break repeatedly when controlling a vehicle. With Q-Learning methods, an agent does not know anything about the optimal policy. Thus, there is a need to adopt an adequate exploration strategy. Algorithms should take advantage of the possible repetition of the same action in optimal policies. Consequently, we define inertial exploration as a semi-directed exploration technique [7] which takes into account incentives to keep the same action for a certain time horizon.
The MSA Q-Learning [5] presented in section 2, does, to some extent, inertial exploration. Its incentives to keep the same action is explicitly framed by the fixed time scales set. The action set is the product of the primitive action set and the time scales set. Thus, the same action is presented simultaneously but distinctly on different time scales. This distinction permits for a while to discriminate, given the Qvalues, a related time horizon for the maximal value action. Evidently, the larger the scales set is, the larger the exploration must be. Moreover, the MSA Q-Learning computing time is also affected by the action set size.
Log-selection of time scales
With an aim to reduce the computing time of MSA Q-Learning, we observe that more time scales to explore leads to wasted time and performance reduction. Moreover, the MSA action set size increases the computing time that might be avoided by the log-selection. Limiting the growth of the set size in the order of log(n) should allow easier exploration of larger time scales in reasonable time. However, if the optimal time scale is not in the set, it must be composed by smaller scales. Smaller the set is, greater becomes the risk of unavailability of exact time scales. Consequently, if a scale is unavailable, more decision steps are needed and the learning process is slowed. But the mean increase in decision steps needed to compensate for the unavailable scales is also limited in the order of log(n) by the log-selection. The converged and optimal Q-value function is the same for every time scales from the first to the last step of a sequence. From any state, the following states and rewards observed, after taking the optimal action, are always the same in the deterministic case. Using equation 1, we propose that, given a state s and an action a, the Q-value is the same one for the primitive action as for the optimal scale MSA (Q * (s 0 , a * ) = Q * (s 0 , a * (j * ) )). This proposition opens an opportunity to dynamically select the time scale by learning it online instead of computing distinct values for every possible scales.
The DTS algorithm uses inertial exploration as a semidirected technique. The decision step is characterized by an undirected epsilon-greedy rule. A boolean is given true if the action is selected randomly [IsExploringNow() line 18]. Between each decision step, the same action is taken for the time horizon given by H(s, a) at the decision time or until the end of episode (EOE). In addition to this horizon, if the agent is exploring, accordingly to the epsilongreedy selection at decision time, the inertia lets him keep the same action as it is the greedy one [line 16]. The algorithm updates Q-values with the standard delta rule [line 24]. In addition, it memorizes in a stack the sequence of state-reward pair for which the action remains the same and the greedy one. This way, we can update the time hori-zon function as the sequence is defined by the same greedy action. Moreover, we can update the Q-value of each element of the sequence by computing the discounted sum of rewards following equation 1. The stack allows to compute r(s, a j ) and H(s, a) naturally in a backward manner. In order to have a sequence of the same greedy action, the algorithm firstly detects if the current taken action is different from the last one. In this case, it makes the updates and clears the stack before memorizing the new sequence [ 
Experimental Results
Mountain Car In order to test the exposed methods, we used the java Platform for Implementing Q-Learning Experiments (PIQLE) [3] and its mountain car implementation version. As described in [6] , the task consists in moving an underpowered car from the bottom of the valley to the top of the hill. Two actions, forward and backward, are available. For each step the car does not reach the goal position, a negative reward of −1 is given. Otherwise, zero is given as reward in the goal position. At the beginning of every simulation, the car starts at the default initial state in the bottom of the valley. The tabular form of the Q-value function is applied through the experiments with a precision of 0.01 on each dimension. The Q-value update α parameter is held constant (0.9) but decreases over t episodes (100/t).
The discount factor γ is also fixed (0.95). The performance measure consists of the number of steps an episode lasts. We plot a centered mobile mean of the performance over 50 simulations of 4000 episodes. It has been shown in Schoknecht and Riedmiller [5] that MSAs speed up learning, but nothing is said about the computing time. The MSA set size increases significantly with the time scale set and the primitive action set sizes. The computing time relative to Q-Learning is exposed in Table 1.
We compare in Figure 1 the MSA Q-Learning method, with a full time scales set, to the log-selection technique. In a first experiment, we take a maximum time scale of 8 and compare Q-Learning, MSA Q-Learning (base 1) and the log-selection with bases 2 and 8. Thus, respectively, we have action set sizes of 2, 16, 8, 4. For the same maximum time scale, we observe relatively the same learning performance for the different action set sizes based on the time scales selection. In addition, we experiment a significant gain in computing time as shown in Table 1 . This gain facilitates learning at a larger maximum time scale but still with fixed time scales set. We now try to estimate the optimal time scale function from the unique learned Q-value function. Compared to the simple Q-Learning method, which corresponds to a 1 step time scale, DTS shows good overall performance with a fast computing time (Figure 2 ). In our experiments, the computing time relative to Q-Learning is 1.22, making it faster than MSA Q-Learning with and without a log-selection. ACC Vehicle Control We also tested our algorithm on a vehicle following control problem. The task was to follow a preceding vehicle at a safe distance, described as the headway which measures the distance in seconds between the two vehicles. We also used, as a second state variable, the headway derivative, which gives the relative velocity in meters per second, between the two vehicles. Since a common safe headway for ACC systems is 2 seconds [2], we set the goal region around this value ([1.5, 2.5]). We also set a narrower range inside this region giving a larger reward to the agent inside it. The reward function directs the agent by giving positive rewards when the vehicle selects actions that make it closer to the selected goal. Negative rewards are given when the agent selects actions that put him either too close or too far from the leading vehicle and that put him further from the goal range. We use the following parameters: an exponentially decreasing learning rate (α [0.2, 0.01]; decay f actor 0.999), a discount factor (γ 0.99), an exponentially decreasing exploration rate ( [0.7, 0.01]; decayf actor 0.99). The collected data spreads over five different simulations for each of standard and DTS Q-Learning. The maximal task horizon reaches 1000 steps and is repeated over 5000 episodes. As in the mountain car problem, DTS shows a fast learning speed. A higher discounted sum of rewards is also achieved (Figure 3 ). Following this difference from standard Q-Learning, the DTS agent is expected to stay longer in the narrow goal region. Thus, we note that mean headway for the DTS agent is near optimal (1.97 seconds).
Conclusion
We used the notion of inertial exploration to describe the time dependant condition of extended action. MSA Q-Learning does inertial exploration but at fixed scales. In the deterministic case, we have proposed that the optimal Qvalue of an optimal action for the unit time step is exactly the same one as for the optimal time horizon. We proposed the DTS Q-Learning algorithm to learn a unique Q-value function and the associated optimal time horizon function. All the methods tested in this article (MSA, log-selection, DTS) showed an increased learning speed compared to standard Q-Learning. However, the DTS algorithm overcomes the problems caused by the MSA scales set formulation. Consequently, it is faster than the MSA approach, with or without the log-selection. We have used the mountain car problem and the ACC scenario since they are good candidates for large multi-step actions. However, in the ACC scenario, to maintain the headway in the goal range, one may expect the car agent with DTS to behave suboptimally seeking large time scales when more action switches are needed. To the contrary, DTS let the agent stay longer in the narrow goal range, since the horizon function maps the Q-value function.
In future works, we should investigate on efficient inertial exploration uses in stochastic environments. One way to look at the time horizon function would be an expected value to guide probabilistically the exploration. We also plan to adopt DTS to less constrained and more realistic cooperative adaptive cruise control (CACC) scenarios.
