From a sequence of similarity networks, with edges representing certain similarity measures between nodes, we are interested in detecting a change-point which changes the statistical property of the networks. After the change, a subset of anomalous nodes which compares dissimilarly with the normal nodes. We study a simple sequential change detection procedure based on node-wise average similarity measures, and study its theoretical property. Simulation and real-data examples demonstrate such a simply stopping procedure has reasonably good performance. We further discuss the faulty sensor isolation (estimating anomalous nodes) using community detection.
I. INTRODUCTION
Sensors are widely used to measure physical quantities, such as temperature, pressure, seismic waves, etc. A critical issue is to monitor the status of sensors in real time for any anomalous or malfunctioning ones and detect them as quickly as possible. In various scenarios, it may be difficult to identify broken sensor is broken by directly examining the observations from individual sensors, for instance, the random observations from individual sensor are dynamic, non-stationary, and constantly changing mean and variance. However, the pairwise comparison between nodes may be stationary and used for change-point detection. In particular, one may exploit the fact that the anomalous sensors generate observations that are dissimilar to normal sensors to identify anomalous ones effectively.
A real-data example is illustrated in Fig. 1 . The data corresponds to hourly temperature measurements at 42 transformers in August 2015, at a converting station in Shandong Province, China. Note that the temperature measurements at each sensor have different means and the means are changing dynamically over time. There are six anomalous sensors (shown in the right panel of the figure), whose observations compare very differently from the observations of the normal sensors (shown in the left panel of the figure) at each moment.
In this paper, we are aiming to detect a change from high-dimensional streaming data, by performing the pairwise comparison between sensors at each time. This is equivalent to detecting a change from a sequence of the so-called similarity networks. Before the change, the similarity between nodes are large, and after the change, a subset of nodes (represent anomalous sensors) have small similarity with the rest of the nodes (represent normal sensors).
We study this problem via a sequential hypothesis test framework and present a simple procedure to detect the change quickly online. The procedure computes the average similarity at each node at each time and detects a change whenever the smallest similarity drops below a certain threshold. We present the general performance bound of this problem and characterize the performance of our simple procedure. We demonstrate the good performance of our procedure using simulations and real-data examples. Finally, we also present a faulty sensor localization method by casting the problem as community detection.
Close related works include multi-channel and multi-sensor change-point detection [1] - [3] , which detects the change by constructing statistic at each sensor separately, and [4] , which studies the fundamental information-theoretic limits of recovering variables from their pairwise comparison (pairwise difference, in particular).
II. SIMILARITY NETWORKS
Suppose there are N sensors. Sensor i generates a sequence of observations x i,t , t = 1, 2, . . ., i = 1, 2, . . . , N . Consider observations in a sliding window of length w at each time t:
Using these observations, we construct pairwise similarity between pairs of nodes at each time, which is defined as
where f is a similarity measure. Here assume we may not necessarily observe the complete graph, i.e., all pairwise similarity measures. Fig. 3 illustrates the setting.
Various similarity measures f have been used in practice including Euclidean distance, empirical entropy, inner product, and the Pearson's and Spearman's correlation coefficient. The Pearson's correlation is used to measure the angle between two standardized vectors (standardize a vector by subtracting the mean and then divide by the standard deviation) and it is typically used to estimate the linear dependence of two random variables.
The choice of window length w should be large enough so that the sample similarity will be precisely estimated and converges to a steady value. On the other hand, w should not be too large which will lead to a large detection delay. Fig. 2 illustrates the idea: we plot sample correlation versus w between sensors for the thermo-sensor data. Note that the values of y ijt converge roughly when w is greater than 200. This way we define a sequence of similarity networks; [y ijt ] 1 i N,1 j N can be viewed as an adjacency matrix at time t. In many applications, the data streams x i,t themselves are not stationary, but their similarity measures are stationary. Our goal is to detect a change occurs to the similarity networks which changes the distribution of the y ijt . We are particularly interested in detecting the emergence of an anomalous community, i.e., after the change, there is a subset of nodes which compare dissimilarly with the normal nodes.
III. CHANGE-POINT DETECTION OVER A SEQUENCE OF

SIMILARITY NETWORKS
In this section, we present the change-point detection problem as a sequential hypothesis testing problem and present an stopping procedure, which detects the change based on the node-wise average of similarity measures.
Under the null hypothesis, there is no change, all pairs of the sequences compares similarly to each other on the observations over time. Under the alternative hypothesis, there exists a change-point κ, 0 ≤ κ < ∞ and a subset S ⊆ [1, N ], such that before κ, the observations from each sensor compares similarly to each other, while after the change, the observations for sensors from S compares dissimilarly with normal sensors. Our goal is to detect the change-point as quickly as possible after it occurs and, after we have detected the change, localize the subset S of abnormal sensors. Formally, this can be stated as the following sequential hypothesis test
∼ P 0 , t = 1, 2, . . .
Here the unknown P 0 stochastically dominates unknown P 1 . The distribution of y ijt for all normal sensors stochastically dominate [5] those y ijt for i ∈ S, which captures the idea that the normal sensors compare similar with each other, and the abnormal sensors compare dissimilar with the normal sensors. The unknown P 2 , which corresponds to the distribution of comparing faulty sensor with faulty sensors, is not utilized for our test since it usually does not necessarily contain useful information.
To detect emergence of a change, we consider a detection statistic, which is based on node-wide average of similarity measures. For node i, let N i denote its neighborhood, and define the negative average similarity over the neighborhood as
At each time t, we detect a change whenever the maximum of ρ it over all sensors i = 1, 2, . . . , N exceeds certain threshold. The detection procedure is a stopping time
where b is a pre-specified threshold to control the false alarm rate.
IV. THEORETICAL ANALYSIS A. General bound relating ARL and EDD
The two standard performance metrics are the Average Run Length (ARL), denoted as E ∞ [T ], which is the expected value of the stopping time when there is no change, and the expected detection delay (EDD),
We have the following general lower bound, which is obtained from the standard result in [6] by calculating the Kullback-Leibler divergence:
where cut(S) is number of edges cut by separating the true subset S, and KL denotes the Kullback-Leibler divergence between two distributions.
B. Correlation networks and performance measure
In the following, we characterize the performance of our simple detection procedure based on node-wise average similarity (since we did not assume known P 0 and P 1 , otherwise we may be able to use likelihood ratio statistic). We show that when the Pearson's correlation coefficient is used, then zero is a separating threshold.
The Pearson's correlation score for each pair of sensors at time t is defined as
, which is a scaled all-one vector. Note that in this case, y i,j,t ∈ [−1, 1]. If we define u i,t = (X i,t −X i,t )/ X i,t −X i,t , then essentially y ijt = u i,t u j,t is the inner-product of two random unit length vectors formed by observations at node i and node j.
When the window-length w is large, we may be able to argue (e.g., using the central limit theorem), that the distribution of y ijt are approximately normal with mean u i,t u j,t and certain variance σ 2 . Here u i,t denotes a node variable that represent the mean value of the random inner product vector at time t, and they satisfy 1 w u i,t = 0, ∀i.
Under the assumption that y ijt are i.i.d for all i, j, we will have the following proposition.
Proposition IV.2 (0 is a separating threshold.). Under the null hypothesis, let
If we set 0 as the threshold in the stopping rule, then at time t, the probability of false detection at t is given by
Under the alternative hypothesis, i.e., there exists a change, let
< 0 for all i ∈ S, the probability of detection is given by
It can be seen from Proposition IV.2 that the false detection and the detection powers are related to the node-wise inner products u i,t u j,t . The conditions therein can be interpreted as requirements on the average coherence of the frame formed by these unit length vectors [u 1,t , . . . , u N,t ] [7], as illustrated in Fig. 4 .
Note that the inverse of the false detection probability under the null distribution can be approximated to be the ARL. Under the alternative, the probability of detection is related to the EDD of the procedure.
V. NUMERICAL EXAMPLES
In the following, we present numerical and real-data examples to demonstrate the performance of our procedure defined in (2) .
A. Simulations 1) Normal observations with linearly increasing or decreasing mean: We first consider a setting where the sensor observations are normal random variables with linearly increasing or decreasing means. Before the change, the trend of the means for all sensors are positive; after the change, a subset of abnormal sensors have the trend become negative, Fig. 4 : Coherence among a group of unit vectors. The blue vectors denote the ui,t at the normal sensors, and the red vectors denote the ui,t associated with the abnormal nodes. The unit-length vectors associated with the normal nodes can be rotating over time, but they are always aligned in a narrow cone; the unit-length length vectors associated with the abnormal nodes are in the "opposite direction" from the normal nodes.
while the normal sensors remain to have a positive trend. Specifically, under the null, we assume sensor observation mean is t and the variance is 25. While under the alternative, 5 of the sensors become abnormal and start to produce observations with a negative trend. To study the performance of our procedure at different SNR levels, we perform experiments with slopes after change being −.1, −.2, · · · , −1.
Under the null, we simulated 5000 observations for each of the 40 sensors. At each time, we computed the pairwise Pearson's correlation using the previous w = 25 observations. We choose the threshold b by simulation so that ARL is approximately 5000. While under the alternative, for each of the slope, we simulate the first 24 observations under the null and let the change happen at time 25. Fig. 5 shows the detection delays as SNR changes in the alternative, which demonstrates that the procedure can detect change fairly quickly (note that in this case, the noise variance is large so EDD is relatively large). 2) Normal observations with constant mean and change happens in the covariance: In this setting, we assume the sensors procedure normal observations with constant mean, however, the change alters the covariance between the sensors. Assume there are N = 40 sensors. Under the null, the observations have covariance E[x i,t x j,t ] ≥ 0.5. Under the alternative, five sensors are anomalous and their correlation with the normal sensors are negative. We simulate 1000 observations. Fig. 6 demonstrates the histogram of y i,j,t , for i, j = 1, . . . , 40, t = 1, . . . , 1000 under the null and the alternative. Note that under the alternative, zero is clearly a separating threshold in this case. 
B. Real-data
In this example, we apply our method to the temperature of transformer data illustrated in Fig. 1 . There are N = 42 sensors. Each sensor produced an observation hourly. We have the data for all the August (31 days) with few missing values. We remove the rows with missing values for all the 42 sensors and then we have 739 observations from each sensor. Since they are temperature measurement for transforms in a same local region in a city, the normal sensor readings are expected to have high "similarity" at each time. There are six abnormal sensors among the total 42 sensors, and the remaining 36 sensors are normal. Fig. 7(a) demonstrates the histogram of y ijt for all sensors across all times, where one can see that the similarities between the normal sensors statistically dominate those between the abnormal and the normal sensors. Therefore, the real data satisfy our assumption and our procedure can be used to detect the change-point. In this example, we find that threshold b = 0.4721 can separate the normal and abnormal sensors accurately and hence detect the change immediately.
VI. FAULT ISOLATION
After we have detected a change, we can estimate set of abnormal sensors as sensors with corresponding ρ it exceeding b, i.e., detect the node i * to be anomalous when
for a pre-determined threshold b . Although the node-wise average similarity works well for change-point detection, this naive strategy may not work well for fault isolation. For instance, Fig. 3(b) is a counterexample where the naive method fails to isolate the faulty sensor. The reason is that only local information is used and we make a decision for each sensor individually. Instead, we consider community detection for fault isolation, which considers the membership assignment of nodes jointly. Since the similarity between the normal nodes tends to be larger than those between the abnormal and the normal nodes, we may estimate the faulty sensors by solving the following optimization problem:
where Y T ∈ R N ×N is the observed adjacency matrix at the time of detection T . The solution has the meaning of membership, where x i = 1 indicate i ∈ S, and otherwise i / ∈ S. This corresponds to the general community detection problem (see, e.g., [8] , [9] ), which can be solved via convex relaxation of x i ∈ {1, −1} to x i ∈ R, and various performance guarantees and efficient algorithms exist. Fig. 7(b) shows the heat map of the correlation matrix for the transformer data at t = 25, arranged using the recovered membership vector. Clearly, there are two obvious communities and this approach can recover the group of anomalous sensors.
VII. CONCLUSION AND DISCUSSION
We have considered detecting change-point in a sequence of similarity networks, such that the change alters the similarity between sensors. We show that a simple node-wise average similarity procedure can be used to detect the change, and also show that the anomalous sensors can be localized using a community detection.
There are several modifications of our algorithm to achieve better performance in specific cases. For instance, if we can use to estimate the distributions P 0 and P 1 , then we may construct likelihood ratios and apply the classical CUSUM procedure [10] for change detection. For example, the simi-larity y ijt for the generator temperature data in Fig (7) (a) can be fit using two Beta distributions.
APPENDIX
Proof of Proposition IV.2. Under the null, u i,t u j,t > 0
Under the alternative, u i,t u j,t < 0 if i ∈ S, j / ∈ S or j ∈ S, i / ∈ S.
