We discuss the notion of stochastic attractor for Markov processes. We exhibit some non trivial examples of Markov processes possessing more than one stationary distributions, for which the stochastic attractor can be explicitly determined.
Introduction
One of the most classical and relevant problems in the Theory of Markov processes is the analysis of the long-time behavior, in particular the relaxation to the possibly non unique stationary distributions. The usual setup is as follows. A (time homogeneous) Markov process is assigned in terms of a consistent family of transition probabilities P t (x, dy), t ≥ 0 on some measurable space (X, X). In the case of processes in discretetime it suffices to give the "one-step" transition probability P (x, dy) := P 1 (x, dy), while, in the continuous-time case, transition probabilities may be given indirectly by assigning the associated semigroup T t , t ≥ 0, or its infinitesimal generator L. Once the space of probability measures on (X, X) is provided with a topology, that may depend on additional structure on X (metric, norm, . . . ), a fundamental problem is to determine the limit points of the sequence (P t (x, dy)) t≥0 as t → +∞, their dependence on x and their relations with the set of stationary distributions. The most regular possible behavior is when there is a unique stationary distribution µ, and P t (x, dy) → µ as t → +∞, independently of the choice of x. If this happens we say that the Markov process is ergodic. Ergodicity can then be refined by the rate at which the convergence P t (x, dy) → µ takes place.
In analogy with deterministic systems, an alternative view of the long-time behavior of a stochastic process should come from the search of (possibly random) subsets of X that are invariant for the dynamics. For this to make sense, one first has to define the process in terms of a dynamical system affected by noise, and then define properly the notion of invariance. In discrete time, for instance, a Markov process (x t ) t≥0 , can be constructed by letting the transition between x t and x t+1 be realized by first generating a random number ω t , uniformly distributed in [0, 1] , and then by applying a deterministic rule to x t and ω t . In other words we are assuming dynamics to be given by a difference equation of the form x t+1 = f (x t , ω t ).
(1.1)
In more precise terms, we let Ω = [0, 1] Z , provided with the natural product σ-field F, and with the probability P given by the infinite product of the Lebesgue measure on [0, 1] . Note that the projections ω → ω t , as random variables in (Ω, F, P), are i.i.d., uniformly distributed in [0, 1] . The function f (·, ·) is a measurable function which realizes the transition probability P (x, dy), i.e., for A ∈ X, x ∈ X, t ∈ Z, P ({ω ∈ Ω : f (x, ω t ) ∈ A}) = P (x, A).
( 1.2)
It can be shown that this model is very general: every transition probability satisfying some mild conditions (see [K] ) can be realized as above. Having defined the one step transition rule (1.1), we can obtain more generally the t-steps transition rules ϕ(t, ω) : X → X that are recursively defined as follows:
ϕ(0, ω)x ≡ x ϕ(t + 1, ω)x = f (ϕ(t, ω)x, ω t ).
Clearly, ϕ(t, ω)x depends on ω only through ω 0 , ω 1 , . . . , ω t−1 . Moreover, by independence of the ω t 's, (ϕ(t, ω)x) t≥0 is a Markov process, and ϕ(t, ω)x has distribution P t (x, dy) . In what follows we want to allow the initial time to be an arbitrary integer time s. To do so we define the shift maps (θ t ) t∈Z on Ω by (θ t ω) t = ω t+t .
Note that the θ t 's are P-preserving maps. Now, for x ∈ X, s ∈ Z and t ∈ Z + , ϕ(t, θ s ω)x has to be interpreted as the state at time t + s of the stochastic system that started at x at time s. The maps ϕ(t, ω), t ∈ Z + , ω ∈ Ω, satisfy the semigroup or cocycle property ϕ(t + s, ω) = ϕ(t, θ s ω) • ϕ(s, ω),
for every s, t ∈ Z + and ω ∈ Ω.
In order to include more general realizations as well as the continuous time case, we are led to the following abstract setting. We aim at realizing a consistent family of transition probabilities P t (x, dy), t ∈ T + , T = Z or R, in terms of a stochastic flow, given by assigning a probability space (Ω, F, P), a family (θ t ) t∈T of P-preserving maps, and a family of measurable maps ϕ(t, ω) satisfying (1.3) for s, t ∈ T + . This flow, that will be defined more precisely in Section 2, is called a random dynamical system. We remark at this point that with this construction we have realized on the same probability space a family of Markov processes with the same transition probability indexed by the initial condition x. This is an example of what is often referred to as coupling, that is a widely used tool in stochastic processes (see [Li1, Li2, FG] for a systematic treatment). There is by no means a unique way of realizing a coupling: the choice of the "right" coupling depends on the purposes. Now we go back to the problem of describing the long-time behavior of a stochastic system in terms on invariant sets. In general the forward paths t → ϕ(t, ω)x have no interesting long-time behavior in the almost sure sense (or in probability), as it is seen in the simple example f (x, ω t ) ≡ ω t . Both in the context of Markov Chain Monte Carlo simulation ( [Br, PW, Fi] ) and in the general theory of random dynamical systems ( [A, Ch, C, CF] ) it has been shown that a successful approach is the so-called pull-back approach, which consists in starting the system at a large negative time −t and observe it at the fixed time 0 rather than starting at time 0 and observing it at a large time t. The idea is that while in the more familiar "forward" view one keeps seeing random dynamical fluctuations, the pull-back provides a sort of "photography" of how the system looks like after a long aging. Therefore we consider the pull-back trajectories, defined by t → ϕ(t, θ −t ω)x. An essentially simple but relevant property of pull-back trajectories can be seen when the flow ϕ(t, ω) models a irreducible (and aperiodic, if in discrete-time) Markov chain with finite state space. Under the condition T (ω) := min{t > 0 : ∀x, y ∈ X ϕ(t, θ −t ω)x = ϕ(t, θ −t ω)y} < +∞ a.s. that can be satisfied by an appropriate choice of the flow, we have
for every t ≥ T (ω), and x ∞ (ω) is independent of the initial state x. Moreover, x ∞ (ω) is distributed according to the unique stationary distribution µ, and it is invariant for the dynamics in the following sense: for each ω and t ≥ 0, we have ϕ(t, ω)x ∞ (ω) = x ∞ (θ t ω). Thus, perfect sampling from µ is realized in finite (random) time. In particular, this shows that the sequence (ϕ(t, θ −t ω)x) t≥0 converges a.s. to a limit independent of x. This is the celebrated coupling from the past algorithm of Propp & Wilson ([PW] ). For more general systems, such as non-ergodic Markov processes with infinite state space, the aim is to prove that the pull-back trajectories are attracted, in a suitable sense, by a dynamically invariant random subset of the state space, that is called random attractor. Although existence and various qualitative features of stochastic attractors are known (see e.g. [CF] ), non-trivial examples of explicit computation of the attractor for processes possessing more than one stationary distribution, to our knowledge, are less encountered in the literature (with the exception of some important works on Bifurcation theory, see [A] and the references therein). In this paper, after having given some generalities in Section 2, we discuss two examples. In Section 3 we consider a simple model of one dimensional random walk, and show that the stochastic attractor depends on the (non-unique) choice of the realization of a process as a random dynamical system. For a suitable realization we show that the attractor is a two-points set, corresponding to the equilibria of the system, which in this case are deterministic. In Section 4 we consider a more complex system, the Contact Process (see [Li1] ). Its realization as a stochastic dynamical system is provided by the well known graphical construction. For a sufficiently large infection rate this system has two extremal invariant measures, one of which is concentrated in a deterministic equilibrium point. We show that, as for the random walk, the stochastic attractor is comprised of two equilibrium points, but in this case one of them is random. In particular this shows that, in a finite random time, one can obtain a sample, restricted to a finite space number of sites, from the upper invariant measure of the contact process, starting the system from a configuration with a finite number of infected sites, and updating only a finite number of sites (i.e., in a computer simulation, using a finite amount of memory). Here we note a further difference from the usual forward Markov Chain Monte Carlo: if the Contact Process is started from a configuration with a finite number of infected sites and evolves forward in time, with positive probability the system dies out without ever getting "close" to the upper invariant measure.
2 Some preliminaries on Random Dynamical Systems 2.1 General Definitions Definition 1 . A Metric Dynamical System θ = ((Ω, F, P), (θ t ) t∈T ) with time T (where T = Z or R) is a probability space (Ω, F, P) with a family of transformations {θ t : Ω → Ω; t ∈ T} such that:
3) For every t ∈ T, θ t is measure-preservig, i.e.
P{θ t ∈ B} = P(B) for every B ∈ F.
If we think of ω as a model for a random perturbation evolving in time, θ t ω is "the noise" acting on the system if the initial time is t.
For the next definition we assume that (X, d) is a Polish space (i.e. a separable complete metric space) and B(X) is its corresponding Borel σ-algebra.
Definition 2 . A Random Dynamical System with time T + and state space X, over a metric dynamical system θ, is a measurable map
such that the family of maps {ϕ(t, ω); t ∈ T, ω ∈ Ω} satisfies the cocycle property,
for every s, t ∈ T and ω ∈ Ω. We say that ϕ is continuous if ϕ(t, ω) : X −→ X is continuous for every fixed t ∈ T + and ω ∈ Ω.
The state ϕ(t, θ s ω)x is the state of the system after a time t, started at time s from the state x. The cocycle property
states that, if we start at time 0 from the state x, then the state of the system after a time t + s is the same as if we start at time s from the state ϕ(s, ω)x and wait a time t. This is just a semiflow property. In references [A] and [Ch] , several relations between random dynamical systems and Markov processes are discussed. Few essential facts are summarized in the following statements.
Definition 3 . Let G be the set of functions from X to itself and G be the smaller σ-algebra on G for which the maps {Φ x : f → f (x); x ∈ X} are measurable. A Random Dynamical system ϕ has independent increments if, for all n ∈ Z + , and {t 1 , . . . , t n } ⊂ T, the random variables
Proposition 1 . Suppose that ϕ has independent increments. Then, for each fixed x n = (x 1 , . . . , x n ) ∈ X n , the n-point motion of ϕ, i.e., the stochastic process ϕ n (t, ·)x n t∈T + , with ϕ n (t, ·)x n = (ϕ(t, ·)x 1 , . . . , ϕ(t, ·)x n ) is an homogeneous Markov process with respect to its natural filtration and with transition probability P t (x n , B) = P(ϕ n (t, ·)x n ∈ B), where t ∈ T + and B ∈ B(X) ⊗n . Moreover, if ϕ is continuous, then this process has the Feller property.
Random sets, equilibrium points and attractors
In what follows we shall always suppose that ϕ is a continuous RDS. Clearly, a deterministic set is a particular random set. Note that we can identify a random variable with values in X with a random point, i.e. a random set D such that D(ω) is a single point of X for each ω ∈ Ω. For general properties of random sets (or "measurable multifunctions") we refer to Castaing and Valadier [CV] . See also [HP] . We shall need the following assertions on whether a multifunction, i.e., a set valued map, is a random compact set. The proof follows from Theorem III.9 p.67 and from Lemma III.14, p.70 (for part a)) and Proposition III.4, p.63 (for part b)) of [CV] .
Proposition 2 . Let X be a Polish space. Then we have:
b) If {D n ; n ∈ Z + } is a family of random compact sets, then ∩ n D n is a random compact set in X.
Definition 5 . A random set (or, more generally, a multifunction) D is said to be ϕ-invariant if, for every t ∈ T + and ω ∈ Ω, we have
If in the above formula we have "⊂" instead of "=" we say that D is ϕ-forward invariant. We call equilibrium point a random point which is ϕ-invariant.
An equilibrium point u is an analog of a fixed point for deterministic dynamical systems. In fact the stochastic process
is a stationary process (because (θ t ) t∈T is measure preserving). Moreover, suppose that ϕ is a random dynamical system which gives a realization of a Markov process (i.e. its one-point motions {ϕ(t, ·)x} t∈T + , with x ∈ X, are homogeneous Markov processes). If ϕ has an equilibrium point u which measurable with respect to the "past" σ-field
is a Markov process, and so the distribution of the random variable u is an invariant measure for the process. This relation between F − -measurable equilibrium points and invariant measures can be generalized to more general ϕ-invariant random compact sets: for results in this direction see [C, CF] .
Next definitions introduce the notion of random attractors.
Definition 6 . For a fixed ω ∈ Ω, the function t → ϕ(t, θ −t ω)x is called the pull-back trajectory starting from x.
In the literature several definitions of random attractors can be found (see, for example, [Ch] , [CS] , [CF] ). The definition below is an extension of the notion of global attractor given by H.Crauel and F.Flandoli in [CF] .
Definition 7 . Let B be a family of subsets of X. A B-random (pull-back) attractor for the RDS ϕ is a random compact set A which is ϕ-invariant and attracts every B ∈ B, i.e., for all B ∈ B we have
Note that in the definition of attraction we are considering the pull-back trajectories starting in B.
Following [CF] , we say that A is a global attractor for ϕ if in the definition above B is the family of all bounded subsets of X.
In [CF] a general result about the existence of a global attractor for RDS is proved. In this paper we shall consider only RDS with a compact state space. In this case a stronger result holds and it has an elementary proof, which is an application of Proposition 3.6, p.369 of Crauel and Flandoli [CF] and that we sketch for the sake of completeness. We first need the following definition, in which the notationB denotes the closure of a subset B of X:
Definition 8 . Given a random set D, the (pull back) ω-limit set of D is the multifunction defined by
Remark 1 . The ω-limit set of D can be characterized as follows: y ∈ Ω D (ω) if and only if there exist sequences {t n } n ⊂ T + with t n → +∞ and {x n } n ⊂ X with x n ∈ D(θ −tn ω) for each n, such that y = lim n→+∞ ϕ(t n , θ −tn ω)x n .
Proposition 3 . Suppose that the RDS ϕ has a compact state space X. Then Ω X , is a B-attractor for every family of sets B.
Proof. From Proposition 3.6, p.368 of [CF] , follows that Ω X = ∅ and it is a ϕ-invariant multifunction which attracts every subset of X. Moreover, Ω X is a random compact set. Indeed, since ϕ is measurable and ϕ(t, ω) is continuous, from property a) of proposition 2 follows that, for each fixed t, the map ω → ϕ(t, θ −t ω)X defines a random compact set. Moreover, the family of random sets {ϕ(t, θ −t ·)X; t ≥ 0} is decreasing in t. Indeed, using the cocycle property, for each h > 0 we have
and hence, by property b) of proposition 2, Ω X is a random compact set.
Note that Ω X is the minimal (with respect to set inclusion) random compact set which attracts X. Indeed, if A is a random compact set and attracts X, we have,
However, as we shall see in the examples, Ω X need not be the minimal attractor for each B.
Monotone Random Dynamical Systems
An extensive treatment of monotone RDS having a partially ordered separable Banach space as state space can be found in Chueshov [Ch] . Here we assume that the state space X is a partially ordered Polish space and we rewrite some results by Arnold and Chueshov [AC] which follow from this assumption.
Definition 9 . A Random Dynamical System ϕ is said to be monotone if x ≤ y implies ϕ(t, ω)x ≤ ϕ(t, ω)y for all t ∈ T + and ω ∈ Ω For a monotone RDS, if the state space is such that there exist two elements 0,1 ∈ X with0 ≤ x ≤1 for all x ∈ X and every monotone sequence in X converges to a point of X, then there is a simple way to obtain two equilibrium points. In fact, if we fix ω ∈ Ω, then the family of points in X {ϕ(t, θ −t ω)1} t∈T + is decreasing in t:
This is easily seen by applying the cocycle property and the monotonicity of ϕ:
In the same way we see that {ϕ(t, θ −t ω)0} t∈T + is increasing in t.
As a consequence, for every ω ∈ Ω the following limits exist
The following Proposition can be found in [AC] , Theorem1, p.272. We include here its simple and nice proof.
Proposition 4 . The random variables σ + e σ − are equilibrium points for ϕ, i.e. ϕ(t, ω)σ
for all t ∈ T + and ω ∈ Ω. Moreover, they are measurable with respect to the past sigma-algebra F − .
Proof. If we fix t and ω, by the continuity of ϕ(t, ω) follows
and by the cocycle property, = lim
Measurability with respect to F − follows immediately from the definition of σ − and σ + Note that from this proposition it follows that, if ϕ gives a realization of a Markov process, the distributions of the random variables σ − and σ + are invariant measures for the process.
3 Random attractors for two RDS's realizing a one dimensional random walk
As a first example, we illustrate how two different realizations of a Markov process as random dynamical system give different attractors.
Our state space will be X = Z ∪ {−∞, +∞} with the compactifying topology, which is induced by the metric d(x, y) = |g(x) − g(y)|, where g is the function defined on X as follows:
if z ∈ Z and g(±∞) = ±1. Let us consider a symmetric (continuous time) random walk on X, i.e., a Markov process on X with infinitesimal generator L = (L xy ) x,y∈X such that, for x, y ∈ X with x = y L xy = 1 2 if x, y ∈ Z and |x − y| = 1 0 otherwise This process has two invariant measures, the Dirac measures concentrated at −∞ and +∞.
A way of realizing the process as the one-point motion of a random dynamical system is by taking as probability space the space of all the realizations of two independent Poisson processes, N + and N − , of intensity 1 2
. Then the one-point motion of the RDS will be defined as follows: at each jump time of the process N + (resp. N − ), the current state y will jump at y + 1 (resp. y − 1). In other words, we can construct the one-point motion starting at 0 and put, for each x ∈ Z, ϕ(t, ω)x = x + ϕ(t, ω)0.
More precisely, in what follows we let S be the set of locally finite subsets of R, i.e., those sets E ⊂ R such that, for all a, b ∈ R, E ∩ [a, b] has a finite number of points. Each element E of S can be identified with the càdlag step function
where, the notation |E| stands for the cardinality of E.
With this identification, S may be provided with the metric induced by the Skorohod metric on càdlág functions from R to R, and with the corresponding Borel σ-field B(S) (see [EK] as a reference on the Skorohod metric). For t ∈ R, the map ϑ t : S → S is the natural shift ϑ t (E) = E − t. Note that the map (t, E) → ϑ t (E) is jointly continuous. By a Poisson process with intensity λ > 0 we mean a S-valued random variable N such that for any A, B disjoint Borel subsets of R, the real-valued random variables |N ∩ A| and |N ∩ B| are independent Poisson random variables with parameters λm(A) and λm(B) respectively, where m(·) is the Lebesgue measure. It follows from this definition that, for all t ∈ R, N and ϑ t N have the same distribution.
Therefore we take as probability space Ω = S × S, with the product σ-field B(S) ⊗ B(S), which we denote by F, and P being the product measure P = P . If, for ω ∈ Ω with ω = (ω + , ω − ), we define θ t ω = (ϑ t ω + , ϑ t ω − ), then θ t is a measure preserving transformation, so that (Ω, F, P, (θ t ) t∈R ) is a metric dynamical system. Now, following [Br] , for each x ∈ Z, let we define the sequence {(τ n (ω), X n (ω, x))} n≥0 defined as follows:
and, for x = ±∞, ϕ(t, ω)x = x for all t and ω.
Note that for the sequence defined above we have, for all x ∈ Z and n ≥ 0, X n (ω, x) = x + X(ω, 0), and so ϕ(t, ω)x = x + ϕ(t, ω)0. For each x ∈ X, the stochastic process {ϕ(t, ·)x} t∈R + is a Markov process starting from state x and having L as its infinitesimal generator (for the proof see, for example, [Br] ). Moreover, the map ϕ : R + × Ω × X −→ X defines a monotone random dynamical system over the metric dynamical system (Ω, F, P, (θ t ) t∈R ). Indeed, for each x, {ϕ(t, ·)x} t∈R + is a cádlág stochastic process and hence (t, ω, x) −→ ϕ(t, ω)x is measurable. For the cocycle property, let
. By the construction of the RDS it follows readily that X n (θ s ω, X k (ω, x)) = X n+k (ω, x) and τ n (θ s ω) + s = τ n+k (ω). Therefore
Monotonicity of ϕ is obvious. Since the state space X is compact, from Proposition 3 it follows that Ω X is a B-random attractor for ϕ, for every family of sets B. In particular, (see remark 1) Ω X contains all the limit points of the pull-back trajectories of the system. Now, let us fix x ∈ Z and consider the pull-back process {ϕ(t, θ −t ·)x} t∈R + . If we denote by N + and N + the canonical projections on Ω, for s, t ∈ R let F s,t be the σ-field generated by the random variables
and it is a random walk with the same generator as {ϕ(t, ·)x} t∈R + . Indeed, for each x, y ∈ Z we have ϕ(t, ω)x = ϕ(t, ω)y + (x − y), therefore, for each t, h ≥ 0, y, z ∈ Z and A ∈ F −t,0
where the last two equalities follow from the fact that ϕ(h, θ −t−h ·)x is F −t−h,−tmeasurable (and F −t−h,−t is independent of F −t,0 ) and the measure preserving property of θ −t−h .
Then {ϕ(t, θ −t ·)x} is a symmetric random walk and, since a symmetric random walk visits almost surely infinitely many times each point of Z, it follows that, for P-almost all ω, each point of X is a limit point for the pull-back trajectory t → ϕ(t, θ −t ω)x and hence, since these limit points are contained in Ω X , Ω X is given (P-almost surely) by the whole state space. Note that, since −∞ and +∞ are fixed points for ϕ, this is a first trivial example in which Ω X is not the minimal attractor for every collection of subsets of X. A less trivial example will be shown in next section. Now we consider another RDS φ which gives a realization of the same random walk. In this case the noise depends also on the position in space, i.e., it will be described by a countable family of independent Poisson processes (N x,+ , N x,− ; x ∈ Z). The one-point motion of φ will be such that, at each jump time of N x,+ (respectively N x,− ), if the current position is x, it will jump at x + 1 (respectively x − 1). The construction of the RDS is similar to the one given above. Here the metric dynamical system is given by
. We consider the sequence {(τ n (ω), X n (ω, x))} n defined by:
Then the map φ will be defined as in (3.1). The same arguments used for ϕ show that φ is a monotone RDS and its one-point motions are random walks with infinitesimal generator given by L. With this realization, however, the behavior of the pull-back trajectories is different. We establish the following result.
Proposition 5 . Let φ be defined as above. Then, for each M ∈ Z + there is a random time t M such that, for P-almost all ω, t M (ω) is finite and
Proof. For each t ≥ 0, let us define the random variables t (ω) + 1 for all t ≥s or, equivalently, |φ(t, θ −t ω)x| ≥ M for all x ∈ Z and t ≥s. This follows easily from the cocycle property: indeed, if t >s, then for each x ∈ Z we have |φ(t, θ −t ω)x| = |φ(s, θ −s )φ(t −s, θ −t ω)x| ≥ M . Then, it is sufficient to prove that, for each ω, there exists suchs; in order to do that, we shall prove that the stochastic process {(Z 1 t , Z 2 t )} t≥0 , which has the set C = {(x, y) ∈ Z 2 : x = y + 1} as an absorbing barrier, is a symmetric random walk on Z 2 starting at (M, −M ).
The process {(Z 1 t , Z 2 t )} t≥0 is (F −t,0 )-adapted, where, for s, t ∈ R, F s,t is the σ-field generated by the family of random variables
Moreover, the monotonicity of φ implies that, for each y ∈ Z
Consider now t, h ≥ 0, A ∈ F −t,0 , and y, z, u, v ∈ Z such that y ≥ u + 1, z ≥ v + 1.
where we have used monotonicity, the independence between φ(h, θ −t−h ·)y and F −t,0 , and the measure preserving property of θ −t−h . This shows that (Z 1 t , Z 2 t ) is a Markov process. To determine its infinitesimal generator we compute the asymptotics of the probability in (3.3) as h ↓ 0. We begin by claiming that the probability in (3.3) is o(h) for |y − z| + |u − v| ≥ 2. Suppose first |y − z| ≥ 2. If z ≥ y + 2 then (3.3)≤ P{φ(h, ·)y ≥ z} = o(h), since the event {φ(h, ·)y ≥ z} requires at least two jumps of the random walk {φ(t, ·)y} t≥0 in a time interval of length h. Similarly, if z ≤ y − 2, then (3.3)≤ P{φ(h, ·)(y − 1) < z} = o(h), and the same argument applies for |u − v| ≥ 2. We are just left to the case |y − z| = 1, |u − v| = 1. Suppose first that z = v + 1, i.e. (z, v) ∈ C. Then the probability in (3.3) is different from zero if and only if y = u + 1 and it is given by P{φ(h, ·)y ≥ z, φ(h, ·)(y − 1) < z}. In the case z = y + 1 we have
and the same result can be obtained if z = y − 1. Now, suppose that z > v + 1. To fix ideas, let z = y + 1, v = u + 1; all other cases can be dealt with similarly. The quantity in (3.3) is smaller or equal than
Note that, since we have assumed z > v + 1, we have y > u + 1. Thus the event {φ(h, ·)y = y + 1, φ(h, ·)(u + 1) = u + 2} involves at least one jump for each of two independent Poisson processes N y,+ , N u+1,+ in the time interval (0, h], from which it follows that its probability is of order h 2 .
We now compute the asymptotics of (3.3) for |y − z| + |u − v| = 1. Let us take, for instance, y = z − 1, u = v. We write the event in (3.3) as {φ(h, ·)y ≥ y + 1, A}, where A = {φ(h, ·)(y − 1) < y + 1, φ(h, ·)u ≤ u, φ(h, ·)(u + 1) > u}. Note that the events {φ(h, ·)y ≥ y + 1} and A C = Ω \ A require respectively at least one jump time of the process N y,+ and at least one jump time of one of the processes N y−1,+ , N u,+ , N u+1,− in the time interval (0, h], so their intersection (since the Poisson processes above are independent) has probability of order h 2 . Then
All the other cases can be treated similarly. Thus we have shown that (Z 1 t , Z 2 t ) is a Markov process whose infinitesimal generator is that of two coalescing random walks. Now, to complete the proof, we observe that, by well known properties of random walks, there exists a random time t M such that, for P-almost all ω, t M (ω) < ∞ and (
As a consequence of the proposition above, we have Corollary 1 . The deterministic set {−∞, +∞} is a B-attractor for φ, for every family B of subsets of X.
Random attractor for a RDS realizing the Contact Process
A Spin System is a Markov process with values in X = {0, 1} Z d . Many spin systems have been studied by representing them as RDS (this representation is known as graphical construction, see [Li1] and [Li2] as a reference); therefore we are interested in describing random attractors for these systems. Note that, given a RDS which realizes a spin system, since X is compact, Proposition 3 holds, and therefore, for any family B of subsets of the state space, Ω X is a B-attractor for the RDS.
The aim of this section is to study the "pull-back" behavior of the supercritical Contact process (which is a particular monotone Spin System). We will first give a representation of the Contact Process as a monótone RDS and then we will study the limiting behavior of expressions like ϕ(t, θ −t ω)ξ. We will see that this system has two equilibrium points which "attract" all the local subsets of the state space (see below for the definition of local set). Now we give a short summary of some facts concerning the Contact Process. This process is a continuous time Markov process which can be thought of as a model for the spread of an infection. A collection of individuals is represented by the vertices of the integer lattice Z d . Each of these individuals can be infected or healthy. The state space of the process is X = {0, 1}
Z d , where, if ξ ∈ X, by ξ(x) = 1 we mean that the site x is infected and by ξ(x) = 0 we mean that the site x is healthy. We provide X with the product of the discrete topology on {0, 1}, which is induced by the metric
−|x| , and it makes X a Polish space. A partial order is given by η ≤ ξ ⇐⇒ η(x) ≤ ξ(x) for all x ∈ Z d ; the minimal and maximal states, with respect to this order, are given respectively by the two constant configurations0 and 1 (the "all 0" and "all 1" configurations). The time evolution of this process may be described through its infinitesimal generator A. It is an (unbounded) operator defined on the set of functions D(X) := {f ∈ C(X) :
where ξ x ∈ X is the configuration given by ξ x (y) = ξ(y) for each y = x, and ξ x (x) = 1 − ξ(x), and
The quantity c(x, ξ) is the "rate" at which a transition from ξ to ξ x occurs. Its intuitive meaning is that, if in the site x there is an infected individual, it will recover after a random time, exponentially distributed with parameter 1, while if this individual is healthy, it will be infected after a random time with exponential distribution, whose parameter is proportional to the number of infected nearest neighbors of x. Given the linear operator A in (4.1), its closure is a Markov generator and the set D(X) is a core for A (for the proof see [Li1] ).
From now on, we will consider the Contact process in dimension 1. The main result concerning convergence to equilibrium of the contact process is the following (see [Li1, Li2] ) Theorem 1 . Let (S t ) t∈R + be the semigroup generated by the operator in (4.1), and denote by νS t the action of the semigroup on probability measures on X. There exist a critical value λ c > 0 such that i) if λ ≤ λ c then νS t −→ δ0 weakly, for every probability ν. In particular, δ0 is the unique stationary measure.
ii) (Complete convergence Theorem) If λ > λ c , then there exist a constant α, depending on ν, such that νS t −→ αδ0 + (1 − α)µ + weakly, where µ + is the "upper invariant measure", i.e. the measure obtained as weak limit of δ1S t , as t → +∞. In particular, {δ0, µ + } is the set of extremal stationary measures. Moreover α = 0 for ν = δ ξ , where ξ ∈ X is such that x ξ(x) = +∞.
The contact process as a random dynamical system: the graphical construction
We are now ready to realize the contact process as a random dynamical system. This is done through the so-called graphical construction. The general argument is well known. However, some issues -such as measurability, continuity . . . -are usually not addressed in the literature. For this reason we give here some details of the construction. For each site x ∈ Z we consider three independent Poisson Processes: N x , with intensity 1, whose points represent the "recovery times" (i.e. times in which, if the site x is infected, it recovers), N (x+1,x) and N (x−1,x) , with intensity λ, whose points represent the "infection times" (i.e., times in which, if one of the sites x + 1 or x − 1 is infected, the site x becomes infected too). Processes corresponding to different sites are independent. Let us use the notation Z * for the set of ordered pairs {z = (x, y) ∈ Z×Z : |x−y| = 1}. In what follows, in order to simplify notations, for a process of the type N (x+1,x) we shall use sometimes the symbol N z , where z = (x + 1, x) ∈ Z * . The family of Poisson processes which describe all the possible jump times of the whole system is given by
Therefore, we take as probability space the path space of these processes, that is, if S, B(S) is the measurable space of locally finite subsets of R considered in section 3, we take
provided with a metric that induces the product topology and we denote by F the corresponding Borel σ-field. We denote by P the probability on F induced by the Poisson processes in (4.2). So, each ω ∈ Ω has an infinite number of components, indexed in Z and Z * , each one of which is an element of S. We can pose ω = (ω x , ω z ; x ∈ Z, z ∈ Z * ). Now, for t ∈ R, we define θ t ω componentwise on Ω as follows:
where ϑ t is the shift on S, as it was defined in section 3. Now it easy to see that θ t is a measure preserving transformation on Ω, so that θ := (Ω, F, P, (θ t ) t∈R ) is a metric dynamical system.
We now need to define ϕ(t, ω)ξ, for each ω ∈ Ω, t > 0 and for any starting configuration ξ ∈ X.
Using the terminology of the graphical construction (see [Li1, Li2] ), for s, t ∈ R, s < t, and x, y ∈ Z, we say there is a path from (y, s) to (x, t) if there is a sequence of times s = t 0 < t 1 < · · · < t n < t n+1 = t and a sequence in Z y = x 0 , x 1 , . . . , x n−1 , x n = x, such that
• for i = 1, . . . , n, |x i−1 − x i | = 1 and t i ∈ ω (x i−1 ,x i ) , i.e. all t i 's are infection times;
• for i = 0, . . . , n, ω
e. x i does not recover before infecting a neighbor.
Then, we define ϕ(t, ω)ξ (x) = 1 ⇔ there is a path from (y, 0) to (x, t) for some y ∈ Z with ξ(y) = 1.
Below we show that this definition is well posed for almost all ω ∈ Ω, i.e., for each fixed ω in a set of full measure A, there exists M > 0 such that for every y ∈ Z \ [−M, M ] we cannot find any path from (y, 0) to (x, t).
Note that, for a fixed x ∈ Z, the value ϕ(t, ω)ξ (x) is determined by the jump times in (ω
and it changes depending on the values which the current configuration has in x, x + 1 and x − 1 at that times. By iterating the above argument, we then need to know, for each s ∈ (ω
, the values of ϕ(s, ω)ξ (y) for y in a subset I ⊂ Z which becomes larger and larger. Let us show that the set I is finite ,i.e., ϕ(t, ω)ξ (x) can be completely determined by considering just a finite number of components of ω = (ω x , ω z : x ∈ Z, z ∈ Z * ) and the values of the starting configuration ξ in the corresponding sites. Fix x ∈ Z and set τ 0 = t, I 0 = {x}. Now (convening max ∅ = −∞) define
Note that t − τ 1 has Exponential distribution of mean 1/(2λ + 1). Now, if τ 1 ≤ 0, then neither recoveries nor infections have taken place during the time interval (0, t], thus ϕ(t, ω)ξ (x) = ξ(x). Otherwise, suppose we had defined ϕ(τ − 1 , ω)ξ (y) for y ∈ I 1 . Then, according to the interpretation of recovery times and infection times, we would let ϕ(t, ω)ξ (x) = ϕ(τ 1 , ω)ξ (x) = 1 if and only if one of the following conditions hold:
Thus we obtain ϕ(t, ω)ξ (x) from the knowledge of ϕ(τ − 1 , ω)ξ (y) for y ∈ I 1 . Now we proceed recursively, letting I n = {x − n, x − n + 1, . . . , x, . . . , x + n − 1, x + n} and
By standard properties of Poisson processes, it follows that the random variables (τ n − τ n+1 ) n≥0 are independent, and τ n − τ n+1 has a Exponential distribution with mean 1/[(2n + 1)(2λ + 1)]. If τ n > 0 but τ n+1 ≤ 0, then we set ϕ(τ − n , ω)ξ (y) = ξ(y) for all y ∈ I n . Otherwise, if τ n+1 > 0, then ϕ(τ − n , ω)ξ (y), y ∈ I n can be obtained in terms of ϕ(τ − n+1 , ω)ξ (z), z ∈ I n+1 through the updating rule described above. A sufficient condition for this procedure to end (almost surely) in a finite number of steps, is lim
This is easily proved as follows. First write τ n = t − n−1 k=0 (τ k+1 − τ k ). Thus t − τ n is the sum of independent, exponential random variables. This allows to compute E (e −τn ), and show that these expectations tend to zero as n → +∞, from which (4.3) follows. Now, let A x,t the set of those ω ∈ Ω such that the above construction ends in a finite number of steps. We just saw that P(A x,t ) = 1. Note that this set depends on x and t, but does not depend on ξ. If we let A t = x∈Z A x,t , we have that, for ω ∈ A t , y ∈ Z and 0 ≤ s ≤ s + h ≤ t, the value of ϕ(h, θ s ω)ξ(y) can be constructed in a finite number of steps. In other words, θ s A h ⊆ A t . Therefore, letting
A has full measures, θ t A = A for every t ∈ R, and for ω ∈ A, ϕ(t, θ s ω) is well defined for every t ≥ 0 and s ∈ R. For ω ∈ A, we are free to define ϕ(t, ω) = id X . Note that, according to the definition of Random Dynamical System, ϕ must be defined everywhere. The fact that θ t A = A for every t ∈ R, guarantees that the cocycle property holds everywhere (see Proposition 6 below).
Proposition 6 . The map ϕ constructed above defines a continuous, monotone Random Dynamical System over θ.
Proof. We first prove measurability of ϕ. Let ω ∈ Ω and, for N ∈ Z + , let Π N (ω) ∈ Ω be defined as follows:
In other words Π N (ω) contains only those jump times of ω that involve sites in {−N, . . . , N }. Define, now
Note that ϕ N (t, ω)ξ(x) = ξ(x) for |x| > N and t > 0. Now let σ 0 = 0, σ 1 , σ 2 , . . . , σ n , . . . be an increasing enumeration of the positive jump times in Π N (ω), i.e. of the set
Note that the σ n are random variables, and, for n ≥ 1 and ω fixed, ϕ N (σ n , ω)ξ is obtained from ξ by modifying finitely many components. In other words, ϕ N (σ n , ω)ξ can be written as a finite sum of the form
In (4.4) each A i is a set of the form {ω : σ 1 ∈ ω z 1 , σ 2 ∈ ω z 2 , . . . , σ n ∈ ω zn }, where z j ∈ Z or Z * and ξ V i is obtained from ξ by changing the coordinates (corresponding to the realization of the event A i ) indexed by the elements of V i . In particular, it follows that the A i 's are measurable, and, by (4.4), ϕ N (σ n , ω)ξ is jointly measurable in ω, ξ.
we have that ϕ N (t, ω)ξ is jointly measurable in all variables. By the graphical construction described above, we have that, for all ω ∈ Ω ϕ(t, ω)ξ = lim
and measurability of ϕ follows. Continuity of ϕ follows from the observation that, for each ω ∈ Ω and x ∈ Z, ϕ(t, ω)ξ(x) depends on finitely many components of ξ. Monotonicity is immediate form the characterization of the dynamics in terms of existence of paths. We are so left to show that the cocycle property holds for ϕ. We need to show that, for each x ∈ X,
Indeed,if ϕ(t + s, ω)ξ (x) = 1 then, for some y ∈ Z such that ξ(y) = 1, we can find t 0 = 0 < t 1 < . . . < t m < t m+1 = t + s and x 0 = y, x 1 , . . . , x m = x such that they form a path from (y, 0) to (x, t + s). This implies that there exists k ∈ {0, . . . , m + 1} such that s ∈ [t k , t k+1 ) and there is a path from (y, 0) to
is a path from (x k , s) to (x, t + s) and so ϕ(t, θ s ω)ϕ(s, ω)ξ (x) = 1. On the other hand, suppose that there exists a path γ 1 from (y, s) to (x, t + s) for some y such that ϕ(s, ω)ξ (y) = 1 i.e. for some y such that there is a path γ 2 from (z, 0) to (y, s), where ξ(z) = 1. Then γ 1 ∪ γ 2 is a path from (z, 0) to (x, t + s) and so ϕ(t + s, ω)ξ (x) = 1
Remark 2 It is easy to see that the map ϕ N in the proof of Proposition 6 defines a continuous monotone random dynamical system over θ. The cocycle property follows from the cocycle property of ϕ and from the fact that, for each N ≥ 0, we have θ s Π N (ω) = Π N (θ s ω) for all ω ∈ Ω and s ∈ R.
As we shall see in the proof of the Proposition below, the one-point motions of ϕ N can be seen as finite state Contact processes.
Proposition 7 . The map ϕ has independent increments. In particular, the one-point motions of ϕ, i.e. the stochastic processes {ϕ(t, ·)ξ} t∈R + ; ξ ∈ X are homogeneous Markov processes. Moreover, the associated Markov semigroup (S t ) t∈R + has the Feller property and its generator is the operator A defined in (4.1).
Proof. For each fixed ξ ∈ X, from the construction of ϕ it follows that, for every t ∈ R + and s ∈ R, the random variables ϕ(t, θ s ·)ξ and ϕ N (t, θ s ·)ξ are measurable with respect to the σ-algebra generated by {|ω
we denote by F s,t . Moreover, from the independence of increments of Poisson processes we have that, for all s < t ≤ u < v, F s,t is independent of F u,v . Now, let us take t 1 , . . . , t n in R with t 1 < . . . < t n and consider the random variables ϕ(t 2 − t 1 , θ t 1 ·), . . . , ϕ(t n − t n−1 , θ t n−1 ·).
These are random variables with values in the set G of functions from X to itself, provided with the σ-algebra which makes the evaluation mappings Φ η : f → f (η) measurable. A system of generators for this σ-algebra is the set {Φ −1 η (B); η ∈ X, B ∈ B(X)}. Then, if we take, for i = 1, . . . , n − 1, Φ −1 η i (B i ) with η i ∈ X and B i ∈ B(X), we have,
The same property holds for ϕ N . Then, from proposition 1, it follows that, for each ξ ∈ X, {ϕ(t, ·)ξ} t≥0 and {ϕ N (t, ·)ξ} t≥0 are homogeneous Markov processes. Now we show that the operator A defined by (4.1) is the generator associated with ϕ. Denote by (S t ) t≥0 the Markov semigroup associated with ϕ, i.e.
for f ∈ C(X). By Dominated Convergence Theorem
(4.5)
Moreover, an easy exercise on Poisson processes shows that, for t ≥ 0, S N t = e tA N , where
Now let (S t ) t≥0 be the Markov semigroup associated to A, i.e.,S t = e tA for t ≥ 0. If f ∈ D(X), it is immediately seen that
Then (by Theorem 2.12, p.17 of [Li1] ) we have lim N →+∞ S N t f =S t f for all f ∈ C(X) and, by (4.5), it follows that S t =S t = e tA for all t ≥ 0.
We can now apply to ϕ the results of Section 2. The ω-limit set of the state space Ω X is a B-attractor for every B. Moreover, the system has two equilibrium points, σ − := lim t→+∞ ϕ(t, θ −t ·)0 =0 and σ + := lim t→+∞ ϕ(t, θ −t ·)1 and we have, for all
Note that the relation above holds for every monotone RDS which realizes the contact process (but it is not true in general, since, if ϕ is not monotone, the existence of σ + is not guaranteed).
Clearly, if λ ≤ λ c we have, σ + =0 P-almost surely. Indeed, the law of ϕ(t, θ −t ·)1 is given by δ1S t which in this case converges to δ0. As a consequence, if λ ≤ λ c , we have Ω X = {0} P-almost surely. The interesting case is when λ > λ c .
A first result about the pull-back behavior of ϕ is the following.
Theorem 2 . Suppose λ > λ c .
1. Let ξ be a local configuration, i.e.
x ξ(x) < +∞, and let
in probability.
Proof. Define the configuration η − by
, and r t (ω) = max{x : ϕ(t, ω)η − (x) = 1} (4.8)
The key step in the proof of Theorem 1 is to show that, for λ > λ c , r t → +∞ and To prove (4.10) we use self-duality of the Contact process. We consider a new random dynamical systemφ defined as follows: for t ∈ R letθ t the map on Ω given bŷ θ t ω = θ −t ω, where θ t is the componentwise shift involved in the definition of ϕ. Clearly,θ := Ω, F, P, (θ t ) t∈R is a metric dynamical system. The mapφ is defined with the same procedure as ϕ, but reversing the direction of time. For ω ∈ A, we set ϕ(t, ω)ξ(x) = 1 if and only if there is a path from (x, −t) to (y, 0), for some y ∈ Z with ξ(y) = 1; for ω ∈ A we setφ(t, ω)ξ ≡ ξ. Now, with the same arguments used for ϕ, it can be verified thatφ defines a random dynamical system overθ. Since both A and the probability P are invariant for time reversal, it follows that the two processes (ϕ(t, ·)ξ) t≥0 and (φ(t, ·)ξ) t≥0 have the same law, so they are both Contact processes with parameter λ. Note now that the statement lim t→+∞ r t (θ −t ω) = +∞ is equivalent to the fact that, for every M > 0 there exists t M > 0 such that for every t > t M there are x ≤ 0 and y ≥ M and a path from (−t, x) to (0, y). By translation invariance of P, this last event has the same probability of: for every M > 0 there exists t M > 0 such that for every t > t M there are x ≤ −M and y ≥ 0 and a path from (−t, x) to (0, y), i.e.
Sinceφ(t, ω)η is a supercritical Contact process, (4.11) holds true with probability one, and this establishes (4.10). By symmetry, we also have
At this point we use two well known properties of the graphical construction of the Contact process. The first is the additivity: for every ξ, η ∈ X and ω ∈ Ω
The second reads as follows. Let η 0 be defined by η 0 (0) = 1 and η 0 (x) = 0 for every
(4.14)
At this point we are ready to prove statement 1. of the Theorem. For ξ = η 0 , (4.6) follows easily from (4.10), (4.12) and (4.14). By translation invariance, we get (4.6) for ξ = η
x , x ∈ Z d , where η x is defined by η x (x) = 1 and η x (y) = 0 otherwise. If ξ is a local configuration, then it can be written in the form ξ = η x 1 ∨ η x 2 ∨ · · · ∨ η xm . Thus (4.6) follows from (4.13).
We now prove statement 2. Let's use the notations Y t for ϕ(t, θ −t ·)1 and X t for ϕ(t, θ −t ·)ξ. For t ≥ 0, X t and Y t are random variables with values in X = {0, 1} Z and we know that X t ≤ Y t for every t, lim t Y t = σ + P-a.s. and lim t X t = σ + in distribution (Theorem 1). If ξ ∈ X, let us consider the function
which is a bounded continuous increasing function (note that f (ξ) = d(ξ,0) where d is the usual distance in X). Now we want to proof that d(Y t , X t ) −→ 0 in probability. Suppose that this is not true: then we can find ε, δ > 0 and a sequence of times (
But the first quantity of the inequality above should converge to zero, because both the sequences (Y t k ) k and (X t k ) k converge to σ + in distribution. So, we have a contradiction and the proof is complete.
A local set B ⊂ X is a set of the form B = {η ∈ X : η(x) = 0 ∀x / ∈ Λ}, where Λ is a given finite subset of Z.
Corollary 2 . Let ϕ the RDS defined above and let B be the family of all the local subsets of X. Then the random set {0, σ + } is a B-random attractor for ϕ. Moreover, for each local configuration ξ =0 we have
Proof. The first assertion is an immediate consequence of Theorem 2. For the second, we have to prove that, for a local configuration ξ, the pull-back trajectory starting at ξ has exactly two limit points,0 and σ + (ω). We first observe that, for t > h > 0 fixed, the event {ϕ(h, θ −t ω)ξ =0} has a probability which is strictly positive and independent of t. Moreover, ϕ(h, θ −t ω)ξ =0 ⇒ ϕ(t, θ −t ω)ξ =0. Thus, by the fact that Poisson processes have independent increments and Borel-Cantelli Lemma , for P-almost all ω we can find a sequence {t n } n≥0 with t n ↑ +∞ and ϕ(t n , θ −tn ω)ξ =0 for all n ≥ 0. Therefore0 ∈ Ω {ξ} (ω). Now we want to show that σ + ∈ Ω {ξ} Palmost surely. By monotonicity, we can assume ξ = η 0 . Since (4.14) holds, the proof will be complete if we show that, for P-almost all ω, we can find a sequence {s n } n≥0 with s n ↑ +∞ such that ϕ(s n , θ −sn ω)ξ =0 for all n ≥ 0. If we write the condition above in terms of the dual RDSφ, then we have to show that the event φ(s n , ·)1 (0) = 1∀n ≥ 0 for some s n ↑ +∞ has probability 1. This is a well known fact which is proved in Theorem 2.27 of [Li2] in the general case X = {0, 1}
Z d (indeed in the case d = 1 admits a much simpler proof).
Remark 3 . Identity (4.15) shows that, for P-almost all ω, for any local configuration ξ and any V ⊂ Z finite, there exists a time T (ω) such that, for all t > T (ω), either ϕ(t, θ −t ω)ξ (x) = 0 ∀x ∈ V or ϕ(t, θ −t ω)ξ (x) = σ + (ω)(x) ∀x ∈ V , and this second possibility occurs for t arbitrarily large. Therefore any "finite portion" of σ + can be perfectly simulated in a finite random time starting from a local configuration and hence simulation involves only a finite number of updatings.
Remark 4 . The proof of Theorem 2 relies on relatively few properties of the Contact process, namely, (4.10), (4.12), (4.13) and (4.14). The crucial point is the proof of (4.10) and (4.12), that here relies on self-duality. It is not hard to exhibit non self-dual processes for which (4.13) and (4.14) hold. For example, we may consider the discretetime process defined as follows. In the lattice Z 2 and (x, n) ∈ Z 2 , consider the oriented bonds (x, n) → (x, n + 1), (x, n) → (x − 1, n + 1), (x, n) → (x + 1, n + 1). The bond (x, n) → (x, n + 1) is open with probability p ∈ (0, 1). If (x, n) → (x, n + 1) is closed, then also the other two bonds are closed. Conditionally to (x, n) → (x, n + 1) being open, then each one of the two bonds (x, n) → (x − 1, n + 1), (x, n) → (x + 1, n + 1) is open with probability q ∈ (0, 1), independently of each other. Bonds departing at different (x, n) behave independently. In this context, a path is a sequence of adjacent open bonds. We denote by ω a configuration of all such bonds. We may define a random dynamical system by ϕ(n, ω)ξ(x) = 1 if and only if there is a path from (y, 0) to (x, n). This process has supercritical behavior for p and q large enough, i.e. lim n→+∞ ϕ(n, θ −n ω)1 =0. This can be seen, for instance, by comparison with oriented percolation (see [Du] ). This process is not self-dual, but properties (4.10) and (4.12) can be proved directly, via a modified version of the Liggett Subadditive Ergodic Theorem (see [Li1] ). We refer to [Mi] for details. Thus, the conclusions of Theorem 2 and Corollary 2 hold also in this case.
Unfortunately, we are still not able to give a complete description of Ω X . The main problem is that in this case, since we are not restricted to local subsets of the state space, when we consider pull-back trajectories, we can change their starting point an infinite number of times. Below we show that the problem of describing Ω X for the Contact process can be reformulated in such a way that it becomes quite similar to what we saw in section 3 for random walk. In the proof of Proposition 5 it was crucial the (almost sure) coalescence of the two symmetric random walks Z 1 and Z 2 after a finite time. In Proposition 8, we show that a sufficient condition for having Ω X = {0, σ + } is the coalescence of the stochastic processes {l x t } t≥0 and {l y t } t≥0 (see below for the definition). We do not have good control of the joint law of these processes, so we have not succeeded in proving that coalescence occurs with probability one.
We shall use the following notations: if B is a subset of Z, η B ∈ X is the configuration given by η B (y) = 1 if y ∈ B and η B (y) = 0 if y / ∈ B (if B = {x} we use the abbreviate notation η x ). Then we let r Then we have Ω X (ω) = {0, σ + (ω)} P-a.s.
Proof. Clearly, if (4.16) holds, by symmetry it holds also forr x t andr y t and we can assume that this property holds true for all ω. For simplicity, we shall also suppose that for all ω we have lim t r x t (θ −t ω) = +∞ and lim t l x t (θ −t ω) = −∞ for each x ∈ Z. Let us fix ω and take ζ = ζ(ω) ∈ Ω X (ω). We shall prove that, if ζ =0, then ζ = σ + (ω). Since ζ ∈ Ω X (ω), from the definition of attractor it follows that there is a sequence of configurations {χ n } n≥0 and a sequence of times {t n } n≥0 , with lim n t n = +∞, such that lim n→+∞ ϕ(t n , θ −tn ω)χ n = ζ.
(4.17)
Now, if ζ =0, there is x ∈ Z such that ζ(x) = 1 and then lim n→+∞ ϕ(t n , θ −tn ω)χ n (x) = 1.
This means that there isn ≥ 0 such that, for n ≥n, we can always find a path from (y n , −t n ) to (x, 0) for some y n ∈ Z such that χ n (y n ) = 1. Now consider the sequence {η yn } n≥n : note that, for each n ≥n, ϕ(t n , θ −tn ω)η yn (x) = 1 and ξ yn ≤ χ n . Suppose that there exists a subsequence {y n k } k≥0 such that y n k = y for k ≥k. Then, since ϕ(t n k , θ −tn k ω)η yn k = ϕ(t n k , θ −tn k ω)η y =0 for all k ≥k from Theorem 2 it follows that lim k ϕ(t n k , θ −tn k ω)η yn k = σ + (ω). From this fact, the monotonicity of ϕ and (4.17) it follows that, if {y n } n≥0 has a constant subsequence, then ζ = σ + (ω). In the case where {y n } n≥0 does not have a constant subsequence, necessarily lim n |y n | = +∞. Suppose there is a subsequence {y n k } k≥0 such that lim k y n k = −∞ (if lim k y n k = +∞ we can use a symmetric argument). We begin by proving that ζ(z) = σ + (ω)(z) for each z ≤ x. Indeed, we know that, for each k big enough, there is a path γ 1 from
