By using the notion of J η -proximal mapping for a nonconvex, lower semicontinuous, η-subdifferentiable proper functional in reflexive Banach spaces, we introduce and study a class of generalized set-valued variational-like inclusions in Banach spaces and show their equivalences with a class of Wiener-Hopf equations. We propose two new iterative algorithms for the class of generalized set-valued variational-like inclusions. Furthermore, we prove the existence of solutions of the generalized set-valued variational-like inclusions and the convergence criteria of the two iterative algorithms for the generalized set-valued variational-like inclusions in reflexive Banach spaces. The results presented in this paper are new and are an extension of the corresponding results in this direction.
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Preliminaries
Let E be a real Banach space equipped with the norm · . Let ·, · denote the dual pair between E and its dual E * and let ∆ : E → 2 E * be the normalized duality mapping defined by
In the sequel, we will denote a selection of normalized duality mapping ∆ by j. It is well known that if E is smooth, then ∆ is single-valued and if E = H, a Hilbert space, then ∆ is an identity map. We recall the following definitions and results which are needed in the sequel.
We denote by CB(E) the family of all nonempty closed and bounded subsets of E; H(·,·) is the Hausdorff metric on CB(E) defined by

H(A,B)
Definition 2.1. Let A : E → CB(E * ) be a set-valued mapping, let J : E → E * and g : E → E be two single-valued mappings, and let η : E × E → E be a bifunction.
(i) A is said to be (λ − H)-Lipschitz continuous if there exists a constant λ > 0 such that H(Ax,Ay) ≤ λ x − y , ∀x, y ∈ E; (2.3) (ii) J is said to be α-strongly η-monotone if there exists a constant α > 0 such that
(iii) g is said to be k-strongly accretive if there exists a constant k > 0 such that
(iv) η is said to be α-strongly monotone if there exists a constant α > 0 such that 
where f * is called η-subgradient of φ at x. The set of all η-subgradients of φ at x is denoted by ∂ η φ(x). The mapping ∂ η φ : E → 2 E * defined by
Definition 2.3 [5] . A functional f : E × E → R ∪ {+∞} is said to be 0-diagonally quasiconcave (in short, 0-DQCV) in x if for any finite set {x 1 ,...,x n } ⊂ E and for any y = n i=1 λ i x i with λ i ≥ 0 and 
Lemma 2.6 [7] . Let D be a nonempty convex subset of a topology vector space and let f : 
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That is,
and so the J η -proximal mapping of φ is well defined. Furthermore,
In order to obtain our results, we also use the following lemma.
Lemma 2.8 [2] . Let E be a real Banach space and let ∆ : E → 2 E * be the normalized duality mapping. Then 
(2.14)
Special cases. (I) If G = I, the identity mapping, then problem (2.14) reduces to the following generalized nonlinear variational-like inclusion: find
which is to be a new one. 
15) is equivalent to the following generalized quasivariational-like inclusion problem: find
which is introduced and studied by Ding [4] . [5] :
We remark that for the appropriate and suitable choices of the mappings η, M, N, A, B, C, D, G, g, φ and the space E, one can obtain from problem (2.14) many known and new classes of generalized variational and quasivariational inequalities (inclusions) and complementarity problems, studied previously by many authors as special cases, see [2, 4, 5, 7, 12] and the references therein.
Wiener-Hopf equations and iterative algorithms
Related to problem (2.14), we consider the following Wiener-Hopf equation (in short, WHE):
where
, and I : E * → E * is the identity mapping.
Lemma 3.1. The following statements are equivalent:
, is a solution of problem (2.14); (ii) (x,u,v,w,z,s), where
, is a solution of the following equation: 3650 Generalized set-valued variational-like inclusions (iii) (t,x,u,v,w,z,s), where ρM(u,v) + ρN(w,z) .
Proof. It is obvious that (i) is equivalent to (ii) in view of the definition of J ∂ηφ ρ . Hence, we only need to prove that (i) is equivalent to (ii). In fact, let (x,u,v,w,z,s) be the solution of problem (2.14), then (3.2) holds. Using the fact that R ∂ηφ(·,s) ρ 5) which implies that
Conversely, let (t,x,u,v,w,z,s) be a solution of WHE (3.1). It follows that
From (3.2) and (3.7), we have
which means that (x,u,v,w,z,s) is the solution of problem (2.14). This completes the proof.
Based on Lemma 3.1, we can suggest the following iterative algorithms for problems (2.14) and (2.15), respectively. 
, by (3.4), we have
By g(E) = E, there exists a point x 1 ∈ E such that
continuing the above process inductively, we can define the following iterative sequences {t n }, {x n }, {u n }, {v n }, {w n }, {z n }, {s n } for solving problem (2.14) as follows:
(3.13)
(ii) t n+1 = J • g x n − ρM u n ,v n + ρN w n ,z n ; (3.14)
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for n ≥ 0, where ρ > 0 is a constant.
, compute the sequences {t n }, {x n }, {u n }, {v n }, {w n }, {z n } for solving problem (2.15) as follows:
(i) 18) where ρ > 0 is a constant and 0 < λ < 1 is a relaxation parameter.
Convergence
In this section, we prove the existence of solutions to problems (2.14) and (2.15) and convergence of Algorithms 3.2 and 3.3 in different methods. (2.14) .
Proof. By the Lipschitz continuity and k-strong accretivity of g, and by Lemma 2.7, we have
(4.4)
Then,
By Algorithm 3.2(ii) and (iii), (4.1), (λ G − H)-Lipschitz continuity of G, and Lemma 2.5, we have
(4.6)
Now we estimate t n+1 − t n 2 . Since M is λ M1 ,λ M2 -Lipschitz continuous in the first and second arguments, respectively, and N is λ N1 ,λ N2 -Lipschitz continuous in the first and second arguments, respectively, and using the Lipschitz continuity of A, B, C, D, G, J, g, 3654 Generalized set-valued variational-like inclusions and (4.2) and (4.3), we obtain that
It follows from (4.5)-(4.7) that
It is easy to see that α n → α as n → ∞. Since 0 < α < 1 by conditions (4.2) and (4.3), α n < (1 + α)/2 < 1 for sufficiently large n. It follows from (4.8) that {x n } is a Cauchy sequence and hence there is an x ∈ E such that x n → x ∈ E as n → ∞. By the Lipschitz continuity of A, B, C, D, G, it follows from Algorithm 3.2(i) that {u n }, {v n }, {w n }, {z n }, {s n } are also Cauchy sequences. Let u n → u, v n → v, w n → w, z n → z, s n → s as n → ∞. By Algorithm 3.2 (ii) and (iii), we get that
In view of Lipschitz continuity of g, J, M, N and (4.1), letting n → ∞, we have that
Next, we claim that u ∈ A(x). In fact,
In a similar way, we can also
From the above argument, we know that (x,t,u,v,w,z,s) satisfies WHE (3.1). It follows from Lemma 3.1 that (x,u,v,w,z,s) is a solution of problem (2.14) . This completes the proof. then the iterative sequences {t n }, {x n }, {u n }, {v n }, {w n }, {z n } generated by Algorithm 3.3 strongly converge to x, u, v, w, z, respectively, and (x,u,v,w,z) is a solution of problem (2.15) .
