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Abstract
Aims. We develop a helioseismic inversion algorithm that can be used to recover sub-surface vertical profiles of
2-dimensional supergranular flows from surface measurements of synthetic wave travel times.
Methods. We carry out seismic wave-propagation simulations through a 2-dimensional section of a flow profile
that resembles an averaged supergranule, and a starting model that has flows only at the surface. We assume that
the wave measurements are entirely without realization noise for the purpose of our test. We expand the vertical
profile of the supergranule stream function on a basis of B-splines. We iteratively update the B-spline coefficients
of the supergranule model to reduce the travel-times differences observed between the two simulations. We carry
out the exercise for four different vertical profiles peaking at different depths below the solar surface.
Results. We are able to accurately recover depth profiles of four supergranule models at depths up to 8− 10Mm
below the solar surface using f − p4 modes, under the assumption that there is no realization noise. We are able
to obtain the peak depth and the depth of the return flow for each model.
Conclusions. A basis-resolved inversion performs significantly better than one where the flow field is inverted for
at each point in the radial grid. This is an encouraging result and might act as a guide in developing more realistic
inversion strategies that can be applied to supergranular flows in the Sun.
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1. Introduction
Convective flows on the solar surface exhibit several
length scales (Nordlund et al., 2009). Small-scale gran-
ules (∼ 1Mm) are well studied and characterized.
The sub-surface profile and physics behind relatively
larger scale flows have eluded a convincing explanation.
Supergranules — believed to be overturning flows span-
ning 35 Mm horizontally on average (Hathaway et al.,
2000; Rieutord et al., 2008) — remain one of the fronts
where sub-surface imaging has had limited success.
Sketching a complete picture of a supergranule involves
understanding the nature and magnitude of upflows near
the cell center, downflows at the edges of the cell, hor-
izontally diverging flows from the center of the cell to-
wards the edge, as well as deeper return flows that might
be present. There are several techniques used to study
sub-surface flows (see Gizon et al., 2010, and references
therein), out of which we shall focus on time-distance
seismology (Duvall Jr. et al., 1993). This approach lets
us relate travel-time shifts of seismic waves in the sun
to surface and sub-surface velocities, thereby setting up
an inverse problem where measurements of wave travel-
times can be used to estimate flow fields in the so-
lar interior. Time-distance seismology has been widely
used to recover flows in the Sun (Duvall & Gizon, 2000;
Zhao & Kosovichev, 2003; Zhao, 2004; Jackiewicz et al.,
2008; Duvall & Hanasoge, 2012; Švanda, 2012), how-
ever when applied specifically to supergranules, the sub-
surface flow profiles have been hard to pin down.
Despite successful measurements of supergranu-
lar flows on the solar surface (Rieutord et al., 2008;
Duvall & Birch, 2010; Švanda et al., 2013), seismic stud-
ies have not been successful at consistently reproducing
the sub-surface profiles of supergranules. Duvall (1998)
used correlations between inverted surface and deeper
flows to determine the lower bound of the supergran-
ule pattern where the convective cell overturns, and ob-
tained a depth of 8Mm. Zhao & Kosovichev (2003) used
time-distance seismology to invert MDI data and inferred
that the depth of a supergranule was 15Mm. Braun et al.
(2004) applied phase-sensitive holography to MDI data
and concluded that detection of return flow below 10Mm
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would prove to be a significant challenge due to contami-
nation from neighboring supergranules. Woodard (2007)
used Fourier-space correlations in the observed wave
field, and found power to extend down to 6Mm below the
surface before noise took over; similar results were also
obtained by Braun et al. (2007) using helioseismic holog-
raphy and Jackiewicz et al. (2008) using time-distance
seismology. Using measurements of horizontal flow di-
vergences and vertical velocity obtained from Solar
Optical Telescope (SOT) on board the Hinode satel-
lite, Rieutord et al. (2010) estimated the vertical scale
height of supergranules to be 1Mm. Duvall & Hanasoge
(2012) used a ray-theoretic forward modeling approach
to fit center-annulus travel-time differences obtained us-
ing Gaussian models of vertical velocity to those ob-
tained from a kinematic model of an “averaged super-
granule” derived using Dopplergrams from Helioseismic
and Magnetic Imager (HMI: Schou et al., 2012) on-board
the Solar Dynamics Observatory (SDO) spacecraft. They
estimated that the depth corresponding to peak vertical
velocity to be 2.3± 0.9Mm, where the value signified by
± represents the width of the model. Additional evidence
for a shallow supergranule was obtained by Duvall et al.
(2014).
The prevalence of disparate values and the depen-
dence of results on the specific technique being used
calls for validation tests of seismic inversion algorithms.
Dombroski et al. (2013) tested regularized least square
inversions using helioseismic holography measurements
for a supergranulation-like flow, but found that the
inferred vertical flow has significant errors through-
out the computational domain. Švanda et al. (2011)
used subtractive optimally localized averages (SOLA)
(Jackiewicz et al., 2008) and were able to recover 3-
dimensional velocity fields from forward-modeled travel-
time maps generated from simulations of solar-like con-
vective flows. However Švanda (2015) showed that re-
constructed velocity fields do not produce wave travel
times that match the observed ones. DeGrave et al.
(2014) tried validating time-distance SOLA inversions
using realistic solar simulations, and found that they
could recover horizontal flows till 5Mm below the so-
lar surface, but were unable to infer vertical flows accu-
rately like Švanda et al. (2011). The authors attributed
this to differences in measurement and analysis tech-
niques. A different approach was tried by Hanasoge
(2014) and Bhattacharya & Hanasoge (2016), who used
full-waveform inversion (Tromp et al., 2010) to itera-
tively update a Cartesian 2-dimensional flow profile
to minimize travel-times misfit computed with respect
to a model similar to the average supergranule from
Duvall & Birch (2010). They found that seismic waves
in their simulations were primarily sensitive to flow up-
dates close to the solar surface, and inversions focused
on updating these layers at the expense of deeper layers.
This negative result — especially for a noise-free inver-
sion — was surprising in light of the previous studies
by Švanda et al. (2011) and DeGrave et al. (2014), and
urged one to probe deeper into the reasons behind this
mismatch.
In this work we follow an approach similar to
Bhattacharya & Hanasoge (2016), but ask an important
question — can we pose the problem differently to avoid
the interplay between the large number of parameters
being inverted for, and reduce the question to the funda-
mental one of seismic sensitivity to flows? The means by
which we approach the question is to consider the peda-
gogic exercise of inverting for a 2-dimensional section of
the averaged supergranule of Duvall & Hanasoge (2012),
using seismic waves that are are excited by sources lo-
cated at specific spatial locations. While the setup is not
directly comparable with solar observations, this serves
as a computationally efficient starting point to validate
full-waveform inversion applied to the Sun. We project
the supergranular flow model in a B-spline basis and
solve an optimization problem to obtain the spline coef-
ficients. We show that we are able to accurately recover
the vertical profile of the averaged supergranule down to
8 − 10Mm below the surface. This result might help to
guide the construction of improved inversion strategies
to study the subsurface profile of an averaged supergran-
ule in the Sun.
2. Supergranule model
We consider kinematic models of temporally station-
ary supergranules in Cartesian coordinates. The entire
analysis is two-dimensional primarily for computational
ease, although it provides us with an extra simplifica-
tion that would be absent in three dimensions — that of
a unidirectional stream function. We choose coordinates
x = (x, z), where z is a vertical coordinate that increases
in the direction opposite to gravity, and x denotes a hor-
izontal direction with periodic boundary conditions. We
set z = 0 at the solar surface, therefore negative values
of z indicate depths below and positive values indicate
heights above it.
A model of a supergranule can be described by
its velocity field v (x) that is embedded in a steady
solar background characterized by a one-dimensional
density profile ρ (z), sound-speed profile c (z), pressure
p (z), acceleration due to gravity g (z) = −g (z) ez .
The velocity profile of the supergranule is chosen to re-
semble a section through the averaged supergranule of
Duvall & Hanasoge (2012), differences arising because of
the computation being in Cartesian coordinates rather
than cylindrical.
We enforce mass-conservation
∇ · (ρv) = 0, (1)
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and derive the velocity field from a stream function
ψ (x) ey as
v =
1
ρ
∇× [ρcψey] . (2)
Our model for the supergranule stream function is
ψ (x) =
v0
c (z)
sign (x)
k
J1 (k |x|) exp
(
−
|x|
R
)
×
exp
(
−
(z − z0)
2
2σ2z
)
, (3)
where J1 is the Bessel function of order 1. The super-
granule stream function is zero at the cell center, peaks
at a certain distance away from the center before falling
to zero and reversing sign; the reversal in sign indicates a
transition in the vertical velocity from upflows to down-
flows. The model is highly simplified compared to su-
pergranules as observed on the solar surface, as it ig-
nores the impact of magnetic fields and other observed
anomalous characteristics such as wave-like nature asso-
ciated with supergranules (Gizon et al., 2003) and east-
west travel-time asymmetries (Langfellner et al., 2015).
We fix the horizontal length scales to R = 15Mm and
k = 2pi/ (30Mm), and use several combinations of pa-
rameters to characterize the vertical profile. These pa-
rameters are listed in Table 1.
The flow field that we obtain from this stream func-
tion is
vx = v0
sign (x)
k
J1 (k |x|) exp
(
−
|x|
R
)
×
(
(z − z0)
σ2z
−
ρ′ (z)
ρ (z)
)
exp
(
−
(z − z0)
2
2σ2z
)
, (4)
vz = v0
(
1
2
(J0 (k |x|)− J2 (k |x|))−
1
kR
J1 (k |x|)
)
× exp
(
−
|x|
R
)
exp
(
−
(z − z0)
2
2σ2z
)
. (5)
We list the magnitude of the peak and surface velocities
for these flow fields in Table 2. In subsequent analysis,
we shall refer to this velocity field with the superscript
“true”, ie. as vtrue, and similarly for its components, to
distinguish it from the flow velocity in the iteratively up-
dated flow model. We shall apply superscripts “true” and
“iter” to other parameters wherever necessary, indicating
which model they correspond to.
3. Inversion Setup
Waves in the Sun are driven near the solar surface by tur-
bulent convection associated with granules, with most of
the excitation taking place within 500 km of the photo-
sphere (Stein & Nordlund, 2001). Once generated, seis-
mic waves propagate under the restoring forces applied
Table 1. Stream-function parameters
Model z0 σ v0
[Mm] [Mm] [m/s]
SG1 −2.3 0.9 240
SG2 −4 1.6 270
SG3 −6 2.2 600
SG4 −8 2.8 700
by fluid pressure gradients and gravity. The wave dis-
placement ξ(x, t) evolves according to the equation
ρ∂2t ξ + 2ρv ·∇∂tξ = ∇
(
c2ρ∇ · ξ + ξ ·∇p
)
+g∇ · (ρξ) + S, (6)
where S represents sources that are exciting waves in the
Sun. In our simulation, we choose eight sources located
at different horizontal positions at a depth of 150 km be-
low the surface. The sources represent “master pixels”
(Tromp et al., 2010; Hanasoge et al., 2011), that is their
locations are chosen so that the emanating waves sample
the supergranule adequately. Each source fires indepen-
dent of the others, and produces waves that illuminate
slightly different regions in the Sun. For both the true
supergranule and the iterated one, therefore, we have
eight different simulations that are computed in parallel,
each of which runs for 4 hours in solar time. The simula-
tion box spans 800Mm horizontally over 512 pixels, and
extending from 137Mm below the surface to 1.18Mm
above it vertically, resolved using 300 pixels spaced uni-
formly in acoustic distance. We place perfectly matched
layers along the vertical boundaries to absorb waves ef-
fectively.
We use the seismic wave propagation code SPARC
(Hanasoge & Duvall, 2007) to solve the wave equa-
tion in a convectively stabilized version of Model S
(Christensen-Dalsgaard et al., 1996). The model is one-
dimensional and satisfies hydrostatic balance, and is sta-
bilized by patching an isothermal layer to Model S above
0.98R⊙ (Hanasoge et al., 2006). The code SPARC com-
putes seismic wave fields by solving Equation (6) in the
time domain using a low-dispersion and low-dissipation
five-stage Runge-Kutta time-stepping scheme (Hu et al.,
1996). Spatial derivatives are computed using a sixth-
order compact finite-difference scheme (Lele, 1992) in
the vertical direction, and using Fourier decomposition
in the horizontal direction.
We apply ridge-filters to study the propagation of
wavepackets corresponding to individual radial orders.
The ideal filtering technique has been a subject of some
debate: it was found by Švanda (2013) that inversions
using a ridge-filtered approach produces results consis-
tent with one using a phase-speed filtered approach,
while DeGrave et al. (2014) found that inversions using
ridge-filtered travel times do not compare favorably with
3
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Table 2. Peak velocities, surface velocities and depths for the four models considered.
Model Max vx Max vx at surface vx peak depth Max vz Max vz at surface vz peak depth
[m/s] [m/s] [Mm] [m/s] [m/s] [Mm]
SG1 601 222 1.4 111 5 2.3
SG2 390 245 2.7 128 6 3.9
SG3 614 293 4.2 284 7 6.1
SG4 539 228 5.2 333 6 8.1
Table 3. Source-receiver distances
Radial Order Receiver Distance
[Mm]
f 12− 100
p1 12− 120
p2 12− 150
p3 12− 200
p4 12− 250
phase-speed-filtered ones, however we do not address
this issue in the present work. Following Jackiewicz et al.
(2008), we filter the data by multiplying the wave spec-
trum by a function of the form Fn (ν, k), where ν repre-
sents temporal frequency, k represents spatial frequency
and n represents the radial order. The filter function is
constructed by separating modes corresponding to dif-
ferent radial orders using fourth-order polynomials of k.
For each radial order, the spectral area enclosed between
two such polynomials νlow (k) and νhigh (k) is entirely
included. We list the polynomials used for each radial
order in Table 3. The selected temporal-frequency band
at each pixel in k is terminated with a quarter of a co-
sine function over two pixels on both the high and low
edges to ensure a smooth fall-off. Additionally low tem-
poral frequency modes below 1.1mHz are filtered out to
remove contributions from weak g−modes that arise as
an artifact of the convectively stabilized background.
We choose a group of pixels 200 km above the sur-
face and mark them as receivers. We list the horizontal
locations of receivers for various radial orders in Table
3. The wide range of receiver locations combines both
short and large-distance measurements, thereby utiliz-
ing waves that probe various depths beneath the solar
surface. We record filtered waveforms with time for f ,
p1, p2 and p3 ridges at each receiver pixel for each sim-
ulation, and for the p4 ridge as well for the case of SG4.
An example of a spectrum along with a filter to extract
waves corresponding to the radial order p2, as well as
measured travel-times at receivers for the model SG2 is
depicted in Fig 1. We define the travel-time misfit
χ =
1
2
∑
s
∑
ridge
∑
r
(
τ trues,r,ridge − τ
iter
s,r,ridge
)2
, (7)
where τ trues,r,ridge refers to the waves emanating from the
source s whose ridge-filtered travel-time is measured at
the r-th receiver in presence of the true supergranule,
τ iters,r,ridge is the travel-time measured in presence of the
iterated model for the same source-receiver locations
and the same filter, and the sum extends over source-
receiver pairs as well as different radial orders. We com-
pute travel-times in a manner similar to Gizon & Birch
(2002), we describe the technique in detail in Appendix
A.
Non-linear iterative time-distance inversions, as for-
mulated in the context of helioseismology by Hanasoge
(2014), revolves around reducing the misfit defined in
Equation (7) by sequentially improving a model of
the supergranule. The scheme proceeds by relating the
travel-time misfit to an update in the supergranule
stream function through an integral relation as
δχ =
∫
⊙
dxKψ (x) δψ (x) , (8)
where Kψ (x) is the kernel whose value at any spatial
point indicates sensitivity of wave travel-times to local
updates δψ (x) in the supergranule model. We use the
adjoint source technique (Hanasoge et al., 2011) to com-
pute the finite-frequency kernel Kψ (x). The steps in-
volved in computing this kernel have been detailed in
Hanasoge (2014) and Bhattacharya & Hanasoge (2016).
3.1. Basis-resolved Inversion
Previous attempts at inversions by Hanasoge (2014) and
Bhattacharya & Hanasoge (2016) have focused on solv-
ing for the stream function at each spatial location. The
number of parameters being inverted for was equal to
the number of spatial grid points, ie. for a 512×300 grid
we would have had 153600 parameters. One of the ques-
tions we ask in this paper is whether the large size of the
parameter space had kept the previous attempts from
converging to the correct model. To answer this ques-
tion, we pose the inverse problem differently and make
the following assumptions:
4
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Figure 1. Left panel: Wave spectrum overlain with the function used to filter waves corresponding to the radial order
p2. Middle and right panels: Travel-time shifts between waves in the starting and true flow models for supergranule
SG2, computed at all receivers for different radial orders. The horizontal location of the source is marked by the
dashed vertical line. The horizontal flow field of the supergranule is indicated by the colored patch in the background,
where red indicates outflows away from the cell center, and blue indicates inflows towards the cell center.
1. The supergranule stream function is separable in x
and z. This assumption is made keeping in mind that
we are primarily interested in the depth of supergran-
ules.
2. The value of the stream function at the surface and
above is known. The justification is that the lay-
ers at and above the surface are directly observed,
and hence the flow velocities measured. (Gizon et al.,
2000; Rieutord et al., 2008; Duvall & Birch, 2010)
A consequence is that the horizontal profile of the stream
function is assumed to be known everywhere, and we
only solve for its vertical profile. We express the stream
function as
ψiter (x) = f (x) giter (z) , (9)
where f (x) is entirely determined, and giter (z) is known
for z > 0. We represent the true model for the stream
function from Equation (3) in a similar manner as
ψtrue(x) = f(x)gtrue(z), where gtrue(z) is the function
that we seek to recover through the inversion.
We reduce the parameter space further by expanding
the vertical profile of ψtrue(x) in a basis of B-splines and
inverting for the coefficients close to the surface. We ex-
pand the vertical profile gtrue (z) in a basis of quadratic
B-splines with a given set of knots {t} as
gtrue (z) ≈
N−1∑
i=0
βtruei Bi (z; t, k = 2) , (10)
where βi represent the B-spline coefficients, and k = 2 in-
dicates quadratic splines. The B-splines are ordered such
that the index i = 0 corresponds to the B-spline function
that peaks the deepest, while the index i = N − 1 corre-
sponds to the one that peaks close to the upper boundary
of our computational domain. The approximate equal-
ity is to be understood as the best fit in a least-square
sense, since we choose a set of smoothing splines instead
of interpolating ones. We describe the spline expansion
in detail in Appendix B. We would like to point out that
such an approach is applicable only to an ensemble av-
eraged model of a supergranule, where the flow profile is
expected to be smooth and representable using relatively
few splines.
We split the coefficients into two groups — those
above the surface and those below the surface. Assuming
that the coefficient with index m corresponds to the B-
spline function that peaks at the solar surface, we rewrite
Equation (10) as
gtrue (z) ≈
m−1∑
i=0
βtruei Bi (z; t, k = 2)
+
N−1∑
i=m
βtruei Bi (z; t, k = 2)
=
m−1∑
i=0
βtruei Bi (z; t, k = 2) + g
surf (z) . (11)
We choose the surface profile gsurf (z) and use Equation
(9) to obtain the starting model of our supergranule, ie
ψstart(x) = f (x) gsurf (z) . (12)
The starting flow profile in our inversion is the same as
the true flow above the surface, and falls to zero contin-
uously just below. We can represent the vertical profile
of the starting supergranule stream function in a basis of
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splines by setting the coefficients of B-splines below the
surface to zero, ie.
gsurf (z) =
N−1∑
i=0
βstarti Bi (z; t, k = 2) , (13)
βstarti =
{
0 i < m
βtruei i ≥ m
. (14)
This is the model that we shall iteratively up-
date, therefore at the first step of the inversion we set
ψiter = ψstart, or equivalently βiteri = β
start
i ∀i. This
choice is different from that made by Hanasoge (2014)
and Bhattacharya & Hanasoge (2016), where the start-
ing model had no flows. Note that we use the same set
of knots {t} to represent the inverted model as the ones
that we had used to expand gtrue(z) in Equation (10).
The inversion is carried out to obtain the spline coeffi-
cients {βiteri } that lie below the solar surface.
We substitute the spline expansion of the iterated
stream function in Equation (8) to obtain kernels in
spline space as
δχ =
m−1∑
i=0
[∫
⊙
dxKψ (x) f (x)Bi (z; t, k = 2)
]
δβiteri
=
m−1∑
i=0
Ki δβ
iter
i . (15)
The discrete kernels Ki indicate the sensitivity of travel-
times to individual B-spline coefficients. We use the
Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS,
Nocedal & Wright, 2006) to iteratively update our model
of the supergranule flow profile and reduce the travel-
time misfit.
3.2. Regularization
The simulated spectrum (left panel in Figure 1) features
discernible modal ridges from f to p6, out of which we
use ridges up to p4 for our study. Restricting ourselves to
a small set of modes imposes a limit on the depth until
which we can infer flows, beyond this waves have limited
sensitivity to flows. We therefore compute the knots re-
quired for the basis expansion in Equation (10) with a
lower cutoff imposed. The depth of the cutoff is governed
by the modes used in the inversion for each model, but
it is chosen to be deep enough to ensure that the entire
flow profile is contained within the spatial range.
We can estimate the depths that seismic waves probe
by computing the asymptotic lower turning point (Giles,
2000). The turning-point for a wave that has the maxi-
mum power in the p3 ridge — corresponding to kxR⊙ =
533 and temporal frequency ν = 4.5mHz in the sim-
ulation — is 9Mm. We therefore expect inferences us-
ing radial orders f − p3 to be accurate down to this
depth. This also indicates that waves from the p4 and
higher radial orders might be necessary to infer flows
deeper down. The value of lower cutoff and number
of spline coefficients used for each model is listed in
Table B.1 in Appendix B. We ensure that the iterated
flow model falls smoothly to zero at the lower cutoff
by multiplying the ith B-spline coefficient by a factor
of 1/(1 + exp(−(i − i2)/0.2)), where i2 is the index of
the coefficient that lies 2 Mm above the lower cutoff. For
models SG1, SG2 and SG3 we obtain i2 = 1, indicating
that the two deepest coefficients (i = 0 and i = 1) are
suppressed by factors of 150 and 2 respectively, whereas
for SG4 we obtain i2 = 0, indicating that the value of
the deepest coefficient (i = 0) is reduced by a factor of
2.
Previous analysis by Bhattacharya & Hanasoge
(2016) had used spatial smoothing to reduce high
spatial-frequency variation in the numerically computed
sensitivity kernel. This is not strictly necessary in our
approach, and we found minor differences by including
smoothing.
4. Results and discussion
The “inversion” in our analysis is a series of forward simu-
lations, followed by optimization in the parameter space
of the flow. Each stage in the iterative optimization pro-
ceeds by reducing the travel-time misfit in Equation (7).
We plot the travel-time for different radial orders for the
model SG2 in Figure 1. We compare the travel-time shift
with the horizontal flow that is indicated by the colored
patch. The travel-time shift is a measure how much the
waveform in the starting model is delayed with respect
to that in the true model, negative values indicating that
the wavepacket in the starting model arrives earlier at a
receiver in relation to the true model.
Each model is updated by iteratively reducing the
travel-time misfit using Equation (8). In solar travel-time
measurements, error bars arising form realization noise
provide a natural stopping point for iterations; in the
absence of noise we iterate until the relative change in
travel-misfit falls below 0.1%. We quantify the efficacy
of the inversion by defining model misfits for the stream
function and the components of the flow. The flow veloc-
ities are related to derivatives of stream function through
Equation (2), so the misfit in components of flow, when
computed at each depth depth, differs from that for the
stream function. The misfit κ for each parameter is de-
fined as the normalized square of the difference between
true and iterated models evaluated as a function of depth
by averaging over the horizontal direction x, ie. for the
stream function ψ we obtain
κ [ψ] (z) =
∫
dx
(
ψtrue (x, z)− ψiter (x, z)
)2∫
dxψtrue (x, z = argmax gtrue (z))2
, (16)
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Figure 2. True and inverted flow velocity for SG2 from Table 1, with data and model misfits. The panels are —
top left: true vx, top center: inverted vx, top right: misfit in vx as a function of depth (Equation 18), middle left:
true vz, middle center: inverted vz , middle right: misfit in vz as a function of depth (Equation 19), bottom left:
data misfit from Equation (7), bottom center: model misfit from Equation (20) for the stream function ψ and the
two components of velocity. We see that the inverted flow matches the true flow reasonably well, with the vertical
profiles differing by less than 0.5%.
where the horizontal integral in the denominator is eval-
uated at the depth where the true model reaches its peak.
This ensures that the maximum misfit for the starting
model is normalized to one. The notation here indicates
that the misfit κ is computed for the parameter in square
brackets, and is evaluated as a function of vertical layer
z. Using the separability condition in Equation (9), we
can express κ [ψ] in term of the vertical profile g (z) as
κ [ψ] (z) =
(
gtrue (z)− giter (z)
)2
[max gtrue (z)]
2 . (17)
We define analogous misfit functions for the two compo-
nents of flow velocity, the expressions being
κ [vx] (z) =
[
1
ρ
∂z
(
ρc
(
gtrue (z)− giter (z)
))]2
[
max
(
1
ρ
∂z (ρc gtrue (z))
)]2 . (18)
κ [vz ] (z) =
c2
(
gtrue (z)− giter (z)
)2
[max (c gtrue (z))]
2 . (19)
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Figure 3. True and inverted profiles for the four supergranule Gaussian profiles from Table 1. Each row corresponds
to one model, with the left panel representing the B-spline coefficients, the middle panel showing the vertical profile
of the stream function, and the rightmost panel depicting the vertical profile of the horizontal component of the flow
velocity. The profile of vertical flow is not plotted, but is similar to the stream function. In the leftmost panel for
each row, bars represent B-spline coefficients for the true stream function, white squares represent spline coefficients
above the surface — these are clamped to the value in the true model — while black circles represent coefficients
for the inverted solution. In the middle and right panels of each row, gray solid lines represents vertical profiles
of the true models, and black circles denote the profile for the inversion result. We find that stream functions are
reasonably well matched down to a depth of 10Mm from the surface, as expected for an inversion using f − p3
modes. The magnitude of horizontal return flow, however, is captured correctly only the relatively shallower models
SG1 and SG2.
Alongside studying misfit as a function of depth, we
consider the normalized L2 norm of differences between
true and iterated models integrated over the entire space,
defined as
κL2 [ψ] (z) =
∫
dz
(
gtrue (z)− giter (z)
)2∫
dz (gtrue (z)− gstart (z))2
, (20)
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Figure 4. Left: Peak depths of the inverted stream function versus that of the true model, for each of the different
supergranules from Table 1. The dotted line indicates the ideal recovered peak depth, ie. that of the true model.
Right: Reversal depths of vx in the inverted models against those in the true ones. The depth of reversal is one
indicator of the vertical extent of a supergranule (Duvall, 1998).
to gain insight into the degree of improvement to the
model after each iteration. We compare the inverted flow
velocity field with the profile of the model SG2 in Figure
2, and analyze the model misfit. We find that the inver-
sion result matches the true model reasonably well, with
the stream function misfit κL2 [ψ] being around 0.01%
after the final iteration.
We plot the inverted vertical profiles of all the models
in Figure 3. One question we ask in this paper is whether
seismic waves can estimate the depth of supergranules.
We plot the expected and inferred peak depths for each
model in Figure 4. We find that we recover the peak
depths accurately for all the models. It is encouraging to
note that we are able to extract Gaussian profiles up to a
depth of 8−10Mm, that is beyond the 6Mm limit found
by previous seismic inferences in the presence of realiza-
tion noise (Braun et al., 2007; Woodard, 2007). We were
however unable to retrieve the profile for a deeper model
with a peak depth of 14Mm with f −p4 modes. It might
be interesting to see if the introduction of higher pmodes
makes a difference.
Aside from peak depth, another important parame-
ter that is used to estimate supergranules depth is the
layer at which the horizontal flow reverses direction. All
the models that we study have a reversal in vx, keeping
with the assumption of a steady convective cell. We com-
pare the true and inferred reversal depths in Figure 4.
We find that the inversion reproduces comparable values,
although the exact profile of the return flow is not ac-
curately captured. Whether the reversal actually takes
place is subject to debate, since it is not detected in
the study by Woodard (2007) and suggested to be spu-
rious by Švanda (2013); DeGrave et al. (2014). Our re-
sults seem to indicate that the depth would be captured
correctly for shallow models if the flow does reverse, pro-
vided the inference is not limited by noise.
In this work we have used iterative forward model-
ing to obtain the best-fit flow model given travel-time
measurements at the solar surface. This approach is in-
herently non-linear, as it requires re-computing the sen-
sitivity kernel after each iteration. From Figure 2, we see
that a substantial drop in model misfit takes place in the
first few iterations. This makes it interesting to compare
this approach with a linear inversion; given the small
parameter space, it might be possible to pinpoint the
differences in the inverted flow arising from the two ap-
proaches. We have also not considered any noise associ-
ated with travel-time measurements, so this analysis can
not be directly applied to solar measurements. It would
be interesting to study the extent to which the inferences
are affected in presence of noise, and develop a slightly
modified technique that accounts for realistic nose co-
variance matrices (Gizon & Birch, 2004; Švanda et al.,
2011). It was also pointed out by DeGrave et al. (2014)
that validation tests with frozen non-magnetic flow fields
might be too idealized a scenario compared to studying a
Doppler time-series obtained from the Sun. Therefore an
extension of this work to flows present in realistic solar
simulations might be in order.
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Appendix A: Travel-time measurements
We measure travel-time shifts by minimizing the squared
difference between wave displacements in the true and
starting supergranule simulations. Given wave displace-
ments ξtrue and ξiter recorded at a receiver at xr and
filtered to obtain the wavepacket corresponding to a spe-
cific radial order, we define a misfit
η (xr, τ) =
∫
dtw (xr, t)×(
ξiter (xr, t)− ξ
true (xr, t− τ)
)2
(A.1)
where w (xr, t) is a window function that encloses the
wavepackets and isolates them from artifacts that might
arise from spatio-temporal periodicity assumed in the
simulation. Specifically, we choose the functional form of
w (xr, t) to be a box function, that is one over the range
of the wavepacket and zero outside. We plot one exam-
ple of a measured wavepacket and window function in
Figure A.1 (left panel). The travel-time shift is defined
as the value of τ that minimizes η (xr, τ) (Gizon & Birch,
2002, 2004). For band-limited waveforms sampled be-
yond twice their Nyquist frequency, this can be com-
puted by equating the temporal derivative of η (xr, τ)
to zero and solving for τ . Expanding η in terms of the
time-shift τ , suppressing the explicit dependence on the
coordinates xr and t, representing the order of deriva-
tive using superscripts in parentheses and referring to
ξtrue (xr, t)− ξ
iter (xr, t) as δξ, we obtain
η (xr, τ) =
∫
dtw (xr, t) (δξ)
2
− τ
∫
dtw (xr, t) 2δξ ξ
true(1)
+ τ2
∫
dtw (xr, t)
(
δξ ξtrue(2) +
(
ξtrue(1)
)2)
+O
(
τ3
)
. (A.2)
Retaining terms till quadratic order and solving
∂τη (xr, τ) = 0 leads to a travel-time shift given by
δτ (xr) =
∫
dtw (xr, t) ξ
true(1) δξ∫
dtw (xr, t)
(
δξ ξtrue(2) +
(
ξtrue(1)
)2)
≈
∫
dt
[
w (xr, t) ξ
true(1)∫
dt′ w (xr, t′)
(
ξtrue(1)
)2
]
δξ. (A.3)
Equation (A.3) is in the form of travel-time shift defined
by Gizon & Birch (2002), where the shift δτ is linear in
the displacement difference δξ. The linear dependence
of travel-time shifts on δξ is important for consistent
computation of sensitivity kernels in the first Born ap-
proximation. At high flow velocities, however, it is pos-
sible that this linear relationship fails to remain a good
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approximation (Jackiewicz et al., 2007; DeGrave et al.,
2014). For seismic waves with frequency ω, the deviation
from linearity will be noticeable if the measured travel-
time shift δτ satisfies |ω δτ | ≪ 1. We have carried out
validation tests for by artificially time-shifting a simu-
lated wave field by a typical value measured at surface for
each supergranule model, and trying to recover the shift
from the series expansion of η (xr, τ) truncated at vari-
ous orders in τ . We plot the result of one such validation
test in Figure A.1 (right panel). We find that travel-times
computed using the linear approximation for the various
supergranule models are within 5% of the expected value,
the accuracy of the estimate improving with an increase
in degree of the truncation. Note that this is the error
in travel-time measurement at the first iteration in our
inversion. Subsequent iterations improve the flow model
and lead to a significant decrease in δτ , consequently the
error in measuring travel-time shifts is also reduced. This
ensures that the inverted flow is not affected by the error
in measured travel time for the starting model. It might
be necessary to take this error into consideration for a
linear inversion.
Appendix B: Spline expansion
We expand the supergranule model from Equation (3)
in a basis of B-splines following Equation (10) to obtain
a set of coefficients that we invert for. The first step to
this expansion is to obtain a set of knots that govern the
B-splines. The choice of knots might be important for
the inversion to succeed, however further study needs to
be carried out to establish this. We choose knots by ap-
plying the Dierckx algorithm (Dierckx, 1993) to the true
supergranule, but alternate choices of knots derived from
an independent, vertically stratified parameter such as
sound-speed may also be used. The knots and coefficients
are computed using the “scipy.interpolate” package of the
python programming language, that internally calls the
Fortran library FITPACK. The module computes the
spline fit by evaluating an optimal set of knots and coef-
ficients, ensuring that the squared L2 norm of the differ-
ence between the data being fit and the spline approxi-
mant falls below a specified smoothing factor. Reducing
the value of this factor improves the fit; this is achieved
by updating the set of knots followed by reevaluating
the expansion coefficients. We carry out our inversion in
a space spanned by the spline coefficients, therefore the
specific choice of a approximant is a tradeoff between the
quality of fit and the number of parameters used to ob-
tain the fit. This is why we choose smoothing splines over
interpolating ones, since the latter involves a similar fit
evaluated without any smoothing and produces a set of
knots similar in size to the number of grid points, while
the former can be tuned to significantly trim down the
size of this set. We select the smoothing factor through
experimentation to obtain an accurate representation of
the stream function in the B-spline basis while restrain-
ing the number of coefficients to around 10. We list the
smoothing parameters and knots for each of the supe-
granule models in Table B.1. We decide upon quadratic
splines as a compromise between a cubic-spline fit that
is more oscillatory and a linear-spline fit that is not as
smooth and results in a larger parameter space.
We plot the functional form of the B-spline functions
for model SG2 in Figure B.1 (left panel). We plot the
functional form of the supergranule from Equation (10)
as well as the spline approximation to it in Figure B.1
(middle panel), and we plot the error in the approxima-
tion in the right panel. We find that smoothing splines
are a reasonably good representation of this supergranule
model beneath the solar surface.
11
Bhattacharya et al.: Parametrized inversion strategy to obtain supergranular flows
0 40 80 120 160
Time [min]
−0.5
0.0
0.5
W
av
e 
di
sp
la
ce
m
en
t
[a
rb
itr
ar
y 
un
its
]
×10−3
SG1 SG2 SG3 SG4
Supergranule m del
-2.5%
0.0%
2.5%
5.0%
7.5%
Re
la
tiv
e 
er
ro
r i
n
tra
ve
l-t
im
e 
es
tim
at
e
f p1
Deg 4 Deg 3 Deg 2
Figure A.1. Left: One example of an f−mode wavepacket measured at a receiver located at xr = 30Mm for the
supergranule SG1. The extent of the window function w (xr, t) is denoted by vertical dashed lines. Right: Relative
error in estimated travel-time shifts using wavepackets corresponding to radial orders f and p1 (indicated by different
colors) as a function of different degree of truncation of Equation (A.2) (indicated by different symbols), for different
supergranule models. Truncating Equation (A.2) to quadratic order results in a linear relation between travel-time
shift δτ and wave displacement ξiter, this is plotted with diamonds.
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Figure B.1. Left: B-spline functions used in the expansion of the supergranule model SG2. Specific choice of knots
might be important for the inversion to converge to the correct model. Density of knots with depth is reflective of
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Right: Error in the spline approximation with depth. We see that the smoothing spline approximation is fairly
representative of the form of the vertical profile of the supergranule stream function.
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Table B.1. B-spline parameters used in the inversion
Model
Depth of
lower cutoff
Smoothing
parameter
Number of
coefficients Knots
[Mm] [Mm2] [Mm]
SG1 10 3.6× 10−5 9
-10.0, -10.0, -10.0, -6.9, -4.5, -3.5, -2.7, -1.3, 0.2,
1.2, 1.2, 1.2
SG2 15 7.3× 10−6 14
-14.9, -14.9, -14.9, -10.5, -8.5, -7.1, -5.5, -4.2, -3.1,
-2.2, -1.4, -0.8, -0.3, -0.0, 1.2, 1.2, 1.2
SG3 15 2.8× 10−4 13
-14.9, -14.9, -14.9, -12.6, -10.5, -8.5, -7.1, -4.2, -3.1,
-2.2, -0.8, -0.3, -0.0, 1.2, 1.2, 1.2
SG4 30 1.6× 10−5 15
-29.7, -29.7, -29.7, -20.9, -17.4, -14.3, -11.5, -10.2,
-9.0, -6.9, -5.0, -2.1, -0.5, -0.0, 0.4, 1.2, 1.2, 1.2
13
