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Bilayer graphene represents an attractive two-dimensional electron system for 
electron physics and potential device applications.  In this dissertation, we present a 
comprehensive experimental study of electron transport in bilayer graphene, and its 
heterostructures.  Using double bilayer graphene heterostructures, separated by a 
hexagonal boron nitride dielectric, we map the chemical potential in the bottom bilayer 
employing the top bilayer as a resistively detected Kelvin probe.  The measured 
chemical potential-density dependence at zero magnetic field shows signatures of 
electron-electron interactions, along with electron-hole asymmetry.  We provide an in-
depth investigation of quantum Hall (QH) ferromagnetism in bilayer graphene, revealing 
new QH phases at filling factors ν = 0 and ν = ±2, predicted to possess coherent Landau 
level superpositions, spin-to-valley polarized transitions, as well as interaction-driven 
negative compressibility.  We also study the interactions between the two bilayers, 
where the interlayer spacing is smaller than the intra-layer particle spacing by probing 
frictional drag, a phenomenon in which charge current flowing in one (drive) layer 
induces a voltage drop in the opposite (drag) layer.  At temperatures (T) lower than 10 
 viii 
K, we observe a large anomalous negative drag near the drag layer charge neutrality, 
which increases dramatically with reducing T, strikingly becoming comparable to the 
layer resistivity at the lowest T = 1.5 K.  A comparison of the drag resistivity and the 
drag layer Peltier coefficient suggests a thermoelectric origin of the drag. 
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Mono- and bilayer graphene are interesting two-dimensional electron systems for 
the study of various quantum transport phenomena [2], and potential device 
applications  [3].  The differences in electronic structure and chirality between mono- 
and bilayer graphene [2] translate into the differences in fundamental physical properties.  
In particular, Bernal stacked bilayer graphene possesses a band gap and energy-
momentum dispersion, which can be tuned by an applied transverse electric field  [4–7], 
a feature renders the bilayer graphene attractive for both electronic and optoelectronic 
applications.  
In a perpendicular magnetic field, bilayer graphene shows quantum Hall states 
(QHSs) at integer filling factors (ν) multiple of four because of spin and valley 
degeneracy, along with additional twofold orbital degeneracy, N = 0 and N = 1, at zero 
energy  [4–7], which provides the richer QH phases in bilayer graphene.  In the 
presence of Zeeman effect, interlayer bias, and electron-electron interactions, the eight-
fold (four-fold) degeneracy for N = 0, 1 (N ≥ 2) Landau levels (LLs) can be fully or 
partially lifted, leading to symmetry broken QHSs at integer fillings [1,7,8].  The 
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competition between spin splitting and valley splitting, with the corrections by electron 
interactions can result in a variety of unique, and complex QH phases  [1,8,9].   
Graphene is also a good candidate to search for the electron-hole paired correlated 
states [10–12].  Distinct from fermionic electrons and holes, closely bound electron-hole 
pairs (indirect excitons) are bosons, which can condensate into a single quantum coherent 
electronic state [13].  Excitons are however prone to recombine, which leads to a short 
lifetime.  To artificially pull apart the electrons and holes, two parallel electron and hole 
two-dimensional systems have been proposed.  Depending on the thickness and the type 
of interlayer material, electrons in one layer can strongly interact with the holes in the 
opposite layer [13], and they are predicted to form strongly bound neutral excitons.  
Under such conditions, the electron-hole pairs in a quantum coherent state move both 
layers equally without dissipation.  This has been experimentally observed at total 
filling factor νT = 1such that each layer has one half-filled LL in a magnetic field [14,15].  
However, despite the long-time theoretical and experimental efforts, it seems very 
challenging to observe the exciton condensation in equilibrium at zero magnetic field, or 
at different total filling in a high magnetic field.  A recent theoretical study suggests that 
double bilayer graphene heterostructures as a candidate for the high-temperature exciton 
condensates [11,16], albeit the results remain under debate [17].   
In this dissertation, we start with the derivation of the electronic band structure of 
mono- and bilayer graphene, and then focus on electron transport in double bilayer 
graphene heterostructures, consisting of two Bernal stacked bilayer graphene flakes 
separated by a hexagonal boron nitride dielectric.  By using the top bilayer as a 
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resistively detected Kelvin probe, we precisely map the chemical potential (Fermi 
energy) in the opposite (bottom) bilayer as a function of density and magnetic field [18].  
Thermodynamic measurements of the chemical potential or the density of states are 
fundamental to understand the electronic and optical properties in bilayer graphene [19–
22].  The chemical potential dependence on filling factor in high magnetic fields 
provides a direct measurement of the orbital LL energies, as well as the gaps of broken 
symmetry integer QHSs [18].  We also investigate the interactions between the two 
bilayers, where the interlayer spacing is smaller than the intra-layer particle spacing by 
probing frictional drag, a phenomenon in which charge current flowing in one (drive) 
layer induces a voltage drop (drag voltage) in the opposite (drag) layer.  Despite we do 
not observe the signature of electron-hole pairs, this dissertation presents a strongly 
interacting regime at low temperatures, where the drag resistivity reaches comparable to 
layer resistivity, and discusses about thermoelectric contributions in the drag in our 






1.2 Atomic Structure of Graphene 
The atomic structure of monolayer graphene is described by a honeycomb lattice 
as presented in Fig. 1.1(a)  [2], where the A and B represent the inequivalent atomic sub-
lattices.  In this regard, bilayer graphene consist of two layers of monolayer graphene as 
in Fig. 1.1(b) [5], the Ã and B̃ are the inequivalent atomic sites of the second layer.  
The two honeycomb lattices are stacked for the Ã and B (solid circle in Fig. 1.1(b)) to 





Figure 1.1: (a) Schematic of monolayer graphene.  (b) Bilayer graphene containing 
four atoms in a unit cell: The representative A (white circle), B̃ (hashed), 
and Ã-B dimer (solid) are marked.  Solid (dashed) lines indicate atomic 
bonds in the bottom (top) layer.  a is the lattice constant.  The figures are 




1.3 Tight-binding Description of Monolayer Graphene 
Here, we derive energy (E) vs. wave-vector (k) relation in monolayer graphene 
using tight-binding approximation [23–27].  Block functions associated with the A and 









,     (1.1) 
, where Ri is the hexagonal lattice vector corresponding to the atomic sub-lattice i, which 
is either A or B, and φ
i
 is the atomic π orbital at an atom in the sub-lattice i.  The Eigen 
wave function ψ in monolayer graphene then can be modeled by a linear combination  
 = CAΦA + CBΦB,     (1.2) 
Ci is the electronic amplitude of the Block function for the basis i, and the Eigen energy 















;     (1.3) 
Ĥ is Hamiltonian operator, Hij = <Φi|Ĥ|Φj>, and Sij = <Φi|Φj>.  Minimizing the energy 
with respect to Ci
* provides 




) is transfer integral matrix, S = (
SAA SAB
SBA SBB
) is overlap integral 
matrix, and C = (
CA
CB














(r− Ri)|Ĥ|φj(r− Rj)⟩ has non-zero value only when φi(r− Ri) and 
φ
j
(r − Rj) are identical, or the nearest neighbors, leads  
HAA = HBB = ⟨φA(r)|Ĥ|φA(r)⟩ ≡ ε0,     (1.6) 














(r − RA,i)|Ĥ|φB(r − RB,ℓ)⟩,     (1.8) 
 f(k) =  ∑ eik∙δℓ
3
ℓ
.     (1.9) 
−γ
0
 represents the coupling force between an atom A and one of the nearest neighbor 
atom B, and δℓ is the three nearest neighbor vectors, ℓ = 1, 2, and 3, defined as 
δ1 = RB,1 − RA =  (0, 
a
√3
),         






),     (1.10) 






).                    
Therefore, the following Hamiltonian matrix is earned: 







) .     (1.11) 
In the similar manner, the overlap integral matrix elements are  








(r − RA)|φB(r− RB,ℓ)> = sf(k),     (1.13) 
s = <φ
A
(r− RA)|φB(r − RB,ℓ)>     (1.14) 
which yield the overlap integral matrix 





) .     (1.15) 



















.     (1.17) 
Figure. 1.2(a) shows the electronic structure calculated using Eq. (1.17) in a Brillouin 
zone, while Fig. 1.2(b) presents the magnified spectrum in the vicinity of the K-valley, 











Figure 1.2: (a) Calculated E vs. k dispersion of monolayer graphene in the first Brillouin 
zone. (b) Linear dispersion noted in the vicinity of the K-valley. 
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Here, we focus on the low-energy spectrum in the vicinity of the K-valley.  
Using the Taylor expansion, f(k) is approximated into 












)     (1.18) 

















 is the carrier velocity in monolayer graphene.  The effective Hamiltonian is 
then  










) =  υ0ξp (
0 e−iφ
eiφ 0
) .     (1.20) 
This operates in the space of A and B, the electronic amplitudes on the sub-lattices A 














) ,   E = ±υ0p.     (1.21) 

















) .     (1.22) 
This shows that the wave functions on the A and B sub-lattices have the phase difference 





1.4 Tight-binding Description of Bilayer Graphene 
We model bilayer graphene as two coupled honeycomb lattices as presented in 
Fig. 1.1(b) [5], where A and B (Ã and B̃) are the inequivalent atomic bases in the 
bottom (top) hexagonal lattice, and the two honeycomb lattices are stacked for Ã and B 
(solid circle in Fig. 1.1(b)) to be aligned vertically to the graphene plane [5].  E vs. k 
relation in bilayer graphene is obtained employing the nearest neighbor tight binding 
description [28], as used for the monolayer graphene electronic structure.  The Eigen 
function  is written by the linear combination of Bloch functions at each atomic basis as  
  = ∑ CiΦi
 i=A,Ã,B,B̃ 









,     (1.24) 
Φi is the Bloch functions at atomic basis i, which is A, Ã, B, or B̃.  The Hamiltonian 





























) ,     (1.25) 
where the element of the Hamiltonian matrix is 
Hij|i,j=A,Ã,B,B̃















Figure 1.3: Atomic structure of bilayer graphene.  The four different nearest neighbor 




Considering only four nearest neighbor atomic couplings as marked in Fig. 1.3 [28], we 
obtain the matrix elements such as 
HAA = HÃÃ = HBB = HB̃B̃ = ε0,     (1.27) 
HAB = HÃB̃ = HBA
* = HB̃Ã
* = − γ
0
f(k),     (1.28) 




f(k),     (1.30) 




f(k),     (1.31) 
where γ0 is the nearest-neighbor coupling within the intra-layer, γ1 is the coupling force in 
the Ã-B dimmer, which is the strongest inter-layer coupling parameter, leading to the 
high (deep) energy bands, γ3 is weak A-B̃ coupling, and γ4 is weaker coupling in either 
A-Ã or B-B̃.  The Hamiltonian and overlap integral matrix are therefore given as 
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 1          0
0         1
  





     0     sf(k)
      sf*(k)      0
    
1       s1
s1     1 )
 
 
     (1.33) 
Tayler expansion of f(k) for the small wave vector yields the following low-energy 
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where γ4 is neglected, which is much smaller than γ1, and A, B̃, Ã, and B are the 
amplitudes of the low-energy Bloch functions at sub-lattices A, B̃ , Ã , and B, 
respectively.  Solving the seqular equation provides the four energy bands yields 
(E±






















2p3cos3ϕ,     (1.36) 
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α = 1 (2) represents the lower (higher) energy band, and + (−) represents the conduction 
(valence) band.  The higher energy band with α = 2 is formed by the strong A-B̃ 
dimmers, and away from zero energy (ɛ0) by about ±|γ1| [28], whereas the lower energy 
band with α = 1 is formed by the wave functions on Ã and B, which is further 
approximated into 
E±










− 1) .     (1.37) 
The lower energy band is close to the parabolic dispersion E
1  ±p2/2m*, m* = γ1/2υ2, in 
the vicinity of zero energy, while it approaches to the linear dispersion E
1  ±pυ at 
higher energy [5,28]. 
Because the lower energy band is composed of Bloch functions on the Ã and B 
bases, it is convenient to have a Hamiltonian in the space of these two bases [5,28].  The 
two-component Hamiltonian is obtained by eliminating the Ã and B dimer components, 
which lead to the higher energy band, and treating γ1 as very large.  Eq. (1.34) can be 
















,     (1.39) 
 υpe−iφ
B̃















,     (1.41) 
By substituting Eq. (1.41) into 
B










.     (1.42) 
By substituting the above equation into 
Ã 









.     (1.43) 
Using Eq. (1.42) and Eq. (1.43),  










)  + υ3 (
0  peiφ
pe−iφ 0
)     (1.44) 
By neglecting the weaker γ3 coupling, the effective Schrodinger matrix equation is further 

















) .     (1.45) 
Near the zero energy, the energy-momentum dispersion becomes near parabolic, and the 












) .     (1.46) 
While in monolayer graphene back-scattering is suppressed because of the phase 
difference φ between the atomic sites A and B̃, in bilayer graphene back-scattering is 




Chemical Potential and Quantum Hall Ferromagnetism  
in Bilayer Graphene* 
 
 
Bilayer graphene has a distinctive electronic structure influenced by a complex 
interplay between various degrees of freedom.  We probed its chemical potential using 
double bilayer graphene heterostructures, separated by a hexagonal boron nitride 
dielectric, where one bilayer can serve as gate and resistively detected Kelvin probe for 
the opposite bilayer.  The chemical potential has a non-linear carrier density 
dependence, and bears signatures of electron-electron interactions.  The data allowed a 
direct measurement of the electric field-induced bandgap at zero magnetic field, the 
orbital Landau level (LLs) energies, and the broken symmetry quantum Hall state gaps at 
high magnetic fields.  We observe spin-to-valley polarized transitions for all half-filled 
LLs, as well as emerging phases at filling factors ν = 0 and ν = ±2, theoretically expected 
to have quantum coherence between different LLs.  Furthermore, the data reveal 
interaction-driven negative compressibility and electron-hole asymmetry in N = 0, 1 LLs. 
                                                 
*  Portions of this chapter were published previously:  Kayoung Lee, Babak Fallahazad, Jiamin Xue, 
David C. Dillen, Kyounghwan Kim, Takashi Taniguchi, Kenji Watanabe, and Emanuel Tutuc, “Chemical 
potential and quantum Hall ferromagnetism in bilayer graphene,” Science 345, 58 (2014) [18]. 
 
Kayoung Lee performed the sample fabrication, and the low temperature measurements.  Babak 
Fallahazad and Jiamin Xue assisted in sample fabrication, and Emanuel Tutuc assisted in low temperature 
measurements.  David C. Dillen and Kyounghwan Kim built the cryostat and probing systems, and 
Takashi Taniguchi and Kenji Watanabe synthesized the hBN crystals.  Kayoung Lee and Emanuel Tutuc 
analyzed the data and wrote the paper with input from all authors.   
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2.1 Introduction 
Bilayer graphene represents a peculiar two-dimensional electron system [2,4], 
possessing a bandgap and energy-momentum dispersion that can be tuned by an applied 
transverse electric (E) field [5,6].  In high magnetic (B) fields, electron-electron 
interactions coupled with the spin and valley degrees of freedom can lead to a diverse set 
of quantum Hall states (QHSs) [1,2,4–9,29].  Thermodynamic measurements of the 
chemical potential or the density of states are fundamental to understanding the electronic 
properties of bilayer graphene [19–22].  Global compressibility measurements in the 
density of states (DOS) of bilayer graphene [19,20] report the DOS modulation 
associated with fourfold, spin- and valley-degenerate Landau levels (LLs), while local 
compressibility measurements in single-gated suspended bilayer graphene samples reveal 




2.2.1 Sample Preparation 
The samples investigated in this study consist of two Bernal stacked bilayer 
graphene flakes, separated by a thin hexagonal boron nitride (hBN).  The fabrication of 
samples studied here starts with consecutive mechanical exfoliations of hBN onto silicon 
dioxide thermally grown on a highly doped Si substrate, and bilayer graphene onto poly-
methyl-methacrylate (PMMA) spin on water-soluble polyvinyl-alcohol (PVA) layer on a 
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Si substrate.  The exfoliated hBN flakes are scanned using atomic force microscopy 
(AFM) to determine the thickness, and to probe the surface topography, and optical 
contrast and Raman spectroscopy are used to identify the number of graphene layers.  
Figure 2.1(a,b) show the optical micrograph and the AFM image of an example of 
exfoliated hBN on SiO2, respectively.  Note that this flake was annealed at 350 
○C in 
vacuum for 6 hours to remove tape residue from the exfoliation process before the AFM 
scanning, which confirms the ultraclean surface with roughness lower than 0.2 nm (Fig. 
2.1(b)).  The light blue color of hBN on 290 nm thick SiO2/Si reveals the thickness of 
this flake would be roughly 30 ~ 50 nm, and the AFM measures its thickness as 46 nm, 
which is suitable for the use of bottom (substrate) hBN.  Figure 2.2 shows the exfoliated 
graphene on a PMMA/PVA polymer stack, where monolayer, bilayer, and trilayer 
graphene are marked. 
 
 
Figure 2.1:  (a) Exfoliated hBN on thermally grown 290 nm thick SiO2 on a Si substrate.  
The sample is annealed in 350 ○C in vacuum for 6 hours to remove the tape 
residue from the exfoliation process.  (b) AFM image of the hBN in (a).  






Figure 2.2:  Exfoliated graphene on a PMMA/PVA polymer stack spin on a Si substrate.  
Optical contrast is not very strong, but monolayer, bilayer, and trilayer are 
distinguishable.  Raman spectroscopy further helps the identification of the 
number of layers. 
 
 
The identified bilayer graphene/PMMA/PVA/Si sample is then floated on water, 
which dissolves the PVA layer from the side of the floated sample.  Once the PVA is 
fully dissolved, the PMMA film will be detached from the Si substrate, which sinks into 
the water while leaving the PMMA layer on water.  Using a thin glass slide with a hole, 
we fish out the PMMA film carefully to situate the graphene flake inside the hole of the 
glass slide, as described in Ref. [30,31].  After drying the fished PMMA film in the 
atmosphere for a couple of hours, the graphene flake is carefully aligned and transferred 
on top of a thick (30 to 50 nm) hBN flake exfoliated on a SiO2/Si substrate, where a mask 
aligner and a microscope are used.  After the transfer, PMMA is removed in acetone, 
and annealed at 350 ○C in vacuum to remove the PMMA residue.  On the transferred 
 19 
graphene on hBN, a number of graphene bubbles are formed in general, and the 
annealing process helps decreasing the density of bubbles.  Figure 2.3 presents the AFM 
images of an example of transferred graphene on hBN before and after the annealing 
procedure.  This shows the annealing is effective to reduce the density of graphene 






Figure 2.3:  AFM images before and after 350 ○C annealing in vacuum for 6 hours.  
The transferred graphene on hBN has a number of graphene bubbles and 
wrinkles, as well as lots of PMMA residue even after cleaning in hot 
acetone for couple of hours.  The roughness is higher than 1 nm.  After 
the annealing, the number of graphene bubbles is reduced, and the PMMA 
residue is effectively removed, showing the roughness lower than 0.3 nm, 




Figure 2.4(a,b) represent the optical micrograph and AFM image after the 
graphene in Fig. 2.2 is transferred on top of the hBN in Fig. 2.1, respectively, which was 
annealed before the AFM scanning.  From the AFM image, we find a large bubble free 
area, as marked by the red dashed line in Fig. 2.4(b).  Electron-beam lithography and 
oxygen plasma etching are performed to define a multi-terminal Hall bar on the bubble 
free area, which can be skip depending on the size and shape of the transferred graphene.  
Figure 2.4(c,d) are the optical micrograph and AFM image after the trimming.  The 
AFM image shows that the trimming was well performed on the bubble free area 
accurately.  Note that this etched structure does not represent the final shape of the 
channel area.  After having interlayer hBN, top bilayer graphene, and top hBN, which 
can possibly generate additional bubbles, we trim additionally to have a bubble free 














Figure 2.4:  (a) Graphene transferred on hBN.  After the transfer, the sample was 
annealed at 350 ○C in vacuum for 6 hours to remove PMMA residue.  (b) 
AFM image of the transferred graphene on hBN.  Graphene has a number 
of bubbles on hBN, but we can spot a relatively large bubble free area, 
marked by the red dashed line.  (c) The graphene is trimmed to have the 
channel area in the bubble free area.  (b) AFM image shows that the 
trimming was well performed on the right position.  Note that this trimmed 
structure does not represent the final shape of the channel area.  After 
having interlayer hBN, top graphene, and top hBN, which can possibly form 






Figure 2.5:  Optical micrographs of the stack (a) after interlayer hBN transfer, (b) top 




The second, relatively thin (2 to 6 nm) hBN crystal, and the top bilayer graphene 
are successively transferred on top of the bottom bilayer graphene Hall bar.  To achieve 
high mobility top bilayer graphene, we should encapsulate the top bilayer graphene with 
an additional top hBN flake.  Figure 2.5(a,b,c) are the micrographs after hBN transfer, 
top bilayer graphene transfer, and top hBN transfer, respectively.  After the transfer of 
each layer, ultra-high vacuum annealing at 350 ○C is performed to remove process 
residue.  After having either graphene/hBN/graphene/hBN or 
hBN/graphene/hBN/graphene/hBN heterostructures, the whole stacks are then etched 
through using CHF3 plasma to ensure the Hall bar edges of the top and bottom bilayer 
graphene are aligned.  This CHF3 etching also allow to realize 1-dimensional (edge) 
contacts to graphene  [32] by exposing the etched 1-dimensional region of graphene 
underneath interlayer and/or top hBN.  Electron-beam lithography and the metal 
deposition are subsequently performed to finalize a double bilayer graphene sample, 
where each bilayer graphene has independent contacts.  To avoid the top and bottom 
bilayer graphene touching each other, and to have multiple contacts on each bilayer 
graphene, the device structure design which includes each layer transfer and etching 
procedures should be implemented very carefully.  Figure 2.6 shows an example of a 
finished sample, after the CHF3 plasma etching for trimming and edge contacts, as well 

















Two and four-point layer resistance measurements were performed on the top and 
bottom bilayer graphene as a function of back-gate (VBG), and inter-layer bias (VTL) 
applied on the top bilayer, by flowing source currents of 1 nA on each layer, using lock-
in amplifiers as described in Fig. 2.7.  Different lock-in frequencies, ranging between 11 
− 17 Hz were chosen for the top and bottom bilayers to exclude cross-talk.  A radio-
frequency transformer (Jensen Transformers, model JT-SUB-BB) is used to flow an AC 
current on the top layer, while applying a DC bias VTL, with respect to ground.  The 
samples were measured in a variable-temperature liquid 4He flow cryostat in zero and 
high magnetic fields up to 14 T.  Six samples, labelled #1, #2, #3, #4, #5 and #6, were 
investigated in this study, and their specifications are provided in Table 2.1.  The bottom 
bilayer graphene in all the samples have mobilities ranging between 100,000 – 290,000 
cm2/Vs, whereas the top bilayers have lower mobilities ranging between 3400 – 68,000 
















Figure 2.7:  Schematic of the circuit used to probe the double bilayer as a function of 
interlayer (VTL) and back-gate (VBG) bias.  The two bilayers are separated 
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2.3   Chemical Potential Mapping in Bilayer Graphene at B = 0 
Figure 2.8(b,c) show contour plots of the measured top (panel (b)), and bottom 
(panel (c)) bilayer resistances measured at a temperature T = 1.4 K.  The top (nT) and 
bottom (nB) bilayer densities depend on VBG and VTL as follows [35]: 
eVBG = e
2(nB + nT)/CBG + μB   (2.1) 
eVTL = −e
2nT/Cint − μT + μB   (2.2) 
Here, CBG and Cint represent the bottom and interlayer dielectric capacitances, whereas μB 
and μT represent the chemical potentials (Fermi energies) of the bottom and top bilayers, 
respectively; e is the electron charge.  We note that  and n are positive (negative) for 
electrons (holes), and VBG and VTL in Eqs. (2.1) and (2.2) are referenced with the bias 
values at which both bilayers are charge neutral, i.e. at the double neutrality point (DNP).  
The externally applied transverse E-field across the bottom bilayer is written as follows:  
E = enB/2ɛ0 + enT/ɛ0 + E0   (2.3) 
ɛ0 is the vacuum permittivity, nB and nT are determined using Eqs. (2.1) and (2.2), and E0 










Figure 2.8:  Sample schematic and characterization.  (a) Schematic representation of 
the double bilayer heterostructure.  (b, c) Top (panel b), and bottom (panel 
c) layer resistances (R) measured as a function of VTL and VBG. Panel b inset 
shows a false color optical micrograph of the device.  The dashed yellow 
(dashed red) contour marks the top (bottom) layer; the dashed green line 
marks the interlayer hBN perimeter.  Panel c inset shows a magnified view 
of the top layer charge neutrality line near the double neutrality point.  (d) 





The bottom bilayer density and resistance dependence on VBG and VTL in Fig. 
2.8(c) is similar to that of a dual gated bilayer graphene [36–38], where the charge 
neutrality point has a linear dependence on VBG and VTL, with a slope controlled by CBG 
and Cint.  Along the charge neutrality line of the bottom bilayer, the resistance is 
minimum at E = 0, and increases with the E-field thanks to the E-field induced bandgap 
in bilayer graphene.  By comparison to the bottom bilayer, the top bilayer graphene 
resistance has a weak dependence on VBG because of the screening by the bottom bilayer, 
and is controlled primarily by VTL.  Interestingly, setting nT = 0 in Eq. 2.2 yields eVTL = 
μB, which implies that the interlayer bias required to bring the top bilayer to charge 
neutrality, marked by the dashed lines in Figs. 2.8(b) and 2.8(c) simply represents the 
chemical potential of the bottom bilayer (Fig. 2.8(d)) in units of eV [35].  Using Eq. 2.1 
the nB values along the top bilayer charge neutrality line (dashed lines in Figs. 2.8(b) and 
2.8(c)) are given by nB = CBG(VBG − VTL)/e.  Consequently, the bottom bilayer chemical 






   
 
Figure 2.9:  (a) Bottom bilayer μ vs. n in samples #1-5.  μ vs. n calculated from tight 
binding approximation using υ = 8.4×105 m/s, and 1 = 0.34 eV for E = 0 
(black dashed) and E = 0.54 V/nm (red dashed) are included.  (b) 
Measured (symbols) m* vs. n.  Also included are the m* vs. n calculated at 
E = 0 (black dashed), 0.54 V/nm (red), 0.21 V/nm (dark blue) and 0.46 
V/nm (light blue).  (c) Measured (symbols) and calculated [39] (dashed 
line)  values vs. E-field.  The inset shows a magnified view of the  vs. n 





Figure 2.9(a) shows the bottom bilayer chemical potential (μ) vs. density (n) 
determined as described above.  The finite doping in the top bilayer at VTL = VBG = 0 V 
in our samples leads to a finite E-field across the bottom bilayer at the DNP: 0.54, 0.21, 
0.46, 0.03, and 0.11 V/nm for samples #1, #2, #3, #4, and #5, respectively.  The μ vs. n 
for the lowest energy band in bilayer graphene calculated within a tight binding 
approximation [5] for E = 0 and E = 0.54 V/nm are included for comparison, using a non-
interacting in-plane velocity υ = 8.4×105 m/s, and inter-layer hopping 1 = 0.34 eV [39]; 
the most recent experimental studies indicate a non-interacting Fermi velocity υF0 = 
8.5×105 m/s  [39–41] in monolayer graphene, and 1 = 0.38 eV [42] in bilayer graphene, 
which is close to 1 = 0.36 eV reported by a recent ab initio tight binding model [43] .  
Here, we neglect trigonal warping, which is relevant only at very low densities.  The 
measured μ values, particularly at high densities, are larger than the band calculations 
because of the interaction-induced renormalization of electron energies [44] .  
Moreover, the μ vs. n dependence is nonlinear, evincing a non-parabolic energy 
momentum dispersion [5,6].  We determine the tight binding hopping parameters, 
corrected by electron-electron interactions, which is addressed in the following chapter.  
Figure 2.9(b) shows the effective mass m* vs. n, extracted from Fig. 2.9(a) data using m* 
= (πћ2/2)(dμ/dn)-1, ћ is the reduced Planck’s constant.  The μ vs. n non-linearity 
translates into an effective mass with a strong, non-monotonic dependence on 
density [6,45].  At low densities the measured m* increases with the transverse E-field, 
and shows a divergence as a function of n in the proximity of the neutrality point.  Note 
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that the bottom bilayer is under a finite E-field, and m* at the band edge increases with 
the E-field as the Mexican hat structure evolves [5].   
The measured chemical potential also shows a clear discontinuity as n changes its 
polarity, evincing the E-field induced band-gap (Δ) in bilayer graphene [5,6].  Figure 
2.9(a) data allow a seamless and accurate extraction of the gap in thermodynamic 
equilibrium.  Figure 2.9(c) shows the measured  values, as a function of the E-field 
across the bottom bilayer.  The theoretical  vs. E-field calculated using a tight-binding 
self-consistent Hartree approach [39] is in a very good agreement with the experimental 
data.    
 
 
2.4 Determination of the Tight-binding Coupling Parameters 
As addressed in Chapter 1, the electronic structure of bilayer graphene can be 
captured by the nearest neighbor tight-binding model, where the coupling parameters 
(Fig. 1.3) impact the spectrum [5,28,46].  The most important parameters are the 
nearest-neighbor intra-layer A-B hopping amplitude γ0, which determines the in-plane 
velocity υ = − (√3/2)aγ0/ħ in monolayer graphene, a = 2.46 Å is the lattice constant of 
graphene, and the nearest-neighbor inter-layer coupling γ1 in a Ã-B dimer.  Neglecting 
other parameters except for these strongest γ0 and γ1 (minimal tight-binding model of 
bilayer graphene), the energy vs momentum (p) dispersion is approximated to the simple 
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parabolic dispersion μ  p2/2m* at near zero energy, where m* = γ1/2υ2 is the effective 
mass [5]. 
The dashed blue line in Fig. 2.10 represents the measured chemical potential in 
sample #4, in which the E-field induced gap is negligible, whereas the black line shows 
the μ vs. n calculated within the minimal tight-binding model only using non-interacting 
γ0 = −2.61 eV (υ = 8.45 ∙ 10
6 m/s) and γ1 = 0.361 eV, the values from the recent local 
density approximation (LDA) for bilayer graphene [43], to compare with the measured 
data.  First, we note that the measured μ vs. n data are larger than the minimal model 
calculation in the entire presented range.  Tight-binding model basically computes the 
single electron energy, without many-body considerations.  By contrast, the additional 
energy associated with electron-electron interactions reshape the electronic structure as 
noted in the experimental data.  The interaction driven electron energy increase leads to 
the reduced m*, and enhanced Fermi velocity, compared to the non-interacting values.  
The density dependent Fermi velocity renormalization is reported in monolayer 
graphene [40,41,47], and reduced m* is observed in bilayer graphene from temperature 







Figure 2.10:  Chemical potential dependence on carrier density in bilayer graphene. 
(dashed blue) μ vs. n measured in our double bilayer graphene 
heterostructures sample #4.  (black) The minimal tight binding model for 
E = 0 using non-interacting γ0 = −2.61 eV (υ = 8.45 ∙ 10
6 m/s) and γ1 = 
0.361 eV, and (red) the calculation using non-interacting γ0 = −2.61 eV (υ 
= 8.45 ∙ 106 m/s), γ1 = 0.361 eV, and additional γ4 = 0.138 eV.  (yellow) 
The tight binding calculation fitted to our experimental μ vs. n data using 
γ0 = −3.244 eV (υ = 1.05 ∙ 10
6 m/s), γ1 = 0.39 eV, and γ4 = 0.12 eV, in 






Second, in the minimal tight-binding model (the black line in Fig. 2.10) the 
conduction and valence bands are identical except for the opposite polarities of μ and n, 
whereas the probed chemical potential reveals an electron-hole asymmetry.  Indeed, the 
measured chemical potential in the conduction band increases faster as a function of 
carrier density by comparison to the valence band.  The electron-hole asymmetric 
dispersion in bilayer graphene originates from the hopping amplitude γ4 in either A-Ã or 
B-B̃ [28].  To illustrate the effect of γ4 on the asymmetry, the calculated μ vs. n 
including γ4 = 0.138 eV (the red line in Fig. 2.10), added to the minimal tight-binding 
model using γ0 = −2.61 eV and γ1 = 0.361 eV, values from LDA [43] is provided in Fig. 
2.10.  This shows that |μ| calculated including γ4 (the red trace) is higher than the 
minimal tight-binding model without γ4 (the black trace) in the conduction band, whereas 
|μ| calculated including γ4 (the red trace) is smaller than the calculation without γ4 (the 











Figure 2.11:  The effect of γ3 and Δʹ on the tight-binding calculations.  γ3 does not 
make any impact on the μ vs. n dispersion in the presented μ and n ranges.  
Δʹ adds a little correction to the dispersion, and we use Δʹ = 0.015 eV for 





The interaction induced reduced m* effectively leads γ1/υ
2 (in other words, γ1/γ0
2) 
to decrease because m*  γ1/2υ2.  By fitting the tight-binding calculations to our 
measured μ vs. n data, the ratio between γ1 and γ0
2, as well as γ4 can be found.  With υ 
(γ0) fixed in a range between 1.02  106 and 1.1  106 m/s, we first determine the values 
of γ1 by fitting the tight-binding calculations using γ1 as the fitting parameter, and then 
add γ4 to capture the electron-hole asymmetry.  The yellow line in Fig. 2.10 shows the 
representative fitted tight-binding μ vs. n calculation using γ0 = −3.244 eV (υ = 1.05 ∙ 10
6 
m/s), γ1 = 0.39 eV, γ4 = 0.10 eV, and Δʹ = 0.015 eV, in excellent agreement with our 
measurement, where Δʹ describes the on-site energy difference in sublattices (A and B), 
which is fixed as suggested by LDA in Ref. [43] in our fitting here.  This choice of 
parameters is not unique for the best fit to the measured μ vs. n dispersion because the 
ratio between γ1 and γ0
2 determines the dispersion.  We neglect another parameter γ3, 
which describes A-B̃ inter-layer hopping and produces the trigonal warping in the range 
of several meV, too small to be resolved within our measurements.  Figure 2.11 shows 
the effect of γ3 and Δʹ on the tight-binding calculations; γ3 does not induce any impact on 














Figure 2.12:  Fitted results of γ1 as a function of υ
2.  The presented γ1 and υ
2 values 
along with γ4 = 0.1 − 0.12 eV provide the tight-binding calculations in 









Figure 2.12 shows the fitting results of γ1 as a function of υ (lower x-axis) and γ0 
(upper x-axis).  υ = 1.02 – 1.06 ∙ 106 m/s, coupled with γ1 = 0.36 – 0.4 eV as presented 
in Fig. 2.12 provide near identical tight-binding calculations in the μ and n ranges of our 
interest, all of which coincide with the experimental data.  In literatures the values for γ1 
range between 0.3 eV [48] and 0.4 eV [49,50], with the most recent experimental study 
suggesting γ1 = 0.38 eV [42].  As shown in Fig. 2.12, υ > 1.06  106 m/s requires γ1 > 
0.4 eV, which is beyond the reasonable value for γ1, and thus excluded here.  The recent 
experimental study shows the average interacting Fermi velocity υ = 1.05  106 m/s in 
monolayer graphene [40], a constant velocity value fitted for their quantum capacitance 
measurement data in the density range from –5  1012 to 5  1012 cm-2.  For υ = 1.05  
106 m/s, we obtain γ1 = 0.39 eV (the yellow line in Fig. 2.10), which is in agreement with 


































γ0 −2.598 −2.61 −2.9 −3.0 −3.16 −3.244 
γ1 0.377 0.361 0.3 0.40 0.381  
γ3 0.319 0.283 0.10 0.3 0.38  
γ4 0.177 0.138 0.12 0.15 0.14  
Δʹ 0.024 0.015  0.018 0.022  
 
Table 2.2:  Tight-binding model coupling parameters from theoretical LDA calculations 
for graphite [25] and bilayer graphene [43], Raman  [48] and infrared [42,49] 
measurements in bilayer graphene, and capacitance measurements in 
monolayer graphene [40].   
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Our clearly revealed electron-hole asymmetry allows the hopping parameter γ4 
also to be extracted from transport measurements for the first time.  We extract γ4 = 0.1 
 0.01 eV, values comparable to those suggested from the optical measurements [42,50].  
Table 2.2 shows the tight-binding coupling parameters from multiple reports.  Note that 
the electron-electron interaction is not took into account in the LDA calculations, which 
provide lower γ0 than the values from experiments in Ref. [42,48,49].  Our non-local 
transport spectroscopic technique is similar to other spectroscopy through scanning 
single-electron transistor [22], scanning tunneling microscopy [51], or capacitance 
measurements [40].  However there have been no detailed studies in electronic structure 
of bilayer graphene through these methods, except for the local density of state 
measurement [52].  Optical measurements such as Raman scattering and infrared 
spectroscopy provide electronic structure information in bilayer graphene [42,48,49], but 
these methods may not probe the energy-momentum dispersion in equilibrium. 
The fitted results of the coupling parameters found from the zero gap bilayer 
graphene chemical potential are also applied to when there is a gap.  Figure 2.13 
represents the measured chemical potential in sample #2 (dashed blue), which has a band 
gap of ~ 27 meV, along with the tight-binding calculation using γ0 = −3.244 eV (υ = 1.05 
∙ 106 m/s), γ1 = 0.39 eV, γ4 = 0.1 eV, Δʹ = 0.015 eV, and a band gap of 27 meV.  The 
calculated μ vs. n dispersion using the parameters found for the zero gap chemical 












Figure 2.13:  The measured chemical potential in sample #2 (dashed blue), which has a 
band gap of ~ 27 meV, along with the tight-binding calculation using γ0 = 
−3.244 eV (υ = 1.05 ∙ 106 m/s), γ1 = 0.39 eV, γ4 = 0.1 eV, Δʹ = 0.015 eV, 





2.5 Quantum Hall Ferromagnetism in Bilayer Graphene 
We now turn to bilayer graphene in high magnetic fields. Figure 2.14(a) shows 
the longitudinal resistivity (ρxx) measured as a function of VBG and VTL in a perpendicular 
magnetic field B = 14 T, in sample #1.  The clear ρxx minima reveal QHSs at all integer 
filling factors () up to  = 15; the  = 0 QHS is marked by a ρxx maximum.  The four 
fold, spin and valley LL degeneracy is lifted by interaction-enhanced Zeeman 
splitting [8], and the E-field induced layer (valley) degeneracy lifting [5–7]. The QHSs 
stabilized by the spin and valley degeneracy lifting, i.e.   ±4, ±8, ±12, etc… undergo 
transitions at finite E-field values as a result of the interplay between the LL spin and 
valley splitting.  Specifically, the  = −1, −3, −5, −7, −9, −11 (odd filling) QHSs are 
absent at E = 0, and emerge as an E-field is applied.  By contrast, the half fillings  = 0, 
−6, −10, −14 of the spin- and valley-degenerate LLs are present at E = 0, and collapse at 
finite E-field values.  The interplay between the spin and valley splitting explains the 





Figure 2.14:  Bilayer graphene quantum Hall ferromagnetism.  (a) The bottom layer 
resistivity xx as a function of VTL and VBG, at B = 14 T and T = 1.4 K in 
sample #1.  The dashed white lines mark the n = 0 and E = 0 axes; the 
dots along the n = 0 axis mark E-field increments of 0.1 V/nm. The E-field 
controlled spin-to-valley polarization transitions in the N = 2 (square), and 
N = 3 (circle) LLs are marked in the figure.  (b) Magnified view of the 
dashed line rectangle of panel (a). The triangles mark two distinct 
transitions of the  = 0 QHS as a function of E -field. (c) Schematic 
representation of the LL evolution with E-field, and the ensuing QHSs.  
The solid (dashed) line marks the spin down (up) levels.  The orbital 
index, and layer (+, –) degrees of freedoms are color coded.  Assuming 
the direction of the applied E-field favors energetically the occupation of 
the bottom layer, the symbols +, – mark the bottom and top layers, 
respectively.  (d)  E-field vs. B at which QHS residing in different 
orbital LLs undergo spin-to-valley polarized transitions in sample #1 
(filled symbols), and #2 (open symbols).  The N = 0, 1 transitions are 







Figure 2.15:  Contour plot of the bottom layer resistivity xx as a function of VTL and 
VBG, measured at B = 14 T and T = 1.4 K in sample #2. Upper and lower 
panels show the same data, but in different ranges to better illustrate the 
evolution of  = −1, −2, −3 QHSs (upper panel), and the insulating  = 0 
QHS (lower panel) as a function of E-field.  QHSs at integer filling factor 
 = −1, −2, −3 are marked by local xx minima (upper panel), and the QHS 
at  = 0 is marked by a xx maximum (lower panel).  The dashed white 





Figure 2.14(b), a magnified view of dashed rectangle in Fig. 2.14(a), and the 
lower panel of Fig. 2.15 shows a strong  = 0 QHS at E = 0, as well as at high E-field, 
marked by diverging ρxx, consistent with previous experimental reports [37,38].  
Theoretical considerations [9], substantiated by recent experimental data [53] indicate 
that the insulating  = 0 QHS in the proximity of E = 0 is described by a canted 
antiferromagnetic (CAF) ground state, where electrons in different valleys have opposite 
in-plane spin orientation and a net out-of-plane spin polarization, while the  = 0 state at 
high E-field is valley (layer) polarized.  Surprisingly, as a function of E-field the 
insulating ρxx at  = 0 collapses at two distinct E-field values, rather than one [37,38], 
indicating two distinct transitions and the observation of an intermediate phase in 
between the CAF and layer-polarized phases.  The QHS transitions evinced by Fig. 
2.14(a) and 2.14(b) data can be qualitatively understood using the LL energy diagram 
shown in Fig. 2.14(c), based on tight-binding theoretical considerations [5].  In this 
picture, the energies of LL with orbital index N = 0, 1 have a different dependence on the 
E-field, which explains the two distinct transitions at  = 0, as well as the emergence of  
= ±1 and ±3 QHSs at a finite E-field.  When electron-electron interactions are 
included [1], more subtle phase transitions are expected for the N = 0, 1 QHSs (see phase 
diagram in Fig. 2.16) ; the intermediate  = 0 QHS between the CAF and layer-polarized 
phases is found to be spin-layer coherent phase (SL0 phase in Fig. 2.16), where LLs with 
the same orbital index but different spin and valley degrees of freedom, e.g. solid red 
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(orange) and dashed dark (light) blue LLs in Fig. 2.14(c) form a coherent superposition.  
In the single-particle picture, at  = 0, electrons in the N = 0, spin down, top-layer LL 
(solid red line in Fig. 2.14(c)) should move to the N = 0, spin up, bottom-layer LL 
(dashed dark blue in Fig. 2.14(c)) at a finite E-field by changing both spin and valley 
orientations, while retaining the orbital index.  Instead of this definite alteration from 
one to another different quantum state, the many-body Hartree-Fock formalism predicts 
electrons favor a coherent superposition (SL0 phase in Fig. 2.16) of the two quantum 
states at the transition between the two incoherent CAF (I0 phase) and layer-polarized 
phases (I0
* phase).   
The interplay between the spin splitting and the E-field induced valley (layer) 
splitting at N = 2 depicted in Fig. 2.14(c) explains the absence of  = −5 and −7 QHSs at 
E = 0, their emergence with the applied E-field, as well as the spin-to-valley polarized 
phase transition at  = −6 at a finite E-field (Fig. 2.14(a)).  Similar phase transitions are 




















Figure 2.16:  Phase diagram of the chiral two-dimensional electron gas in Landau level 
N = 0 at B = 10 T and for κ = 5 as a function of the transverse electric field 
between the layers for integer filling factors  = −3, −2, −1, 0, 1, 2, 3 (from 
top to bottom).  A filled (red) circle represents a filled state, while a filled 
(blue) ellipse indicates a coherent superposition of two levels.  The 
numbering of the levels is indicated in the inset at the top right of the 
figure.  The E(i)’s indicate the critical perpendicular electric field (in 
mV/nm) required for the transition between two phases.  Also indicated 
for each phase are the spin polarization Sz, the number of Goldstone mode 
(G), of modes gapped at the Zeeman energy (Z), and the number of peaks 
in the optical absorption spectrum (A).  The figure and caption are 





A noteworthy exception from this single-particle picture is the evolution of the  
= ±2 QHSs, which are present at E = 0, vanish at a relatively small E-field, and then 
reemerge (Fig. 2.14(b) and Fig. 2.15 upper panel).  These  = ±2 QHSs at E = 0 can be 
explained as layer-coherent QHSs (L±2 phase in Fig. 2.16), where the LLs with the same 
orbital index and spin orientation but different layer (valley) degrees of freedom, e.g. 
dashed red (orange) and dashed dark (light) blue LLs of Fig. 2.14(c) form a coherent 
superposition thanks to the exchange interaction [1].  At a finite E-field the different on-
site energies in different layers lead to incoherent  = ±2 phases with a zero in-plane and 
a net out-of-plane spin polarization (I±2 phase in Fig. 2.16). 
Figure 2.14(d) summarizes the critical E-field values at which half filled LL 
QHSs undergo the spin-to-valley polarized phase transitions discussed above.  The E-
field values are calculated using Eq. (2.3), and including the layer Fermi energies.  
Because the N = 0, 1 LL wave-functions in different valleys are fully layer polarized [5] 
we use for comparison the internal electric field in a layer polarized  = 0 QHS, Eint = 
4(e2B/h)/20 (dashed line) [38].  The critical E-field values at which the LLs become 
layer polarized are comparable to Eint for N = 0 and N = 1, and increase for higher N as 
higher LL wave-functions have a reduced layer polarization by comparison to N = 0, 




Figure 2.17 shows the emergence of the integer QHSs as a function of B-field.  
The layer-coherent  = ±2 QHSs at E = 0 (top row in Fig. 2.17) and the spin-layer 
coherent  = 0 QHS at finite E-fields (bottom row in Fig. 2.17) start to emerge at around 
11 T.  As the B-field increases, the symmetry broken integer QHSs become more 
evident, and  = ±2 QHSs are more clearly developed than  = ±1, ±3 QHSs, because of 
larger gaps at  = ±2 than those at  = ±1, ±3, discussed in the following in detail.  B = 
14 T was the highest B-field we applied here, and fractional QHSs are also expected to be 




Figure 2.17:  Contour plots of the bottom bilayer resistivity xx as a function of VTL and 
VBG, measured at B = 10, 11, 13, 14 T and T = 1.4 K in sample #2.  Upper 
and lower panels show the same data, but in different ranges to better 
identify the evolution of integer QHSs (upper panel), and the insulating  





2.6 Mapping the LL Energies in Bilayer Graphene at High Magnetic 
Fields 
2.6.1 LL Energies in Bilayer Graphene at High Transverse E-fields 
Through the chemical potential mapping technique discussed above, we 
determine the LL energies in bilayer graphene as a function of filling factor and magnetic 
field.  Figure 2.18(a) shows the bottom bilayer ρxx measured at B = 12 T, with the top 
bilayer charge neutrality line transposed on the contour plot (white line).  Note that the 
transverse E-field across the bottom bilayer at DNP is 0.54 and 0.21 V/nm for sample #1 
and #2 respectively, values higher than the N = 1 LL critical E-field.  Therefore, along 
the top bilayer charge neutrality line, the bottom bilayer  = 0 QHS is layer polarized.  
At each integer filling of the bottom bilayer, the top bilayer neutrality line displays an 
abrupt change in the VTL value, which translates into a chemical potential jump in bottom 
bilayer.  The staircases-like discontinuity, particularly sharp at the bottom bilayer  = 0, 
−4, −8, −12, −16 testifies to a reduced LL broadening, in contrast to previous 
measurement in double monolayer graphene heterostructures using metal oxide as an 
interlayer dielectric [35].   
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Figure 2.18:  Landau level energies and broken symmetry gaps in bilayer graphene.  
(a) The bottom layer resistivity xx as a function of VTL and VBG at B = 12 
T and T = 1.5 K in sample #1, along with the top layer charge neutrality 
locus (white line) transposed on the contour plot. The top axis shows the 
QHS filling factors.  The inset shows the top layer resistance as a function 
of VTL and VBG, as the top layer charge neutrality line crosses the  = 0, −1, 
−2, −3, −4 QHSs of the bottom layer.  (b) Orbital LL energies as a 
function of B-field and LL index in samples #1 (filled symbols) and #2 
(open symbols).  The inset shows the m* vs. N extracted from the main 
panel data.  (c) Bottom bilayer μ vs. n (bottom axis) and  (top axis) at B 
= 12 T.  (d) QHS gaps at  = 2, 0, −1, −2, −3 in sample #1 (filled 




Figure 2.18(b) shows the LL orbital energies as a function of B-field and LL 
index, determined from the chemical potential at the half filling of each LL orbital index.  
As an example, on the bottom bilayer ρxx contour map at B = 8 T (Fig. 2.19), with the top 
bilayer charge neutrality line (white line) superposed on the plot, the points at the half 
fillings of N = 2, 3, 4, 5, 6 LLs (red dots) are marked on the top bilayer charge neutrality 
line, where the LL orbital energies are measured as guided by the black dashed lines.  
The LL orbital energies increase linearly with magnetic field, consistent with the 
theoretical μ = )1( NNc  dependence [5]; here ωc = eB/m
* is the cyclotron 
frequency.  The inset of Fig. 2.18(b) shows the m* vs. N dependence determined from 
the slope of μ vs. B at each LL.  The m* increases with the LL index, similar to the 
observation at B = 0 T (Fig. 2.9(b)). 
A closer look at the chemical potential of N = 0, 1 LL, shown in Fig. 2.18(a) inset 
and Fig. 2.18(c), reveals chemical potential jumps at integer fillings  = 2, 0, −1, −2, and 
−3, as well as a decreasing chemical potential vs. filling factor (density) in the proximity 
of the QHSs stabilized in the N = 0, 1 LLs.  The decreasing  vs. n dependence observed 
in the proximity of QHSs, while counter-intuitive in a single particle picture stems from a 
strong exchange interaction, and translates into a negative compressibility of the electron 
system [54].  A similar observation has been reported in monolayer graphene, where the 









Figure 2.19:  xx as a function of VTL and VBG at B = 8 T and T = 1.5 K in sample #1, 
along with the locus of top bilayer charge neutrality (white line) on the 
contour plot.  On the top bilayer charge neutrality line, which directly 
represents the LL energies in unit of eV, the half filling point for each LL 
orbital index is marked (red dot), where the average LL orbital energy is 





Using the chemical potential jump at integer fillings, we determine the broken 
symmetry QHS gaps () at filling factors  = −3, −2, −1, 0, 2, as a function of B-field, 
shown in Fig. 2.18(d).  Our method to quantify the gap is different from the activation 
energies determined from the resistivity temperature dependence [55,56], which tends to 
underestimate the gaps, and is similar to spectroscopic techniques through scanning 
single-electron transistor [22], scanning probe microscopy [51], or capacitance 
measurements [40].  However, unlike these latter techniques the measurement discussed 
here allow control of both density and transverse electric field in the electron system 
investigated. 
We note that the measured 0 is independent of B-field.  These observations 
maybe appear to contrast to the linear B-field dependence of 0 observed in single-gated 
bilayer graphene [22,56], however the data in Fig. 2.18(d) represent the  = 0 gap in the 
layer polarized phase, whereas Ref. [22,56] probe 0 in the CAF phase.  The layer 
polarized 0 is controlled by the interaction and Zeeman splitting, as well as the E-field-
induced on-site energy difference.  At moderate E-fields in the layer polarized  = 0 
phase, the single-particle picture suggests the gap decreases with the B-field (see the 
single-particle LL diagram in Fig. 2.14(c)), and therefore the interaction induced B  
dependence is weakened, leading to a 0 weakly dependent on B-field and mainly 
controlled by the E-field [1].  This explains the larger (smaller) 0 value in sample #1 
(#2), due to the larger (smaller) bottom bilayer E-field near the DNP.  The Hartree-Fock 
gaps at  = 0 as suggested by Ref. [1] are also provided in Fig. 2.20 for comparison. 
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Figure 2.20:  Theoretically calculated QHS gaps at  = 0 as a function of B-field [8] at 
transverse electric fields of 0.54 V/nm (solid line) and 0.21 V/nm (dashed 
line), which are the E-field at DNP in samples #1 and #2, respectively.  




The gaps of  = −3, −1, ±2 have a linear dependence on the B-field, a trend 
similar to results obtained in single-gated suspended bilayer graphene [22].  We 
compare our experimental data to the values theoretically calculated as suggested by 
Ref. [1] for two different E-field values of 0.54 V/nm (thin solid lines) and 0.21 V/nm 
meV (thin dashed lines), which are the E-field at DNP in samples #1 and #2 respectively, 
in Fig. 2.21.  While theoretical considerations [1,8] suggest a sublinear B-field 
dependence associated with the B  of the interaction energy, the non-linearity is 
weak particularly in the B-field range probed here.  Furthermore, the broken symmetry 
QHSs observed in the N = 0, 1 LLs show a marked electron-hole asymmetry.  
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Specifically, 2 is larger than -2 for both samples #1 and #2, while  = −1 and −3 have 
gaps larger than those of  = 1 and 3, which are too small to be resolved experimentally.  
The experimentally observed electron-hole asymmetry is consistent with a detailed 
Hartree-Fock calculations [1] in the broken symmetry QHS gaps, as provided in Fig. 
2.21.  The calculation also suggests 2 (-2) to increase (decrease) with an applied E-
field, in agreement with our measurements which show 2 (-2) is larger (smaller) in 
sample #1 with respect to sample #2.  However, the measured QHS gap values are all 
smaller than the theoretical results, a common thread in Hartree-Fock considerations.   
 
 
Figure 2.21:  Hartree-Fock calculated gap values [1] at  = 2 (left panel), −1, −3 (right 
panel) at the E-field of 0.54 V/nm (thin solid line) and 0.21 V/nm (thin 
dashed line), to compare with the experimental data for sample #1 (filled 
symbols) and sample #2 (open symbols), respectively. 
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2.6.2 LL energies in Bilayer Graphene at Small Transverse E-fields 
For samples #1 and #2, the E-field across the bottom bilayer at DNP is 0.54 and 
0.21 V/nm, higher than the N = 1 LL critical E-field, which leads the bottom bilayer  = 0 
QHS at DNP to be layer polarized.  By contrast, for samples #4 and #6, the E-field in 
the bottom bilayer at DNP is 0.03 and 0 V/nm, respectively, and therefore the LL 
energies are probed at relatively smaller E-fields.  Figure 2.22(a,b) show the contour 
maps of longitudinal resistances of the bottom (Rxx
B) and top (Rxx
T) bilayers, respectively, 
measured as a function of VBG and VTL at B = 14 T in sample #4.  The clear Rxx
B minima 
display QHSs at all integer fillings up to  = −10, and the Rxx
B maximum at charge 
neutrality reveals the symmetry broken  = 0 QHS.  QHSs are not clearly developed for 
the electron side, compared to the hole side, and we focus mainly on the hole side QH 
features here.  As observed in samples #1 and #2 (Fig. 2.14 and Fig. 2.15), the four fold, 
spin, valley (layer), and N = 0, 1 orbital degeneracies are lifted by Zeeman splitting [8], 
and the E-field induced on-site energy asymmetry between the two layers [5–7], 
accompanied with the many-body interactions in graphene.  Those broken symmetry 
QHSs at   −4, −8, … show multiple transitions, signifying LL crossing, at finite E-field 
values because of the interplay between the LL spin and valley splitting as a function of 
the applied E-field, also influenced by electron-electron interactions, similarly to Fig. 








Figure 2.22:  (a) The longitudinal bottom bilayer resistance Rxx
B as a function of VTL and 
VBG, at B = 14 T and T = 1.5 K in sample #4.  The dashed black arrows 
mark the n = 0 and E = 0 axes.  Integer filling factors up to −10 are 
provided on the hole side.  The locus of top bilayer charge neutrality 
(black line) is transposed on the contour map.  (b) The longitudinal top 
bilayer resistance RXX
T as a function of VTL and VBG at B = 14 T and T = 
1.5 K in sample #4.  The changes of VTL along the charge neutrality line 
represent the chemical potential change in the bottom bilayer graphene, in 





From the clearly developed charge neutrality of the top bilayer (Fig. 2.22(b)), 
defined as a maximum resistance point at each VBG value, LL energies of the bottom 
bilayer can be mapped as performed for samples #1 and #2 above.  The top bilayer 
charge neutrality line is superposed on the Rxx
B contour plot in Fig. 2.22(a) (black line).  
The VTL value of the neutrality line shows clear jumps at finite VBG values, where the 
bottom bilayer QHSs are developed, because VTL is used to move the bottom bilayer 
chemical potential to the next quantized LL, as discussed in the previous chapter (Fig. 
2.18(a)).  The large VTL jumps represent the bottom bilayer gaps at  = 4, −4, and −8, 




Figure 2.23:  (a) Bottom bilayer μ vs.  (bottom axis), measured in sample #4 at B = 14 
T.  (b) Integer QHS gaps at  = 2, 0, 1, 2, 3 in sample #4 (red) and 
#6 (blue) extracted from the chemical potential jumps as seen in (a). 
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Figure 2.23(a) shows the bottom bilayer μ (LL energies) as a function of , 
measured from the top bilayer charge neutrality in sample #4, at B = 14 T, and we 
observe the negative compressibility clearly, as noted in samples #1 and #2.  Figure 
2.23(b) represents the broken symmetry QHS gaps at  = 0, 1, 2, and 3, at B = 14 T 
for samples #4 and #6, extracted from the chemical potential jump at each integer QHS.  
For samples #4 and #6, we probe the LL energies at relatively low E-field regime, 
including the spin-polarized  = 0 QHS, because the top bilayer charge neutrality line 
(the black line superimposed in the Rxx
B contour map (Fig. 2.22(a)) passes the low E-field 
regime of the bottom bilayer, in contrast to samples #1 and #2, in which the LL energies 
at higher E-fields and the layer-polarized  = 0 phase were explored.   
In the proximity of E = 0, the QH states in the N = 0, 1 LLs are very sensitive to 
the small changes of E-field because of multiple LL crossing occurring at E = 0, and near 
the N = 0, 1 critical E-fields, as simply described in the single-electron LL diagram in 
Fig. 2.24(a).  There are additional many-body induced phases at  = 0 and  = ±2 (see 
Ref. [1] and Fig. 2.16), not presented in the single-particle LL diagram.  To better 
display which QH phases are probed (crossed) in the bottom bilayer by the top bilayer 
charge neutrality in samples #4 and #6, the estimated loci of the top bilayer neutrality 
lines when the bottom bilayer E-field at DNP is 0.03 and 0 V/nm, which are for samples 
#4 and #6 respectively, are depicted on a good example of bottom bilayer resistivity 
contour plot in Fig. 2.24(b), where all the broken symmetry integer QHSs as well as their 





Figure 2.24:  (a) Schematic representation of single electron LLs, which change as a 
function of E-field, and the ensuing QHSs.  The solid (dashed) line marks 
the spin down (up) levels.  The orbital index (N = 0, 1, 2) and layer (+, –) 
degrees of freedom are color coded.  Assuming the direction of the 
applied E-field energetically favors the occupation of the bottom-layer, the 
symbols +, – mark the bottom- and top-layers, respectively.  (b) The 
resistivity contour map of bottom bilayer graphene in sample #2 at B = 
14T, accompanied with the estimated loci of the top bilayer neutrality lines 
for the bottom bilayer E-field at DNP of 0.03 (for sample #4) and 0 V/nm 




In Fig. 2.23, Δ0 in samples #4 and #6 are both in the CAF incoherent phase (I0 
phase in Fig. 2.16) because the E-field at DNP is smaller than the N = 0 LL critical E-
field, revealing similar gap values for both samples.  As discussed in Chapter 2.5, we 
observe two different Δ2 phases, which are layer-coherent states at zero E-field (L±2 
phase) and incoherent  = ±2 states with a zero in-plane and a net out-of-plane spin 
polarization (I±2 phase) at a finite E-field (see which phase is passed by the top bilayer 
charge neutrality in Fig. 2.24).  For both samples #4 and #6, Δ2 is measured in the 
incoherent phase, whereas Δ−2 is measured in different phases; Δ−2 in sample #4 is at the 
layer-layer coherent phase at zero E-field, whereas Δ−2 in sample #6 is at the incoherent 
phase at a finite E-field.  Δ2 in samples #4 and #6 are close each other, whereas Δ−2 in 
sample #6 is slightly larger than Δ−2 in sample #4.  Δ1 in sample #6 is not seen 
presumably because ν = 1 QHS does not emerge at zero E-field as seen in the single-
particle LL diagram (Fig. 2.24(a,b)), while Δ1 in sample #4 shows a finite QHS gap.  Δ−1 
is measured in the same type of phase in both samples, at the small E-field lower than the 
phase changing N = 0 critical E-field, albeit the E-field direction is opposite, and the 
probed values in both samples are near identical.  The  = 3 QHSs emerge at a non-
zero E-field as seen in the LL diagram, and our measured Δ3 values are at small finite E-
fields in both samples.  Δ3 of samples #4 and #6 are comparable, and Δ−3 of both 
samples are also comparable.   
Figure 2.25 shows the Δν as a function of B, measured in sample #6.  Compared 
to the layer-polarized ν = 0 phase at high E-field, where Δ0 is less-dependent on B-field, 
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Δ0 measured in the spin-polarized phase here increases linearly as B-field increases, 
similar to the previous reports [22,55].  In Fig. 2.23 and Fig. 2.25, we also note Δ0 is 
comparable to Δ2, and Δ2 is larger than Δ1,3, in agreement with a detailed Hartree-















In summary, we present a comprehensive study of the chemical potential and QH 
ferromagnetism in bilayer graphene using double bilayer graphene heterostructures.  By 
using the top bilayer as a resistively detected Kelvin probe we map the chemical potential 
in zero and high magnetic fields, which sheds light on the role of interaction at B = 0 T, 
and the interplay between spin and valley degrees of freedom in the QH regime.  The 
chemical potential vs. density dependence is strongly non-linear, allows a seamless 
extraction of the transverse electric field-induced band gap, as well as the quantum Hall 
state gaps.  The quantum Hall data reveal spin-to-valley polarized transitions in all 
orbital Landau levels, as well as new phases at filling factors  = 0 and  = ±2, 
theoretically expected to possess spin-layer or layer-layer coherent superpositions 





Giant Frictional Drag 
in Double Bilayer Graphene Heterostructures† 
 
 
We study the frictional drag between carriers in two bilayer graphene flakes 
separated by a 2 − 5 nm thick hexagonal boron nitride dielectric.  At temperatures (T) 
lower than ~ 10 K, we observe a large anomalous negative drag emerging predominantly 
near the drag layer charge neutrality.  The drag resistivity increases dramatically with 
reducing T, and becomes comparable to the layer resistivity at the lowest measured T = 
1.5 K.  At low T the drag resistivity exhibits a breakdown of layer reciprocity.  A 
comparison of the drag resistivity to the drag layer Peltier coefficient suggests a 
thermoelectric origin of this anomalous, giant drag. 
 
3.1 Introduction 
Interactions between isolated electron systems in close proximity can produce a 
wealth of novel phenomena.  A particularly interesting example is frictional drag where 
                                                 
† Portions of this chapter were published previously: Kayoung Lee, Jiamin Xue, David C. Dillen, Kenji 
Watanabe, Takashi Taniguchi, and Emanuel Tutuc, “Giant frictional drag in double bilayer graphene 
heterostructures,” arXiv:1603.00757 (2016) [33]. 
 
Kayoung Lee performed the sample fabrication, and the low temperature measurements.  Jiamin Xue 
assisted in sample fabrication, and Emanuel Tutuc assisted in low temperature measurements.  David C. 
Dillen built the magnet and cryostat systems, and Takashi Taniguchi and Kenji Watanabe synthesized the 
hBN crystals.  Kayoung Lee and Emanuel Tutuc analyzed the data and wrote the paper with input from all 
authors.   
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charge current (IDrive) flowing in one (drive) layer induces a voltage drop in the opposite 
(drag) layer, VDrag = IDrive RD, RD is called drag resistance.  At the heart of the 
transresistance are inter-layer couplings without particle exchange which can be mediated 
by e.g., momentum exchange [57,58], energy transfer [59], or phonons [60].  While RD, 
a sensitive probe of inter-layer interactions, is controlled by the drag mechanism, layer 
density, layer mobility, interlayer spacing, and temperature, the RD values are generally 
much smaller than the layer resistance.   
An exception occurs when the carriers in the two layers with opposite polarities 
form strongly bound electron-hole pairs, which are called as indirect excitons, as 
schematically described in Fig. 3.1 [61].  If such quantum correlation is made, RD can 
reach values comparable to the layer resistance.  Strongly correlated states in double 
layers with negligible interlayer tunneling have been experimentally verified in high 
mobility GaAs two-dimensional electron [14], or hole [15] double layer systems in 
magnetic fields such that each layer has one half-filled Landau level (LL) [13], illustrated 
schematically in Fig. 3.2 [13].  In a strong magnetic field, the kinetic energy of electrons 
is quantized into specifically allowed energy levels, which are LLs.  Each LL can be 
occupied by a number of degenerate electrons circulating in cyclotron orbits, which fill 
up the 2-dimensional layer.  The checkerboard represents a LL with the degenerate 
orbital sites.  In this illustration each layer is half filled, which is the most favorable 
condition for the strong correlation in a double layer electron system in equilibrium.   
Figure 3.3 shows Hall resistance Rxy
*, and Hall drag resistance Rxy,D as a function 
of the inverse of total filling factor, νT
-1, measured in GaAs-AlGaAs heterostructures by 
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M. Kellogg et. al. [14], where the layer densities in drive and drag layer are equal.  
Interestingly, Rxy
* at νT = 1 (ν = 1/2 in each layer) shows the quantum of resistance h/e
2, a 
value conventionally measured at ν = 1 in a two-dimensional electron system.  Besides, 
Rxy,D at νT = 1 clearly reaches the same value as Rxy
*, the quantized value at h/e2, when 
d/ℓ is small, where d = 27.9 nm is the interlayer separation and ℓ = (ћ/eB)1/2 is the 
magnetic length, which is proportional to the average electron spacing within each layer.  
This is a clear signature of a strong interlayer correlation.  As d/ℓ increases, Rxy,D 
collapses and Rxy

















Figure 3.1:  Schematic of electron-hole pairs, which are indirect excitons, formed in a 
two-dimensional electron (2DEG)-hole (2DHG) system.  The figure is 
















Figure 3.2:  In a strong magnetic field, electron energies are quantized into highly 
degenerate, specifically allowed energy levels, LLs.  The checkerboard 
represents a LL with the degenerate, cyclotron orbit sites.  In this 
illustration each layer is half filled, a favorable condition for the exciton 





















Figure 3.3:  Hall resistance Rxy
* and Hall drag resistance Rxy,D of a low density GaAs-
AlGaAs double layer, measured at T = 30 mK.  Layer densities are nB = nT 
= 2.6, 2.8, 3.0, 3.2, and 3.4  1010 cm-2, giving d/ℓ = 1.6, 1.66, 1.72, 1.76, 
and 1.83, respectively, at νT = 1.  The figure is adapted from [14]. 
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Extensive experimental effort has been devoted to the drag measurements in 
electron-hole double layers, using GaAs electron-hole double layers [62,63], graphene 
double layers [64,65], and most recently graphene-GaAs double layers [66], motivated in 
part by the search for equilibrium indirect exciton condensates.  A common thread in 
these experiments is the observation of an anomalous RD that increases with reducing T, 
accompanied with a breakdown of layer reciprocity when interchanging the drive and 
drag layers [62,63,66].  For instance, Fig. 3.4 presents Coulomb drag measured in a 
GaAs-AlGaAs electron-hole double layer by Croxall et. al. [62], where the interlayer 
barrier spacing is 25 nm.  In Fig. 3.4, drag resistivity were measured in the hole layer 
(ρD,h), and in the electron layer (ρD,e), individually, by inter-changing the drive and drag 
layers.  When both layer densities are n = p = 7  1010 cm-2, ρD,h shows an upturn at ~ 1 
K, followed by a downturn at ~ 0.5 K, whereas ρD,e keeps decreasing as T decreases, 
which reveals Onsager’s reciprocity breakdown.  For the densities at n = p = 1  1011 
cm-2, ρD,h changes its polarity at ~ 0.5 K, and the negative drag increases as T decreases, 
whereas ρD,e shows upturn at ~ 0.5 K, where the layer-reciprocity is still not valid.  The 
increasing drag, along with a breakdown of layer reciprocity observed at low T is not 
clearly explained.  At T higher than 1 K, ρD,h  ρD,h  T2 is satisfied, which is well 
understood based on the momentum transfer rate between a couple of parallel 2-

















Figure 3.4:  Drag resistivity measured in the hole layer (ρD,h, red triangle) and the 
electron layer (ρD,e, blue rectangular), when both layer densities are n = p = 
7 × 1010 cm-2 and at n = p = 1.0 × 1011 cm−2, in a GaAs-AlGaAs electron-
hole double layer.  The inset shows an expanded view of the lower traces at 
n = p =1.0 × 1011 cm−2.  The upturn was no longer observed at this density 
on the holes, but the downturn is seen.  The solid black lines are best-fits to 





In this regard, double bilayer graphene separated by a thin hexagonal boron 
nitride (hBN) is a particularly compelling system.  The near parabolic energy-
momentum dispersion in bilayer graphene allows the Coulomb to kinetic energy ratio to 
be tuned via density, unlike monolayer graphene where this ratio is fixed [16].  
Moreover, the availability of ultra-thin dielectrics allows double layers to be realized with 
interlayer spacing down to a few nm, granting access to the strong coupling regime d  
l, where l is the inter-particle distance.  This effectively nests the two isolated electronic 
systems in the same plane.  Here, we investigate the frictional drag in double bilayer 
graphene heterostructures, consisting of two bilayer graphene separated by a 2 − 5 nm 
thick interlayer hBN dielectric, which allows us to explore the drag in a wide range of 
layer densities, and for all combinations of carrier polarity.  Strikingly, we find a giant 
and negative drag resistivity at charge neutrality, comparable to the layer resistivity at the 
lowest T.   
The samples are fabricated using a layer-by-layer transfer process, as discussed in 
Chapter 2.2.  The top and bottom bilayer resistivities, as well as the frictional drag in 
both layers are probed using small signal, low frequency lock-in techniques, as a function 
of back-gate (VBG), and interlayer bias applied on the top bilayer (VTL), discussed further 
in Chapter 3.2.1.  We investigated four samples, #1, #2, #4, #5, with different interlayer 
spacing and layer mobilities, and their specifications are given in Table 2.1.  The 
interlayer resistance values are in the range 1.6 – 20 GΩ.  The drag resistance 
measurement errors associated with finite interlayer resistance are of the order 1%.  The 




3.2.1 Layer and Drag Measurements in Double Bilayer Graphene 
The layer densities are tuned using a combination of back-gate (VBG), and 
interlayer bias applied on the top bilayer (VTL) [67].  Four-point resistance 
measurements were performed on the bottom and top bilayer graphene by flowing source 
currents of 1 nA in each bilayer using lock-in amplifiers, as described in Fig. 3.5(a) [67].  
Different lock-in frequencies, ranging between 7 – 17 Hz were chosen for the bottom and 
top bilayers to exclude the cross-talk between the two bilayers.  A radio-frequency 
transformer (Jensen Transformers, model JT-SUB-BB) is used to flow AC currents in the 
top bilayer, while applying a DC bias VTL with respect to ground.  The samples were 
measured in a variable-temperature liquid 4He flow cryostat, which provides temperature 
(T) down to 1.5 K. 
Coulomb drag measurements were performed either on the bottom or top bilayer 
graphene, individually.  While flowing an AC drive current IDrive of 1 – 10 nA in the 
drive layer, we measure the four-point drag voltage VDrag in the opposite, drag layer [67].  
The drag resistance RDrag is then defined as VDrag/IDrive.  Conventional lock-ins are used 
to flow AC drive currents, and to measure the AC drag voltages, where the lock-in 
frequencies for the bottom and top bilayers are synchronized.  Figure 3.5(b) describes 





The drag resistances were also probed by flowing DC drive currents; we flow DC 
drive current by applying a DC voltage along the drive layer, and measure the voltage 
drop (drag voltage) along the opposite, drag layer, as described in Fig. 3.5(c).  RDrag is 
then defined as dVDrag/dIDrive in the limit of IDrive = 0.  Another schematic, which shows 
how the contacts are selected for the drag measurement, accompanied with the sample 
micrograph is presented in Fig. 3.6.  Figure 3.7 shows an example of the measured VDrag 
as a function of IDrive.  VDrag shows a linear response to IDrive in the current range of 






Figure 3.5:   Schematics of the circuits used to probe (a) layer resistances of both 
bottom and top bilayer simultaneously, and (b,c) drag resistance of the top 
bilayer using AC drive current (panel b), and using DC drive current 
(panel c) as a function of back-gate (VBG) and interlayer bias (VTL).  The 














Figure 3.6:  Optical micrograph of a representative double bilayer graphene sample 
(sample #4), and schematics describing the drag measurement in the bottom 
bilayer.  The red (yellow) contour represents the bottom (top) bilayer.  
The drive current (IDrive) is applied to one of top bilayer contacts 1, 2, 3, 4, 
marked on the schematic, and one of opposite side of top bilayer contacts is 














Figure 3.7:  Example of the drag voltage (VDrag) measured in the bottom bilayer as a 
function of drive current (IDrive) in the top bilayer.  The different traces are 
acquired at a fixed total density nB + nT = 3  10
11 cm-2, but at different each 
layer density.  The bottom bilayer density (nB) is indicated.  Data are 





3.2.2 Carrier Density Calculation  
The detailed gate-depending characteristics of each bilayer graphene, without the 
crosstalk between the two bilayers, in double bilayer graphene heterostructures are 
discussed in Chapter 2.  The bottom (nB) and top (nT) bilayer densities and gate biases 
have the following relations: 
eVBG = e
2(nB + nT)/CBG + μB   (3.1) 
eVTL = −e
2nT/Cint − μT + μB   (3.2) 
Here, CBG and Cint are the back-gate and interlayer dielectric capacitances, whereas μB 
and μT are the chemical potentials (Fermi energies, μ) of the bottom and top bilayers, 
respectively; e is the electron charge.  μ and n are positive (negative) for electrons 
(holes), and VBG and VTL in Eqs. 3.1 and 3.2 are referenced with respect to the bias values 
at nB = nT = 0 (double neutrality point, DNP).  The CBG and Cint values are determined 
using magnetotransport measurements of individual bilayers [34].   
Our previous studies in double bilayer graphene heterostructures probe 
experimentally the chemical potential in bilayer graphene [18].  Figure 3.8 shows the μ 
vs. n measured in multiple double bilayer graphene samples.  Fitting to the measured μ 
in sample #4 using a polynomial function provides the following formula describing μ as 
a function of carrier density n. 
μ(n) = 0.357n + 0.208n2 – 0.884n3 – 2.23n4 + 2.98n5   (3.3) 
valid in the range of −0.3 < n < 0.3, where n is expressed in unit of 1013 cm-2, and μ is in 
unit of eV.  While only a fit to the experimental data, this μ vs. n dependence for bilayer 
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graphene in Eq. (3.3) is useful in solving Eqs. (3.1) and (3.2) self-consistently.  Figure 








Figure 3.8:  μ vs. n in bilayer graphene, measured using our double bilayer graphene 
















Figure 3.9:  (a) nB and (b) nT calculated as a function of VBG and VTL for sample #4.  
The white dashed lines represent the measured charge neutrality of the 
bottom and top bilayer graphene. 
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3.2.3 Electric Field Calculation  
The transverse electric fields (E) across the bottom (EB) and top (ET) bilayer 
graphene can be described as [34] 
EB = enB/2ɛ0 + enT /ɛ0 + EB0   (3.4) 
ET = enT /2ɛ0 + ET0   (3.5) 
using Eq. (3.1), where ɛ0 is the vacuum permittivity, and EB0 (ET0) is the E value in the 
bottom (top) bilayer graphene at DNP by an unintentional doping.  In the bottom bilayer 
graphene, nB = 0 and EB = 0 point is identified by the Dirac point with the lowest 
resistance.  Eq. (3.4) at nB = 0 and EB = 0 can be written as 
EB0 = −enT /ɛ0 = CBGVBG/ɛ0   (3.6) 
, where VBG is the difference between the VBG values at DNP and at the nB = 0 and EB = 
0 point.  However, ET0 cannot be calculated in the similar manner.   
We estimate ET0 using two different methods.  For the low mobility top bilayer 
graphene, not encapsulated by hBN, ET0 is approximated as discussed in Ref. [34].  
Here, we presume the dopants, which move DNP from VBG = 0 and VTL = 0, are mostly 
located on top of the top bilayer graphene.  Gauss law then provides 
ET0 = CBGVBG_DNP/ɛ0   (3.7) 
where VBG_DNP is the VBG value at DNP.  For the higher quality double bilayer graphene 
heterostructures, where both bottom and top bilayer graphene are encapsulated by hBN, 
and have high top and bottom bilayer mobilities, we estimate the E-field by measuring 
transport gaps as discussed in Ref. [68], addressed in detail in the following chapter. 
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3.2.3.1  Transport Gap Measurement in Bilayer Graphene 
Bernal stacked bilayer graphene exhibits a transverse E-field induced band gap 
() [5].  At a finite E-field, bilayer graphene conductivity shows finite threshold 
voltages along the electron and hole branches, analogous to the threshold voltages seen in 
a conventional bulk semiconductor with a band gap, and the transport gap can be 
extracted from the threshold voltages.  Ref. [68] shows the gap extraction in dual-gated 
bilayer graphene with oxide dielectrics at different E-fields.  This method is employed 
here to estimate the transport gap, and corresponding E-field value at DNP in the bottom 
and top bilayer graphene in our double bilayer graphene heterostructures with hBN 
dielectrics.   
Figure 3.10(a) shows conductivity (σ) of the bottom bilayer graphene, at different 
EB, measured at T = 1.5 K, in sample #1; EB is calculated using Eq. (3.4).  At zero E-
field, σ is non-zero at nB = 0 because of thermally excited carriers and disorder in 
graphene.  By contrast, at a finite E-field σ becomes vanishing at nB = 0 and up to a 
finite |nB|, which increases with the E-field.  We note nB here denotes the mobile carrier 
density calculated for the zero gap bottom bilayer graphene.  When there is a finite E-
field and corresponding band gap, the actual mobile carrier density will be smaller than 
the presented nB value because a finite gate bias, which is the threshold bias, is consumed 
to move the Fermi energy to either conduction or valence band edge.  Therefore, the 
threshold nB value at the threshold bias presented here is related to band gap value, rather 





Figure 3.10:  (a) Conductivity of the bottom bilayer graphene as a function of nB at 
different EB, measured in the bottom bilayer of sample #1, at T = 1.5 K.  
(b) The extracted band gap values as a function of E-field.  Transport 
gaps were measured in the bottom bilayer of sample #1 (blue open circle) 
and sample #4 (red open rectangular).  Gap values measured using our 
chemical potential probing technique in Chapter 2 (blue closed 
circle) [18], as well as the transport gaps measured in dual-gated bilayer 
graphene samples with oxide dielectrics, Sample A and Sample B in 
Ref. [68], (green and purple triangles) are also included for comparison.  
Dashed line represents the theoretically calculated values [39]. 
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By considering the top bilayer graphene as a top gate, the transport gap extraction 
procedure, used for the dual-gated bilayer graphene [68] can be directly applied here to 
measure the gap of the bottom bilayer in our double bilayer graphene heterostructures.  
The transport gap values (Δ) are extracted from the measured two threshold voltages, 
VBG′ or VTL′, which is the difference between the VBG or VTL values at nB = 0 point and at 




 (CBGVBG′ + CintVTL′)      (3.8) 
Figure 3.10(b) shows the transport gap extracted from the conductivity thresholds in 
samples #1 (blue open circle) and #4 (red open rectangular), without taking into account 
disorder induced interface and gap states.  For sample #1, the bottom bilayer band gap at 
DNP was also probed using our chemical potential probing technique presented in 
Chapter 2 and Ref. [18], also included in Fig. 3.10(b) (blue filled circle).  Transport gaps 
measured in two dual-gated bilayer graphene samples with oxide dielectrics [68] (Sample 
A and Sample B, green and purple triangles, respectively), as well as theoretically 
expected gap values [39] (dashed line), are also included for comparison.  The gaps 
extracted from the samples with oxide dielectrics are significantly larger than the 
theoretically calculated values, and this is because of a large density of localized states 
inside the gap (Dit) [69–73].  In contrast, the transport gap values measured in samples 
with hBN dielectrics are very close to the theoretically expected values.  The transport 
gaps measured in sample #4 are in perfect agreement with the calculation, indicating 
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negligible disorder and gap states.  Sample #1 shows transport gap values slightly larger 
than the calculation. 
Taking into account the density of gap states, the transport gap is written as: 
 = 
2e
CBG + Cint + e
2Dit
 (CBGVBG′  + CintVTL′)     (3.9) 
By assuming Δ is the same as the theoretically expected gap value using Dit as the fitting 
parameter, we extract Dit values as a function of E-field.  Figure 3.11(a) shows the 
calculated Dit (red) and total gap states (yellow), which is given by Dit  , as a function 
of E-field for the two dual-gated bilayer graphene samples with oxide dielectrics; closed 
and open symbols mark different two samples.  The obtained Dit values vary between ~ 
6  109 and ~ 9  109 cm-2/meV, and the E-field dependence (band gap dependence) is 
not observed.  This indicates the energy-independent Dit, which leads linearly increasing 
total gap-states with increasing the E-field (band gap), as seen in Fig. 3.11(a).  In 
contrast, Fig. 3.11(b) shows the Dit and total gap states as a function of E-field for sample 
#1, double bilayer graphene sample encapsulated with hBN dielectrics.  Interestingly, 
the extracted Dit in sample #1 keeps decreasing, and appears to be saturated as the E-field 
increases, distinct from the behavior seen in samples with oxide dielectrics.  This 
suggests that Dit is mostly concentrated at the edge of the band.  Besides, we note that 
the total gap states linearly increase as the E-field increases with the offset of ~ 1.6  1010 
cm-2 at E = 0, which is translated into the localized states concentrated at the conduction 
and valence band edges.  The linearly increasing total gap states with increasing E-field 
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shows that the Dit is near energy-independent as 10
8 cm-2/meV except for at the band 
edges. 
 
Figure 3.11:  (a) Dit (left axis) and total gap states (right axis) as a function of |E|, in the 
two different dual-gated bilayer graphene samples with oxide dielectrics.  
Closed and open symbols mark different samples.  (b) Dit (left axis) and 
total gap states (right axis) in sample #1, which is a double bilayer 






Figure 3.12:  Top bilayer conductivity as a function of VTL in the proximity of DNP (a) 
in sample #5 which shows almost zero transport gap, and (b) in sample #4, 





For the top bilayer graphene, we measure the transport gap from the conductivity 
thresholds, and then inversly estimate ET0, assuming Dit is insignificant.  From Eq. (3.2), 
we obtain the transport gap T in the top bilayer in the proximity of DNP, simply as 
T = 2eVTL′   (3.10) 
neglecting the minor variations of μB and ET in the proximity of DNP.   
Figure 3.12(a,b) shows the top bilayer conductivity of sample #5 and sample #4, 
in the proximity of DNP.  The threshold voltage measurements suggest T = 0 in sample 
#5, and T = 10 meV in sample #4.  Using the transport gap vs E-field dependence, 
measured in the bottom bilayer (Fig. 3.10(b)), we estimate ET0 ≈ 0 in sample #5, and ET0 
≈ 0.1 V/nm in sample #4.  The obtained EB0 and ET0 are given in Table 2.1.  Using Eq. 
(3.4) and Eq. (3.5), along with the EB0 and ET0 values, EB and ET can be calculated as a 
function of nB and nT, which are converted from the applied VBG and VTL as presented in 
Fig. 3.9.  Figure 3.13(a,b) shows the calculated EB and ET as a function of VBG and VTL 














Figure 3.13:  (a) EB and (b) ET in sample #4 calculated as a function of VBG and VTL.  
The white dashed lines show the measured charge neutrality of the bottom 






3.3 Frictional Drag in Double Bilayer Graphene 
3.3.1 Giant Drag in the Proximity of Drag Layer Charge Neutrality 
Figures 3.14(b) and 3.14(c) show the top (ρT) and bottom (ρB) bilayer resistivities 
measured in sample #4 (Fig. 3.14(a)) at T = 1.5 K.  The bottom bilayer responds to VBG 
and VTL similar to a dual-gated bilayer graphene, in which the density and transverse 
electric field (E) are controlled independently [18].  The locus of high resistance points 
in Figs. 3.14(b,c) marks the charge neutrality lines for both bilayers.  Figure 3.14(c) also 
shows the carrier type in each of the four quadrants defined by the two charge neutrality 
lines.  To examine variations in the drag resistance when interchanging the drag and 
drive layers, we probe both the bottom (ρD,B) and top (ρD,T) drag resistivities, with the top 
or bottom bilayers serving as the drive layers, respectively.  Figures 3.14(d) and 3.14(e) 
show ρD,B and ρD,T, respectively, measured as a function of VBG and VTL in sample #4, at T 
= 1.5 K.  A comparison of Fig. 3.14(b,c) data on one hand, and Fig. 3.14(d,e) data on 
the other, shows a large, negative drag resistivity emerging predominantly near or at the 
drag layer charge neutrality.   
To better visualize Fig. 3.14(d,e) data, in Fig. 3.15 we plot ρD,B [panel (a)] and 
ρD,T [panel (b)] as a function of top (nT) and bottom (nB) bilayer densities, converted from 
VBG and VTL.  Figure 3.15 reveals a number of interesting features.  First, ρD,B is large 
in the proximity of nB = 0 line in Fig. 3.15(a), while ρD,T is large near nT = 0 line in Fig. 
3.15(b).  Near the double neutrality point (DNP), nB = nT = 0, ρD,B and ρD,T reach values 
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close to 1 kΩ.  Second, the reciprocity with respect to interchanging the drag and drive 





Figure 3.14:  (a) Optical micrograph of a double bilayer graphene heterostructure.  The 
red (gray) dashed contour lines mark the top (bottom) bilayer.  (b) ρB, and 
(c) ρT measured in sample #4 as a function of VBG and VTL at T = 1.5 K.  
Panel (b) inset shows the sample and measurement schematic.  The white 
dashed lines in panels (b) and (c) mark the charge neutrality lines of the 
top and bottom bilayers, respectively.  Panel (c) shows the carrier type in 
the two bilayers in the four quadrants defined by the two charge neutrality 












Figure 3.15:  (a) ρD,B and (b) ρD,T as a function of nB and nT, measured in sample #4, and 
at T = 1.5 K.  The data show a large drag resistivity emerging along the 







In light of the anomalous drag observed in Figs. 3.14 and 3.15, in the following 
we examine the drag layer resistivity in more detail, concentrating on the drag layer 
density, and transverse electric field (E) dependencies.  The latter is relevant for bilayer 
graphene as the energy-momentum dispersion changes with E, concomitant with gap 
opening at charge neutrality [5].  Figure 3.16(a) shows ρB, ρD,B, and the corresponding 
normalized drag ρD,B/ρB as a function of nB = −nT, namely at equal density in the two 
bilayers, with opposite polarity carriers, in sample #4.  ρD,B shows a very strong, 
negative peak at DNP, which surprisingly becomes comparable to ρB at T = 1.5 K.  As 
nB = −nT increases ρD,B changes sign, becomes positive at a finite |nB|, and then vanishes 
as |nB| increases further.   
Figure 3.16(b) shows ρB, ρD,B (left panel), and ρD,B = ρB (right panel) vs. nB in the 
proximity of nB = 0 and nT = 0.  The negative ρD,B at nB = 0 is notable, similar to the 
large, negative ρD,B peak at DNP in Fig. 3.16(a).  However, the magnitude of ρD,B/ρB at 
nB = 0 and nT  0 is smaller than that at DNP.  As |nB| increases, ρD,B changes polarity, 
and becomes positive, consistent with the observed trend at DNP, albeit with a lower 
magnitude.  An examination of the electrostatics in double layers shows that at nB = 0, 
the E value across the bottom bilayer changes as nT changes as indicated in Fig. 3.16(b) 
legend.  We observe that ρD,B at nB = 0 grows as ρB increases with increasing E-field, 
leading to a relatively constant ρD,B = ρB ratio.   
Figure 3.17 shows ρD,B as a function of nB = −nT at different T in sample #4, 
showing a large, negative drag at DNP.  We note that Fig. 3.16(a,b) and Fig. 3.17 were 
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collected in separate cooldowns.  Similar to Fig. 3.16(a) data, ρD,B becomes positive as 
|nB| increases, and subsequently decreases towards zero with increasing density.  The 
inset of Fig. 3.17 summarizes the T-dependence of the negative peak of both ρD,B and ρD,T 
at DNP, showing a decrease of the drag resistivity with increasing T.  At the lowest T, 
mesoscopic fluctuations [67] are also noticeable in the proximity of DNP in Fig. 3.17, 










Figure 3.16:  (a) ρB, ρD,B (left axis), and ρD,B/ρB (right axis) as a function of nB = −nT, 
measured at T = 1.5 K in sample #4.  The ρD,B and ρB values are 
comparable at DNP.  The E-field across the bottom bilayer (drag layer) is 
40 mV/nm at DNP.  (b) Left panel: ρB (dashed lines), and ρD,B (solid 
lines) vs. nB in sample #4 at different E values in the bottom bilayer at T = 
1.5 K.  Right panel: ρD,B/ρB vs. nB corresponding to the left panel data.  
The data were acquired at constant nB + nT total density values.  (c) ρD,B 
as a function of nB = −nT, in the proximity of DNP at different T, measured 
in sample #4 in a separate cooldown.  The inset shows ρD,B and ρD,T vs. T 












Figure 3.17:  ρD,B as a function of nB = −nT, in the proximity of DNP at different T, 
measured in sample #4 in a separate cooldown.  The inset shows ρD,B and 
ρD,T vs. T at the DNP.  
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3.3.2 Drag in double bilayer graphene heterostructures without top hBN 
For the samples with a relatively low mobility top bilayer graphene, not 
encapsulated by hBN, drag was probed mainly in the bottom bilayer which has higher 
mobility, while flowing a drive current in the top bilayer.  Figure 3.18(a) shows the drag 
resistance (RD,B) in the bottom bilayer, when the bottom and top bilayer carrier densities 
are balanced as nB = −nT, measured at various T from 1.75 to 50 K in sample #7.  The 
layer resistance (black trace) at 1.75 K, and the normalized drag (light blue trace) are also 
included.  RD,B displays the strong, negative peak at DNP, marked by the blue triangle, 
changes its polarity as the density increases, and shows positive peaks at finite densities 
at both carrier types, marked by the red rectangle and orange circle.  At higher carrier 
density, the drag resistance disappears.  The overall behavior is similar to the 
observation in sample #4 (Fig. 3.16 and Fig. 3.17).  The positive peaks of RD,B at finite 
densities in Fig. 3.18(a) are surprisingly strong, comparable to the negative peak at DNP, 
and the normalized drag of those peaks reaches ~35 %, even larger than the negative 
normalized drag at DNP here.  As T increases, the drag peaks subside.  
Figure 3.18(b) summarizes the T-dependence of the negative peak of RD,B at DNP 
(blue triangle), and the two positive peaks of RD,B at finite densities (red rectangle and 
orange circle), showing a decrease of the drag resistance with increasing T, as seen in 














Figure 3.18:  (a) RD,B as a function of nB = −nT, in the proximity of DNP at different T 
from 1.75 to 50 K (from red to pink color traces) measured in sample #7.  
The layer resistance (black trace) at 1.75 K, and the normalized drag (light 
blue trace) are also included.  (b) T-dependence of the negative peak of 
RD,B at DNP (blue triangle), and the positive peaks of RD,B at finite 




3.4 Possible Origins of the Anomalous Giant Drag 
The experimental observations in Figs. 3.14 − 3.18 have several anomalous 
features at variance with existing Coulomb drag theories.  It is tempting to interpret the 
giant drag that develops at DNP at low T as a signature of a correlated state of the two 
layers.  However, the fact that the drag voltage is negative, namely opposite to the 
electric field in the drive layer, coupled with the layer reciprocity breakdown casts doubt 
on this interpretation.  Moreover, the increasing ρD observed with decreasing T [Fig. 
3.17 and Fig. 3.18] is opposite to the expected dependence for momentum transfer 
mediated drag [57,58].  The increasing drag at the lowest T, coupled with the apparent 
breakdown of reciprocity bears similarity with data reported in electron-hole double 
layers in GaAs-AlGaAs [62] or GaAs-graphene heterostructures [66].  We note that the 
interlayer separations in [62,66] were larger than 10 nm, and the magnitude of the 
measured drag resistivity was two orders of magnitude smaller than the values probed in 
the double bilayer graphene heterostructures investigated here.  Indeed, the ρD,B  ρB is 
a dramatic signature of the strong coupling regime in double layers.   
 
3.4.1 Thermoelectric Origin for the Drag 
To gain insight into the origin of the anomalous drag we first note that the ρD,B 
and ρB peaks in Fig. 3.16(a) have similar widths.  The giant peak at the DNP is 
reminiscent of energy drag near charge neutrality in double monolayer graphene 
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heterostructures [59,65], where Coulomb mediated vertical energy transfer coupled with 
correlated density inhomogeneity in the two layers yields a drag resistivity of 
thermoelectric origin, with the polarity determined by interlayer correlations μBμT.  
To assess the role of thermoelectricity in our measurements we use the Mott relation for 








      (3.11) 
where kB is the Boltzmann constant, and σ the layer conductivity.  Using Eq. (3.11) 
along with σ = 1/ρB measured in the bottom bilayer graphene, the experimental μB vs. nB 
data (Fig. 3.8) [18], and nB vs. VBG and VTL (Fig. 3.9), we obtain QB vs. μB.   
In Fig. 3.19(a) (main panel) we compare the drag layer chemical potential (μDrag) 
dependence of ρD and drag layer −∂Q/∂μ, in samples #4, #2, and #5 at T = 1.5 K.  The 
bottom (top) layer serve as drag layer in sample #4 and #2 (#5).  The data of samples #4 
and #5 were measured while sweeping the layer densities such that nB = −nT, whereas the 
data of sample #2 were measured while the bottom and top bilayer densities are not 
balanced as nB  −nT.  A main difference between the three samples is that the drag 
layer mobility is 260,000 cm2/Vs in sample #4 (bottom bilayer), 210,000 cm2/Vs in 
sample #2 (bottom bilayer), and 19,000 cm2/Vs in sample #5 (top bilayer).  Remarkably, 
both ρD and −∂Q/∂μ show a peak at charge neutrality, change polarity as |μDrag| increases, 
and vanish at even larger |μDrag| values.  Interestingly, the peak structure of energy drag 






Figure 3.19:  (a) Drag layer −∂Q/∂μ (yellow) and ρD (red) vs. μDrag in samples #4, #2, 
and #5 at T = 1.5 K.  The data were acquired by sweeping the layer 
densities such that nB = −nT.  (b) |μDrag=0| as a function of |μ∂Q/∂μ=0| of the 
drag layer for four samples, with different interlayer spacing shown in the 
legend.  The open (closed) symbols mark data measured using the top 
(bottom) bilayer as drag layer.  The red (blue) symbols represent data 
measured at zero (finite) drive layer density. 
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The striking similarity between the μDrag-dependence of ρD and −∂Q/∂μ strongly 
suggests a thermoelectric origin for the large frictional drag observed at low T in our 
double bilayer graphene.  To further test this hypothesis, in Fig. 3.19(b) we compare the 
μDrag value at which ρD changes polarity (|μDrag=0|), and the μ value at which the drag layer 
∂Q/∂μ changes its polarity (|μdQ/dμ=0|) for multiple samples.  The |μDrag=0| and |μdQ/dμ=0| are 
averaged over the μ values on both electron and hole branches, and represent the half 
width of the ρD peak and the drag layer ∂Q/∂μ peak, respectively.  The |μDrag=0| and 
|μdQ/dμ=0| values are determined using frictional drag measurements in either bottom or top 
bilayer graphene from four samples with different interlayer thickness and layer mobility.  
Furthermore, the data are collected at different drive layer densities, not only at DNP.  
Figure 3.19(b) clearly indicates that |μDrag=0| agrees very well with |μdQ/dμ=0|, suggesting 
that the overall behavior of the anomalous drag at low T is governed by the drag layer 
∂Q/∂μ.  Consistent with Figs. 3.14 and 3.15 data showing that ρD depends largely on the 
drag layer density, we do not find a correlation between the drag resistivity and the drive 
layer ∂Q/∂μ.   
While reminiscent of energy drag, the giant drag measured here deviates from the 
simple energy drag picture presented in Ref. [59].  Also striking is the layer non-
reciprocity, amplified by the giant drag at DNP [Fig. 3.16(a)].  We note that Ref. [59] 
assumes fully overlapping layers with identical geometries, and contact configurations.  
In contrast, in the actual devices examined here the geometry and contact configurations 
of the drive/drag layers are different [Fig. 3.14(a)].  As a result, anisotropic heat flow 
due to sample geometry [76] as well as Peltier heating outside of the active layers may 
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contribute to the layer non-reciprocity in our drag measurements.  A second ingredient 
that may lead to non-reciprocity is drive current-induced density gradient in both layers 
proportional to Cint, and to drive layer resistivity.  The charge density gradient is not 
symmetric when interchanging the drive and drag layers, and is largest when the layer 
with the lower density is used as a drive layer.  A fuller understanding of the origin of 
broken layer reciprocity at low T is the subject of intense current research.   
The polarity of the energy drag is determined by the sign of potential fluctuations 
in graphene, μBμT [59].  A negative drag of thermoelectric origin measured at DNP 
indicates that μBμT < 0. This suggests that strain [77], rather than charged 
impurities [78] dominates the density inhomogeneity.  For impurity induced 
inhomogeneity μBμT > 0, and a positive drag is expected at charge neutrality.  The 
clearly developed, broken symmetry integer quantum Hall states in our samples (see the 
data shown in Chapter 2) also prove the high sample quality with low level of impurities.   
 
3.4.2 Expected Difference in Energy Drag Between Monolayer and Bilayer 
Graphene 
Lastly, we discuss similarities and differences between the energy drag previously 
observed in double monolayer graphene heterostructures [65,79], and the drag in double 
bilayer graphene heterostructures.  The drag in monolayer graphene shows a peak at the 
DNP, has a positive value, and is maximum at higher temperatures, T  70 K.  The 
positive drag at DNP is understood as energy drag where impurity induced disorder 
creates a positive correlation of the layer chemical potential fluctuations μBμT [59].   
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Here, we briefly discuss how the band structure differences between monolayer 
and bilayer graphene impact the energy drag.  We approximate σ = neμFE + σ0, where 
μFE is the layer mobility, and σ0 is the conductivity at charge neutrality, determined by 
sample disorder and temperature.  Using the linear energy-momentum dispersion for 
monolayer graphene, and the parabolic dispersion for bilayer graphene, Eq. (3.11) then 








     (3.12) 
Here, α = 2 and δ2 = σ0ħ
2υ2/eμFE for monolayer graphene, υ is Fermi velocity and ћ is 
the reduced Planck’s constant, and α = 1 and δ2 = σ0ħ
2μ/2eμFEm* for bilayer graphene, 
m* = 0.034 me is effective mass.  Assuming nominal values σ0 = 2e
2/h, υ = 106 m/s, and 
μFE = 100,000 cm
2/Vs provide δ2 = 66 meV2 for monolayer graphene. By contrast, δ2 
vanishes for bilayer graphene at charge neutrality.  Consequently, for T = 1.5 K we 
obtain ∂Q/∂μ|μ=0 = −0.0017 e
-1 in monolayer graphene, whereas ∂Q/∂μ|μ=0 = −1.9 e
-1 in 
bilayer graphene, a value more than 1000 times larger compared to monolayer graphene.   
The larger ∂Q/∂μ leads to the large energy drag at charge neutrality in bilayer 
graphene, a striking difference which originates from the larger density of states in 
bilayer graphene by comparison to monolayer graphene.  We note that the value of 
∂Q/∂μ at charge neutrality, calculated using the measured σ in bilayer graphene (Fig. 
3.19(a)) is smaller than the above example, where the disorder-induced chemical 
potential fluctuations are neglected.  To account for density fluctuations at charge 
neutrality, we substitute μ with an approximate potential fluctuation δμ = 5 meV [78], 
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which yields δ2 = 0.85 meV2 and ∂Q/∂μ|μ=0 = 0.06 e
-1 for bilayer graphene, close to the 
value presented in Fig. 3.19(a).   
The T-dependence of ∂Q/∂μ can be simply written as T2/δ2, where δ2 includes the 
T-dependency of σ0.  Approximating to δ
2  δ02 + 6.25(kBT)2 for both monolayer [59], 
and zero gap bilayer graphene provides several order smaller δ0
2 = 0.7 meV2 for bilayer 
graphene compared to that of monolayer graphene δ0
2 = 66 meV2 at T = 1.5 K.  The 
simple picture in energy drag, assuming the layer reciprocity in the active region as 





















,     (3.13) 
κ is thermal conductivity, and ℓ is the interlayer cooling length, which is close to the 
inelastic mean free path.  Using the Widemann-Franz law κ  δ2T, we obtain a T-
dependence of drag resistivity at charge neutrality as T2/(δ0
2 + 6.25(kBT)
2)3, a non-
monotonic function which reaches a maximum at a temperature T*, where a lower value 
of δ2 leads to a lower T*.  This estimate yields T* ~ 3 K for double bilayer graphene 
system by comparison to T* ~ 30 K for monolayer graphene, as shown in Fig. 3.20.  We 
note that in monolayer graphene κ  δ2/T [59] is a better approximation for T > 50 K, 
which further increases the T* value.  
We emphasize that while this estimation explains the sharp increase of the energy 
drag for T < 10 K in double bilayer graphene, along with a much larger magnitude, this 
calculation assumes reciprocity, where the drag resistivity depends on ∂Q/∂μ values for 
both drive and drag layers.  In contrast, our experimental data shows a much weaker 
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dependence on the drive layer ∂Q/∂μ at low temperature, which remains to the 






Figure 3.20:  Expected temperature dependence of the energy drag in double monolayer 
and double bilayer graphene.  The difference in energy-momentum 
dispersion between monolayer and bilayer graphene leads to a dramatic 






3.5 Magnetodrag and Hall Drag in Double Bilayer Graphene 
Heterostructures 
Longitudinal drag (magnetodrag) and Hall drag measurements in weak magnetic 
(B) fields were also performed in our double bilayer graphene heterostructures.  Figure 
3.21 shows magnetodrag resistivity (ρxx,D) at nB = −nT, measured in the bottom bilayer at 
different B-fields and at T = 1.5 K, in sample #4.  A negative peak in Rxx,D is notable at 
DNP, which increases as the B-field increases.  Figure 3.22(a,b) represent the magnitude 
of the negative peak of the magnetodrag resistivity (ρxx,D_Peak), and the peak of 
normalized magnetodrag at DNP (ρxx,D_Peak/ρxx_Peak), respectively, as a function of B-field.  
The negative peaks of both magnetodrag and normalized magnetodrag increase as the B-
field increases up to ~ 1 T.  At B-fields higher than 1 T, quantum Hall features emerge, 
the regime beyond our scope.  In addition to the magnetodrag, we also measure Hall 
drag.  Figure 3.23(b) shows Hall drag (Rxy,D) and Hall (Rxy) resistances measured in the 
bottom bilayer as a function of nB = −nT, at B = 0.6 T and at T = 1.5 K.  Rxy,D and Rxy 
were acquired using the same set of contacts in the bottom bilayer while flowing current 
in the top and bottom bilayer, respectively, in the same direction. The polarity of the Hall 
drag resistance is opposite to that of Hall resistance, which suggests our observed drag 
does not originate from electron-hole pairing. 
The negative magnetodrag at charge neutrality, and its increasing magnitude with 
increasing B-field suggest that the energy-driven drag mechanism predicted by Song and 
Levitov [76,80] as the possible origin.  As depicted schematically in Fig. 3.24(a,b) [76], 
 110 
in a weak magnetic field the trajectory of charge carriers is deflected in the drive layer 
(layer 1), which leads to a density gradient and, as a result, a temperature gradient (T1), 
perpendicular to the drive current (j) flow.  The efficient vertical heat transfer between 
the two bilayers induces the temperature gradient (T2) also in the drag layer (layer 2), in 
the same direction as T1.  This then leads charges to diffuse in the direction of T2, 
yielding voltage drops transversely and longitudinally by Lorentz force, which are Hall 
drag voltage VH in Fig. 3.24(b) and magnetodrag voltage V|| in Fig. 3.24(a), respectively.  
The theoretically expected magnetodrag (Fig. 3.24(c)) and Hall drag (Fig. 3.24(d)) for a 
double monolayer graphene system with anisotropic heat flow [76] are analogous to our 
observation, although in our drag measurements the density regime other than nB = −nT 
were not explored.   
For the energy-driven drag in the double monolayer graphene, investigated 
theoretically [76] and experimentally [65,79], the energy-driven drag is expected to be 
observed at temperature higher than ~ 100 K.  In contrast, we note our giant 
magnetodrag is observed at T = 1.5 K.  For the full understanding of the temperature 
dependence, further theoretical studies are required.  We suspect the estimated T-
dependence difference in the zero field energy drag between monolayer and bilayer 
graphene, presented in Chapter 3.4.2 (Fig. 3.20), is related to the T-dependence of the 
energy-driven magnetodrag as well.   
The magnetodrag was measured also in the top bilayer by interchanging the drive 
and drag layers.  Magnetodrag in the top bilayer shows a negative peak at DNP as seen 
in the bottom bilayer, which increases with the magnetic field. 
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Figure 3.21:  Magnetodrag (ρxx,D) as a function of nB = −nT, measured in the bottom 
bilayer at different B-fields and at T = 1.5 K, in sample #4.  The negative 




Figure 3.22:  The magnitude of the negative peaks of magnetodrag (ρxx,D_Peak, panel (a)), 















































B = 0.6 T
 
 
Figure 3.23:  Hall resistance (Rxy) and Hall drag resistance (Rxy,D) as a function of nB = 
−nT, measured in the bottom bilayer at B = 0.6 T and at T = 1.5 K, in 












Figure 3.24:  (a,b) The mechanism of energy-driven magnetodrag in a double layer 
system.  In a weak magnetic field, the charge carriers in the drive layer 
(layer 1) are deflected, which causes temperature gradient (T1).  If the 
two layers are close enough for the interlayer thermal coupling, 
temperature gradient (T2) is induced in the drag layer (layer 2), in the 
same direction as T1.  This then leads charges to diffuse in the direction 
of T2, yielding a Hall drag voltage (VH) and magnetodrag (V||) by the 
Lorentz force.  Theoretically calculated energy-driven (c) magnetodrag 
resistivity (ρ||
drag), and (d) Hall drag resistance (RH
drag) as a function of 
drive layer and drag layer densities, n1 and n2, respectively.  The figures 




3.6 Diffusive Drag at High Temperature 
We measure the drag at zero magnetic field also at elevated temperatures, higher 
than 100 K.  Figure 3.25 shows the drag resistances measured in the bottom (RD,B) and 
top (RD,T) bilayers as a function of nB and nT, at elevated T = 215 K in sample #4.  We 
observe positive (negative) drag when the drive and drag layer carrier types are opposite 
(equal), and similar magnitudes in RD,B and RD,T, which are much smaller than layer 
resistances.  This Coulomb drag at high temperature is explained by the momentum 
transfer from the drive layer to drag layer, mediated by Coulomb scattering [58], as 
schematically described in Fig. 3.26 [61].  The illustration shows that electrons in the 
two-dimensional drive layer (bottom layer, red) push the holes in the drag layer (top 
layer, blue) to the direction opposite to the drive current by transferring their momenta 
(me
*vD), and this gives rise to a positive drag.  This phenomenon is called as diffusive 
drag, and was observed in AlGaAs-GaAs [57,58], and double monolayer graphene 
heterostructures [64,65,67].  Multiple samples were investigated, and we observe this 
high temperature drag (diffusive drag) increases as T increases in general, a conventional 
trend of diffusive drag [58,64,67,81].  Figure 3.25 also represents that the layer 








Figure 3.25:  Momentum exchange induced drag at elevated temperatures in double 
bilayer graphene heterostructures: Drag resistances measured in the bottom 
(RD,B) and top (RD,T) bilayer as a function of nB and nT, at elevated T = 215 
K in sample #4.  We observe positive (negative) drag when the drive and 
drag layer carrier types are opposite (equal), and similar magnitudes in 
RD,B and RD,T, indicating that the layer reciprocity is obeyed.   
 
Figure 3.26:  Schematic showing the momentum transfer from the drive layer (bottom 
layer, red) to drag layer (top layer, blue).  The figure is adapted from 






In summary, we report an anomalous giant, negative frictional drag  1 kΩ in 
high mobility double bilayer graphene near the drag layer charge neutrality at 
temperatures lower than 10 K, with values approaching that of layer resistivity.  The 
drag increases with decreasing T down to T = 1.5 K, and does not obey the layer 
reciprocity.  While mimicking the dependencies expected for drag of thermoelectric 
origin, current theories of drag cannot account fully for all its anomalous features.  This 
opens an unanticipated playground for exploring and controlling new electron-interaction 












In this dissertation, we experimentally studied various physical phenomena in 
bilayer graphene and its heterostructures, which are two-dimensional quantum confined 
systems.  In a high magnetic field, bilayer graphene shows quantum Hall effect, where 
the electron energy is quantized into highly degenerate energy levels, called Landau 
levels (LLs).  We investigate the quantum Hall ferromagnetism in bilayer graphene, 
along with our accurate global LL energy measurement technique.  A full (spin, valley, 
and LL orbital) degeneracy breaking is observed, and corresponding QH phases and their 
transitions are studied comprehensively as a function of magnetic and electric fields.  In 
particular, new quantum Hall phases at ν = 0 and at ν = 2 are observed, both of which 
states can be theoretically explained by the superposition of two different single-electron 
LLs.  We measure LL energies, and QHS gaps in different phases, e.g. spin- or layer-
polarized, and at different electric fields.  We discuss the interplay between Zeeman 
splitting, electric field induced layer asymmetry, and electron-electron interaction, which 
leads to various phases of the quantum Hall states in bilayer graphene. 
This thesis also investigates experimentally the role of many-body interaction in 
bilayer graphene, and double bilayer graphene heterostructures.  At zero magnetic field, 
the chemical potential dependence on carrier density in bilayer graphene is reshaped by 
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interaction, resulting in effective mass values lower than theoretical values calculated 
using the local density approximation.  In the quantum Hall regime we observe the 
decreasing chemical potential as a function of density in the N = 0, 1 LLs, except for 
integer fillings where the chemical potential shows discontinuities because of QHS gaps, 
a counter-intuitive behavior called negative compressibility.   
In double bilayer graphene heterostructures, where the inter-layer particle spacing 
can be smaller than the intra-layer particle spacing, we measure frictional drag in wide 
ranges of drive and drag densities to probe for quantum correlated states.  A giant drag 
resistivity, comparable to layer resistivity was observed at zero magnetic field, which 
may be explained by an efficient energy transfer from the drive to drag layer.  Although 
the phenomenon does not originate from electron-hole pair, a sought after phenomenon, 
our results are intriguing and inspire further investigation.  Our double bilayer graphene 
heterostructures also show gate-tunable resonant quantum tunneling when the two 
bilayers are rotationally aligned [34,82].  We believe that these in-depth experimental 
transport studies in bilayer graphene and its heterostructures contribute to fundamental 
understanding of quantum behavior of quantum confined, low-dimensional electron 
systems. 
The measurements of electronic structure, including band gap, effective mass, and 
Fermi velocity are fundamental for electronic and optical materials, indispensable to the 
design of applications based on them.  We also show transport gap extraction technique, 
applied to probe the gaps in bilayer graphene tunable as a function of transverse electric 
fields.  This technique is highly accurate especially for high mobility samples, such as 
 119 
graphene encapsulated by hBN, and simple and straightforward, compared to the gap 
extraction method based on temperature dependence measurements [55].  These 
transport spectroscopic techniques can be employed to explore new electronic and optical 
materials, and to examine the modified electronic structures, for instance, by using 
different dielectric interfaces [44,83], applying strain [84–87], reducing dimensions [88–
90], or adding periodic potentials [91,92] by means of Moiré pattern [93–97] or periodic 
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