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Abstract
In this work, computational methodologies are used to investigate the behavior of
Metal-Organic Frameworks (MOFs) that are of potential utility in gas separation ap-
plications. MOFs are three-dimensional porous materials that are desirable due to
their high porosity and internal surface area. Given the myriad of possible framework
topologies, computational tools are necessary in order to aid and complement experi-
mental efforts. The focus of this dissertation is specifically coordinatively unsaturated
MOFs, a subclass of MOFs for which there are additional computational challenges in
treating the exposed metal site. The collection of studies presented here are grouped
into four categories: force field parameterization, gas reactivity within MOFs, nature of
adsorbate–MOF bonding, and multireference treatment of metal–metal bonds. Ab initio
force fields are parameterized for various MOF–gas interactions, where the the NonEm-
pirical Modeling (NEMO) philosophy is adopted. Wave-Function Theory (WFT) is used
for the calculation of the reference energies of the intermolecular terms. Møller-Plesset
Perturbation Theory to 2nd order (MP2) and Complete-Active Space Perturbation The-
ory to 2nd order (CASPT2) are applied for closed-shell and open-shell cases, respectively.
These derived force fields are utilized in Grand Canonical Monte Carlo (GCMC) sim-
ulations for the MOF + adsorbate systems. Results from GCMC simulations include
adsorption isotherms, Henry coefficients, and isosteric heats of adsorption that are com-
pared with the available experimental data, demonstrating the predictive capabilities of
this computational procedure. A reaction mechanism between CO2 and amines grafted
within the pores of a MOF is proposed based on DFT results, and both DFT and
CASPT2 results are utilized to elucidate the nature of a reactive Fe-Oxo intermediate
at the exposed Fe site in the MOF. Coupled Cluster (CC), MP2, CASPT2, and DFT
are all used to rationalize adsorbate–MOF bonding trends, and the Extended-Transition
State Natural Orbitals for Chemical Valence (ETS-NOCV) is used as a comparative tool.
Complete-Active Space Self-Consistent Field (CASSCF) and CASPT2 are used for the
studies of metal–metal multiple bonded species, and compared with results from DFT.
iii
Contents
Acknowledgements i
Dedication ii
Abstract iii
List of Tables viii
List of Figures x
List of Acronyms xiv
Preface xix
1 Introduction 1
1.1 Background Information . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Organization of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Force Field Parameterization 15
2.1 Ab Initio Carbon Capture in Open-Site Metal-Organic Frameworks . . . 15
2.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.3 Transferability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.5 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.6 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 29
iv
2.2 CO2 Adsorption in Fe2(dobdc): A Classical Force Field Parameterized
from Quantum Mechanical Calculations . . . . . . . . . . . . . . . . . . 30
2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2.6 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 Uranyl–Peroxide Nanocapsules in Aqueous Solution: Force Field Devel-
opment and First Applications . . . . . . . . . . . . . . . . . . . . . . . 55
2.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.3 Uranyl–Peroxide Force Field . . . . . . . . . . . . . . . . . . . . 60
2.3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.3.6 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 75
3 Gas Reactivity within MOFs 77
3.1 The Mechanism of Carbon Dioxide Adsorption in an Alkylamine-Functionalized
Metal-Organic Framework . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.1.2 Proposed Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.1.4 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 84
3.2 Oxidation of Ethane to Ethanol by N2O in a Metal-Organic Framework
with Coordinatively Unsaturated Iron(II) Sites . . . . . . . . . . . . . . 85
3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.2.5 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 99
v
4 Nature of Adsorbate–MOF Bonding 101
4.1 Design of a Metal-Organic Framework with Enhanced Back Bonding for
Separation of N2 and CH4 . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.1.2 Theoretical Methods . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.1.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 108
4.1.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.1.5 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 117
4.2 Reversible CO Binding Enables Tunable CO/H2 and CO/N2 Separations
in Metal-Organic Frameworks with Exposed Divalent Metal Cations . . 118
4.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.2.2 Experimental Section . . . . . . . . . . . . . . . . . . . . . . . . 120
4.2.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 129
4.2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.2.5 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 142
5 Multireference Treatment of Metal–Metal Bonds 144
5.1 A Combined Spectroscopic and Computational Study of a High-Spin S
= 7/2 Diiron Complex with a Short Iron–Iron Bond . . . . . . . . . . . 144
5.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.1.2 Experimental Section . . . . . . . . . . . . . . . . . . . . . . . . 148
5.1.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.1.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.1.5 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 167
5.2 Assessing Metal–Metal Multiple Bonds in Cr–Cr, Mo–Mo, and W–W
Compounds and a Hypothetical U–U Compound: A Quantum Chemical
Study Comparing DFT and Multireference Methods . . . . . . . . . . . 167
5.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
5.2.2 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . 173
5.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
5.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
5.2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
vi
5.2.6 Additional Information . . . . . . . . . . . . . . . . . . . . . . . 199
References 201
vii
List of Tables
2.1 Parameters for the Dual-Site Langmuir–Freundlich Fit of the Experimen-
tal Isotherm Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2 Bond Distances for the Nearest Neighbors of a Metal Ion in Fe-MOF-74
and Mg-MOF-74 Computed Using Periodic DFT . . . . . . . . . . . . . 43
2.3 ROMP2 LoProp Charges for Fe-MOF-74 and Mg-MOF-74 . . . . . . . . 46
2.4 Force Field Parameters for Fe(II)–O(CO2) and Mg(II)–O(CO2) . . . . . 47
2.5 Details of the Systems Investigated . . . . . . . . . . . . . . . . . . . . . 59
2.6 Atomic Partial Charges Used for Electrostatic Terms in the Molecular
Dynamics Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.7 Intermolecular Parameters for the Nonbonded, Bond Stretching and An-
gle Bending Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.8 Structural Hydration Properties of U1, U2, and U5 Species . . . . . . . 65
3.1 Calculated Relative Energies of the Cluster Model of 4 . . . . . . . . . . 96
4.1 N2/CH4 Adsorption Energy Differences, ∆Eads . . . . . . . . . . . . . . 109
4.2 Absolute Binding Energies . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3 M06-L Bond Distances, Frequencies, and Partial Atomic Charges . . . . 113
4.4 Isosteric Heat of CO Adsorption, M–C Distance, M–C–O Angle, CO
Capacity, CO/H2 and CO/N2 IAST Selectivities for M2(dobdc) . . . . . 140
5.1 Crystallographic Details for [Fe2(DPhF)3](C6H6)0.5 . . . . . . . . . . . . 149
5.2 Selected Bond Lengths and Angles for Fe2(DPhF)3 Structures . . . . . . 154
5.3 Calculated Relative Energies of Fe2(DPhF)3 for All Possible Spin States
at DFT, CASSCF, and CASPT2 Levels of Theory . . . . . . . . . . . . 157
5.4 Calculated Hyperfine Parameters of Fe2(DPhF)3 Relevant to Mo¨ssbauer
Spectroscopy for Different DFT Functionals . . . . . . . . . . . . . . . . 159
viii
5.5 Spin-Free Excitation Energies of Fe2(DPhF)3 for Octet Wave Functions
Belonging to the A Symmetry States . . . . . . . . . . . . . . . . . . . . 164
5.6 Selected Spin-Free Excitation Energies of Fe2(DPhF)3 for Octet Wave
Functions Belonging to the A and B Symmetry States . . . . . . . . . . 165
5.7 Most Significant Structural Parameters and Bond Order for the [Ph-MM-
Ph] Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
5.8 Most Significant Structural Parameters and Bond Order for the [Ar-MM-
Ar] Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.9 Structural Parameters and Bond Order for Compound 1 . . . . . . . . . 183
5.10 Excitation Energies for the Lowest Singlet and Triplet States of Com-
pound 1 and Their Electronic Configurations . . . . . . . . . . . . . . . 184
5.11 Calculated and Experimental Structural Data for Cr2(dpa)4, Mo2(dpa)4,
and W2(dpa)4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.12 Excitation Energies from S1 for the Lowest Singlet and Triplet States,
Intensities, and Their Electronic Configurations for Cr2(dpa)4 (2a) . . . 188
5.13 Excitation Energies from S1 for the Lowest Singlet and Triplet States,
Intensities, and Their Electronic Configurations for Mo2(dpa)4 (2b) . . 189
5.14 Excitation Energies from S1 for the Lowest Singlet and Triplet States,
Intensities, and Their Electronic Configurations for W2(dpa)4 (2c) . . . 190
5.15 Calculated Structural Data for U2(dpa)4 (2d) . . . . . . . . . . . . . . . 192
5.16 Comparison of FSRs and Calculated Bond Orders . . . . . . . . . . . . 196
ix
List of Figures
1.1 General Amine–CO2 Reaction Typical for Industrial CO2 Capture Ap-
plications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Representation of the Periodic MOF-5 and MOF-74 Framework Topolo-
gies, with Their Respective Metal Vertices . . . . . . . . . . . . . . . . . 3
1.3 Comparison Between Mg2(dobdc) and Mg2(dobpdc) . . . . . . . . . . . 4
1.4 Adsorption Isotherms of CO2 in Mg-MOF-74 Comparing Experimental
Data with Simulation Predictions Using UFF . . . . . . . . . . . . . . . 8
1.5 Isosteric Heat of CO2 Adsorption in the mmen-Grafted Mg2(dobpdc) as
a Function of (CO2 / mmen) Loading . . . . . . . . . . . . . . . . . . . 10
1.6 Different Reactivity Currently Proposed for Amine–CO2 Reactions in
Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Interaction Energy Comparison of Force Fields with Decomposed MP2
and UFF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Interaction Energy Comparison of Force Field with Periodic DFT . . . . 21
2.3 Comparison of the Experimental and Simulated Isosteric Heats of Ad-
sorptions as a Function of Loading . . . . . . . . . . . . . . . . . . . . . 23
2.4 Comparison of Simulated and Experimental Adsorption Isotherms and
Henry Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 Enhancement of the Adsorption of CO2 as a Function of Loading . . . . 25
2.6 Adsorption Isotherms of CO2 in Additional Frameworks . . . . . . . . . 26
2.7 Structure of Fe-MOF-74 Pictured with its Stoichiometric Unit . . . . . . 33
2.8 Sixty-Atom Cluster Used to Model the Fe(II) Ion and its Ligand Envi-
ronment within Fe-MOF-74 . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.9 CO2 Adsorption Isotherms in Fe-MOF-74 at 25, 35, and 45 ◦C . . . . . 42
x
2.10 A Single Fe(II) Ion and its Nearest Neighbors within Fe-MOF-74 . . . . 43
2.11 ROMP2 Interaction Energies Computed for Clusters in which the Three
Noncentral Metal Atoms were Modeled by Mg(II) Ions, Zn(II) Ions, and
Fe(II) Ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.12 NEMO Decomposition of the ROMP2 Reference Curve, Including Atomic
Dipole and Quadrupole Contributions, of the Interaction of the 60-Atom
Fe-MOF-74 Cluster with CO2 . . . . . . . . . . . . . . . . . . . . . . . . 45
2.13 Force Field Fitting Results for the ROMP2 Interaction Energies of CO2
with the Fe-MOF-74 60-Atom Cluster . . . . . . . . . . . . . . . . . . . 46
2.14 Force Field Fitting Results for the MP2 Interaction Energies of CO2 with
the Mg-MOF-74 60-Atom Cluster . . . . . . . . . . . . . . . . . . . . . . 47
2.15 The vdW Contributions to the Interaction Energy Curves of the Mg-
MOF-74 and Fe-MOF-74 Cluster Models with CO2 . . . . . . . . . . . . 48
2.16 Experimental Isotherm at 308 K Compared to the Isotherm from the
Newly Defined Force Field and the UFF and Dreiding Force Fields . . . 49
2.17 Experimental and Theoretical Fe-MOF-74/CO2 Isosteric Heat of Adsorp-
tion Curves Derived in This Work . . . . . . . . . . . . . . . . . . . . . 50
2.18 Isotherms of CO2 Adsorption in Mg-MOF-74 . . . . . . . . . . . . . . . 50
2.19 Uranyl and Uranyl-Peroxide Systems Studied in This Work . . . . . . . 57
2.20 Pathways along which Interaction Energy Curves were Derived for the
U1–H2O and U2–H2O Interactions . . . . . . . . . . . . . . . . . . . . . 61
2.21 Radial Distribution Function Between U–Owater of the Flexible U1 and
U2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.22 Ball and Stick Representation of the Rigid U1 and Equatorial Water
Molecules, and Top and Side view of the Spatial Distribution Function
of the Rigid U2 and U5 . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.23 Radial Distribution Function Between U–Owater of the Flexible U5 . . . 69
2.24 Radial Distribution Function Between X–Ow of the Flexible U20 with
No Cations and with One Na Inside the Capsule Cavity . . . . . . . . . 72
2.25 Selected Snapshot of the Encapsulated (H2O)6 Water Cluster Inside a
U20 with Spatial Distribution Function, and Selected Snapshot of the
Encapsulated Na(H2O)5 Water Cluster Inside a U20 . . . . . . . . . . . 73
xi
2.26 Selected Snapshots from the Flexible U20 Simulation . . . . . . . . . . . 74
3.1 The mmen-Mg2(dobpdc) Structure and the Two Model Fragments Used
in This Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2 The Proposed Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.3 Structure of Bare and N2O-Dosed Fe2(dobdc) (1) . . . . . . . . . . . . . 89
3.4 Fe2(OH)2(dobdc): Preparation, Spectroscopic Characterization and Struc-
ture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.5 N2O Activation and Reactivity of Fe2(dobdc) in the Oxidation of Ethane
and 1,4-cyclohexadiene . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.6 Structure and Qualitative MO Diagram of Fe2(O)2(dobdc) (4) . . . . . 95
4.1 Structural Models Used in This Work, and Three-Center Bonding Dia-
gram Between Framework O Atoms, the Metal, and a Guest . . . . . . . 104
4.2 Adsorption of Methane and Dinitrogen in Fe2(dobdc) at 175 K . . . . . 111
4.3 Potential Energy Curve as a Function of M–N2 Distance . . . . . . . . . 114
4.4 Contours of NOCVs for N2 Binding with V-MOF-74 and Fe-MOF-74 . . 116
4.5 Background Subtracted FTIR Spectra of M2(dobdc) Collected at 77 K
in the Presence of CO . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
4.6 Structures from Powder Neutron Diffraction . . . . . . . . . . . . . . . . 132
4.7 Variations of M–C–O Angle, C–O Stretching Frequency, Distance, and
Isosteric Heat of CO Adsorption with Metal Center in M2(dobdc) . . . . 133
4.8 C–O Stretching Frequency Shift Relative to Free Isolated CO, M–C–O
Anlge, M–CO Distance, and Binding Enthalpy in M2(dobdc) Calculated
by DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.9 Contours of Orbitals Involved in CO Binding in Fe2(dobdc) . . . . . . . 138
4.10 CO Isotherms Measured at 298 K, and Isosteric Heats of CO Adsorption
Calculated from Isotherms Measured at 298, 308, and 318 K . . . . . . . 139
4.11 IAST Selectivities for Mixtures of CO/H2 and CO/N2 of Varying Com-
positions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.1 Diiron Coordination Complexes Containing Strong Fe–Fe Bonds . . . . 147
5.2 Temperature Dependence of the Effective Magnetic Moment, µeff, of
Fe2(DPhF)3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
xii
5.3 Applied Field Mo¨ssbauer Spectra of Fe2(DPhF)3 Recorded at 4.2 K with
Fields of 3, 4, and 7 T . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.4 Qualitative MO Diagram Showing the Natural Orbitals for Fe2(DPhF)3
that Arise from CASSCF Calculations . . . . . . . . . . . . . . . . . . . 161
5.5 The Allowed Electric-Dipole Transitions of Fe2(DPhF)3 Based on D3h
Selection Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.6 Electronic Absorption Spectrum of Fe2(DPhF)3 in THF, with Simulated
Spectrum from CASSCF/CASPT2 Calculations . . . . . . . . . . . . . . 163
5.7 Experimentally Determined Structure of Compound 1 . . . . . . . . . . 169
5.8 The Experimental Structure of Compound 2c . . . . . . . . . . . . . . . 170
5.9 Compounds Studied in This Work . . . . . . . . . . . . . . . . . . . . . 172
5.10 Simplified Structure of 1 Used for All Calculations . . . . . . . . . . . . 176
5.11 DFT Structure of Ph-MoMo-Ph . . . . . . . . . . . . . . . . . . . . . . . 178
5.12 DFT Structure of Ar-CrCr-Ar . . . . . . . . . . . . . . . . . . . . . . . . 181
5.13 Natural Orbitals for the 1Ag Ground State of Compound 1. . . . . . . . 183
5.14 Electronic Absorption Spectrum of Cr2(dpa)4 (2a) . . . . . . . . . . . . 186
5.15 Charge-Transfer Orbitals for Cr2(dpa)4, Mo2(dpa)4 and W2(dpa)4 . . . 187
5.16 Compound 2d . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
5.17 Correlation Plot of Bond Order with Formal Shortness Ratio . . . . . . 198
xiii
List of Acronyms
Acronym Meaning
ADF Amsterdam Density Functional
ANO-RCC Atomic Natural Orbital Relativistic Correlation Consistent
AO Atomic Orbital
B2PLYP functional based on Becke and Lee-Yang-Parr
B3LYP Becke 3-parameter Lee-Yang-Parr funciontal
bdc benzenedicarboxylate
BET Brunauer-Emmett-Teller
BHM Born-Huggins-Mayer
BO Bond Order
BP86 Becke Perdew86 functional
BSSE Basis Set Superposition Error
CAS Complete-Active Space
CASPT2 Complete-Active Space Perturbation Theory to 2nd order
CASSCF Complete-Active Space Self-Consistent Field
CASSI Complete-Active Space State Interaction
CBS Complete Basis Set
CCS Carbon Capture and Sequestration
CCSD Coupled Cluster Singles and Doubles
CD Cholesky Decomposition
CM5 Charge Model 5
CN Coordination Number
Continued on next page
xiv
xv
Continued from previous page
Acronym Meaning
COSMO Conductor-like Screening Model
CP CounterPoise
CPO-27 Coordination Polymer of Oslo (also see MOF-74)
CPU Central Processing Unit
def default Karlsruhe basis sets
def2 2nd generation default Karlsruhe basis sets
DFT Density Functional Theory
DKH Douglas-Kroll-Hess
DLPOLY software package developed at Daresbury Laboratory
dobdc 2,5-dioxido-1,4-benzenedicarboxylate
dobpdc 4,4’-dioxido-3,3’-biphenyldicarboxylate
DZP Double Zeta (ζ) plus Polarization
DZVP Double Zeta (ζ) Valence plus Polarization
EBO Effective Bond Order
ECP Effective Core Potential
EFP Effective Fragment Potential
ETS Extended Transition State
EXAFS Extended X-ray Absorption Fine Structure
FF Force Field
FNO Frozen Natural Orbital
FSR Formal Shortness Ratio
GCMC Grand Canonical Monte Carlo
HF Hartree-Fock
HOMO Highest Occupied Molecular Orbital
IAST Ideal Adsorbed Solution Theory
IRMOF IsoReticular Metal-Organic Framework
IRMOF-1 Zn4O(bdc)3 (also see MOF-5)
KS Kohn-Sham
LMCT Ligand-to-Metal Charge Transfer
Continued on next page
xvi
Continued from previous page
Acronym Meaning
LoProp Localization of Properties
LPNO Local-Pair Natural-Orbital
LUMO Lowest Unoccupied Molecular Orbital
M06 Minnesota 06 functional
M11 Minnesota 11 functional
MB Minimal Basis
MBO Mayer Bond Order
MC Monte Carlo
MD Molecular Dynamics
MEA Monoethanolamine
MLCT Metal-to-Ligand Charge Transfer
mmen N,N’-dimethylethylenediamine
MO Molecular Orbital
MOF Metal-Organic Framework
MOF-5 Zn4O(bdc)3 (also see IRMOF-1)
MOF-74 M2(dobdc) where M=Metal (also see CPO-27)
MOLCAS software package developed at Lund University
MP2 Møller-Plesset perturbation theory to 2nd order
NBO Natural Bond Order
NEMO NonEmpirical Modeling
NOCV Natural Orbitals for Chemical Valence
ORCA software package written by F. Neese
PAW Projector-Augmented Wave
PBE Perdew-Burke-Ernzerhof functional
PBE0 Perdew-Burke-Ernzerhof hybrid functional
PEC Potential Energy Curve
PES Potential Energy Surface
PT2 Perturbation Theory to 2nd order
QZVP Quadruple Zeta (ζ) Valence plus Polarization
Continued on next page
xvii
Continued from previous page
Acronym Meaning
RDF Radial Distribution Function
RI Resolution of the Identity
ROHF Restricted Open-shell Hartree-Fock
ROMP2 Restricted Open-shell Møller-Plesset perturbation theory to 2nd
order
SAPT Symmetry Adapted Perturbation Theory
SCF Self-Consistent Field
SDD pseudopotentials using Dunning and Stuttgart/Dresden ECPs
SDF Spatial Distribution Function
SI Supporting Information
SIBFA Sum of Interactions Between Fragments Ab initio computed
SIESTA Spanish Initiative for Electronic Simulations with Thousands of
Atoms
SO Spin-Orbit
SV(P) Split-Valence partially Polarized
SVP Split-Valence Polarized
TD-DFT Time-Dependent Density Functional Theory
TE Thermal Energy
TIP3P 3 site water model
TPSSh Tao, Perdew, Staroverov, and Scuseria hybrid functional
TraPPE Transferable Potentials for Phase Equilibria
TURBOMOLE software package developed at the University of Karlsruhe
TZ2P Core Double Zeta (ζ) Valence Triple Zeta (ζ) Doubly Polarized
TZVP Triple Zeta (ζ) Valence plus Polarization
+U Hubbard U Correction
UFF Universal Force Field
VACF Velocity AutoCorrelation Function
VASP Vienna Ab initio Simulation Package
vdW van der Waals
Continued on next page
xviii
Continued from previous page
Acronym Meaning
vdW-DF van der Waals Density Functional
vdW-DF2 van der Waals Density Functional 2nd version
VDZP Valence Double Zeta (ζ) plus Polarization
VTZP Valence Triple Zeta (ζ) plus Polarization
WFT Wave-Function Theory
xc exchange-correlation
ZORA Zero-Order Regular Approximation
ZPE Zero-Point Energy
Preface
This dissertation contains copyrighted material that has been reproduced and adapted
with permission. The citations and links are presented below.
Chapter 2: Force Field Parameterization
Ab Initio Carbon Capture in Open-Site Metal-Organic Frameworks
A. L. Dzubak, L. -C. Lin, J. Kim, J. A. Swisher, R. Poloni, S. N. Maximoff, B. Smit,
and L. Gagliardi. Nature Chem. 2012, 4, 810. Copyright 2012, Nature Publishing
Group. http://www.nature.com/nchem/journal/v4/n10/abs/nchem.1432.html
CO2 Adsorption in Fe2(dobdc): A Classical Force Field Parameterized from
Quantum Mechanical Calculations
J. Borycz, L.-C. Lin, E. D. Bloch, J. Kim, A. L. Dzubak, R. Maurice, D. Semrouni,
K. Lee, B. Smit, L. Gagliardi. J. Phys. Chem. C 2014, 118, 12230. Copyright 2014,
American Chemical Society. http://pubs.acs.org/doi/abs/10.1021/jp500313j
Uranyl–Peroxide Nanocapsules in Aqueous Solution: Force Field Develop-
ment and First Applications
P. Miro´, B. Vlaisavljevich, A. L. Dzubak, S. Hu, P. C. Burns, C. J. Cramer, R. Spezia,
L. Gagliardi. J. Phys. Chem. C 2014, 118, 24730. Copyright 2014, American Chemical
Society. http://pubs.acs.org/doi/abs/10.1021/jp504147s
xix
xx
Chapter 3: Gas Reactivity within MOFs
The Mechanism of Carbon Dioxide Adsorption in an Alkylamine-Functionalized
Metal-Organic Framework
N. Planas, A. L. Dzubak, R. Poloni, L. -C. Lin, A. McManus, T. M. McDonald, J.
B. Neaton, J. R. Long, B. Smit, L. Gagliardi. J. Am. Chem. Soc. 2013, 135,
7402. Copyright 2013, American Chemical Society. http://pubs.acs.org/doi/abs/
10.1021/ja4004766
Oxidation of Ethane to Ethanol by N2O in a Metal-Organic Framework with
Coordinatively Unsaturated Iron(II) Sites
D. J. Xiao, E. D. Bloch, J. A. Mason, W. L. Queen, M. R. Hudson, N. Planas, J.
Borycz, A. L. Dzubak, P. Verma, K. Lee, F. Bonino, V. Crocella, J. Yano, S. Bordiga,
D. G. Truhlar, L. Gagliardi, C. M. Brown, J. R. Long. Nature Chem. 2014, 6, 590.
Copyright 2014, Nature Publishing Group. http://www.nature.com/nchem/journal/
v6/n7/abs/nchem.1956.html
Chapter 4: Nature of Adsorbate–MOF Bonding
Design of a Metal-Organic Framework with Enhanced Back Bonding for
Separation of N2 and CH4
K. Lee, W. C. Isley III, A. L. Dzubak, P. Verma, S. J. Stoneburner, L. -C. Lin, J. D.
Howe, E. D. Bloch, D. A. Reed, M. R. Hudson, C. M. Brown, J. R. Long, J. B. Neaton,
B. Smit, C. J. Cramer, D. G. Truhlar, L. Gagliardi. J. Am. Chem. Soc. 2014, 136,
698. Copyright 2014, American Chemical Society. http://pubs.acs.org/doi/abs/
10.1021/ja4102979
Reversible CO Binding Enables Tunable CO/H2 and CO/N2 Separations in
Metal-Organic Frameworks with Exposed Divalent Metal Cations
E. D. Bloch, M. R. Hudson, J. A. Mason, S. Chavan, V. Crocella`, J. D. Howe, K. Lee,
A. L. Dzubak, W. L. Queen, J. M. Zadrozny, S. J. Geier, L. -C. Lin, L. Gagliardi, B.
xxi
Smit, J. B. Neaton, S. Bordiga, C. M. Brown, J. R. Long. J. Am. Chem. Soc. 2014,
136, 10752. Copyright 2014, American Chemical Society. http://pubs.acs.org/doi/
abs/10.1021/ja505318p
Chapter 5: Multireference Treatment of Metal–Metal Bonds
A Combined Spectroscopic and Computational Study of a High-Spin S =
7/2 Diiron Complex with a Short Iron–Iron Bond
C. M. Zall, D. Zherebetskyy, A. L. Dzubak, E. Bill, L. Gagliardi, C. C. Lu. In-
org. Chem. 2012, 51, 728. Copyright 2012, American Chemical Society. http:
//pubs.acs.org/doi/abs/10.1021/ic202384b
Assessing Metal–Metal Multiple Bonds in Cr–Cr, Mo–Mo, and W–W Com-
pounds and a Hypothetical U–U Compound: A Quantum Chemical Study
Comparing DFT and Multireference Methods
G. Li Manni, A. L. Dzubak, A. Mulla, D. W. Brogden, J. F. Berry, L. Gagliardi.
Chem. Eur. J. 2012, 18, 1737. Copyright 2012, John Wiley and Sons. http:
//onlinelibrary.wiley.com/doi/10.1002/chem.201103096/abstract
Chapter 1
Introduction
1.1 Background Information
Currently there are formidable global energy challenges such as climate change, natural
gas utilization, and nuclear energy concerns. The work contained herein involves the
investigation of selected Metal–Organic Framework (MOF) materials that may be useful
in addressing such challenges.
Anthropogenic CO2 emissions must be scaled down in order to mitigate climate
change issues, and one proposed solution is Carbon Capture and Sequestration (CCS).
At stationary sites such as coal-fired power plants, post-combustion capture would in-
volve an ‘end-of-pipe’ apparatus to selectively separate CO2 from the flue gas, while
ideally not imposing a high energy penalty for solvent (or material) regeneration. The
typical flue gas composition by weight is approximately 70-75% N2, 10-15% CO2, 5-7%
H2O, 3-4% O2, and trace amounts of CO, SOx and NOx.1
Figure 1.1: General Amine–CO2 reaction typical for industrial CO2 capture applications.
The current industrial CO2 capture technology involves the reaction of CO2 with an
aqueous solution of amines, which is shown in Figure 1.1. In this scheme, the CO2 reacts
1
2selectively with an amine (typically monoethanolamine, MEA), yielding an ammonium
carbamate and a protonated amine in solution. While this process is very selective for
CO2 over the other flue gases, it imposes a harsh energy penalty on the power plant in
order to reverse the reaction with heat for solvent regeneration.
Some selected MOFs (illustrated in Figures 1.2 and 1.3) are examined for post-
combustion CO2 capture applications in Sections 2.1 and 3.1. An advantage of these
materials over typical amine solutions is that they could curtail the energy cost, since
a large volume of water would not have to be heated for solvent regeneration. Given
the % composition of flue gas, selective CO2 separation from N2 is important for post-
combustion capture, and is considered in Section 2.1. Although CO2 is selectively
adsorbed over N2 in those MOFs, the materials would not be selective to CO2 over
H2O. For that reason, the utilization of amines is revisited in Section 3.1, where diamine
functionalizities are grafted within a MOF in an attempt to achieve high selectivity for
CO2 even in the presence of water, while still avoiding the use of aqueous solvents. Given
the trace amounts of CO present, the separation of CO from N2 is also considered in
Section 4.2.
For the utilization of natural gas, N2 is a contaminant that must be removed. This
separation of N2 from methane poses difficulties, in that both gases lack a permanent
dipole and have similar polarizabilities, boiling points, and kinetic diameters. Although
cryogenic distillation is currently utilized for separation of these gases, the cost- and
capital-intensive nature of this separation has led to development of a number of com-
peting processes, such as membrane- or kinetics-based separations, which generally suf-
fer from low selectivities.2 This particular separation using MOFs is explored in Section
4.1. Additionally, the conversion of ethane to ethanol is investigated in Section 3.2.
The mobility of actinides in environmental conditions is of great interest, specifically
in water. The solution chemistry of the uranyl ion, [UVIO2]2+, the most common form
of uranium in aqueous solution, is central to the development of an advanced nuclear
energy cycle and in developing remediation strategies for contaminated sites.3 It is still
difficult to predict the behavior of actinides, and much more difficult to gain nanoscale
control over actinide materials. The properties and behavior of the uranyl ion and its
function as a building block for actinide nanocapsules is explored in section 2.3.
Metal–Organic Frameworks (MOFs) are three-dimensional materials, composed of
3organic linkers connected through metal vertices, that are ubiquitous for their high
internal surface area and porosity. Two examples studied herein are illustrated in Figure
1.2, where Zn4O(bdc)3 (bdc = benzenedicarboxylate) is commonly referred to as MOF-
5 (left) and M2(dobdc) (M = Metal, dobdc = 2,5-dioxido-1,4-benzenedicarboxylate) is
commonly referred to as MOF-74 or CPO-27 (right). Their respective metal vertices are
shown in the center to emphasize the difference between coordinatively saturated metal
sites (top, MOF-5) and coordinatively unsaturated metal sites (bottom, MOF-74).
Figure 1.2: Two dimensional truncated representation of the periodic MOF-5 (left) and MOF-
74 (right) framework topologies, with their respective metal vertices (center). The tetrahedral
coordinatively saturated metal site, as in MOF-5 (top) is compared to the coordinatively unsat-
urated metal site, as in MOF-74 (bottom).
The MOF-5 metal node is a saturated tetrahedral geometry, while the MOF-74
metal node is an unsaturated octahedral geometry where the 6th site is ‘open’ as it was
previously occupied by a solvent molecule that has been evacuated from the framework
post-synthetically. The importance of these unsaturated metal sites is that they provide
an opportunity for the metal site to interact with gas mixtures for potentially unique
separations and reactivity that would otherwise not be possible in solution or with
molecular species. MOF-74 has been synthesized with different metal analogues, some
of which are investigated here. Other analogues not yet experimentally synthesized
(specifically V-MOF-74 in Section 4.1) have been studied here theoretically.
4As previously mentioned, there is interest in grafting diamine functionalities within
the MOF for carbon capture applications. In order to accomplish this, and extended
version of MOF-74 was synthesized, which has pores large enough to accommodate the
amine functionalities. This is illustrated in Figure 1.3, where the conventional MOF-74
with its dobdc linker (left) is compared to the extended analogue (right) with a dobpdc
(4,4-dioxido-3,3-biphenyldicarboxylate) linker. The amine functionalities grafted within
the extended MOF are shown in greater detail, along with their reactivity with CO2, in
Section 3.1.
Figure 1.3: Comparison between (left) Mg2(dobdc) (i.e. Mg-MOF-74) and its extended-linker
analogue (right) Mg2(dobpdc) in which the pores are large enough to graft diamine functional-
ities may be at the open-metal sites.
In order to predict the performance of a given MOF for a specific separation applica-
tion (e.g. CO2/N2 for post-combustion carbon capture), reliable adsorption properties
of the gases within the MOF must be computed. One could use quantum chemical levels
of theory such as wave-function theory (WFT) or density functional theory (DFT) to
obtain relative binding energies or enthalpies of different gases at various adsorption
sites on the MOF, such as what was done for CH4 versus N2 binding described in Sec-
tion 4.1. From quantum chemically calculated electronic binding energies, a number
of corrections could be applied in order to get adsorption at different temperatures.
Another approach might be taken, in which Langmuir adsorption behavior is assumed
and isotherms are fitted from DFT binding energy data.4
A more common approach is to use classical molecular simulations with a monte
carlo (MC) algorithm in order to obtain the relative adsorption properties of interest.
5This involves the evaluation of an energy expression at millions of points, which becomes
computationally impractical at the quantum level of theory. It is for this reason that
force fields are commonly utilized in these types of simulations, which makes it possible
to perform the millions of computations required. Force fields are composed of energy
expressions that approximate the functional behavior of the system with some associated
parameters that are typically pre-determined for atom-types or atom-pairs. The types
of functions and parameters may be divided into two general classes, bonded terms and
non-bonded terms. The bonded terms contain expressions for bond stretching, angle
bending, and torsional motion (among others), while the non-bonded terms contain
expressions for the intermolecular interactions.
There are notable cases of framework flexibility, where the framework pore can
expand or contract upon in response to some external stimuli (e.g. pore filling or
evacuation).5 The MOFs studied in this work have not exhibited such behavior, for this
reason we commonly approximated the framework model as rigid. For such cases, the
bonded terms of the MOF are not needed, so the work here focuses on the non-bonded
(MOF–gas) interactions. From this point onward, the parameters discussed should be
thought of as the non-bonded intermolecular terms unless otherwise noted.
There are two broad approaches to force field parameterization: empirical versus ab
initio. In the former approach, the energy expressions and parameters are fitted against
an existing set of experimental data, with the goal being to minimize the error of the
evaluated energy for the entire set. This results in a set of effective parameters that, in
principle, should be used for systems and properties similar to those against which the
parameters were fitted. This poses a problem for systems that may be radically different
from those used in the fitting or training sets. This is specifically an issue with MOFs,
since not only is there a huge variety in the choice of metal and linker, but specifically
metals that are coordinatively unsaturated will have much different interactions with
gases than the same metal would have in a fully coordinated environment. For these
reasons, we have chosen to adopt the ab initio approach, where quantum chemical
energies are used as the reference data, opposed to the empirical approach where the
existence of reliable experimental data is a requirement for the fitting. However, then
the size of the system and quantum level of theories are both limited based on the
computational resources available.
6Most ab initio approaches to force field parameterization involve some type of en-
ergy partitioning, such that the functional forms of the energy terms are physically
represented and each term can be systematically improved. For example, the total
intermolecular interaction energy is commonly partitioned into contributions that are
either electrostatic or van der Waals. The electrostatic contribution can be classically
understood, while the van der Waals contribution results purely from the quantum
chemical behavior of the interacting systems.
The electrostatic energy contribution could be thought of as a sum of point-charge
interactions between molecules in space. This so-called point charge approximation
involves the assignment of a charge value to a site such as an atomic center. Once as-
signed, the evaluation of the charge-charge contribution to the electrostatic interaction is
a straightforward pairwise-additive sum as a function of the atomic site separations, rij .
The primary difficulty here is that there is no single procedure to divide and distribute
the total molecular electronic density onto the atomic sites. For this reason, many such
localization procedures and charge models exist, each with their advantages and dis-
advantages. While the electrostatic contribution can be systematically improved with
the addition of higher-order terms e.g. charge-dipole, dipole-dipole, etc. interactions,
many force fields truncate the expansion at the charge-charge term. With this in mind,
many point charge models may have values either higher or lower than conventionally
expected, since they are effectively attempting to include the higher-order terms.
Intermolecular polarization is an electrostatic contribution to the total energy, which
is the change in the molecular electrostatic field due to the presence of an interacting
molecule, which results in a change of the electrostatic field in the first molecule, etc.
This effect may be calculated iteratively until convergence, but is rarely included in the
classical molecular simulations due to the additional time the iterations would require
at each monte carlo step.
The van der Waals contribution to the total interaction energy, for historical reasons,
is conventionally represented by a Lennard-Jones potential:
VLJ = 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
(1.1)
7where σij and ij are the pre-determined parameters, and rij is the interatomic sep-
aration. The r12 term approximates the exchange-repulsion energy, and the r6 term
approximates the dispersion energy. While there are roots for the r6 term from per-
turbation theory, the r12 term was adopted for computational convenience. Just as the
electrostatic energy is improved by additional terms in the multipolar expansion, the
dispersion energy is also improved through the use of additional terms. In order to
reproduce the quantum chemical behavior of the exchange repulsion, we represent it by
an exponential term throughout this work.
There are many examples of molecular simulations of gas adsorption in MOFs uti-
lizing existing force fields, which perform well for cases in which the interactions are
dominantly of the van der Waals type i.e. when no strong metal–gas interactions are
present. However, with the emergence of these coordinatively unsaturated MOFs, it
becomes clear that the existing force fields no longer adequately describe the MOF–gas
interactions, specifically at low pressures when the metal–gas interactions are domi-
nant. This inadequacy is demonstrated by the left hand side of Figure 1.4, where
Grand Canonical Monte Carlo (GCMC) simulations were used to predict CO2 adsorp-
tion in Mg-MOF-74. These simulations utilized the Universal Force Field (UFF) with
Mulliken atomic point charges, the same procedure which functioned well for other
gas–MOF simulations. As shown by the right hand side of Figure 1.4, the primary
adsorption site for CO2 is located at the exposed Mg metal node. These exposed Mg
sites become saturated before the rest of the pore fills with weaker adsorption sites,
which can be seen in the experimental isotherm with the sharp adsorption increase at
low loading (Mg–Oxygen of CO2), followed by saturation and pore filling. It was this
discrepancy between experimental and simulation predictions that motivated the work
performed in Section 2.1.
In Section 2.1, we applied an ab initio interaction energy partitioning technique to
MOF–gas interactions for the first time in the reported literature (to our knowledge).
This was done in order to parameterize intermolecular force fields from quantum chem-
ical reference data that can accurately describe the MOF–gas interactions when these
exposed metal sites are present. The already existing partitioning technique that we
used (NEMO) had already been applied successfully to other systems, but had never
been applied to study a periodic system such as a MOF. Details of the methodological
8choices and results results are presented in Section 2.1 and the associated supplementary
information.
Figure 1.4: Adsorption isotherms of CO2 in Mg-MOF-74 comparing experimental data with
simulation predictions using UFF (left) and a two dimensional visual truncated representation
of the MOF–CO2 system at a loading of 1 CO2 per 1 Mg center (right).
As shown in Section 2.1 Results, one of the notable findings was that although
the low pressure regime was well-described, the simulated isotherm overestimated the
gas adsorption at higher pressures compared with the experimental data. Agreement
between simulation and experiment could only be achieved after scaling the experimental
data, which would most likely be attributed to computational errors or models that are
too approximate. However, as shown by Figure 2.3, this can be explained by structural
defects in the experimental structures. This has resulted in studies examining how to
incorporate experimental defects e.g. pore blockages in the theoretical models. Another
consideration that results from this finding is that the gas–gas cooperative effects, in
some cases such as this, may enhance adsorption so that it exceeds what might be
expected from a Langmuir fitting.
Although the same ab initio approach was applied to the Zn-MOF-74 analogue,
the quantum chemical method used to obtain the reference data was a closed-shell
single-reference implementation. This was unfortunately limiting, since many other M-
MOF-74 (M=Metal) analogues have been experimentally synthesized, and should be
9investigated in the future regardless of the nature of the metal. An extension to the
Fe-MOF-74 analogue was performed, and is described in Section 2.2. In this case, the
Fe center in Fe-MOF-74 has a quintet d6 single-reference electronic configuration, but
addressing its open-shell nature had not been done previously. This was done within
a multi-reference software implementation, extending the possibility for multi-reference
MOF–adsorbate force field parameterization in the future.
This approach is shown to be transferable to the more conventional coordinatively
saturated MOFs; however it must be noted that the parameter values are not trans-
ferable between different MOF systems, but that the same procedure is transferable
to obtain parameters for the other MOFs. This can lead to a very arduous and
time-consuming parameterization procedure, which would be impossible to apply to
databases of thousands of structures (which would be ideal for MOF application screen-
ing). A simplified parameterization procedure was applied in Section 2.2 to minimize
the number of quantum chemical calculations required to develop the force field. The
parameterization scheme was simplified by computing new parameters only for the in-
teraction between the open metal site and the oxygen of CO2.
This parameterization scheme has only been applied for cases in which the MOF
systems may be assumed rigid (stimuli unresponsive). In Section 2.3, the same energy
partitioning scheme is used to develop a force field to study uranyl-peroxide nanocap-
sules. In addition to the non-bonded terms, a ‘building block’ approach was taken
in order to scale the MP2 results to larger systems, and the bonded terms are also
parameterized.
While molecular simulations are effective for the purposes of non-reactive separation
applications, these are strictly non-reactive force fields. In the force field applications
previously mentioned, there is no bond making or bond breaking in the simulations.
Briefly mentioned earlier, one of the advantages of having these exposed metal sites
within the MOF is that species can be grafted there to perform unprecedented chemistry
that would otherwise not occur in other media e.g. aqueous solution. In Mg2(dobpdc),
the ‘extended-linker’ version of Mg-MOF-74 shown on the right hand side of Figure
1.3, the pores were large enough to introduce diamines where one end of the amine
bonded to the unsaturated metal site, and the other end of the amine is left dangling
in the pore to react with the gases upon entrance into the pore. A cartoon of the
10
amine grafted MOF is shown within the plot of Figure 1.5, where the grafted diamine
is N,N’-dimethylethylenediamine, which we hereafter refer to as mmen.
The simplified overall reaction scheme for industrial CO2 capture using aqueous so-
lutions of amines is shown in Figure 1.1. Since the reaction occurs in aqueous solution,
the products are charged species which are stabilized by the polar media. It is im-
portant to note that the reaction stoichiometry is 2:1 (amine:CO2). This is a relevant
mechanistic detail of the reaction, since after the N–C bond starts to form, the second
amine comes in and functions as the proton acceptor to yield the products shown in
Figure 1.1.
Figure 1.5: Isosteric heat of CO2 adsorption in the mmen-grafted Mg2(dobpdc) as a function
of (CO2 / mmen) loading. Inset: cartoon of (left) mmen-grafted Mg2(dobpdc) and (right) DFT
proposed final product.
Once the mmen were grafted within the MOF and CO2 was introduced into the
pores, the isosteric heat of adsorption plot shown in Figure 1.5 raised three important
11
questions that could not be explained by the simple reaction scheme in Figure 1.1. The
first was that the reaction stoichiometry had to be greater than 2:1 (amine:CO2), since
the primary adsorption site (dangling end of the amine) becomes saturated after the
ratio 0.5 CO2 / mmen. The second was that the value of the heat of adsorption was
approximately -71 kJ/mol, which is smaller in magnitude than what would be expected
for the conventional reaction in aqueous solution. The final was that there was some
kind of critical pressure of CO2 that was required in order for the primary adsorption
site to become available. This work was motivated by these experimental observations
that could not be explained by the available commonly accepted reaction mechanism.
In Section 3.1, we attempt to explain these experimental observations with a proposed
mechanism at the DFT level of theory.
Although more details are presented in Section 3.1 and the associated supplementary
information, a summary of the previously proposed amine–CO2 reaction mechanisms
are summarized in Figure 1.6. The zwitterion mechanism (Scheme 1-3) is extensively
used to describe chemical kinetics observed for the CO2 capture process in aqueous
solutions of primary and secondary alkanolamines,6,7, 8 This two-step mechanism sug-
gests that the reaction between CO2 and an amine (denoted here as AmH) proceeds
through the formation of a zwitterion as an intermediate which is consecutively de-
protonated by a base (B) present in the reaction media. More recently, the so-called
termolecular mechanism has been proposed as an alternative mechanism that can also
explain the kinetics observed for such systems (Scheme 4).9,10,11 In this mechanism
the amine bonding to CO2 and proton transfer to the base (B) take place simultane-
ously, and the carbamate formation occurs in a single-step reaction. Several researchers
claim that the latter mechanism was best-suited to describe the nature of reactions
occurring in these aqueous systems.9,10,12,13,14 Nevertheless in both mechanisms, when
the role of a base is played by a second amine the overall reaction, which accounts
for carbamate/protonated-amine formation in solution, corresponds to an overall 1:2
(CO2:amine) reaction stoichiometry (Scheme 5). Some recent studies have shown that
the main product for the reaction of CO2 with amines in aprotic polar solvents is free
carbamic acid (Scheme 6), whereas in aprotic apolar solvents the same reactants yield
the precipitation of the corresponding [carbamate][ammonium] salt (Scheme 7).15,16
12
Figure 1.6: Different reactivity currently proposed for amine–CO2 reactions in solution. In the
zwitterion mechanism, the Am-C bond formation occurs followed by deprotonation by a base,
while in the termolecular mechanism, the base abstracts the proton during formation of the
Am-C bond. Both aqueous media proposed mechanisms result in the carbamate + protonated
base products. In aprotic polar media, the products are predicted to be neutral acid + amine
species, while in aprotic apolar media, the product is predicted as a [carbamate][ammonium]
salt.
The reaction mechanism proposed in Section 3.1 rationalized the previously unex-
plained experimental observations. The study also provided hypotheses which could
validate or refute the proposed mechanism. Based on the proposed mechanism, chang-
ing the linker or length of the amine would result in drastic changes to the heat of
adsorption, however changing the metal would not. This prompted additional experi-
ments, which are ongoing.
In Section 3.2, the oxidation of ethane to ethanol occurs in Fe-MOF-74, which raises
the question with respect to what the active oxidant is within the MOF. In cases such
as these, where the mechanistic details aren’t available experimentally, theoretical cal-
culations play an important role.
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Although molecular simulations with FFs yield information about the relevant sep-
arations, and DFT/WFT calculations can provide mechanistic pathways, it is also im-
portant for predictive design to be able to rationalize why one system would perform
a given separation better than another. In two studies presented in Chapter 4, we
used both DFT and WFT to rationalize why some metals in the MOF-74 series would
be ideal candidates to separate N2 from CH4 (Section 4.1) and how to rationalize ob-
served spectroscopic trends for the metal series for CO binding (Section 4.2). There are
some cases, for example for metal–metal multiply bonded species, where single reference
WFT treatment is insufficient. Chapter 5 investigates those cases, comparing results
from WFT and DFT. The hope being that these types of systems could be incorporated
within MOFs in the future to provide unique reactivity.
1.2 Organization of Dissertation
In Chapter 2, force fields are parameterized for MOF–gas interactions (Sections 2.1 and
2.2) and for Uranyl–peroxide nanocapsules (Section 2.3). Section 2.1 focuses on CO2
adsorption and CO2/N2 separation in Mg-MOF-74, with an extension to Zn-MOF-74,
the extended linker analogue of Mg-MOF-74 Mg2(dobpdc), and MOF-5, and Section
2.2 focuses on CO2 adsorption in Fe-MOF-74. Section 2.3 uses the same parameteriza-
tion procedure to study uranyl-peroxide nanocapsule formation, with an extension to
parameterization of intramolecular terms.
Chapter 3 shows the utility of both wave function theory and density functional
theory to provide mechanistic insights for reactions occurring within the pores of MOFs.
Section 3.1 proposes a mechanism for the mmen amine–CO2 reaction occurring within
the pores of Mg2(dobpdc). Section 3.2 uses DFT and WFT to elucidate the nature of
a reactive Fe-Oxo intermediate at the exposed metal site of Fe-MOF-74.
In Chapter 4, both wave function theory and density functional theory are used to
rationalize metal–gas bonding trends that occur at the exposed metal sites in a series
of MOF-74 metals. Section 4.1 compares the adsorption of CH4 and N2 at the metal
site in Fe-MOF-74, and the yet unsynthesized V-MOF-74. In Section 4.2, CO bonding
is compared for along the M-MOF-74 series where M = Mg, Mn, Fe, Co, Ni, and Zn for
utilization in CO/H2 or CO/N2 separations.
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With the hope that unique catalytic species possessing metal–metal bonds could
be incorporated within a MOF, Chapter 5 compares multireference treatment with
density functional theory for the nature of bonding of metal–metal multiply bonded
species.
Chapter 2
Force Field Parameterization
2.1 Ab Initio Carbon Capture in Open-Site Metal-Organic
Frameworks
During the formation of metal-organic frameworks (MOFs), metal centres can coordi-
nate with the intended organic linkers, but also with solvent molecules. In this case,
subsequent activation by removal of the solvent molecules creates unsaturated open
metal sites known to have a strong affinity for CO2 molecules, but their interactions
are still poorly understood. Common force fields typically underestimate by as much
as two orders of magnitude the adsorption of CO2 in open-site Mg-MOF-74, which has
emerged as a promising MOF for CO2 capture. Here we present a systematic procedure
to generate force fields using high-level quantum chemical calculations. Monte Carlo
simulations based on an ab initio force field generated for CO2 in Mg-MOF-74 shed some
light on the interpretation of thermodynamic data from flue gas in this material. The
force field describes accurately the chemistry of the open metal sites, and is transferable
to other structures. This approach may serve in molecular simulations in general and
in the study of fluid-solid interactions.
Adapted with permission from A. L. Dzubak, L.-C. Lin, J. Kim, J. A. Swisher, R.
Poloni, S. N. Maximoff, B. Smit, L. Gagliardi. Nature Chem. 2012, 4, 810.17 Copyright
2012, Nature Publishing Group. A.L.D. and L.-C.L. contributed equally to this work.
Author contributions and additional information may be found in section 3.2.5.
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2.1.1 Introduction
Most energy scenarios project a significant increase in the role of renewable energy
sources.18 These scenarios also predict an even higher increase in our energy needs.
As a consequence, although the relative consumption of fossil fuels will be decreasing,
in absolute terms we will continue to burn more coal. In such a scenario, carbon
capture and sequestration will be one of the only viable technologies to mitigate CO2
emissions.18,19 At present the cost associated with the capture of CO2 from flue gas is
one of the bottlenecks in the large-scale deployment of this technology. Of particular
concern is that the efficiency of a coal-fired power plant decreases by as much as 30-40%20
because of the energy required to separate and compress CO2. The aim of decreasing
this parasitic load has motivated the search for novel materials.21,22
A promising class of materials is metal-organic frameworks (MOFs).21,23 MOFs are
crystalline materials that consist of metal centres connected by organic linkers. These
materials have an extremely large internal surface area and, compared to other common
adsorbents, promise very specific customization of their chemistry. By changing the
metal and the linker, one can in principle generate many millions of possible materials.
In practice, however, we can synthesize only a very small fraction of these materials, and
it is important to develop a theoretical method that supports the experimental efforts
to identify an ideal MOF for carbon capture. A key aspect is the ability to predict
the properties of a MOF before the material is synthesized. At present it is possible to
carry out accurate quantum chemical calculations on these types of systems.24 State-
of-the-art density functional theory (DFT) calculations provide important insights into
the energetics and siting of CO2 at zero Kelvin.24 The separation of flue gas, however,
requires thermodynamic information (for example, adsorption isotherms) at flue-gas
conditions (40 ◦C and 1 atm). This type of information can be obtained from molecular
simulations using classical force fields.
For some classes of MOFs these predictions still pose significant difficulties, namely
for MOFs with unsaturated metal sites.25,26,27,28,29,30,31,32 These materials crystallize
in such a way that both linkers and solvent molecules coordinate to the metal centres.
The stability of the materials allows the removal of the solvent, which creates an open
metal site. This site has a very high affinity for CO2, which makes the material very
promising for carbon capture. Often, reasonable predictions on the ability of a material
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to adsorb CO2 can be made using existing generic force fields.33,34,35 However, for
these materials Krishna and van Baten observed that, exactly at the conditions that
are important for flue-gas capture, the universal force field (UFF)36 fails to describe
correctly the adsorption of CO2.35 The reason is that an open metal site imposes a
chemical environment very different from those considered in the development of these
force fields.29
Ideally, we would use state-of-the-art quantum chemical calculations to evaluate the
energy for each state point of a grand canonical Monte Carlo (GCMC) simulation to
compute the adsorption isotherm. However, such calculations would require millions
of years of central processing unit time. In this work, we developed a methodology to
obtain accurate force fields (parameters that describe the potential energy of a system)
from quantum calculations to predict correctly the adsorption isotherms of CO2 and
N2 on MOFs with open metal sites. Our approach is based on the non-empirical model
potential (NEMO) methodology,37,38 which decomposes the total electronic interaction
energy obtained from quantum chemical calculations into the various contributions (elec-
trostatic, repulsive, dispersion and so on). The force-field expression closely matches
the functional form of the NEMO decomposition, which allows us to fit accurately the
parameters of the force field to reproduce the quantum calculations. We developed a
strategy to obtain the interaction for each atom type of the MOF with CO2 (or N2).
The UFF36 or Dreiding39 force field are used frequently to describe the interaction
of gas molecules with the atoms of the MOF.33,34,40 In these force fields, the energy of
non-covalently bonded atoms is described by a Lennard-Jones potential plus Coulomb
interactions. As these force fields are employed for many different systems, the param-
eters should give a reasonable description of the interaction of CO2 with Mg in many
different chemical environments. Our quantum calculations, however, show that owing
to the open metal site of Mg-MOF-74, CO2 (and N2) can get closer to the magnesium
centre than is predicted by the UFF. The aim of this work is to develop a systematic
methodology to obtain force fields from quantum chemical calculations that describe
correctly the interaction of the guest gas with the open metal site. To our knowledge,
no existing force field is able to describe this interaction correctly.
Our aim is to determine a complete isotherm at flue-gas conditions, which requires
taking into account ensemble averages that involve billions of different configurations.
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Therefore, in the development of a force field we have to ensure that a large number of
different configurations for the system are described in a reasonable way, and not just
the minimum energy configuration, which is usually the focus of a quantum chemical
calculation.
2.1.2 Results and Discussion
We employed quantum chemical calculations based on a NEMO decomposition of the
total energy of the MOF-CO2 and MOF-N2 systems. Energies obtained with Møller-
Plesset second-order perturbation theory (MP2) are decomposed into the corresponding
electrostatic, repulsive and attractive contributions, which include dispersion, exchange
interactions and polarization (see Supplementary Information, part 1, for details). The
importance of this decomposition is that we can fit the corresponding terms in our force
field separately.
Force Field Parameter Determination
In our force field, the electrostatic interactions are described by charges estimated us-
ing the LoProp scheme.41 With this approach it is possible to partition molecular
properties, such as multipole moments and polarizabilities, into atomic and interatomic
contributions. The method requires a subdivision of the atomic basis set into occupied
and virtual basis functions for each atom in the molecular system. Initial tests showed
that the repulsive interactions could not be described accurately with a Lennard-Jones
potential. (The Lennard-Jones potential is a mathematically simple model that ap-
proximates the interaction between a pair of neutral atoms or molecules with 1/r6 and
1/r12 terms, where r is the distance between the two atoms or molecules). A modified
Buckingham potential was used in addition to the Coulomb interaction:
urep(r) =
{
∞ r < rmin
A exp(−Br) r > rmin
(2.1)
which can be fitted very accurately. For the attractive part, we used, in addition to the
conventional r6 term, an r5 term to obtain a better representation of the decomposed
energies:
uatt(r) =
C
r5
+
D
r6
(2.2)
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To determine the parameters of this force field, we used the following procedure. First,
we generated sets of configurations organized into paths, with one path for each type
of atom in the framework, that is, Mg, Oa, Ob, Oc, Ca, Cb, Cc and Cd in Mg-MOF-74
(Supplementary Fig. S1). Along each path, CO2 (or N2) approaches a specific atom
type in such a way that for each configuration on this path the MP2 energy mainly
represents the interaction of CO2 (or N2) with this particular atom type. These energies
should thus contribute the most to the fitting of the parameters of the force field for
this particular atom type. As it is infeasible to carry out MP2 calculations for the full
periodic MOF, we defined for each atom type (and corresponding path) a finite cluster
of atoms within the MOF that should represent the electronic environment of this atom
type in the MOF. The size of the cluster was set such that the interaction of CO2 (or
N2) with this atom type mimics the interaction in the full MOF.
The decomposition in electrostatic, repulsive and attractive interactions for each
path allowed us to fit this relatively large number of force-field parameters efficiently
and accurately. This procedure was used to determine the interactions of the end atom
of the guest molecules (O of CO2) with the atoms of the MOF. We then performed Monte
Carlo simulations, which showed that the oxygen atoms dominate the interactions with
the framework. The interactions with the interior atom of the guest molecules (that is,
C of CO2) were too weak to be included in this process.
For each of these paths, we selected a portion of the Mg-MOF-74 framework that was
sufficiently large to represent accurately the chemical environment of the targeted atom.
The size of the cluster was chosen in a compromise between accuracy and computational
cost, with the size of the basis set as a constraint. The clusters corresponding to the
eight paths and the details of the MP2 calculations are described in the Supplementary
Information, parts 1, 10.
Figure 2.1(a,b) shows a typical outcome of the NEMO decomposition of the total
MP2 energies into repulsive (Fig. 2.1a) and attractive (Fig. 2.1b) contributions for the
Mg atom–CO2 interaction, along with the fitted force fields. The electrostatic (charge-
charge) contribution is identical to the leading term of the grouped-term NEMO decom-
position, so no fitting is required. This figure illustrates that, indeed, the interaction
of CO2 with Mg dominates the total energy along this path. The repulsive interactions
on this path are described accurately with our force field. As the attractive interaction
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contains many different contributions and the functional form of the attractive inter-
action in our model only approximates the corresponding MP2 interactions, the fit of
the attractive part is less accurate than that of the repulsive part. Similar results were
obtained for the other paths. Figure 2.1(c,d) shows that our force field can reproduce
the total MP2 energies for all paths to within 1-2 kJ mol−1.
Figure 2.1: Interaction energy comparison of force fields with decomposed MP2 and UFF. (a,b)
NEMO decomposition of the MP2 energies on the Mg path into repulsive (a) and attractive (b)
interactions. The black circles are the MP2 results and the solid lines are the fitted force fields
for the various atoms. The red line gives the contribution of Mg. (c,d) Comparison of the MP2
repulsive and attractive energies (filled symbols) for the eight different paths with the force-field
results (lines). Mg and O paths (c) and C paths (d) are compared with the predictions from
UFF (open symbols).
To further validate our procedure, we compared the energies obtained from our force
field with those obtained from DFT calculations on the fully periodic framework for two
different paths. These DFT calculations include dispersive interactions as implemented
in van der Waals density functional (vdW-DF), and the computed CO2–MOF binding
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energies and geometries are similar to those reported by Valenzano et al.24 (see Supple-
mentary Information, part 2). Figure 2.2 shows that our results are in good agreement
with the DFT results. It is important that the path shown in Fig. 2.2a includes the
minimum energy configurations, a feature that is reproduced well by our force field. The
detailed force fields for the interactions of CO2 and N2 with Mg-MOF-74 are reported
in Supplementary Tables S4-S13.
Figure 2.2: Interaction energy comparison of force field with periodic DFT. (a,b) The MOF–
CO2 interaction energy is plotted along two different paths that cross the minimum energy
configuration of CO2 in Mg-MOF-74: CO2 approaching the open metal site from the centre of
the pore (a) and CO2 approaching the open metal site in the C-direction (b). Blue curves are
DFT calculations that include van der Waals interactions and red curves are obtained from our
force field. Both paths are computed in the periodic system.
It is instructive to compare our force field with that obtained by UFF. In Fig.
2.1(c,d) we compare the UFF predictions of the total energies on the eight different
paths. For the Mg path, we observe that the UFF does not allow the CO2 molecule
to approach the Mg atom as close as the MP2 calculations predict. As a consequence,
the electrostatic and dispersive interactions are underestimated significantly. That we
can incorporate these chemical differences in our force field is essential for a correct
description of these systems; otherwise, it would not possible to reproduce the results
of the quantum calculations.
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Predictions from Simulations that Utilize the New Force Field
As a first test of our force field we computed the heat of adsorption and compared it
with the experimental values obtained by Simmons et al.,42 Dietzel et al.27 and Mason
et al.28 (Fig. 2.3). Our simulations reproduced quantitatively the observed dependence
of the heat of adsorption as a function of loading. We predicted an inflection at exactly
one CO2 molecule per Mg, but the experiments show this inflection at slightly lower
loadings (∼0.8 CO2 molecule per Mg). In our simulation we assumed a perfect crys-
talline material in which every Mg atom was activated–as all Mg atoms are equivalent,
one would expect this inflection to occur at exactly one CO2 molecule per Mg. These
observations support the conclusion of Dietzel et al.,27 according to which, not all Mg
sites are accessible in the real system. Our simulations, in agreement with the exper-
imental data of both Dietzel et al.27 and Simmons et al.,42 showed an increase in the
heat of adsorption as a function of the loading. Mason et al.,28 however, did not report
such an increase. They obtained the heat of adsorption from a fitting procedure to a
dual-site Langmuir isotherm. This procedure imposes a monotonic decrease of the heat
of adsorption as a function of loading. In this study we computed the experimental heat
of adsorption directly from our simulations,43 and hence our results are independent of
the interpretation of the isotherms.
In Fig. 2.4 we compare the predicted adsorption isotherms with the experimental
isotherms for CO2 and N2 in Mg-MOF-74.27,28,42,44,45,46,47,48 We obtained excellent
agreement with experimental data, and the agreement is best when we take into ac-
count that not all the Mg sites are accessible in the experiments. Comparison with the
simulation using the UFF illustrates the significant improvement in predictions made
by our force field. In the Henry regime, the conventional force field underestimates the
adsorption by as much as two orders of magnitude. An interesting observation is that
we were not able to describe the simulated (and experimental) adsorption isotherms for
CO2 with a dual-site Langmuir isotherm (see Fig. 2.5). Langmuir isotherms assume
that each adsorption site is independent. The heat of adsorption data already show
that CO2–CO2 interactions cannot be ignored for the CO2 binding to the Mg sites and,
because of these interactions, it becomes easier to add another CO2 molecule in the
MOF. If we have a loading of approximately one CO2 per six Mg, we observe a signif-
icant collective effect that makes it easier to add an additional CO2 molecule adjacent
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to those already adsorbed. Figure 2.5 shows that these relatively small energies (1.6 kJ
mol−1), provided by the CO2–CO2 interactions, essentially enhance the uptake of CO2
by up to 15% at the condition of carbon capture. This suggests that in the design of a
carbon-capture material one would also want to optimize these collective effects inside
the material. In addition, therefore, we performed simulations to predict the adsorption
isotherms for a CO2–N2 mixture (see Supplementary Information, part 8). To the best
of our knowledge, mixture adsorption isotherms have not been measured for this system,
yet they are essential to determine the performance of a material for carbon capture.
Figure 2.3: Comparison of the experimental and simulated isosteric heats of adsorptions as
a function of loading. The loading is plotted as the number of CO2 molecules per open metal
site. For an ideal material, for which all metal sites are active, the molecular simulations (blue
symbols) predict that one CO2 binds to one open metal site. The black, green and olive symbols
give the reported experimental data of Mason et al.,28 Dietzel et al.27 and Simmons et al.,42
respectively. Red lines indicate the enhancement of the CO2 heat of adsorption caused by
cooperative effects and was predicted from the molecular simulations.
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Figure 2.4: Comparison of simulated and experimental adsorption isotherms and Henry co-
efficients. (a,b) Experimental (exp.) and predicted (sim.) adsorption isotherms are shown for
CO2 (a) and N2 (b) in Mg-MOF-74. The experimental data of Herm et al.47 or Mason et al.28
are shown by the filled blue circles. The open symbols are the simulation results: the green
symbols are the results of using the UFF and the red symbols are from the present force field.
At low pressure the adsorption is linear in pressure (the proportionality coefficient is defined as
the Henry coefficient). (c,d) The Henry coefficients are shown as a function of the temperature
for CO2 (c) and N2 (d).
At this point it is instructive to compare our approach with the multi-Langmuir
approach that Sauer et al.49 developed. In the multi-Langmuir method, the MP2
energies at the binding sites are used directly to estimate the corresponding adsorption
coefficient (or Henry coefficient) of the different adsorption sites and hence the use of
force fields is avoided. The multi-Langmuir approach relies on the assumption that the
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isotherms can be described with a Langmuir equation and so a few well-defined binding
sites dominate adsorption. As for the adsorption of CO2 in Mg-MOF-74, the use of
a force field is essential to capture the enhancement at low loading and to describe
correctly the adsorption at high loading.
Figure 2.5: Enhancement of the adsorption of CO2 as a function of loading. In this figure
we compare a Langmuir isotherm (red) with the results from GCMC simulations (blue). The
parameters of the Langmuir isotherm are obtained from the Henry coefficient from the GCMC
simulations and the maximum loading, which is set to one CO2 per Mg site. The difference
between these curves (green) indicates the enhancement induced by the presence of other CO2
molecules.
2.1.3 Transferability
We now discuss the transferability of our approach. Recently, McDonald et al.32 syn-
thesized Mg2(dobpdc) (in which dobpdc is 4,4’-dioxido-3,3’-biphenyldicarboxylate), a
material similar to MOF-74, but with an extended linker. As this linker contains atom
types similar to those in MOF-74, we can compute the isotherms for Mg2(dobpdc) using
the force field derived for Mg-MOF-74. Figure 2.6a shows that the predicted isotherm is
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in good agreement with the experimental data that McDonald et al.32 reported. We also
investigated the effect of changing the metal in MOF-74. In Supplementary Informa-
tion, part 6, we show that the Zn-MOF-74 isotherm can be computed by recalculating
the force field for the CO2 metal interactions, but keeping all other interactions the
same as those in Mg-MOF-74. This result is further confirmation that our approach is
transferable. In Fig. 2.6b we compare the predicted isotherms for Zn-MOF-74 with the
corresponding isotherm for Mg-MOF-74. Unfortunately, Zn-MOF-74 is much more dif-
ficult to activate and hence there are no definitive experimental results to compare our
predictions against. Finally, we employed our approach to study CO2 in MOF-5, which
does not have open metal sites. Figure 2.6c shows that the CO2 simulated isotherm is in
excellent agreement with the experimental one that Walton et al.50 reported. This set
of results confirms that our methodology is applicable to different types of structures.
Figure 2.6: Adsorption isotherms of CO2 in additional frameworks. (a-c) Transferability of
the methodology was studied in three additional frameworks: Mg2(dobpdc), which is a material
with an extended linker using the same atom types as in the Mg-MOF-74 material (a); Mg-
MOF-74 and Zn-MOF-74, in which we tested the transferability of our force field for the metal
sites by replacing the Mg by the Zn force field, but keeping the force field for the atoms in the
linker identical (b); MOF-5, a material that does not have open metal sites (c). Closed and
open symbols represent the experimental and simulation adsorption isotherms, respectively.
2.1.4 Conclusions
In summary, a novel methodology that yields accurate force fields for CO2 and N2 in
an open-site MOF from high-level quantum chemical calculations was developed. These
force fields take into account the subtle changes in the chemical environment induced
by the presence of open metal sites in MOFs. Our method allows us to reproduce the
27
experimental adsorption isotherms for both CO2 and N2 in Mg-MOF-74 and to predict
the mixture isotherms at flue-gas conditions. We also showed that our methodology is
transferable to systems that contain different metals, linkers and topologies. The same
approach will be used to predict properties of open-site MOFs that have not yet been
synthesized.
2.1.5 Methods
MP2 Calculations
In this work, we used MP2 to describe interactions of CO2 and N2 with MOF sites. MP2
is adequate for the treatment of electron correlation in cases where strong correlations
are not present. In the Mg-MOF-74, we defined eight representative clusters of the MOF
to compute interactions with the guest, each cluster chosen to best represent the atom
type to be parameterized (excluding H atom types). Within each cluster, the basis func-
tions were chosen such that a larger contraction was used for the guest atoms, the atom
type being approached in the MOF, and its nearest neighbours. A smaller contraction
was used for all atoms farther away. The choice of clusters, basis function contractions
and discussion of convergence are given in the Supplementary Information, parts 1,
10. The interaction energies were determined by the supermolecular approach, counter-
poise corrected for the basis-set superposition error.51 All calculations were performed
using the MOLCAS software version 7.6.52 Resolution of the identity and Cholesky
decomposition techniques was employed to treat the two electron integrals.53,54,55 The
Douglas-Kroll-Hess Hamiltonian56 was used in conjunction with basis functions of the
atomic natural orbital relativistic correlation consistent (ANO-RCC)57,58 type.
DFT Calculations
The optimized crystal structure was obtained from DFT as implemented in the Vi-
enna Ab Initio simulation package (VASP),59,60 employing the Perdew-Burke-Ernzerhof
gradient-corrected exchange-correlation functional. Interaction energies were computed
using the vdW-DF61,62 as implemented in SIESTA.63,64 Basis-set superposition errors
were counterpoise corrected. More details about our DFT calculations are given in the
Supplementary Information.
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SIESTA calculations used variationally optimized double-Z polarized basis sets that
imply the presence of d-orbitals for C, N and O. Non-local, norm-conserving fully sepa-
rable Trouiller-Martins pseudopotentials were used. C (2s2p), O (2s2p) and Mg (2s2p3s)
electrons were included explicitly in the valence. Real-space integrals were performed
on a mesh with a 300 Ry cutoff. VASP calculations use projector-augmented wave
potentials to describe the interaction between core and valence electrons. C (2s2p),
O (2s2p), Mg (3s3p) and Zn (4p3d) valence electrons were included explicitly in the
valence. A plane-waves kinetic energy cutoff of 500 eV was used and the integration
over the irreducible Brillouin zone was carried out over a 2 × 2 × 8 Monkhorst-Pack
grid. Atomic positions were relaxed until the forces were lower than 0.02 eV A˚−1.
NEMO Decomposition and Force-Field Parameterization
Using the MP2 interaction energies as a reference, the NEMO decomposition38 was
used to partition the energy into repulsion, polarization, dispersion and electrostatic
components (functional form given in the Supplementary Information, part 1.5) for
all clusters and paths. The electrostatic moments to second order and dipole–dipole
polarizabilities were obtained using the LoProp method41 based on the MP2 densities.65
The terms were then grouped into repulsive, attractive and electrostatic terms, in which
the charge-charge interactions and repulsions remained constant, and the polarization,
dispersion and effects of dipoles and quadrupoles were grouped into attraction terms
(see equations (2.1) and (2.2)), for which the parameters were then fitted by atom pairs.
For this mapping procedure, in which the decomposed energies were parameterized
separately, only the parameters for the interaction between the target-atom type and
the guest molecule were adjusted to reproduce the NEMO-decomposed energy. This
mapping was carried out in two phases. We first took all atoms of a particular element
and minimized the error over all paths for that element simultaneously. This adjustment
was done moving outwards from the metal, and started over again interactively until
convergence. For the second phase, we optimized the force-field parameters for each
atom type individually with an ordering based on its relative contribution to the total
energy. The ratio of the energy between the target-atom type and the guest molecule to
the total energy was computed, and the paths were taken in sequence from the highest
to the lowest ratio. This procedure was repeated until all the parameters were converged
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(Supplementary Information, part 3).
GCMC Simulations
Adsorption (pure and mixture) isotherms for CO2 and N2 in Mg-MOF-74 were predicted
using the GCMC technique, in which a constant chemical potential (fugacity), volume
and temperature were imposed.66 The heat of adsorption was calculated directly using
the procedure developed by Vuong and Monson.43 The energies of guest–framework
interactions were computed using the potential model described above and guest–guest
interactions were described using the transferable potentials for phase equilibria force
fields.67 Electrostatic energy was computed using the Ewald summation technique.
Short-range interactions were cut off and shifted to zero at a distance of 12.8 A˚, and the
simulation box was extended by at least twice this distance in all orthogonal directions.
No tail correction was used. To accelerate the calculation of molecule–framework in-
teraction energies, the short-range part of the interaction was stored in a precomputed
grid with a spacing of 0.10 A˚ and linearly interpolated between grid points. Trajectories
were equilibrated for at least 20 million configurations before averages were taken over
a further four million configurations.
2.1.6 Additional Information
Supplementary information is available in the online version of the paper. Reprints
and permission information is available online at http://www.nature.com/reprints.
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2.2 CO2 Adsorption in Fe2(dobdc): A Classical Force Field
Parameterized from QuantumMechanical Calculations
Carbon dioxide adsorption isotherms have been computed for the metal-organic frame-
work (MOF) Fe2(dobdc), where dobdc4− is 2,5-dioxido-1,4-benzenedicarboxylate. A
force field derived from quantum mechanical calculations has been used to model ad-
sorption isotherms within a MOF. Restricted open-shell Møller-Plesset second-order
perturbation theory (ROMP2) calculations have been performed to obtain interaction
energy curves between a CO2 molecule and a cluster model of Fe2(dobdc). The force
field parameters have been optimized to best reproduce these curves and used in Monte
Carlo simulations to obtain CO2 adsorption isotherms. The experimental loading of
CO2 adsorbed within Fe2(dobdc) was reproduced quite accurately. This parametriza-
tion scheme could easily be utilized to predict isotherms of various guests inside this
and other similar MOFs not yet synthesized.
2.2.1 Introduction
Metal-organic frameworks (MOFs) are nanoporous materials that consist of metal nodes
connected by organic linkers, and can be synthesized with a wide range of topologies,
surface areas, and other structural characteristics. These materials can be used to
Adapted with permission from J. Borycz, L.-C. Lin, E. D. Bloch, J. Kim, A. L.
Dzubak, R. Maurice, D. Semrouni, K. Lee, B. Smit, L. Gagliardi. J. Phys. Chem. C 2014,
118, 12230.68 Copyright 2014, American Chemical Society. J.B. and L.-C.L. contributed
equally to this work. Additional information may be found in section 3.1.4.
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store gases with different physical and chemical characteristics.69,70,71 Experimental
characterization of MOFs is necessary for gaining insight into their adsorption abil-
ity,72,73,74,75,76 but experiment alone is not sufficient for the rapid characterization of
MOFs due to many possible combinations of metals, linkers, and topologies that could
be tested for various applications. Accordingly, one of the reasons that computational
approaches play an important role in the screening process is that they can help exper-
imentalists to efficiently screen MOFs that are worth considering for use in gas separa-
tions. Molecular simulations have been widely used to compute macroscopic properties
such as adsorption isotherms. These classical simulations require the use of force fields
for describing intermolecular interactions. The Grand-Canonical Monte Carlo (GCMC)
approach with force fields such as Dreiding77 and the Universal Force Field (UFF)78 has
been used with some success to study simple molecule adsorption within MOFs.79,80,81
However, adsorption within MOFs that strongly bind guests, such as those with open-
metal sites, cannot be described accurately with these force fields.82,83 Although it is not
possible to accurately compute adsorption isotherms for guests within open-metal site
MOFs with general force fields, it is possible to parametrize force fields from quantum
mechanical calculations that could be used to simulate these isotherms more accurately.
In previous work, intermolecular potentials were parametrized for the interaction of
CO2 and N2 with Mg2(dobdc), Zn2(dobdc), and MOF-5 (also called IRMOF-1), which
is Zn4O(bdc)3 (bdc2− is 1,4-benzenedicarboxylate).83 MOF fragments were used to
design clusters to model these extended systems and were used to compute interaction
energy curves with CO2 and N2. This approach yielded parameters that accurately
predicted CO2 and N2 adsorption in closed-shell MOFs. Møller-Plesset second-order
perturbation theory (MP2)84 was used to compute interaction energies for Mg2(dobdc)
and Zn2(dobdc) respectively cluster models with CO2. Cluster models were designed to
describe CO2 interactions with every atom type present in these MOFs. These resulted
in accurate force fields, but it was rather expensive. In this study, we simplified this
parametrization scheme by computing new parameters only for the interaction between
the open-metal site M and the oxygen of CO2.
It should be noted that there are multiple ways to compute macroscopic characteris-
tics of MOFs. The energy decomposition proposed in this article is useful both to derive
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the force field, and also to understand the physics beyond the various terms contribut-
ing to the interaction energy, for example, electrostatics, induction, dispersion, and
repulsion. This means that the derived force field will be accurate due to a correct de-
scription of the physics of the various terms rather than simply error cancellation. These
decomposed terms can then either be used within a polarizable force field or be further
simplified to effectively include polarization effects in a nonpolarizable force field, mak-
ing calculations with large number of atoms possible. Examples of some of these energy
partitioning schemes are the Sum of Interactions Between Fragments Ab Initio com-
puted (SIBFA)85 method, Symmetry Adapted Perturbation Theory (SAPT),86 which is
fully quantum mechanical and has been used on Fe2(dobdc) before,87 and the Effective
Fragment Potential (EFP) method. The EFP method describes inert interactions with
effective potentials, while describing an active region with quantum mechanics. EFPs
have been used to compute energies for many types of interactions,88,89,90 but to our
knowledge this method has not been employed to study gas adsorption in MOFs.
In this work, we focus on another member of the M2(dobdc) family, commonly re-
ferred to as the M-MOF-74 series, Fe-MOF-74 (see Figure 2.7), and its ability to bind
CO2. Species containing Fe(II) ions are known to be challenging to describe compu-
tationally. In some coordination environments, the low-spin and high-spin states of
Fe(II) are so close in energy that it is difficult to predict which is the ground state,91
and within spin states multiconfigurational character has been observed when bind-
ing guests to heme.92,93 Furthermore, complex redox reactions occurring with guests
have been observed in Fe-MOF-74 previously.75 The coordination environment within
Fe-MOF-74 favors the high-spin state for Fe(II) when bare94 and when binding hydro-
carbons.87 The primary goal of this work was to compute isotherms for CO2 adsorption
within Fe-MOF-74 by extracting force field parameters from an interaction energy curve
calculated with Restricted Open-shell Møller-Plesset second-order perturbation theory
(ROMP2), while using UFF parameters to describe all nonmetal interactions instead of
computing new parameters for each of these pairwise interactions.
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Figure 2.7: Structure of Fe-MOF-74 optimized using periodic density functional theory (DFT)
with its stoichiometric unit pictured on the right. The brown atoms are iron, red are oxygen,
black are carbon, and pink are hydrogen.
The isotherms simulated in this work are compared to new experimental Fe-MOF-
74/CO2 adsorption data. The surface area of Fe-MOF-74 was determined at low pres-
sure and temperature by using pure N2. CO2 adsorption isotherms were measured at
three temperatures by cycling pure CO2 through an activated sample of Fe-MOF-74 at
a constant rate. From these isotherms, we can obtain information on the surface area
and binding characteristics of MOFs.74,75,95
This Article is organized as follows: In section 2.2.2, the experimental details, the
clusters, and the interaction energy calculation method will be described, along with
the parametrization method for obtaining the new force field parameters describing the
adsorption of CO2 within Fe-MOF-74. The specific details regarding the classical simu-
lations will be reported in section 2.2.2. In section 2.2.3, the simulated CO2 adsorption
isotherms for Fe-MOF-74 and Mg-MOF-74 will be provided and compared to experi-
mental data and previous simulation data. Finally, in sections 2.2.4 and 2.2.5, there
will be a discussion and conclusions.
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2.2.2 Methods
Gas Adsorption Measurements
Fe-MOF-74 was prepared and activated as reported in Bloch et al.75 For the surface
area determination and low-pressure CO2 adsorption experiments, 85 mg of Fe-MOF-74
was transferred to a preweighed glass sample tube under an atmosphere of nitrogen and
capped with a Transeal. The sample was then transferred to a Micromeritics ASAP
2020 gas adsorption analyzer and heated at a rate of 1 ◦C/min from room temperature
to 160 ◦C. The sample was considered activated when the outgas rate at 160 ◦C was
less than 2 µbar/min. The evacuated tube containing the activated sample was then
weighed and transferred to the analysis port of the instrument where the outgas rate was
again determined to be less than 2 µbar/min at 160 ◦C. High-purity N2 (99.998%) and
CO2 (99.995%) were used for the adsorption experiments. Nitrogen adsorption at 77
K indicated a surface area of 1345 m2/g (BET). Prior to CO2 adsorption experiments,
the sample was reactivated at 160 ◦C. The measurements at 25, 35, and 45 ◦C were
performed using a recirculating dewar connected to an isothermal bath. The measured
experimental data in terms of excess loadings were fit to a dual-site Langmuir–Freundlich
model:
n =
qsat,1 b1 P
ν1
1 + b1 P ν1
+
qsat,2 b2 P
ν2
1 + b2 P ν2
(2.3)
where n is the excess CO2 adsorbed in mmol/g, P is the pressure in bar, qsat, is the
saturation capacity in mmol/g, bi is the Langmuir parameter in bar−1, and νi is the
Freundlich parameter for the two sites indicated by the subscript i. The isotherms
measured at 25, 35, and 45 ◦C were used to compute the isosteric heat of adsorption
(Qst) with the Clausius-Clapeyron equation:
(lnP )n = −
Qst
R
(
1
T
)
+ C (2.4)
where P is pressure, n is the amount of CO2 adsorbed, T is temperature, R is the
universal gas constant, and C is a constant. The isosteric heat of adsorption at a given
adsorbed amount of CO2 was obtained from the slope of the plots of (ln P )n as a
function of 1/T .
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Quantum Mechanical Calculations
Model Structures
A neutron powder diffraction structure obtained at 4 K75 was used as an initial struc-
ture for the geometry optimization of Fe-MOF-74 under periodic boundary conditions
with the Vienna Ab Initio Simulation Package (VASP).96,97,98,99 Projector-augmented
wave100 potentials that describe the interaction between electrons in the core and va-
lence shells101 were used in these calculations. The Perdew-Burke-Ernzerhof (PBE)
gradient-corrected, exchange-correlation functional102 was used with a rotationally in-
variant, effective Hubbard U correction103 of 5 eV on the d levels of the Fe(II) centers.
This U value was chosen to reproduce the Fe(II)–Fe(II) distances and lattice param-
eters of the experimental structure. The PBE+U approach was previously shown to
give reasonable unit cell volumes, lattice parameters, and metal–metal distances within
MOFs.104,105 The periodic DFT optimization was done using a 54 atom primitive cell
of Fe-MOF-74. A gamma point optimization of the unit cell volume, lattice parameters,
and atom positions was performed with an energy cutoff of 1000 eV. The energy and
force convergence criteria were set to 1 × 10−6 eV and 0.05 eV/A˚, respectively.
A metal centered cluster similar to that from Dzubak et al.83 was used to calculate
an interaction energy curve of CO2 with Fe-MOF-74. This reference curve was used to
optimize the Fe(II)–O(CO2) parameters in this force field. The role of the noncentral
metal atoms was probed by comparing interaction energy curves upon replacement of
Fe(II) by Mg(II) and Zn(II). These tests were performed to reveal whether or not the
Fe(II)–O(CO2) interaction within Fe-MOF-74 is sensitive to magnetic couplings between
the metal atoms, and to see if calculations could be simplified by replacing some of the
open-shell Fe(II) ions with diamagnetic ions of the same charge.
Seven other clusters were designed to model the immediate environments of the other
atom types (i.e. Oa, Ob, Oc, Ca, Cb, Cc, and Cd) present in Fe-MOF-74 (see Supporting
Information Figure S1). These clusters were adopted to compute the charges for these
atom types, which were then used in the GCMC simulations. The positions at which
the clusters were cut from the periodic DFT structure were capped with hydrogens,
and the hydrogen positions were optimized using the PBE102 functional and def2 basis
sets106,107,108 (def2-TZVP on Fe and O; def2-SV(P) on C and H) with Turbomole 6.4.109
MOF–CO2 Interaction Energy Curves
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In this work, one of our main goals was to provide a physical description of the
Fe(II) interaction with CO2 in Fe-MOF-74. To accomplish this, we decided to probe a
configuration space that contains strong Fe(II)–O(CO2) interactions. The configuration
space used to calculate the potential energy curve (PEC) was determined by minimizing
the UFF repulsion energy of CO2 with all atoms present in the cluster except the Fe(II)
ions. This was done to ensure that the interaction energies between the CO2 and the
Fe(II) ion of interest were the greatest contributor to the PEC.
The PEC was calculated with the Complete-Active Space second-order Perturba-
tion Theory (CASPT2) formalism110,111 using MOLCAS 7.8.112 A quintet spin mul-
tiplicity on Fe(II) was specified on the basis of previous experimental and theoretical
work.73,75,87,94 The four singly occupied Fe(II) orbitals for each Fe(II) ion were included
in the active space of the Complete-Active Space Self-Consistent Field (CASSCF) cal-
culations. A high-spin (16,16) CASSCF wave function is monoconfigurational and is
thus isomorphic to a Restricted Open-shell Hartree-Fock calculation (ROHF). To justify
the accuracy of this active space, a (24,20) CASSCF calculation containing the five d6
orbitals of each Fe(II) ion was performed. With this active space, the high-spin ground
state had a maximal configuration weight of 0.997 (1 would correspond to a perfect
monoconfigurational state). Thus, assuming that the lowest energy d orbital of each of
the four Fe(II) ions is strictly doubly occupied was valid. The high-spin (S = 8) ground
state of the 60-atom cluster is in agreement with previous studies indicating ferromag-
netic nearest neighbor73,75,94,113 and ferromagnetic next-nearest neighbor94,113 interac-
tions within Fe-MOF-74. The second-order Perturbation Theory (PT2) correction was
used to capture more dynamic correlation, and an imaginary shift of 0.2 hartree was
applied to prevent the occurrence of intruder states.114 The Resolution of the Identitity
(RI) and Cholesky Decomposition (CD) were used to decrease the computational cost
associated with the two-electron integrals.115,116,117 The Douglas-Kroll-Hess Hamil-
tonian118,119 was used in conjunction with Atomic Natural Orbital Relativistic Core
Correlated (ANO-RCC) basis sets120,121 for the ROHF and ROMP2 calculations. The
ANO-RCC Valence Double Zeta plus Polarization (ANO-RCC-VDZP) basis set was
used for the central atom of each cluster, its nearest neighbor oxygen atoms, and the
CO2 atoms. The ANO-RCC Minimal Basis set (ANO-RCC-MB) was used for all of
the remaining atoms. We applied a minimal basis set to the atoms not immediately
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bound to the central atom to reduce the computational cost, assuming that it does not
significantly affect the computed interaction energies.
Basis set superposition error (BSSE) was addressed with the counterpoise correc-
tion.122 A simplified form of the equation used to compute the interaction energies is
provided as eq 2.5. The explicit form of the counterpoise corrected interaction energy
formula is provided in the Supporting Information. In this work, the Fe(II) cluster
pictured in Figure 2.8 was the only one for which the CO2 interaction energy curve was
calculated because in this case the interaction between CO2 and the open-metal site
provides the most important contribution to the adsorption energy.83 The interaction
energy is given by the relation:
Eint = EMOF–CO2 − EMOF − ECO2 (2.5)
where Eint is the interaction energy between the MOF and CO2, EMOF–CO2 is the energy
of the interacting system, and EMOF and ECO2 are the energies of the MOF and CO2,
respectively. All energies were computed in the basis of the interacting system (see the
Supporting Information).
Figure 2.8: Sixty-atom cluster used to model the Fe(II) ion and its ligand environment within
Fe-MOF-74. Blue atoms represent iron, red are oxygen, gray are carbon, and white are hydrogen.
Partitioning Molecular Properties
The point charge approximation is often used in force fields employed to compute
adsorption isotherms of guests interacting with MOFs, because it is computationally
convenient and reasonably accurate.123 The Localization of Properties (LoProp)124
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approach was chosen to compute the point charges. The LoProp approach was also
used to extract dipoles, quadrupoles, and polarizabilities. The effects from these were
included implicitly in the force field by optimizing parameters against reference data
that include these contributions. The LoProp charges were computed by using the seven
clusters analogous to those in Dzubak et al.83 (see Supporting Information Figures S2-
S8). The charge of the hydrogen atoms was chosen to neutralize the charge of the unit
cell by distributing the nonzero charge between the hydrogen atoms equally.
It is often useful to partition interaction energies into multiple terms to try to un-
derstand which interactions are predominant and effectively account for more complex
electron–electron interactions.125 The Non-Empirical MOdeling (NEMO) approach126
was used to decompose the interaction energy of the Fe(II) cluster with CO2 into electro-
static, induction, dispersion, and repulsion terms, as provided in eq 2.6. The interaction
energy was calculated using the procedure described in the MOF–CO2 Interaction En-
ergy Curves presented in the previous section. The NEMO intermolecular interaction
energy is decomposed as follows:
Eint = Eelect + Eind + Edisp + Erep (2.6)
The electrostatic Eelect, induction Eind, and dispersion Edisp terms were obtained from
quantum mechanical reference calculations, and the repulsion energy Erep was chosen
to reproduce the reference intermolecular interaction energy, as shown in eq 2.7. It is
important to note that a scaling parameter  was applied to force the repulsion energy to
be positive throughout the configuration space. The scaling parameter on the dispersion
term can to some extent be justified by considering the fact that a small basis set, like
the one used in this work, does not capture the long-range nature of the dispersion
interaction.127 The equations that were used to compute the explicit NEMO terms
were taken from Stone,128 and are reported in the Supporting Information as eqs S2-S5.
The NEMO terms from eq 2.6 can be reorganized to calculate the repulsion energy as
follows:
Erep = Eint − (Eelect + Eind + Edisp) (2.7)
The partial atomic charges of the CO2 molecules during the NEMO energy decom-
position were set to those used in the Transferable Potentials for Phase Equilibria
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(TraPPE)129 force field, because the parameters from this force field are generally con-
sidered reliable for the bulk phase of CO2. The higher-order electrostatic, induction,
and dispersion terms in eqs 2.6 and 2.7 were combined into a single attraction energy
curve. The attraction and repulsion energy curves were used to optimize the force field
parameters for the Fe(II)–O(CO2) interaction. During the fitting of the attraction and
repulsion parameters described in section 2.2.2, the scaling factor was further considered
as a tunable constant to provide better fitting agreement.
ForceFields
The effective force field to be used for molecular simulations considers a rigid MOF
and rigid CO2 molecules. We included only pairwise intermolecular interaction terms.
These approximations have been used to optimize force field parameters for MOF–guest
interactions previously.125,130 The form of the force field used in this work is
Eint =
NA∑
i
NB∑
j
1
4pi0
qiqj
rij
+ Eattr (i, j) + Erep (i, j)
Eattr (i, j) = −Aij
r6ij
Erep (i, j) =
{
∞ rij < rmin
Bij exp(−Cijrij) rij > rmin
(2.8)
where Eattr(i, j) and Erep(i, j) are the attraction and repulsion energies. The qi and qj
terms are the charges of atoms i and j. The rij term represents the distance between
atoms i and j within molecules A and B, which contain NA and NB atoms, respectively.
The vacuum permittivity is provided as 0, while Aij , Bij , and Cij are parameters
to be fitted from the NEMO decomposed, quantum mechanical reference data. The
Eattr term contains contributions from the dipole, quadrupole, induction, and dispersion
interactions. The Erep term was computed by fitting an exponential function to the
curve resulting from eq 2.7. The rmin value present in this term was chosen to prevent
the Buckingham potential from going to negative infinity as rij approaches zero.
Note that during the parametrization procedure all of the pairwise interactions be-
sides Fe(II)–O(CO2) between the cluster atoms and the CO2 atoms were calculated
using a point charge interaction term and a conventional Lennard-Jones potential with
40
standard UFF parameters. To determine the Fe(II)–O(CO2) parameters in eq 2.8, a
simple grid searching method was implemented. A one-dimensional array was used
to minimize the deviation with respect to the reference attraction energy curve. A
two-dimensional array containing different ranges for the Bij and Cij parameters was
constructed, and the pair of parameters that minimized the deviation with respect to
the reference repulsion energy curve was chosen. The attractive parameters (Aij) and
repulsive parameters (Bij ,Cij) derived from the PEC were fitted separately.
In summary, three force fields were combined to give the overall force field used in
this work. The first and most important van der Waals (vdW) parameters define the
vdW interaction between Fe(II) and the oxygen of CO2. These were the parameters
optimized in this work. The second set regards all other pairwise interactions between
the MOF and CO2. These parameters were taken directly from UFF because it often
describes organic molecules131 and nonbonding interactions within closed shell, closed
site MOFs quite well.132 The third set of vdW parameters was used to describe the
vdW CO2–CO2 interactions. These were taken from the Transferable Potential for
Phase Equilibria (TraPPE) force field,129 which is a reliable and transferable force field
for intermolecular interactions of CO2 molecules. The Lorentz-Berthelot mixing rules
were used for the vdW interactions.133,134 Note that in all cases the MOF atomic point
charges were computed with LoProp, and the CO2 atomic point charges were obtained
from the TraPPE force field.129
GCMC Simulations
Adsorption isotherms of CO2 were simulated using the GCMC technique. In the grand-
canonical ensemble, the chemical potential, the volume, and the temperature are held
constant. In these simulations, both the framework and the guest molecules were re-
garded as rigid. A 1 × 1 × 4 supercell (see Supporting Information Figure S10 and
Table S2) was chosen to ensure that all of the potentially relevant vdW interactions are
consistently accounted for. The vdW interactions were truncated and shifted to zero
at the cutoff radius of 12.8 A˚. No tail correction was used. The electrostatic energy
was computed using the Ewald summation technique. Several million configurations
were sampled in each simulation. These configurations were generated by random CO2
translation, rotation, insertion, and deletion to obtain a satisfactory statistical average.
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Detailed descriptions of the parameters for the vdW interactions and the atomic charges
of the framework atoms can be found in sections 2.2.2 and 2.2.3.
2.2.3 Results
Gas Adsorption Measurements
The optimized parameters for the dual-site Langmuir–Freundlich model (eq 2.3) are
reported at three different temperatures in Table 2.1. Excess CO2 adsorption isotherms
in terms of CO2 per Fe(II) cation are reported in Figure 2.9. The CO2 loading per Fe(II)
site increases with decreasing temperature. This is because the average kinetic energy
of the CO2 molecules allows a larger proportion of them to escape the binding wells
that result from the open sites of the MOF. At a pressure of 1 bar, the number of CO2
molecules per Fe(II) site is approximately 0.80 at 45 ◦C, 0.95 at 35 ◦C, and 1.10 at 25 ◦C.
No saturation was observed under the chosen experimental conditions. The adsorption
and desorption measurements both fit closely with the dual-site Langmuir–Freundlich
plot at each temperature.
Table 2.1: Parameters for the Dual-Site Langmuir–Freundlich Fit of the Experimental Isotherm
Data
temp qsat,1 b1 ν1 qsat,2 b2 ν2
(◦C) (mmol/g) (bar−1) (mmol/g) (bar−1)
25 8.20 4.29 1.07 0.83 0.77 4.26
35 8.20 2.72 1.07 0.83 0.30 4.26
45 8.20 1.77 1.07 0.83 0.21 4.26
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Figure 2.9: CO2 adsorption isotherms in Fe-MOF-74 at 25 (blue), 35 (green), and 45 (red)
◦C; closed and open symbols represent adsorption and desorption, respectively. The continuous
solid lines are the dual-site Langmuir–Freundlich fits using the parameters specified in Table
2.1.
Structural Analysis
The first coordination sphere of Fe-MOF-74 is pictured in Figure 2.10, and the bond
distances computed with periodic DFT and the PBE and PBE+U functionals along
with the Mg-MOF-74 bond distances optimized with PBE83 are reported in Table 2.2.
Table 2.2 indicates that PBE is not capable of reproducing experimentally determined
metal–metal distances for Fe-MOF-74 with the present computational setup. When a
Hubbard U correction of 5 eV was used on the 3d levels of Fe(II), the metal–metal
distances within Fe-MOF-74 were closer to those determined by experiment.
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Figure 2.10: A single Fe(II) ion and its nearest neighbors within Fe-MOF-74. The Oa, Ob,
and Oc labels correspond to atom types described in Supporting Information S1. M1, M2, and
M3 are Fe(II) ions.
Table 2.2: Bond Distances for the Nearest Neighbors of a Metal Ion in Fe-MOF-74 and Mg-
MOF-74 Computed Using Periodic DFT
length (A˚)
bond Fe(PBE+U) Fe(PBE) Fe(exp)a Mg(PBE)b Mg(exp)b
M1–M2 3.00 2.80 3.00 2.94 2.94
M1–M3 3.00 2.79 3.00 2.94 2.94
M1–Oa1 2.13 2.03 2.13 2.03 2.14
M1–Oa2 2.07 2.06 2.17 2.04 2.01
M1–Ob 2.11 2.03 2.11 2.08 2.18
M1–Oc1 2.08 2.11 2.07 2.03 1.92
M1–Oc2 2.07 2.04 1.99 2.03 1.86
aFrom Bloch et al.75
bFrom Dzubak et al.83
Interaction Energy Curves
Interaction energies for three versions of the 60-atom cluster, differing by the atoms
that were used to represent the peripheral Fe(II) centers, are provided in Figure 2.11.
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These interaction energy curves are within 1 kJ/mol of each other in the considered
configuration space. Because this deviation is within the numerical uncertainty of the
method, these curves are considered to be in good agreement. We can thus state that
the 1Fe3Mg and 1Fe3Zn models are good approximations of the 4Fe cluster when it
comes to interaction with CO2 in the chosen configuration space. The components of
the NEMO force field from Figure 2.12 indicate that, with the model and level of theory
used, the dispersion contribution to the binding of CO2 with the Fe(II) ion of interest
is quite small when compared to the electrostatic and induction quantities (see Figure
2.12). This finding may be ascribed to the small basis set used for the PEC calculations,
which was chosen for computational efficiency. Because only the CO2, the central Fe(II)
ion, and the five oxygens coordinated to the Fe(II) had VDZP basis sets, much of the
electron correlation energy is missed.
Figure 2.11: ROMP2 interaction energies computed for clusters in which the three noncentral
metal atoms were modeled by Mg(II) ions (black curve), Zn(II) ions (red curve), and Fe(II) ions
(blue curve). A view of the CO2 path as it approaches the MOF fragment is also provided.
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Figure 2.12: NEMO decomposition of the ROMP2 reference curve, including atomic dipole
and quadrupole contributions, of the interaction of the 60-atom Fe-MOF-74 cluster with CO2.
Force Fields
The LoProp charges used in the final force field and those previously used in the Mg-
MOF-74 case83 are reported in Table 2.3, with more significant numbers in Supporting
Information Table S1. These charges were used in the Coulombic term reported in
eq 2.8. The charges obtained for Fe-MOF-74 in Table 2.3 are quite similar to those
previously obtained for Mg-MOF-74.83 The ligand charges are all more positive in the
Fe-MOF-74 case in part because of the more negative Fe(II) ions present in the model
clusters. The large difference between the hydrogen charges is due to the fact that these
charges were set to neutralize the charge of the unit cell.
The result of the final fitting of the attraction and repulsion curves for the Fe-MOF-
74 case is plotted in Figure 2.13. These curves indicate that the Fe(II) ion contributes
more to the attraction and repulsion energy than the other atom types within this
configuration space. Also, the Fe(II) ion accounts for approximately one-half of the
total attraction energy and a higher proportion of the repulsion energy. The dispersion
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and repulsion curves that resulted from using other scaling factors on the dispersion
energy term are provided in Supporting Information Figure S12.
Table 2.3: LoProp Charges for Fe-MOF-74 and Mg-MOF-74 Computed with ROMP2 Using
the Clusters Provided in Supporting Information Figures S2-S8
charge
atom Fe-MOF-74 Mg-MOF-74a
metal 1.51 1.56
Oa −0.75 −0.77
Ob −0.70 −0.71
Oc −0.80 −0.83
Ca 0.61 0.48
Cb −0.14 −0.14
Cc 0.23 0.19
Cd −0.16 −0.18
H 0.21 0.39
aFrom Dzubak et al.83
Figure 2.13: Force field fitting results for the ROMP2 interaction energies of CO2 with the
Fe-MOF-74 60-atom cluster. The attraction (Attr.) energy reference (Ref.) curve, force field
fitting result (FF), and Fe(II) contribution are reported on the left; the same curves are reported
on the right for the repulsion (Rep.) energy.
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To validate further this parametrization method, we applied the same methodology
proposed in this work to the Mg-MOF-74 case. The Mg-MOF-74 fitting results from
this work match closely previous results from Dzubak et al.83 The force field parameters
for the Fe(II)–O(CO2) interaction within Fe-MOF-74 are reported in Table 2.4 along
with the parameters used for the Mg(II)–O(CO2) interaction. Note that these new pa-
rameters reproduced satisfactorily the reference attraction and repulsion energy curves
for both the Fe-MOF-74 and the Mg-MOF-74 cases (see Figures 2.13 and 2.14).
Table 2.4: Force Field Parameters for the Fe(II)–O(CO2) and Mg(II)–O(CO2) from This Work
in the Form of Equation 2.8
Fe(II) Mg(II)
 = 2.9  = 3.7  = 4.5  = 2.0
A (kJ/mol·A˚6) 2083 2932 3777 3616
B (kJ/mol) 317300 164000 99500 191400
C (A˚−1) 4.040 3.664 3.373 3.815
Figure 2.14: Force field fitting results for the MP2 interaction energies of CO2 with the Mg-
MOF-74 60-atom cluster. The result from fitting to the attraction energy is pictured on the
left. The Ref. Attr. and Ref. Rep. lines represent the MP2 interaction energies separated
into attractive and repulsive portions by NEMO. The repulsion fitting result from this work is
provided on the right as FF Rep. along with the repulsion fitting result from Dzubak et al.83
This fitting procedure was performed with a scaling factor of 2.0 on the dispersion term.
48
The vdW interaction energy curves resulting from this work are compared to the
UFF curves in Figure 2.15. The vdW contribution to the interaction energy curve of
the Fe-MOF-74 cluster and CO2 obtained with UFF is similar to that predicted by
our new force field. The minimum energy values are less than 1 kJ/mol apart, and
the CO2 equilibrium positions are different by approximately 0.1 A˚. For Mg-MOF-74,
on the other hand, UFF cannot properly capture the strong binding of CO2 with the
Mg(II) open-metal site and thus predicts much weaker binding than the force field fitted
by Dzubak et al.83 Dreiding predicts weaker CO2 vdW minimum energies and longer
minimum energy distances than both UFF and the fitted force field from this work.
Figure 2.15: The vdW contributions to the interaction energy curves of the Mg-MOF-74 and
Fe-MOF-74 cluster models with CO2. The Dzubak et al. curve comes from reference Dzubak et
al.83
Simulation of Isotherms
The experimental and theoretical Fe-MOF-74/CO2 isotherms generated from this work
are reported in Figure 2.16, and the isosteric heat of adsorption is provided in Figure
2.17. Isotherms simulated with UFF and Dreiding are shown for comparison. The
force field from this work results in isotherms that are in good agreement with the
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experimental isotherms of Fe-MOF-74 at multiple temperatures. Also, the interaction
energy curves between the cluster model and CO2 (see Figure 2.15) agree with findings
of the classical simulations. The inflection points in the isosteric heat of adsorption
curves predict the point at which open-metal binding sites are saturated with CO2.
This indicates that nearly all of the open-metal sites within Fe-MOF-74 were open for
CO2 binding. There is fairly good agreement between experiment and our force field
considering that it is very difficult to exactly predict the Qst inflection point when
there is such a small difference in binding energy between the primary and secondary
binding sites within Fe-MOF-74. An extended Qst plot can be seen in Supporting
Information Figure S13. To test the validity of this parametrization method, isotherms
for the adsorption of CO2 in Mg-MOF-74 were computed using the same approach. The
attraction and repulsion fitting curves are reported in Figure 2.14, and are compared to
the fittings from Dzubak et al.83 The reference interaction energy curve was computed
with MP2, which is numerically equivalent to the CASPT2 method with no active space.
The same ANO-RCC basis sets used for the calculation of the reference PEC of CO2
with Fe-MOF-74 were used for the Mg-MOF-74 case. The force field parameters for the
Fe(II)–O(CO2) and Mg(II)–O(CO2) interactions are provided in Table 2.4.
Figure 2.16: Experimental isotherm at 308 K is compared to the isotherm from the newly
defined force field and the UFF and Dreiding force fields on the left. The picture on the left
includes isotherms computed with different scaling factors on the dispersion term. The isotherms
using the force field from this work are compared to experiment for multiple temperatures on
the right.
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Figure 2.17: Experimental and theoretical Fe-MOF-74/CO2 isosteric heat of adsorption curves
derived in this work
Figure 2.18: Isotherms of CO2 adsorption in Mg-MOF-74. The experimental data were taken
from Mason et al.74 and were scaled assuming that 80% of the sites within Mg-MOF-74 were
available for adsorption of CO2 as demonstrated by Dzubak et al.83 The experiment was per-
formed at 313 K, which was the temperature considered in each simulation.
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The fitted force field result from Dzubak et al.83 is similar to the result obtained
in this work. Our force field estimates that the attraction energy between CO2 and
the Mg(II) centered cluster is slightly weaker than the force field of Dzubak et al.83
Simulations that used these two force fields are compared to experiment in Figure 2.18.
Both force fields result in isotherms that are reasonably close to experiment, while UFF
significantly underestimates the loading of CO2.
2.2.4 Discussion
Figure 2.11 demonstrates that the interaction energy is not significantly affected by the
way that the peripheral Fe(II) ions are modeled, provided that the effective charge of
these ions is respected. This indicates that if the noncentral metals play a role in the
adsorption, it is essentially electrostatic. This conclusion is in agreement with recent
works that reported that the isotropic couplings between the Fe(II)–Fe(II) centers within
this MOF are quite small.73,94,104,113
With the PBE functional, the obtained Fe(II)–Fe(II) distances in Fe-MOF-74 were
found to be significantly smaller than experiment, while in the Mg-MOF-74 case, satis-
factory results were obtained. Because the M(II)–M(II) distances are considered reliable
experimental quantities (the positions of heavy atoms being obtained quite accurately),
this shows a problem in the description of the Fe-MOF-74 electronic structure with
the PBE exchange-correlation functional. The introduction of a U correction of 5 eV
led to the best reproduction of the Fe(II)–Fe(II) distances in Fe-MOF-74. Note that a
Hubbard U correction typically leads to the localization of the spin density on the para-
magnetic centers, and corrects the unphysical, metallic behavior often obtained with
the PBE exchange-correlation functional for open-shell systems, and is thus commonly
applied to these systems.104
The current force field reproduces experimental findings quite well. The overes-
timation of CO2 loading at higher pressures is probably due to imperfections in the
experimental sample that are not present in our GCMC simulation. This was the rea-
son cited for the scaling of the experimental isotherm discussed in Dzubak et al.83 The
scaling of the experimental isotherm was not replicated for Fe-MOF-74 because the in-
flection point from the experimental data occurred at between 0.90 and 0.95 (see Figure
2.17), indicating that nearly all of the metal sites within Fe-MOF-74 were open for CO2
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binding. Furthermore, the simulated Qst curve did not have an obvious inflection point.
However, imperfections in the experimental sample must be present even in this case,
and thus such a good agreement between the two curves was not expected.
In Figure 2.16 and Supporting Information Figure S11, the effect of the dispersion
scaling factor  from eqs 2.6 and 2.7 is reported. These plots demonstrate that our force
field is not heavily sensitive to changes in the  parameter, once it is large enough to make
the repulsion energy positive within the configuration space ( = 2.9). Additionally,
Figure 2.15 shows that UFF provides reasonable results for Fe-MOF-74 but not for Mg-
MOF-74. The UFF and fitted curves are similar for Fe-MOF-74 but are quite different
in the Mg-MOF-74 case. UFF clearly overestimates the repulsion energy contribution
for the Mg-MOF-74 cluster/CO2 interaction. Also of note is the large underestimation
in Fe-MOF-74 cluster/CO2 binding predicted by Dreiding. Both Dreiding and UFF
use a charge equilibration model. However, the Dreiding vdW parametrization was
designed to describe primarily biological molecules, while UFF was meant to be more
general. UFF and Dreiding parameters were each optimized with training sets that did
not include metal sites similar to those in the MOF-74 series. As such, it was somewhat
expected that these force fields would perform inconsistently for these systems, because
they are outside of their respective training sets. These findings indicate that commonly
used force fields do not yield consistent results for the MOF-74 series. In contrast, the
force fields developed with the parametrization scheme proposed in this work do provide
reasonable estimates for adsorption of CO2 within Mg-MOF-74 and Fe-MOF-74.
The isotherm resulting from this work estimates less CO2 adsorption than does the
isotherm computed by Dzubak et al.83 (see Figure 2.18). The main differences between
these two force field parametrizations are that an r−5 attraction term was used in the
force field of Dzubak et al.83 to improve the fitting quality, and all eight clusters pic-
tured in Supporting Information Figures S2-S8 were used to compute interaction energy
curves with CO2. NEMO energy decompositions were then performed on each of the re-
sulting PECs, and pairwise parameters were optimized for the interaction of each atom
type with O(CO2). In this work, only the metal–O(CO2) interaction parameters were
computed, and the other parameters were taken from UFF. The remaining clusters were
used only to compute LoProp charges. A comparison of the resulting force field fittings
is plotted in Figure 2.14. When the vdW parameters optimized with the Mg-MOF-74
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oxygen and carbon atom-type clusters were used, the resulting force field did not yield
an accurate prediction of CO2 adsorption within Fe-MOF-74, and it is difficult to ratio-
nalize because so many variables are present in this force field parametrization. Because
UFF has demonstrated some success in cases where there is not a strong interaction be-
tween the guest and an open-metal site, we decided to use these parameters to describe
the nonmetal, vdW interactions between the MOF and CO2. In this way, the laborious
determination of pairwise parameters from a large number of calculations was avoided.
Note that the force fields proposed in this work and those computed by Dzubak et al.83
are both fairly system specific because the open-metal site within the MOF-74 series is
unique and the structural changes that result from switching metals have non-negligible
effects on CO2 binding. These force fields, on the other hand, are less dependent on
minor changes to the topology of the MOFs. The important improvement made in this
work with respect to the work of Dzubak et al.83 is the reduction in the number of
quantum calculations necessary to simulate new isotherms, and the extension of the
method to open-shell MOFs. The energies computed by our new force field and the one
proposed by Dzubak et al.83 are comparable along the metal–CO2 path. The Mg-MOF-
74 study in this work demonstrates that the metal–CO2 interaction is key to improving
the prediction of adsorptive properties within open-metal site MOFs. Furthermore, this
result provides validation for the approach proposed in this work for CO2 adsorption
within Fe-MOF-74. By only optimizing the parameters for the interaction of the CO2
oxygen atoms with an open-metal site, it is possible to provide reasonable descriptions
of adsorptive properties.
2.2.5 Conclusions
High-purity CO2 was flowed through activated Fe-MOF-74, and isotherms were mea-
sured at 25, 35, and 45 ◦C. The dual-site Langmuir–Freundlich model provided a fairly
precise fit to the experimentally determined adsorption and desorption measurements at
three different temperatures. The CO2 loading increases with decreasing temperature,
and no saturation was observed under the chosen experimental conditions.
The simulated isotherms of the adsorption of CO2 within Fe-MOF-74 using the UFF
and Dreiding force fields were not consistently accurate as compared to experiment.
Additionally, the CO2 adsorption within Mg-MOF-74 predicted by UFF differed from
54
experiment by approximately 1 order of magnitude at low pressure. Thus, force field
parameters were optimized to better describe the strong open-metal site interaction with
CO2. A CASSCF calculation was used to confirm that the Fe(II) ions within Fe-MOF-
74 are in a monoconfigurational quintet state. ROMP2 was then used to compute a
reference PEC, and the NEMO approach was used to partition this interaction curve into
attractive and repulsive terms. The Fe(II)–O(CO2) Buckingham interaction parameters
were fit against these terms. The CO2–CO2 interactions were modeled using the TraPPE
force field. The remaining vdW parameters were all taken from UFF. This was done
based on the success of UFF with MOFs that do not have open-metal sites,79,80,81 and
to simplify the parametrization scheme. With this scheme, a force field was derived
that can accurately predict CO2 adsorption for a MOF containing high-spin Fe(II) ions
by using LoProp charges and optimizing three vdW parameters describing the Fe(II)–
O(CO2) interaction.
To further validate the parametrization scheme proposed in this work, the isotherm
of CO2 within Mg-MOF-74 was computed in a way that was similar to the Fe-MOF-74
case, and compared to experiment and the results of Dzubak et al.83 The isotherm of
CO2 within Mg-MOF-74 computed in this work is in good agreement with the previously
reported experimental and computational results, suggesting that parametrizing the
metal–O(CO2) interactions for these two MOFs was sufficient for the simulation of
accurate CO2 adsorption isotherms. This indicates that force fields for MOFs with
dominant metal–guest interactions could be parametrized quickly with this scheme.
Furthermore, this method makes the computation of adsorption isotherms involving
multiconfigurational states feasible.
2.2.6 Additional Information
Supplementary information is available in the online version of the paper. The Sup-
porting Information includes: Clusters and unit cells, equations used to perform the
NEMO decomposition, a plot showing the effect of the scaling factor on the dispersion
term, and an isosteric heat of adsorption plot of CO2 in Fe2(dobdc). This material
is available free of charge at http://pubs.acs.org. Correspondence and requests for
materials should be addressed to B. S. and L. G. The authors declare no competing
financial interests.
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2.3 Uranyl–Peroxide Nanocapsules in Aqueous Solution:
Force Field Development and First Applications
The self-assembly of uranyl-peroxide nanocapsules in aqueous solution is unique in ura-
nium chemistry and has potential applications in the fabrication and reprocessing of
actinide-based materials. We present the first study of these species in aqueous solution
by means of classical molecular dynamics simulations. To this end, we parametrized
a uranyl-peroxide force field from interaction energies computed with second order
Møller-Plesset perturbation theory and fit to a Born-Huggins-Mayer potential. Bonded
parameters were fit from density functional theory calculations. The solvent and coun-
terion structures surrounding four different systems ([UVIO2]2+, [(UVIO2)2(µ2-O2)]2+,
[(UVIO2)5(µ2-O2)5], and [(UVIO20(µ2-O2)30]20−) were studied in aqueous solution. The
largest studied system is predicted to encapsulate an ice-like water cluster.
2.3.1 Introduction
Understanding and controlling the solution chemistry of the uranyl ion, [UVIO2]2+, the
most common form of uranium in aqueous solution, is central to the development of
an advanced nuclear energy cycle and in developing remediation strategies for contam-
inated sites.136 Gaining nanoscale control over actinide materials may result in a more
Adapted with permission from P. Miro´, B. Vlaisavljevich, A. L. Dzubak, S. Hu, P. C.
Burns, C. J. Cramer, R. Spezia, L. Gagliardi. J. Phys. Chem. C 2014, 24730.135 Copyright
2014, American Chemical Society. Author contributions and additional information may
be found in section ??.
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effective method for processing nuclear materials with applications not only in materi-
als fabrication but also in fuel reprocessing.137 Nanoscale clusters and nanocapsules of
actinides may also form in the environment, and the impact of such materials on the
mobility of actinides under environmental conditions is of great interest.
Recent experimental work has led to the characterization of a family of polyox-
ometalate nanocapsules containing uranyl polyhedra bridged through peroxide and hy-
droxyl groups.138,139,140,141,142,143,144 More recently, larger linking groups like oxalate
or pyrophosphate have also been employed in the formation of uranyl-based cage clus-
ters.142,144,145,146 The self-assembly of these species occurs in aqueous solution over
a broad range of pH conditions at room temperature and is unique in actinide chem-
istry.147 In most cases, the uranyl polyhedron is a hexagonal bipyramid, the apexes
of which correspond to the oxygen atoms of the uranyl cation. The bipyramids then
bind to each other by sharing equatorial edges with adjacent polyhedra. At least some
of these shared edges correspond to peroxide groups. Clusters containing up to 124
uranyl polyhedra have been characterized. They exhibit a wide range of high symmetry
topologies including (but not limited to) the well-known fullerene topologies.148
The presence of peroxide groups that bridge uranyl ions is thought to play a funda-
mental role in capsule formation. The inherently bent U–O2–U dihedral angle fosters
curvature and formation of nonplanar species that ultimately close into a capsule.149,150
Additionally, the alkali countercations that are present during synthesis may influence
the nanocapsules topology, since the curvature of the walls of the resulting capsule
is controlled, to some extent, by cation coordination.151,152 Experiments and first-
principles studies have provided some information on the position of the encapsulated
counterions, but typically not of the counterions outside the capsule as a consequence of
structural disorder. Furthermore, the solvent structure and counterion positions inside
the larger capsules remain largely unknown, although X-ray diffraction studies of crys-
tals built from clusters have provided locations of some counterions.139,141 Analogous
with classical transition metal polyoxometalates, the polyanionic nature of these cap-
sules encourages interaction with the countercations present in solution.153 Understand-
ing the solvent and counterion dynamics surrounding uranyl-peroxide nanocapsules is
fundamental toward their use in applications (e.g. uranium reprocessing through ultra-
filtration of uranyl-peroxide nanocapsules).154
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We have developed a uranyl-peroxide force field starting from the simplest fundamen-
tal building blocks of the nanocapsules (e.g. the uranyl ion and a uranyl-peroxide-uranyl
dimer) in order to study these capsules in solution by means of classical molecular dy-
namics simulations. This study focuses on four systems: [UVIO2]2+ (U1), [(UVIO2)2(µ2-
O2)]2+ (U2), [(UVIO2)5(µ2-O2)5] (U5), and [(UVIO20(µ2-O2)30]20− (U20) (Figure 2.19).
All of these uranyl-peroxide species have been previously synthesized.139 U2, the small-
est known uranyl-peroxide species, has been proposed as the first step toward the for-
mation of U5, U20, and the remaining larger nanocapsules.149 Likewise, U5 has been
proposed as a building block of the U20 nanocapsule that is composed of 12 pentagonal
units.139 Furthermore, since little is known about the solvent structure surrounding
these species, an objective of this work is to shed some light onto the hydration prop-
erties of uranyl-peroxide species and the differences (if any) among the studied species,
as well as to identify the solvent structure inside the cavity of U20 in aqueous solution.
Figure 2.19: Uranyl and uranyl-peroxide systems studied in this work: [UVIO2]2+ (a),
[(UVIO2)2(µ2-O2)]2+ (b), [(UVIO2)5(µ2-O2)5] (c), and [(UVIO20(µ2-O2)30]20− (d). Color code:
Uranium and oxygen atoms are shown as yellow and red spheres, respectively.
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2.3.2 Computational Details
All of the molecular dynamics simulations were performed using the DLPOLY classic
package developed at Daresbury Laboratory.155 The systems presented in Figure 2.19
were simulated using the force field parametrized in this work, while the solvent inter-
actions (water–water) were described using the TIP3P water model.156 The counterion
interactions (water–sodium and sodium–sodium) were treated using the parameters pro-
posed by Lee and Rasaiah.157
Electrostatic interactions were accounted for using the Ewald summation tech-
nique158 with a convergence parameter of 0.210 A˚−1 and considering a maximum of
six wave vectors in each direction. The Verlet leapfrog algorithm159 was used to inte-
grate the equations of motion with a time step of 1 fs and a cutoff of 10 A˚. In order to
optimize CPU usage, we have used a Verlet neighbor list158 with a cutoff radius of 11
A˚. Rigid body rotational motion is handled under the leapfrog scheme with Finchams
implicit quaternion algorithm160 with a tolerance of 10−5 A˚.
The systems were solvated using a different number of water molecules depending on
the system size (Table 2.5). The smaller species (U1 and U2) were simulated including
512 water molecules, whereas the larger species U5 and U20 used 1024 and 2048 wa-
ter molecules, respectively. In the U20 simulations, 20 Na+ ions were also included to
neutralize the system. All of the systems were equilibrated for 100 ps in the canonical
ensemble (NVT) followed by 500 ps in the isobaric-isothermal ensemble (NPT) ensem-
ble. In the NVT simulations, the temperature was held fixed using the Nose´-Hoover
thermostat with a relaxation time τT equal to 20 fs.158,161,162 For NPT simulations, the
pressure was kept fixed using the Nose´-Hoover barostat with a relaxation time equal
to 40 fs.158 Once equilibrated, we performed longer production simulations in different
ensembles. Simulations at constant temperature were performed at room temperature
(298 K), while those at constant pressure where performed at 1 atm. The details of
the production runs for each system are given in the Supporting Information. In the
production simulations, the positions and velocities of the system were stored every 10
time steps for analysis a posteriori. Furthermore, simulations were run for both flexible
and rigid solutes.
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Table 2.5: Details of the Systems Investigated
U1 U2 U5 U20
box size (A˚)a,b 25.1 24.9 31.3 39.3
no. of H2O 512 512 1024 2048
no. of Na+ 20
aThe simulated systems were fixed as cubic (a = b = c,
α = β = γ = 90◦)
bBox size was obtained from NPT equilibration (isotropic
barostat) for the flexible simulations
The procedure employed in developing this force field is presented in detail in the fol-
lowing section, and the quantum chemical calculations that were used as reference values
for the force-field parametrization were performed as follows. Interaction energies were
computed using second-order Møller-Plesset perturbation theory (MP2) for U1 and U2
with water as implemented in the MOLCAS 7.6 package.163 While previous work by
our group used the complete active space self-consistent field approach with corrections
from second order perturbation theory (CASPT2) to fit uranyl–water interactions, our
tests revealed that MP2 total energies were quantitatively similar to CASPT2 for U1.
For this reason, MP2 was used since CASPT2 would be significantly more computation-
ally demanding for U2 without yielding commensurately more accurate total energies.
Counterpoise correction was used to account for basis set superposition error and rel-
ativistic effects were included using the scalar Douglas-Kroll-Hess Hamiltonian.164,165
An ANO-RCC-VDZP basis set was used for all atoms.166,167,168,169,170 Additionally,
the Cholesky decomposition technique was combined with Local Exchange screening
to significantly reduce the computational cost involved in generating the two-electron
integrals.171,172,173,174,175
Geometry optimizations were performed for U2, U5 and U20 using density func-
tional theory (DFT) as implemented in the Amsterdam Density Functional (ADF2010)
program.176,177,178 This level of theory was chosen since it has been used successfully
to study the U20 and U28 clusters.151,152 We chose to use geometries and frequencies
to fit the intramolecular potential using a level of theory that could be used to treat the
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full nanocapsules. The Perdew-Burke-Ernzerhof exchange-correlation functional (PBE)
was employed together with a triple-ζ plus two polarization function basis set (TZ2P)
on all atoms.179 For non-hydrogen atoms, a small relativistic frozen-core potential was
used. Relativistic corrections were introduced by the scalar-relativistic zero-order reg-
ular approximation (ZORA).180,181,182,183,184 Bulk aqueous solvent effects were intro-
duced using the COSMO continuum solvent model.185,186,187,188 Geometries were fully
optimized taking advantage of symmetry when present and their harmonic vibrational
frequencies were computed.
2.3.3 Uranyl–Peroxide Force Field
While a handful of force fields for uranyl in water have been presented in the liter-
ature,189,190,191 parameters are not available for uranyl peroxides (in particular, pa-
rameters for the peroxide oxygen atoms). Given our interest in a wide range of cluster
topologies, we here develop a uranyl-peroxide force field from first-principles calculations
based on the fundamental nanocapsule building blocks [UVIO2]2+ U1 and [(UVIO2)2(µ2-
O2)]2+ U2. The nonbonded interactions were parametrized from second-order Møller-
Plesset perturbation theory (MP2) calculations,192 while the bonded interactions were
parametrized from density functional theory (DFT) calculations.193 Since all of the
uranyl-peroxide species contain only UVI centers, the ground state is a closed shell
singlet as expected.
In a previous study,189 uranyl–water curves where computed using the complete
active space SCF (CASSCF) method with corrections to the energy from second order
perturbation theory (CASPT2). This approach has been used successfully to study
actinide-containing systems, in particular to study the nature of covalent bonding in
small molecules.194,195,196,197 However, the relevant active spaces under consideration
here contain only orbitals with contributions from the uranyl ion itself. Given that
CASPT2 would be computationally intensive for U2, we also computed MP2 interaction
energy curves between fragments. MP2 and CASPT2 yield quantitatively similar results
for U1; therefore, only MP2 energies are reported in this work. This result should not be
surprising given that MP2 can properly describe the ground state of the uranyl dication.
We computed several U1–H2O and U2–H2O interaction energy curves with differ-
ent water orientations in order to sample the most relevant interactions between the
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uranyl and peroxide fragments with the solvent (Figure 2.20). The uranyl-oxygen bond
(U–Ouranyl) in U1 was fixed at 1.705 A˚and a rigid TIP3P water model was used. The
nonbonded interaction is composed of two terms: an electrostatic term and a nonelec-
trostatic term, V NBij .
Figure 2.20: Pathways along which interaction energy curves were derived for the U1–H2O
(a) and U2–H2O (b) interactions. Legend: Uranium, oxygen, and hydrogen atoms are shown
as yellow, red, and white spheres, respectively.
In the electrostatic term, atomic partial charges derived from DFT calculations were
used. In particular, the scheme developed by Swart et al. was used to obtain partial
atomic charges for U1, U2, and U5 (see Table 2.6.198 While running a DFT calculation
on a building block to obtain charges is trivial, the final form of the force field should
not require DFT calculations for novel clusters to obtain starting charges. Moreover,
since the nanocapules have a large negative charge (even for the relatively small U20
nanocapsule), their DFT charges deviate significantly from those used in the fitting of
the nonbonded parameters. Consequently, we set the charges for the oxygen atoms in
the capsule equal to those in the U2 building block for both the uranyl and peroxide
oxygen atoms. Then, the uranium charge was scaled in order to maintain the overall
charge of the species.
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Table 2.6: Atomic Partial Charges Used for Electrostatic Terms in the Molecular Dynamics
Simulations
species U Ouranyl Operoxide[(
UVIO2
)]2+ 2.54000 -0.27000[(
UVIO2
)
2
(
µ2-O2
)]2+ 2.45990 -0.46710 -0.52570[(
UVIO2
)
5
(
µ2-O2
)
5
]
2.52699 -0.59136 -0.67213[(
UVIO2
)
20
(
µ2-O2
)
30
]20− 1.51130 -0.46710 -0.525700
The electrostatic term was subtracted from the quantum mechanically calculated
reference total interaction energy curves prior to fitting the nonelectrostatic term to the
Born-Huggins-Mayer (BHM) potential199,200,201
V NBij =
∑
i,j
(
Aij exp (−Bijrij)− Cij
r6ij
− Dij
r8ij
)
(2.9)
where Aij , Bij , Cij , and Dij are the parameters defined for each atom pair and rij is
the interatomic distance. Long range parameters Cij and Dij were fitted without any
sign constraints. The parameters for the O–Owater, U–Owater, and Operoxide–Owater atom
pairs are reported in Table 2.7. The nonelectrostatic parameters for the oxygen centers
in the studied species and the sodium counterions were considered to be equivalent to
water–sodium interactions, since the nonbonded term in the uranium–sodium interac-
tions is considered to be negligible as the interaction is so dominated by the electrostatic
term.
The U–Ouranyl and Operoxide–Operoxide bond stretching parameters were fit to a har-
monic potential from the vibrational frequencies obtained from DFT calculations. Single
point energy calculations were performed at the same level of theory along the uranyl
angle (Ouranyl–U–Ouranyl) and uranyl-peroxide angle (Ouranyl–U–Operoxide) reaction co-
ordinates in U1 and U2, respectively. The potential energy curves were then fit to a
harmonic potential. The pliability of the U–(Operoxide)2–U dihedral has been demon-
strated experimentally and computationally.149,150 Our force field does not define any
dihedral explicitly since they are already indirectly included by the defined Ouranyl–U–
Operoxide angle bending modes. All bonded parameters are given in Table 2.7.
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Table 2.7: Intermolecular Parameters for the Nonbonded Term Using the Born–Huggins–
Mayera Potential Presented in eq 2.9 and Bond Stretchingb and Angle Bendingc Modes Using
Harmonic Potentials Vij = 0.5Kij
(
rij − r0ij
)2 and Vij = 0.5Kijk (φijk − φ0ijk)2, Respectively
atom parameters
Nonbonded (Born–Huggins–Mayer)a
i j k A B C D
U Owater 360.92331 0.68480 58103.45591 −283958.20450
Ouranyl Owater −3898.95694 1.30286 −59841.66996 138921.01370
Operoxide Owater −29.49020 0.21039 −8536.38565 0.00000
Bonded (Harmonic)b,c
i j k Kij Kijk r
0
ij φ
0
ijk
U Ouranyl 8537.71935 1.769
Operoxide Operoxide 4848.29742 1.446
U Operoxide 1876.71236 2.338
Ouranyl U Ouranyl 657.61177 180.0
Ouranyl U Operoxide 590.80666 93.0
aA in kJ·mol−1, B in A˚−1, C in kJ·A˚6·mol−1, and D in kJ·A˚8·mol−1
bKij in kJ·mol−1·A˚−2, and r0ij in A˚
cKijk in kJ·mol−1·deg−2, and φ0ijk in deg .
2.3.4 Results
Uranyl and Uranyl–Peroxide Dimer
As a first validation step, the fundamental building blocks used in the parametriza-
tion process (U1 and U2) were studied. For U1, our results are compared with
previous experimental results202,203 and simulations performed with classical molec-
ular dynamics with nonpolarizable, polarizable, and DFT-based force fields (Table
2.8).189,190,191,204,205,206,207 Unlike uranyl, there are no previous molecular dynamics
studies of U2 in solution. For this reason, we will make comparisons with the complex
K6[(UVIO2)2(µ2-O2)(C2O4)4] synthesized by Sigmon et al. and characterized by single
crystal X-ray diffraction.139 Simulations were run treating the solutes as either rigid or
flexible. Information regarding the structure of the various solvation shells was extracted
from our simulations by plotting the radial distribution function, g(r), of U–Owater as
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reported in Figure 2.21 for the flexible simulations (and in Figure S1 of Supporting
Information for the rigid ones). The first peak in the U–Owater g(r) corresponds to the
first solvation shell for both U1 and U2. Both the rigid and the flexible simulations of
U1 predict a U–Owater distance in the uranyl polyhedron equal to 2.39 A˚and a water
coordination number (CN) of five, in good agreement with the previous simulations and
experimental EXAFS and X-ray scattering studies (Table 2.8).202,203
The U–Owater distance in U2 is slightly longer when compared with U1 (Table
2.8). Our simulations confirm that one uranyl unit alone, U1, coordinates five water
molecules in its equatorial plane (Figure 2.22 left). On the other hand, in U2 four
waters coordinate to each uranium center. Each uranium also coordinates a µ2-O2
ligand making the total CN in U2 equal to six. In 2005, Burns reported a survey of
the known uranyl minerals and inorganic compounds and found the average distances
between uranium and equatorial oxygen atoms in pentagonal bipyrimids was 2.37 A˚,
while in hexagonal bipyrimids it was 2.45 A˚.208 Therefore, we attribute the elongation
observed in the U–Owater distance with a change in total CN from five in U1 to six in U2
(in U2 four coordination sites are occupied by water molecules and two by the peroxide
bridge). Moreover, a hexa-coordinate uranium center in uranyl-peroxide species has
been observed in nearly all solid-state uranyl-peroxide species.139,146,147
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Table 2.8: Structural Hydration Properties of U1, U2, and U5 Speciesa
method d(U-Ouranyl) d(U-Owater) α(O-U-O) φ(U-(µ
2-Op)-U) CN
U1
this work MD 1.705 2.39 180.0 5.0
this work MDb 1.78c 2.39 175.7 5.0
Wipff et al.190 MD 1.80 2.45 nrf 5.0
Rai et al.191 MD, MCd 1.76 2.41 nrf 5.0
Hagberg et al.189 MDe 1.705 2.40 180.0g 5.0
Spezia et al.204 CPMDb,e 1.81c 2.41 nrf 5.0
Bu¨hl et al.205 CPMDb,e 1.81c 2.48 nrf 5.0
Nichols et al.206 CPMDb,e 1.77c 2.44 174.1 5.0
Frick et al.207 QMCFb,e 1.66 2.49 nrf 5.0
experimental202,203 1.77 2.41–2.42 5.3
U2
this work MD 1.80 2.42 180.0 151.5 3.8
this work MDb 1.78 2.45 175.2 171.0 4.0
experimental139,h 1.79 178.0 153.0 4.0
U5
this work MD 1.705 2.42 180.0 145.7 2.0
this work MDb 1.77 2.42 173.5 165.6 2.0
experimental139,h 1.80 179.0 144.0 2.0
aUranium–H2O distance (A˚) is extracted from the first peak in the U–Owater g(r) and coordination
number (CN) is the corresponding integral
bFlexible model
cAveraged
dBond distances were fixed but angles were allowed to vary in some MC simulations
ePolarizable model
fNot reported value
gFixed value
hX-ray diffraction results in which oxalate ligands fill the uranium coordination sphere
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Figure 2.21: Radial distribution function, g(r), between U–Owater of the flexible U1 (blue
line) and U2 (red line) with the integration in dashed lines. Water coordination number (CN)
of each uranium center (dashed black lines).
When comparing the rigid and flexible simulations, the CN for U1 remains un-
changed; however, in U2 the water CN increases slightly from 3.8 to 4.0. The three-
dimensional probability distribution of the solvent surrounding rigid U2 can be analyzed
by means of a spatial distribution function (SDF) (Figure 2.22). The SDF of U2 consists
of four probability basins of Owater density for each uranium center which is consistent
with the RDF results presented in Figure 2.21. Furthermore, the combination of Owater
and Hwater density reveals the most probable water position during the U2 simulations.
For the simulations performed with the solute (U1 and U2) treated as flexible, the
average values of the bond, angle, and dihedral oscillations in time are presented in
Table 2.8. For both systems, the average U–Ouranyl bond and Ouranyl–U–Ouranyl angle
are in good agreement with previous theoretical studies and experimentally determined
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values.139,202,204 Furthermore, the U–(µ2–Operoxide)2–U dihedral angle fluctuates dur-
ing the simulation ranging from approximately 160◦ to 180◦ in U2 with an average
value of 172.9◦. Recall that the U–(µ2–Operoxide)2–U dihedral angle is very pliable.149
Not only has this been demonstrated by means of DFT, but combined experimental
and theoretical work has shown that crystal packing effects can influence the observed
dihedral angle in the solid state.
Figure 2.22: Ball and stick representation of the rigid U1 (left) and equatorial water molecules.
Top and side view of the spatial distribution function (SDF) of the rigid U2 (center) and U5
(right) at 0.4 and 0.1 isosurfaces, respectively. The water oxygen and hydrogen probabilities are
shown red and semitransparent white. The uranyl and uranyl-peroxide structures are presented
in gray. Movies showing U1, U2 and U5 dynamics are in the Supporting Information. The
U1 SDF is not presented as rotations around the uranyl unit lead to smearing effects. See the
Supporting Information for details.
Uranyl in water has been studied in detail both experimentally and theoretically.
The current consensus is that water molecules do not strongly interact (hydrogen bond)
with the uranyl oxygen atoms.202,204 Within classical simulations, the description of
this interaction is highly dependent on the force field and previously reported non-
polarizable force fields overestimate this interaction.190,191 Polarizable potentials and
first-principles dynamics are in agreement with experimental results.202,203 The Ouranyl–
Owater and Ouranyl–Hwater g(r) indicate the absence of strong apical hydrogen bonds in
our simulations (see Figures S2-S5 in the Supporting Information). The observed peak
at approximately 3 A˚in the Ouranyl–Owater g(r) corresponds to the five water molecules
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in the first coordination sphere. Likewise, the first two peaks in the Ouranyl–Hwater plot
are assigned to the H atoms of these same waters. Our results are consistent with those
of Hagberg et al.189 who reported that the equatorial waters were the nearest neigh-
bors of the uranyl oxygen atoms. Additionally, the velocity autocorrelation function
(VACF) was computed as a means to generate the power spectrum. The symmetric
and asymmetric bending modes of the uranyl moiety in U1 and U2 were identified
at approximately 1240 and 1320 cm−1, respectively. Likewise, the stretching mode of
the peroxide group in U2 is located at 800 cm−1. Experimentally peroxide and uranyl
stretch modes are approximately 500-600 and 850-950 cm−1. The large discrepancies
between the calculated and experimental modes can be corrected through a direct scal-
ing factor applied to the power spectra ( 0.70) a posteriori or scaling both bond and
angle force constants presented in Table 2.7 during the simulation (see Supporting In-
formation for details).
Salvation of the Uranyl–Peroxide Pentamer
The U5 cluster (Figure ??c) has been proposed as a building block of larger uranyl
peroxide nanoclusters.139,141,149,150,151 As in the larger clusters, little is known regard-
ing its hydration at a molecular level; however, our simulations allow us to address this
question. While direct comparisons with experiment cannot be made for U5 in solution,
the complex K10[(UVIO2)(µ2-O2)(C2O4)]5(H2O)13 has been characterized in the solid
state.139 This structure contains a U5 cluster where the nonperoxide and nonbridging
coordination sites on each uranium center are occupied by an oxalate ligand. Although
qualitative, a comparison of the relevant geometric parameters within the U5 group
can be made (Table 2.8) for the solid state and the average values from our flexible
simulation. First, the uranium CN in our simulation and for the compound in the solid
state is the same. In the simulation, the average U–Ouranyl bond distance and Ouranyl–
U–Ouranyl angle are in good agreement with solid state experiments, 1.77 A˚and 173.5◦,
respectively.139 Furthermore, the U–(µ2–Operoxide)2–U dihedral angle fluctuates during
the simulation, ranging from 128.9◦ to 200.5◦ (i.e. inverted through planarity) with an
average value of 165.6◦. Again, these values are in a reasonable range when compared
with the solid state.
Moreover, our simulations suggest that water around the isolated pentagonal unit
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is even more ordered than in the dimer, U2. Each of the uranium centers is hexa-
coordinated (two sites by water molecules and four by the peroxide bridges) for both
rigid and flexible simulations, which is in agreement with our conclusions from the U1
and U2 simulations. However, in U5 each uranium center is coordinated by two µ2–
O2−2 ligands and has a water CN of 2.0 as shown in the U–Owater g(r) (Figure 2.23
for flexible simulation. See Figure S6 in the Supporting Information for the rigid one).
The first peak is centered at 2.42 A˚for the rigid and flexible simulations, similar to that
obtained for U2. The remaining peaks at longer distances correspond to water ligands
located on neighboring uranium centers. Additionally, the SDF was plotted to show
water coordination in three-dimensions (Figure 2.22).
Figure 2.23: Radial distribution function, g(r), between U–Owater of the flexible U5 (blue
line) with the integration as a dashed line. Water coordination number (CN) of each uranium
center (dashed black lines).
For U5, as for U2, the equatorial water molecules are represented by probability
basins, two for each uranium center. The most interesting feature appears in the center
of the pentagonal unit where a single water molecule is positioned underneath five uranyl
oxygen atoms. Previous X-ray diffraction studies have consistently shown water or
counterions occupying this position not only in the pentagonal unit but also in topologies
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with square or hexagonal windows.137,138,139,140,141,142,143,144,145
Finally, the entire U5 unit is able to invert, from concave to convex, during the course
of our simulations making use of our flexible potential (see the Supporting Information
for details). Recently, inversion of uranyl peroxide squares has been shown by means
of 31P NMR in the U24–P cluster.209 Although the U24–P capsule does not contain
any pentagonal units, this experimental observation suggests that the inversion of U5
observed in our simulations is entirely plausible.
Salvation of a Uranyl–Peroxide Nanocapsule
Sigmon et al. synthesized the smallest known uranyl-peroxide nanocapsule containing
only uranyl polyhedra, [(UVIO20(µ2-O2)30]20− (U20).139 This nanocapsule consists of
12 U5 groups arranged in a fullerene topology, such that there are 12 pentagonal rings
in the cluster. We have studied U20 to evaluate how our force field can be used to study
the interactions of solvent and counterions with large uranyl-peroxide nanocapsules by
means of molecular dynamics simulations. Since breathing in the U20 nanocapsule is
fundamental to determination of the volume of the inner cavity and consequently the
number of encapsulated solvent/ion molecules, we only performed simulations using the
flexible force field.
The initial configuration of water molecules for species with solvent accessible cavi-
ties requires special attention since the number of waters inside the U20 cavity must be
chosen carefully. We noted that in our U5 simulations a water molecule occupied the
site centered under the pentagonal unit; therefore, we placed a water molecule in each of
the 12 interior faces of U20 in the starting configuration. To determine an appropriate
loading of water in the remaining space inside U20, we followed the example of the pro-
tein simulation community and chose an initial number of water molecules that gave the
correct density of liquid water in the pore volume. We have taken the volume of the U20
cavity to be 200 A˚3 (a radius of 6 A˚) and filled it with 13 water molecules in addition
to the 12 under the pentagonal faces. Three different initial conditions were studied in
the U20 simulations: (i) 12 encapsulated counterions and eight randomly distributed
in the solvent (inspired by the experimentally determined counterion positions in the
solid state), (ii) 25 water molecules placed in 3 concentric shells of 1, 12, and 12 water
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molecules, respectively, with counterions randomly placed outside the capsule, and fi-
nally (iii) with a single counterion placed inside the internal cavity of the nanocapsule,
replacing one water, and all other counterions external. The results of these simulations
were the following:
(i) In the simulations starting with 12 counterions inside the capsule as in the exper-
imental X-ray structure, the counterions exited the capsule rapidly, leaving just a few
(less than three) ions in the cavity. Additionally, very few water molecules entered the
capsule on the time scale of our simulations. As such behavior suggests that the other
starting conditions may be more representative of equilibrium conditions, we will now
consider results from the later set of simulations.
(ii) In the simulations with three concentric shells of 1, 12, and 12 water molecules
in a U20 capsule with no sodium ions inside the nanocapsule, we studied the water
distribution by defining a point X at the center of mass of the capsule and the RDF of
water oxygen atoms from this point is given in Figure 2.24. From the Xcenter–Owater
RDF alone, it is clear that the water inside the capsule forms a highly ordered, ice-like
structure (Figure 2.24). The RDF displays two distinct peaks at 1.75 A˚and 4.25-4.50
A˚from the center of the nanocapsule that correspond to 6 and 12 water molecules,
respectively. The first set forms a cluster with the same symmetry as the U20 cage,
while the remaining 12 are directly underneath each pentagonal face. Additionally, a
water molecule is present at the center of the capsule (at position Xcenter in the RDF).
Therefore, in the absence of counterions inside the U20 cavity, we predict that a 6-water
cluster may surround a single central water inside U20. This water cluster is templated
by the symmetry of the capsule, the 12 waters in the pentagonal pores, and the available
space in the cavity. Note that the generation of this structure requires 6 water molecules
originally placed inside U20 to depart during the course of the simulation.
The innermost waters are localized in an octahedral shaped water cluster consisting
of a four-member ring sandwiched by two water molecules above and below (Figure 2.25,
left). The spatial distribution function of the encapsulated water molecules corroborates
the formation of an octahedral innermost water cluster and confirms that the 12 water
molecules under the pentagonal faces in U20 are analogous to those observed in U5.
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Figure 2.24: Radial distribution function, g(r), between X–Ow of the flexible U20 with no
cations (black line) and with one Na inside the capsule cavity (red line). Integration shown as
a dashed line.
(iii) While the results for 19 interior waters are provocative, the interior water cluster
could easily be disrupted if alkali counterions are at lower chemical potential inside the
cavity (and can enter and exit freely). The disruption of an ice-like water structure by al-
kali ions has been observed in molybdenum-based polyoxometalates (e.g. Mo132).210,211
Furthermore, this is in agreement with reported ion exchanges between encapsulated
and free counterions in other uranyl peroxide nanocapsules.212 In our U20 simulations
where counterions were randomly distributed and none or one was placed inside, we were
able to identify three different binding sites for the counterions by visually inspecting
snapshots from the simulations (Figure 2.26). Sodium ions were found located above the
pentagonal face interacting with the water molecule in the face, below the pentagonal
face interacting with a water molecule located just outside the face, or completely inside
the capsule. In the simulations with one sodium counterion placed inside the nanocap-
sule, the orientation of the hydrogen of the water molecules is affected since the sodium
cation occupies a water oxygen site in the encapsulated inner water cluster (Figure 2.26,
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right); however, no major changes are observed in the water oxygen positions.
Figure 2.25: Left: Selected snapshot of the encapsulated (H2O)6 water cluster inside a U20
(polyhedral representation with some uranium polyhedra removed for clarity). Hydrogen bonds
in dashed red lines. Center: The spatial distribution function (SDF) at a 0.05 isosurface. The
water oxygen and hydrogen probabilities are shown red and white and the U20 nanocapsule
in semitransparent gray. Right: Selected snapshot of the encapsulated Na(H2O)5 water cluster
inside a U20 (polyhedral representation with a some uranium polyhedra removed for clarity).
Hydrogen bonds in dashed red lines. Color code: Oxygen in red, hydrogen in white, and sodium
in blue.
This result is shown quantitatively by comparing the RDFs for the simulations from
scenarios (ii) and (iii) (Figure 2.24). A single sodium counterion is shown to disrupt the
inner ice-like water structure only slightly. Furthermore, given that the capsule holds a
large negative charge and is polyoxometalate-like in nature, we anticipate a variable dis-
tribution of counterions inside the nanocapsules surface, but the actual determination
of an equilibrium distribution would require much longer trajectories than are currently
practical. The presence of counterions in the U20 nanocapsule would introduce a large
amount of crystallographic noise if it were to be isolated. Thus, it would be unlikely
to observe ice-like water clusters in the presence of small counterions like alkali metals.
It might be possible, however, to observe this ice-like water inside the cluster if large
counterions, unable to enter the nanocapsule, are used instead. Such behavior would be
similar to what has been observed in molybdenum polyoxometalate nanocapsules when
guanidinium or NH+4 were introduced through the use of ion exchange membranes.
211
Furthermore, the importance of the polarization of solvent molecules is well-known when
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treating confined cavities as in proteins so its importance in uranyl-peroxide nanocap-
sules and other polyoxometalate-based nanocapsules is of fundamental interest and will
be pursued in future studies.213
Figure 2.26: Selected snapshots from the flexible U20 simulation: Sodium counterion above
the pentagonal face (Na+–H2O) (a), below the pentagonal face (H2O–Na+) (b), and inside of
the U20 nanocapsule (c).
2.3.5 Conclusions
We have developed a force field from first-principles calculations on U1 and U2 that
has been employed to study uranyl-peroxide nanocapsules in aqueous solution. Cur-
rently, our force field can be applied to all uranyl-peroxide nanocapsules fully bridged
by peroxide units. We have made use of it to study solvent and ion-pairing for two
highly relevant structures (the pentamer, U5, and the smallest nanocapsule formed by
assembling 20 uranyl bipyramids, U20) in the presence of sodium ions in aqueous solu-
tion. Our force field retains the ability to correctly describe the behavior of uranyl, U1,
in water while using an accurate but computationally inexpensive Born-Huggins-Mayer
(BHM) two-body potential. Moreover, simulations of the small uranyl peroxide units
U2 and U5 result in uranium–water distances consistent with a hexa-coordinate envi-
ronment. Additionally, we show how the flexibility of the system affects the interaction
with solvent molecules. Finally, we have studied the U20 nanocapsule with both rigid
and flexible models. The force field has been designed using a building block approach.
Additional bridging groups can be parametrized in an analogous manner without re-
quiring reparameterization of the entire force field. Furthermore, other experimentally
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relevant counterions can be used in our force field without requiring parametrization.
Last but not least, the use of our force field does not require initial DFT calculations to
be performed on the uranyl peroxide capsule in order to determine any capsule-specific
parameters.
Our simulations of U20 in water suggest that, when interior water molecules are
not perturbed by interior or immediately exterior monatomic counterions, they form an
ice-like structure inside the capsule. Although this water structure has been observed
in our simulations, it is expected that if sodium counterions enter the capsule, it will be
disrupted. Indeed, on the time scale of our simulations we observed Na+ ions displacing
water molecules to interact with the capsule, although our trajectories would need to
be extended far longer to demonstrate equilibrium. Three Na+ interaction sites have
been identified: above the pentagonal face, below the pentagonal face, or more toward
the interior of the capsule.
Future work will focus on properly determining the number of encapsulated species
at equilibrium. In classical molecular dynamics, events occurring relatively infrequently
with respect to the total simulated time are poorly sampled. In the U20 simulations,
water and counterion exchanges rarely occur. As a consequence, our group plans future
studies using grand canonical Monte Carlo simulations to ascertain the number of water
and counterions present inside of uranyl-peroxide nanocapsules at equilibrium as well
as using umbrella sampling techniques to address transport across the pores.
This is of particular interest in the larger uranium peroxide capsules where encapsu-
lated species cannot be resolved with X-ray diffraction. Moreover, the degree to which
polyoxometalates are flexible is a topic of ongoing debate in the community. For uranyl
peroxides in particular, little is known regarding how flexible these cages may be, and
therefore additional research, both experimental and theoretical, is required in order to
assess whether our flexible model offers clear advantages over the rigid model.
2.3.6 Additional Information
Supplementary information is available in the online version of the paper. The Support-
ing Information includes: U1, U2, U5, and U20 structures, force field parameterization
data, additional radial and spatial distribution functions, selected MD snapshots, and
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movies. This material is available free of charge at http://pubs.acs.org. Correspon-
dence and requests for material should be addressed to R. S. and L. G. The authors
declare no competing financial interests.
Acknowledgements
L.G., B.V., and P.C.B. were supported by the Materials Science of Actinides, an Energy
Frontier Research Center funded by the U.S. Department of Energy, Office of Science,
and Office of Basic Energy Sciences under Award Number DE-SC0001089. B.V. also
thanks the University of Minnesota for a Doctoral Dissertation Fellowship. P.M. and
C.J.C. were supported by the U.S. National Science Foundation (CHE-0952054). R.S.
thanks ANR 2010 JCJC 080701 ACLASOLV (Actinoids and Lanthanoids Solvation)
for support. A.L.D. was supported by the US Department of Energy under contract
DE-SC0001015.
Author Contributions
The manuscript was written through contributions of all authors. All authors have
given approval to the final version of the manuscript.
Chapter 3
Gas Reactivity within MOFs
3.1 The Mechanism of Carbon Dioxide Adsorption in an
Alkylamine-Functionalized Metal-Organic Framework
The mechanism of CO2 adsorption in the amine-functionalized metal-organic frame-
work mmen-Mg2(dobpdc) (dobpdc4− = 4,4’-dioxidobiphenyl-3,3’-dicarboxylate; mmen
= N,N’-dimethylethylenediamine) was characterized by quantum-chemical calculations.
The material was calculated to demonstrate 2:2 amine:CO2 stoichiometry with a higher
capacity and weaker CO2 binding energy than for the 2:1 stoichiometry observed in most
amine-functionalized adsorbents. We explain this behavior in the form of a hydrogen-
bonded complex involving two carbamic acid moieties resulting from the adsorption of
CO2 onto the secondary amines.
3.1.1 Introduction
The predicted growth of the global economy and world population in the near future
will lead to an increased demand for energy,215 resulting in even further increases in
Adapted with permission from N. Planas, A. L. Dzubak, R. Poloni, L. -C. Lin, A.
McManus, T. M. McDonald, J. B. Neaton, J. R. Long, B. Smit, L. Gagliardi. J. Am.
Chem. Soc. 2013, 135, 7402.214 Copyright 2013, American Chemical Society. N.P. and
A.L.D. contributed equally to this work. Additional information may be found in section
??.
77
78
the concentration of CO2 in the atmosphere. The development and worldwide uti-
lization of efficient carbon capture and sequestration (CCS) technologies could reduce
the CO2 emissions associated with the use of fossil fuels.216 Current carbon capture
technologies generally use aqueous solutions of alkanolamines to scrub the flue gases.217
Amines are known to be very selective toward CO2 capture from flue gases because
of the strong chemical bonds formed in the chemisorption process. To overcome the
energy penalty associated with the process, an important new development based on
solid materials functionalized with amines has been proposed.218,219,220,221,222,223,224
These materials have much lower heat capacities than aqueous amine solutions.225 Of
particular interest are amines grafted onto the open metal sites of metal-organic frame-
works (MOFs). Indeed, recent experiments have shown that in the case of one partic-
ular MOF, Mg2(dobpdc) (dobpdc4− = 4,4’-dioxidobiphenyl-3,3’-dicarboxylate), N,N’-
dimethylethylenediamine (mmen) can be bound to almost every open metal site lining
the one-dimensional channels of the structure (Figure 3.1.218 The high adsorption en-
thalpy of mmen-Mg2(dobpdc) for CO2 endows the adsorbent with a significant capacity
for CO2 down to very low pressures.
The regeneration energy of the solid adsorbent is lower than that of aqueous amine
solutions because of its large working capacity and low heat capacity. Understanding
reactivity differences between solid and liquid adsorbents is essential for understanding
the optimum reaction enthalpy for CO2, thus informing the design of next-generation
adsorbents with further reduced regeneration energies.
One would expect this material to capture CO2 following conventional ammonium
carbamate chemistry, in which the adsorption of each CO2 requires two amines, one to
participate in a nucleophilic attack on the carbon atom of CO2 to form a C–N bond
and the other to act as a base to abstract the proton. Interestingly, the isosteric heat
of adsorption (Qst) as a function of fractional coverage for mmen-Mg2(dobpdc) shows
that 0.8 mol of CO2/mol of amine is strongly adsorbed [Figure S2 in the Supporting
Information (SI) adapted from the experimental adsorption data of McDonald et al.218].
As it is unlikely that all of the amines are accessible to CO2, these adsorption experi-
ments suggest a 1:1 amine:CO2 stoichiometry, indicating that only one amine is needed
for every CO2 molecule. This suggests that a different type of chemistry takes place in
the material. Here we present the results of a quantum-chemical study that elucidates
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the reaction mechanism and explains the experimentally observed 1:1 stoichiometry for
the CO2 adsorption by amine molecules inside mmen-Mg2(dobpdc). Our mechanism
predicts the formation of a bis(carbamic acid) complex.
Figure 3.1: The mmen-Mg2(dobpdc) structure used in this work. Color code: green, Mg;
gray, C; blue, N; red, O; white, H. (Iac) Basic building blocks of mmen-Mg2(dobpdc). (II)
Minimum-energy configuration obtained from periodic density functional theory calculations, as
shown from a view of the ab-plane cross section. (IIIa,b) The two fragments used as models in
the calculations.
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To date, aqueous alkanolamine solutions have been extensively studied and are still
regarded as the state-of-the-art technology for CO2 capture.217 Different mechanisms
have been proposed for the reaction between CO2 and amines, depending on the nature
of the amine and the reaction conditions.226,227,228,229,230,231,232,233,234,235,236 These
are summarized in section 3 in the SI. In this work, we investigated the CO2–amine
reaction mechanism in mmen-Mg2(dobpdc), for which the reaction medium is quite
different compared with an aqueous environment. First, the experiments were carried
out with pure CO2 gas in the absence of water or any polar solvent. Second, the amine
groups are fixed by the position of the metal centers within the structure, which is
in turn imposed by the coordination of the linker to the metal centers. Finally, as
mentioned previously, the experimental adsorption data of McDonald et al.218 indicate
a 1:1 reaction stoichiometry instead of the conventional 2:1 stoichiometry (see section 2
of the SI for more detailed information).
3.1.2 Proposed Mechanism
To explore the reaction mechanisms, we identified two representative fragments to be
used in this study. The C fragment allows for the consideration of interactions be-
tween nearest-neighbor amines along the crystallographic c axis (IIIa in Figure 3.1),
and the AB fragment was considered in order to address the interactions between near-
est neighbors across the organic linker (the ab plane) (IIIb in Figure 3.1). All of the
computational details are reported in section 4 in the SI.
The starting point of our study is the minimum-energy configuration of the amines in
the unreacted alkylamine-appended MOF mmen-Mg2(dobpdc) (II in Figure 3.1). Our
energy calculations show that the amines prefer to form hydrogen bonds along the c
axis because the distance between the amines is sufficiently short (7.02 A˚ between the
corresponding metal centers) for this interaction to be energetically favorable. Inter-
estingly, the structure resulting from hydrogen bonding of two amines across the linker
in the AB fragment–where there is a distance of 12.96 A˚ between the corresponding
metal centers–is higher in energy than the structure corresponding to the noninteract-
ing amines. This is due to the fact that the hydrogen bond between amine groups only
forms at the expense of lengthening the Mg–N distance, which imposes an energetically
unfavorable penalty. The Mg–amine binding energy was found to be -135.6 kJ/mol;
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this is significantly greater than the Mg–CO2 binding energy of -43.9 kJ/mol, which
is consistent with the experimental heat of adsorption of CO2 in Mg2(dobpdc) in the
absence of amines.218 Thus, the possibility of amine substitution by CO2 coordination
to the metal center can be discarded. Importantly, the Mg–OH2 binding energy was
found to be -82.66 kJ/mol, which indicates that the water molecules bound to 20% of
the metal sites will not be displaced by CO2 either. Hence, we did not account for their
presence in the mechanism reported herein.
We propose the mechanism shown in Figure 3.2. Inspired by the termolecular mech-
anism,231 we propose a pathway in which all of the N–C bond formation steps are
stabilized by the concerted breaking and forming of hydrogen-bonded adducts. These
hydrogen bonds seem to play a critical role in avoiding the formation of formally charged
reaction intermediates and products. As illustrated in Figure 3.2, the hydrogen-bonded
lowest-energy diamine complex (AI), which involves two nearest-neighbor amines along
the c axis, initially forms a hydrogen bond between the noninteracting NH group (red
H in AI) and a CO2 molecule, affording AII. This interaction is required for the sub-
sequent step, which yields a zwitterionic species stabilized by a hydrogen bond with
a neighboring amine along the c axis (ZW1). Subsequent proton exchange yields the
carbamic acid represented in BI. The BI species, which is stabilized by two hydrogen
bonds with the neighboring amine, then undergoes a reorganization that results in the
more energetically favorable double hydrogen-bonding interaction shown in BII.
Interestingly, in these systems we found that the conventional 2:1 chemistry does
not lead to the most stable configuration. The addition of a second CO2 molecule that
forms a hydrogen bond with the carbamic acid–amine adduct (BII to BIII in Figure 3.2)
readily yields a second zwitterionic species, again stabilized by dual hydrogen bonds
(ZW2 in Figure 3.2). Subsequent proton exchange (to give CI) followed by product
reorganization yields a bis(carbamic acid) stabilized by double hydrogen bonding in a
“head-to-tail” fashion in the final complex (CII).
All of our attempts to compute the corresponding isolated (non-hydrogen-bonded)
zwitterionic species or the more conventional ammonium carbamate complex converged
to neutral products. Nonreacted amine and free CO2 were obtained in the first case,
and a carbamic acid hydrogen-bonded to the neighboring amine was computed in the
second case.
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Figure 3.2: The proposed mechanism: (left) first CO2 uptake (CO2:amine = 1:2); (right)
second CO2 uptake (CO2:amine = 2:2). The energy profile, ∆E, reported in kJ/(mol of model
fragment), was calculated as ∆E = Especies – EAI – nECO2 , where n = 1 (first uptake) or 2
(second uptake). The dashed diagonal lines indicate that the ∆E of species CII is not drawn to
scale. Coordinates and energies of all optimized species are given in sections 8-9 in the SI.
In addition, we explored the possible role of the MOF linker as a base. The three
different types of O atoms of the dobpdc4− linker (Ib in Figure 3.1) were considered.
In all cases, the proton initially bound to the O atom of the framework went back to
the amine N atom during the optimization process, again yielding final species with
no formal charge. Attempts to obtain analogous species with the AB fragment cluster
calculation failed. In this configuration, the distance between the amines in the ab
direction imposed by the framework (12.96 A˚ across the ligand in the ab plane vs 7.02
A˚ along the c axis) is too long. This long distance frustrates the required hydrogen-bond
formations for the different steps. However, the final bisacid head-to-tail conformation
through the ab plane in CII gives a more stable final product, since the CO2 uptake
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results in lengthening of the chain of the appended amine-derived species.
The two consecutive CO2 uptake processes start with the formation of a hydrogen
bond between the CO2 an an amine (AI) or an amine-derived species (BII). In each
case, the optimization of the newly formed species (AII or BIII, respectively), in which
the hydrogen-bonded CO2 molecule has been rotated to obtain a spatial arrangement
in which its carbon atom is facing toward the nitrogen atom of the neighboring amine,
smoothly converges into the corresponding zwitterionic species (ZW1 or ZW2). Thus,
the formation of the zwitterions is highly exothermic (releasing ca. 25 kJ/mol for ZW1
and ca. 35 kJ/mol for ZW2), and barrierless transformations occur. The primary differ-
ence between the two consecutive paths for CO2 uptake lies in the transition states from
the corresponding zwitterions to the carbamic acid species. In the first case, the forma-
tion of BI requires two consecutive transitions, the first (TS1) involving proton transfer
from the zwitterion nitrogen (blue H in Figure 3.2) to the amine and the second (TS2)
involving proton exchange from the protonated amine (red H in Figure 3.2) to the newly
formed carbamate. In the second case, the two protons are exchanged in a concerted
transition (TS3). This transition is enabled by the quasi-planar spatial disposition of
the carboxylic moieties involved. The energy barriers for these two transformations
are 40 kJ/mol, respectively. These barriers are of similar magnitude to those com-
puted for alkanolamine reactions in solution as reported in the literature.229 The origin
of the mechanistic differences between the two transitions results from the structural
differences between the corresponding zwitterionic species (see Figure S6A,B).
Amine–CO2 reactions in aqueous solution, where zwitterionic and charged species
are stabilized by the polar medium, usually occur with a CO2:amine stoichiometry of
1:2. Our calculations have revealed that in the absence of solvent, reactions that result in
the formation of charged species are no longer possible because neither the neighboring
amines nor the framework act as proton acceptors. This new reactivity does not stop
at the 1:2 CO2:amine stoichiometry but instead recruits an additional CO2 molecule,
resulting in 2:2 stoichiometry. For the proposed mechanism, we calculated an adsorption
energy of -138.25 kJ per 2 moles of CO2, which corresponds to an average adsorption
energy of -69.13 kJ/mol. Our predicted adsorption energy is in good agreement with
the experimental Qst value of -71 kJ/mol.218
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3.1.3 Conclusions
The mechanism revealed in this work shows that there is a requirement for some amine
ordering preceding the CO2 adsorption, which is consistent with the delay to reach the
primary adsorption site (corresponding to CII) observed in the adsorption isotherms.
Since the adsorption of the first CO2 molecule is exothermic and the energy barriers
for the two CO2 uptake events are of similar magnitude, once the first CO2 molecule is
adsorbed, the second CO2 molecule adsorbs immediately to form ZW2, which evolves to
CII. Hydrogen bonds formed along the c axis are crucial for the adsorption mechanism
to proceed. In the last step, however, the mmen ligands, which are elongated by the
adsorption of CO2, participate in more favorable hydrogen-bonding interactions across
the linker. This reveals how crucial the length of the amine is for systems of this
type, in which the structural constraints of the adsorbent govern the amine–amine
interactions. The adsorption mechanism elucidated in this study is a clear example of
the high potential of MOFs to exhibit new types of reactivity.
3.1.4 Additional Information
Supplementary information is available in the online version of the paper. The Sup-
porting Information includes: Computational details, computed structures and energies,
discussions of experimental data, and a summary of previously reported mechanisms.
This material is available free of charge at http://pubs.acs.org. Correspondence and
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3.2 Oxidation of Ethane to Ethanol by N2O in a Metal-
Organic Framework with Coordinatively Unsaturated
Iron(II) Sites
Enzymatic haem and non-haem high-valent iron-oxo species are known to activate strong
C-H bonds, yet duplicating this reactivity in a synthetic system remains a formidable
challenge. Although instability of the terminal iron-oxo moiety is perhaps the fore-
most obstacle, steric and electronic factors also limit the activity of previously re-
ported mononuclear iron(IV)-oxo compounds. In particular, although nature’s non-
haem iron(IV)-oxo compounds possess high-spin S = 2 ground states, this electronic
configuration has proved difficult to achieve in a molecular species. These challenges
may be mitigated within metal-organic frameworks that feature site-isolated iron cen-
tres in a constrained, weak-field ligand environment. Here, we show that the metal-
organic framework Fe2(dobdc) (dobdc4− = 2,5-dioxido-1,4-benzenedicarboxylate) and
its magnesium-diluted analogue, Fe0.1Mg1.9(dobdc), are able to activate the C-H bonds
of ethane and convert it into ethanol and acetaldehyde using nitrous oxide as the termi-
nal oxidant. Electronic structure calculations indicate that the active oxidant is likely
to be a high-spin S = 2 iron(IV)-oxo species.
3.2.1 Introduction
The selective and efficient conversion of light alkanes into value-added chemicals remains
an outstanding challenge with tremendous economic and environmental impacts,238,239
especially given the recent worldwide increase in natural gas reserves.240 In nature,
C-H functionalization is carried out by copper and iron metalloenzymes, which activate
dioxygen and facilitate two- or four-electron oxidations of organic substrates241,242,243,244
through metal-oxo intermediates. Duplicating this impressive reactivity in synthetic sys-
tems has been the focus of intense research. In particular, iron(IV)-oxo complexes have
Adapted with permission from D. J. Xiao, E. D. Bloch, J. A. Mason, W. L. Queen, M.
R. Hudson, N. Planas, J. Borycz, A. L. Dzubak, P. Verma, K. Lee, F. Bonino, V. Crocella,
J. Yano, S. Bordiga, D. G. Truhlar, L. Gagliardi, C. M. Brown, J. R. Long. Nature Chem.
2014, 6, 590.237 Copyright 2014, Nature Publishing Group. Author contributions and
additional information may be found in section ??.
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now been characterized structurally in various geometries (octahedral, trigonal bipyra-
midal) and spin states (S = 1, S = 2), and have proved to be competent catalysts for
a variety of oxygenation reactions.245,246
However, in the absence of a protective protein superstructure, terminal iron-oxo
species are highly susceptible to a variety of decomposition pathways, which include
dimerization to form oxo-bridged diiron complexes, intramolecular ligand oxidation and
solvent oxidation.247 Tethering a molecular iron species to a porous solid support,
such as silica or polystyrene, could potentially prevent many of these side-reactions. In
practice, however, complexes heterogenized in this manner are difficult to characterize
using available techniques, and additional problems associated with steric crowding,
site inaccessibility and metal leaching inevitably arise.248,249 Iron cations can also be
incorporated into zeolites, either as part of the framework or at extraframework sites, to
produce reactive iron centres that have no direct molecular analogue. Fe-ZSM-5 (ZSM
= Zeolite Socony Mobil), for example, has been shown to oxidize methane to methanol
stoichiometrically when pretreated with nitrous oxide.250 However, characterization of
these materials is nontrivial because of the presence of multiple iron species, and the
nature of the active sites in Fe-ZSM-5 remains largely a matter of speculation.251
The use of a metal-organic framework (MOF) to support isolated terminal iron-oxo
moieties is a currently unexplored yet highly promising area of research. The high sur-
face area, permanent porosity, chemical and thermal stability, and synthetic tunability
displayed by many of these materials makes them appealing in this regard. Addition-
ally, MOFs are typically highly crystalline with well-defined metal centres suited for
characterization by single-crystal and/or powder-diffraction techniques. Furthermore,
although molecular iron(IV)-oxo complexes generally utilize nitrogen-based chelating
ligands, the metal cations in MOFs are often ligated by weaker-field ligands, such as
carboxylates and aryl oxides, which are constrained in their coordination position by the
extended framework structure. Thus, in addition to increased stability, terminal oxos
in these materials might also have novel electronic properties and reactivity imparted
by their unique coordination environment.
Herein we show that the high-spin iron(II) centres within Fe2(dobdc) (dobdc4− =
2,5-dioxido-1,4-benzenedicarboxylate) can activate N2O, most likely forming a transient,
high-spin iron(IV)-oxo intermediate, which rapidly reacts to afford Fe2(OH)2(dobdc).
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Significantly, the magnesium-diluted analogue, Fe0.1Mg1.9(dobdc), is found to oxidize
ethane into ethanol in the presence of N2O under mild conditions.
3.2.2 Results and Discussion
Nitrous Oxide Coordination and Activation
Of the three-dimensional iron(II)-containing MOFs shown to be stable to desolva-
tion,252,253,254,255 few possess coordinatively unsaturated metal centres in a single,
well-defined environment. The compound Fe2(dobdc) (1), also known as Fe-MOF-74
or CPO-27-Fe, is rare in this regard, as the hexagonal channels of the framework are
lined with a single type of square pyramidal iron(II) site (see Fig. 3.3a). The high
density and redox-active nature of these open metal sites engender excellent O2/N2 and
hydrocarbon separation properties.255,256 However, with respect to the reactivity of the
framework, only the hydroxylation of benzene into phenol and the oxidation of methanol
into formaldehyde have been reported.257,258 Thus, we embarked on a study of its reac-
tivity towards nitrous oxide, a gaseous two-electron oxidant and O-atom transfer agent
that is widely employed in industry, anticipating the generation of a highly reactive
iron(IV)-oxo species capable of oxidizing strong C-H bonds.
We first investigated the binding of nitrous oxide to 1 under conditions in which the
Fe–N2O interaction is reversible. Experimental studies on the coordination chemistry
of N2O are scarce, as metal–N2O adducts are challenging to synthesize because of the
poor σ-donating and pi-accepting properties of the molecule.259 Indeed, of the several
proposed binding modes, only one (end-on, η1-N) has been structurally characterized
in a molecular complex.260 To establish the coordination mode of N2O in 1, powder
neutron-diffraction data, which are very sensitive to the atomic assignment of O and
N, were collected on a sample dosed with various loadings of N2O. At low loadings,
the best fit was an average of approximately 60% η1-O and 40% η1-N coordination,
with Fe–N2O distances of 2.42(3) and 2.39(3) A˚, respectively. In both cases, a bent
Fe–N2O angle close to 120◦ was observed (see Fig. ??b). Density functional theory
(DFT) studies of N2O-bound 1 using the M06 functional261 show excellent agreement
with experiment (see Supplementary Fig. 20). Furthermore, these calculations predict
the η1-O coordination mode to be favoured over the η1-N mode by just 1.1 kJ mol−1 (see
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Supplementary Tables 17 and 22). This is consistent with the nearly equal population
split observed, although the magnitude of the difference in energy is smaller than the
potential error associated with the calculations.
Although η1-O coordination with a bent Fe–O–N angle has been proposed in a
variety of systems ranging from isolated metal atoms to iron zeolites,259,262,263 η1-N
coordination with a bent Fe–N–N angle is much more unusual. It suggests little pi-back-
bonding from the metal d orbitals into the pi∗ of N2O. This is in contrast to previously
reported vanadium- and ruthenium-N2O adducts, which have linear metal–N–N–O ge-
ometries and for which pi-interactions have been invoked as significant contributors to the
stability of the complexes.260,264,265,266 The bent geometry, long Fe–N2O bond length
and mixed N and O coordination indicate that N2O is bound only weakly to the iron(II)
centres in the framework, a hypothesis corroborated by in situ transmission-mode in-
frared spectroscopy. Spectra collected on a thin film of 1 dosed at room temperature
with N2O display a maximum at 2,226 cm−1, which is very close to the fundamental
ν(N–N) transition for unbound N2O (2,224 cm−1) and suggests a physically adsorbed
phase with little to no perturbation of the N2O molecule (see Supplementary Fig. 1).
As expected, this interaction is fully reversible, and the band disappears completely
under an applied vacuum. Consistent with these experimental results, DFT studies
calculate binding energies of 45.6 and 44.5 kJ mol−1 for the η1-O and η1-N modes, re-
spectively, with a natural bond order analysis267 that shows weak back-bonding in both
configurations (see Supplementary Table 23).
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Figure 3.3: Structure of bare and N2O-dosed Fe2(dobdc) (1). (a) Structure of Fe2(dobdc),
showing hexagonal channels lined with five-coordinate iron(II) sites. The view is down the c
axis, along the helical chains of iron(II) ions. (b) Experimental structures for N2O binding in
Fe2(dobdc), solved from powder neutron diffraction data collected at 10 K. The molecule binds
with a bent Fe–N2O angle, with a mixture of 60% η1-O coordination and 40% η1-N coordination
(for a comparison of calculated structures with experimental ones, see Supplementary Fig. 20).
Orange, grey, dark blue and red spheres represent Fe, C, N and O, respectively; H atoms are
omitted for clarity.
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On heating the N2O-dosed framework to 60 ◦C, the material undergoes a drastic
colour change from bright green to dark red-brown, suggestive of oxidation. In addition,
in situ infrared studies using CO as a probe molecule show that the open metal sites,
which coordinate CO strongly, have been almost entirely consumed (see Supplementary
Fig. 9). Characterization of the resulting product is consistent with the formulation
Fe2(OH)2(dobdc) (2), in which each iron centre is in the +3 oxidation state and bound
to a terminal hydroxide anion (see Fig. 3.4a). Compound 2 is likely to be formed via
a fleeting iron-oxo intermediate, which rapidly undergoes hydrogen-atom abstraction,
although the source of the hydrogen atom has not yet been determined. Mo¨ssbauer
spectroscopy was used to probe the local environment of the iron centres in the oxidized
material. The 57Fe Mo¨ssbauer spectrum of 2 consists of a doublet characterized by
an isomer shift (δ) of 0.40(2) mm s−1 and a quadrupole splitting (|∆EQ|) of 0.96(1)
mm s−1 (see Fig. 3.4). The isomer shift for the iron centres in 2 is similar to the
parameters obtained for the peroxide-coordinated iron(III) centres in Fe2(O2)(dobdc)
from Bloch et al.,255 and is consistent with other high-spin haem and non-haem iron(III)
species.268,269,270 In addition, the infrared spectrum of 2 shows the appearance of
two new bands as compared to the unoxidized framework, which we assign as Fe–OH
(667 cm−1) and O–H (3,678 cm−1) vibrations. These bands shift to 639 and 3,668
cm−1, respectively, when N182 O is employed for the oxidation; the observed differences
of 28 and 10 cm−1 are very close to the theoretical isotopic shifts of 27 and 12 cm−1
predicted by a simple harmonic oscillator model (see Fig. 3.4b). Partial oxidation of the
framework was achieved by heating at 35 ◦C for 12 hours, which led to the formation
of Fe2(OH)0.6(dobdc) (2’), which has a similar infrared spectrum (although the bands
associated with Fe–OH are less intense) and Mssbauer parameters (see Supplementary
Table 9).
The framework maintains both crystallinity and porosity after oxidation, with a
Brunauer-Emmett-Teller (BET) surface area of 1,013 m2 g−1 and a Langmuir surface
area of 1,171 m2 g−1. Rietveld analysis of powder X-ray diffraction data collected at 100
K on 2 firmly established the presence of a new Fe–O bond, but did not reveal whether
a hydrogen atom was present. However, the Fe–OH bond distance of 1.92(1) A˚ is
consistent with the bond lengths of previously reported octahedral iron(III)-hydroxide
complexes (1.84-1.93 A˚) (see Fig. 3.4d).271 In addition, the trans Fe–Oaxial bond is
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slightly elongated (Fe–Oaxial = 2.20(1) A˚, average Fe–Oequatorial = 2.04(1) A˚), with the
iron centre shifted slightly (by 0.23(1) A˚) out of the plane of the four equatorial oxygen
atoms. Extended X-ray absorption fine structure (EXAFS) analysis of the same sample,
as well as periodic DFT calculations, provided bond lengths that are consistent with
those obtained from the diffraction data (see Supplementary Table 8).
Figure 3.4: Preparation, spectroscopic characterization and structure of Fe2(OH)2(dobdc).
(a) Reaction scheme for the preparation of Fe2(OH)2(dobdc) (2) from Fe2(dobdc) (1). (b)
Infrared spectrum of partially oxidized samples of Fe2(OH)0.6(dobdc) (2’) (black line) and
Fe2(18OH)0.6(dobdc) (dotted red line). The peaks at 667 and 3,678 cm−1 shift to 639 and
3,668 cm−1, respectively, when N182 O is used, which confirms that these are, indeed, new bands
derived from N2O and not simply shifted framework bands. This also strongly supports the as-
signment of these peaks as Fe–OH and O–H vibrations. (c) Mo¨ssbauer spectrum of 2, with the
fit in black. The red component has parameters consistent with high-spin Fe(III) (δ = 0.40(2)
mm s−1, |∆EQ| = 0.96(1) mm s−1, area = 80(2)%). A minor component (green) is assigned
as unreacted Fe(II) sites, and another minor component (purple) is assigned as an amorphous
Fe(III) decomposition product. (d) The structure of 2 obtained from powder X-ray diffrac-
tion data (100 K). The Fe–OH bond distance of 1.92(1) A˚ is consistent with that in previously
reported Fe(III)–OH compounds. The hydrogen atom on the hydroxide is shown for clarity,
but was not found from the diffraction data. Selected interatomic distances (A˚) for 2: Fe–O1
= 1.92(1), Fe–O2 = 2.01(1), Fe–O3 = 2.08(1), Fe–O4 = 2.04(1), Fe–O5 = 2.04(1), Fe–O6 =
2.20(1), Fe–Fe = 3.16(1). Orange, red and light blue spheres represent Fe, O and H, respectively.
Surprisingly, the iron(III)-hydroxide species is capable of activating weak C-H bonds.
When the partially oxidized sample 2’ was exposed to 1,4-cyclohexadiene (C-H bond
dissociation energy of 322 kJ mol−1)272 at room temperature, benzene was produced as
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the sole product in quantitative yield. In the process, the framework converted entirely
back to iron(II), as determined by Mo¨ssbauer spectroscopy. Such reactivity is rare,
but not unprecedented, for iron(III)-hydroxide compounds. For instance, lipoxygenase,
an enzyme that converts 1,4-dienes into alkyl hydroperoxides, is believed to proceed
through a non-haem ferric hydroxide intermediate5 and several molecular lipoxygenase
mimics have also been reported to activate the C-H bond of 1,4-cyclohexadiene and
other 1,4-dienes.273,274 However, the oxidizing power of 2 and 2’ is limited, and no
reaction was observed with less-activated C-H bonds.
Oxidation of Ethane to give Ethanol
As the isolation of an iron(III)-hydroxide product from a reaction that employs a two-
electron oxidant strongly suggests the intermediacy of an iron(IV)-oxo species, we next
carried out the oxidation in the presence of a hydrocarbon substrate that contained
stronger C-H bonds, specifically ethane (C-H bond dissociation energy of 423 kJ mol−1),
hoping to intercept the oxo species before its decay. Indeed, flowing an N2O:ethane:Ar
mixture (10:25:65) over the framework at 75 ◦C led to the formation of various ethane-
derived oxygenates, which included ethanol, acetaldehyde, diethyl ether and other ether
oligomers, as determined by 1H NMR spectroscopy of the extracted products (Supple-
mentary Fig. 21). The formation of ether products is not unprecedented, as N2O-treated
Fe-ZSM-5 forms a small amount of dimethyl ether in addition to methanol when exposed
to methane, via a mechanism proposed to involve methyl radicals as well as multiple
iron sites.275 We hypothesized that the complex mixture of products was related to the
close proximity of reactive iron centres, which are 8.13(2) A˚ and 6.84(1) A˚ apart across
and along a channel, respectively, in 1. To avoid oligomerization and overoxidation, a
mixed-metal MOF, Fe0.1Mg1.9(dobdc) (3), in which the iron(II) sites are diluted with
redox-inactive magnesium(II) centres, was synthesized. The BET surface area of 1,670
m2 g−1 for this material falls between the surface areas of the pure iron and pure mag-
nesium frameworks (1,360 and 1,800 m2 g−1, respectively). Although determining the
exact distribution of metal centres in heterometallic MOFs is challenging, the unit-cell
parameters of 3 are between those of Fe2(dobdc) and Mg2(dobdc) (see Supplementary
Table 10), which suggests the formation of a solid solution rather than a mixture of two
separate phases. Additionally, the Mo¨ssbauer spectrum of 3 shows sharp doublets with
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a significantly different quadrupole splitting to that of the all-iron analogue (2.25(1) mm
s−1 versus 2.02(1) mm s−1 in Fe2(dobdc); see Supplementary Table 9), which indicates
that the iron centres in the magnesium-diluted framework are in an altered, but uni-
form, environment. Thus, 3 is possibly best described as containing either isolated iron
centres or short multiiron segments dispersed evenly throughout a magnesium-based
framework.
Figure 3.5: N2O activation and reactivity of Fe2(dobdc) in the oxidation of ethane and 1,4-
cyclohexadiene. Heating of N2O-bound Fe2(dobdc) (1-N2O) to 60 ◦C results in the formation
of a transient high-spin Fe(IV)-oxo species (4), which can react with the strong C-H bonds of
ethane. In the absence of a hydrocarbon substrate, the Fe(IV)-oxo quickly decays via hydrogen-
atom abstraction into an Fe(III)-hydroxide (2), which is isolable and well characterized. This
hydroxide species can react with weak C-H bonds, such as those in 1,4-cyclohexadiene, to form
benzene and H2O-bound Fe2(dobdc) (1-H2O).
Exposure of 3 to N2O and ethane under the same flow-through conditions yielded
the exclusive formation of ethanol and acetaldehyde in a 10:1 ratio ratio (as shown in the
1H NMR spectrum in Supplementary Fig. 22), albeit in low yield (60% with respect to
iron). Gas chromatography analysis of the headspace revealed no ethanol, acetaldehyde
or CO, which suggests the products remained bound to the framework (either at open
iron or open magnesium sites), and may explain the high ethanol selectivity. Although
the framework was still highly crystalline after N2O/ethane treatment, Mo¨ssbauer spec-
troscopy revealed that roughly 90% of the iron centres decayed into a species with similar
spectral parameters as those of 2 (see Supplementary Fig. 18 and Supplementary Table
9). We propose that the formation of iron(III)-hydroxide or -alkoxide decay products
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prematurely halts the catalytic cycle, which leads to substoichiometric yields of hy-
droxylated product (see Fig. 3.5). As glass can be a source of H atoms, the reaction
was subsequently repeated in a batch mode, rather than flow-through, in a Teflon-lined
stainless-steel bomb. This produced both higher yields with respect to iron (turnover
number = 1.6) and selectivities (25:1 ethanol:acetaldehyde). Though the yield based on
ethane (roughly 1%) is still too low for practical purposes, this demonstrates that the
system can, indeed, be modestly catalytic if competing substrates are excluded.
Electronic-Structure Calculations
As the high reactivity of the iron-oxo species precluded isolation in both Fe2(dobdc)
and its magnesium-diluted analogue, electronic structure calculations were performed
on Fe2(O)2(dobdc) (4) to gain insight into the geometric and electronic structure of
iron-oxo units supported within the framework. First, periodic PBE + U276,277 geome-
try optimizations were performed on 4 for the singlet, triplet and quintet spin states. A
quintet ground state was predicted, with a short Fe–O bond length of 1.64 A˚, consistent
with that of previously reported iron(IV)-oxo complexes (see Fig. 3.6 and Supplemen-
tary Table 11).245 The periodic structure was then truncated to an 89-atom model
cluster278,279 that contained three metal centres, six organic linkers and an oxo moiety
to facilitate calculations using more accurate methods. The cluster calculations were
simplified by replacing the two peripheral iron(II) centres with closed-shell zinc(II) cen-
tres, which have the same charge and a similar ionic radius to iron(II) and magnesium(II)
cations (see Supplementary Fig. 19). The geometry of this cluster was then optimized,
with all atoms except for the central iron and its first coordination sphere frozen at
the coordinates from the periodic PBE + U optimization. As shown in Table 3.1, the
M06//M06-L261 calculations also predict a quintet ground state. Further calculations
were performed with several other exchange-correlation functionals, and in each case
the ground state was found to be a quintet (see Supplementary Tables 11-16). Similar
results were obtained when the Zn(II) centres in the 89-atom cluster were replaced with
Mg(II) centres (see Supplementary Tables 20 and 21).
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Figure 3.6: Structure and qualitative MO diagram of Fe2(O)2(dobdc) (4). (a) DFT and
CASSCF/PT2 studies predict a short iron-oxo bond (1.64 A˚) for Fe2(O)2(dobdc) (4). Selected
interatomic distances (A˚) for 4: Fe–O1 = 1.638; Fe–O2 = 2.004; Fe–O3 = 2.127; Fe–O4 = 2.019;
Fe–O5 = 2.054; Fe–O6 = 2.140. Orange and red spheres represent Fe and O respectively. (b)
DFT and CASSCF/PT2 studies all predict a high-spin S = 2 ground state for iron(IV)-oxo
compounds installed in the Fe2(dobdc) framework.
The electronic structure of the cluster model of 4 was examined further with single-
point multiconfigurational complete active space (CASSCF) calculations followed by
second-order perturbation theory (CASPT2).280,281 Again, the ground state is predicted
to be the quintet state (see Table 3.1 and Supplementary Table 18). Both M06//M06-L
and CASPT2//PBE yield a spin density of 3.7 on iron, consistent with four unpaired
spins localized mainly on the metal (see Supplementary Tables 13 and 19). Density
functional and CASPT2 calculations were also performed on the cluster model of 2; all
calculations led to a high-spin sextet ground state for the iron(III) centre (see Supple-
mentary Tables 1116 and Supplementary Table 18).
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Table 3.1: Calculated Relative Energies (kJ·mol−1) of the Cluster Model of 4. Density Func-
tional and CASPT2 Calculations Were Performed on a Truncated Model of Fe2(O)2(dobdc)
(4) that Contained a Central Iron Atom, Two Peripheral Zn(II) Atoms (to Replicate the Rigid
Framework Structure) and Six Organic Linkers (See Supplementary Fig. 19). The Relative
Energies of the Cluster Models in Different Spin States are Given Here. By Both Methods, the
Quintet State (S=2) is the Calculated Ground State
S M06//M06-L CASPT2//PBE
0 210.6 249.4
1 136.4 127.6
2 0.0 0.0
Although spectroscopic and theoretical studies have long attributed the reactiv-
ity of non-haem enzymatic and synthetic iron(IV)-oxo complexes to a quintet spin
state,282 only a handful of mononuclear high-spin iron(IV)-oxo species have been charac-
terized,283,284,285,286 and all but one exhibit a trigonal bipyramidal coordination geome-
try.287 In these systems, the oxo moiety is either extremely unstable ([Fe(O)(H2O)5]2+,
for example, has a half-life of roughly ten seconds) or inaccessible to substrates because
of bulky ligand scaffolds, which lead to sluggish reactivity. However, the Fe2(dobdc)
framework features sterically accessible, site-isolated metal centres entrenched in a weak-
field ligand environment. Utilizing these two properties, it is possible not only to gen-
erate such a species, albeit fleetingly, but also to direct it towards the facile activation
of one of the strongest C-H bonds known.
3.2.3 Concluding Remarks
The foregoing results demonstrate, through reactivity studies, detailed characterizations
of decay products and theoretical calculations, that the iron-based MOFs Fe2(dobdc)
and Fe0.1Mg1.9(dobdc) are very likely to be capable of supporting fleeting iron(IV)-
oxo species that possess an unusual S = 2 spin state. With this, Fe2(dobdc) has now
been shown to stabilize iron-superoxo, -peroxo, -hydroxo and -oxo intermediates, which
highlights the promise of MOFs both as catalysts and as scaffolds for interrogating
reactive metal species. Future work will focus on (1) further exploring the reactivity
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of Fe2(dobdc) and its expanded analogues towards ethane and other hydrocarbon sub-
strates, as well as continued efforts to isolate the iron-oxo species, (2) the use of dioxygen
as the terminal oxidant in such systems and (3) the design, synthesis and reactivity of
other MOFs with coordinatively unsaturated iron sites.
3.2.4 Methods
Synthesis of Fe2(OH)0.6(dobdc) (2’) and Fe2(OH)2(dobdc) (2)
An evacuated Schlenk flask that contained fully desolvated Fe2(dobdc) (100 mg, 0.33
mmol) was placed under an atmosphere of 30% N2O and 70% N2. The flask was
immersed in an oil bath, and the temperature was increased by 10 ◦C every 12 hours,
from 25 ◦C up to 60 ◦C, to obtain Fe2(OH)2(dobdc) as a dark red-brown solid. When
the reaction was stopped after 12 hours at 35 ◦C, partially oxidized Fe2(OH)0.6(dobdc)
(as determined by Mo¨ssbauer spectroscopy) was obtained. Analytical: C8H4Fe2O8
calculated, C, 28.28, H, 1.19; found, C, 29.18, H, 1.16. Infrared (solid attenuated total
reflection (ATR)) spectroscopy: 3,679 (m), 1,532 (s), 1,450 (s), 1,411 (s), 1,361 (s),
1,261 (s), 1,154 (w), 1,129 (w), 1,077 (w), 909 (m), 889 (s), 818 (s), 807 (s), 667 (s), 630
(m), 594 (s), 507 (s).
Synthesis of Fe0.1Mg1.9(dobdc) (3)
In a 500-ml Schlenk flask, H4(dobdc) (1.8 g, 8.8 mmol), MgCl2 (1.5 g, 15 mmol) and
FeCl2 (0.84 g, 6.6 mmol) were dissolved in a mixture of 310 ml dimethylformamide
(DMF) and 40 ml methanol. The reaction was stirred vigorously at 120 ◦C for 16
hours. The precipitate was filtered and stirred with 250 ml fresh DMF at 120 ◦C
for three hours. Two more DMF washes at 120 ◦C were performed, after which the
precipitate was filtered and soaked in methanol at 60 ◦C. The methanol exchanges
were repeated until no DMF stretches were apparent in the infrared spectrum. The
framework was desolvated fully under dynamic vacuum (¡15 µbar) at 210 ◦C for two
days to afford Fe0.1Mg1.9(dobdc) as a bright yellow-green solid (2.0 g, 8.2 mmol, 93%
yield). The iron-to-magnesium ratio was determined by inductively coupled plasma
optical emission spectrometry. Analytical: C8H2Fe0.1Mg1.9O6 calculated, C, 39.08, H,
0.82; found, C, 39.37, H, 0.43. Infrared (solid ATR) spectroscopy: 1,577 (s), 1,484 (m),
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1,444 (s), 1,429 (s), 1,372 (s), 1,236 (s), 1,210 (s), 1,123 (m), 911 (m), 892 (s), 828 (s),
820 (s), 631 (s), 584 (s), 492 (s).
Reactivities of Fe2(dobdc) (1) and Fe0.1Mg1.9(dobdc) (3) with N2O and C2H6
In a typical flow-through experiment, a mixture of gases (2 ml min−1 N2O, 10 ml min−1
C2H6 and 8 ml min−1 Ar for a total flow 20 ml min−1) was flowed over a packed bed of
MOF (50-100 mg) contained within a glass column. The column was heated to 75 ◦C for
24 hours, after which the products were extracted with CD3CN (3 × 1 ml) and analysed
by 1H NMR spectroscopy using 1,4-dichlorobenzene as an internal standard. Although
a cold bath maintained at -78 ◦C was installed downstream of the glass reactor to collect
condensable organic products, at the temperatures tested all the products appeared to
remain bound to the framework.
In a typical batch experiment, a Parr bomb was charged with N2O (1.5 bar) and
C2H6 (7.5 bar) and heated to 75 ◦C in a sand bath. After 24 hours, the bomb was
cooled and the products extracted with CD3CN.
Electronic Structure Calculations
The structures of 2 and 4 were optimized using periodic boundary conditions and the
PBE + U exchange-correlation functional. From each of these structures, we carved
out a model cluster that contained three iron centres along a single helical chain and six
organic linkers. These clusters are analogous to the 88-atom cluster model of Fe2(dobdc)
employed previously.278 The cluster models were simplified further by substituting the
two peripheral iron(II) centres with zinc(II) centres, keeping only the central iron(II)
in the cluster. Constrained geometry optimizations were performed in which only the
central iron and the six oxygen atoms (plus the hydroxide hydrogen in compound 2)
of its first coordination sphere were allowed to relax. Single-point multiconfigurational
complete active space (CASSCF) calculations followed by second-order perturbation
theory (CASPT2) were performed at PBE-optimized geometries of the cluster models of
2 and 4, and M06 calculations were performed at M06-L geometries. Full computational
details are in the Supplementary Information.
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3.2.5 Additional Information
Supplementary information is available in the online version of the paper. Reprints
and permission information is available online at http://www.nature.com/reprints.
Correspondence and requests for materials should be addressed to J.R.L. The authors
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Chapter 4
Nature of Adsorbate–MOF
Bonding
4.1 Design of a Metal-Organic Framework with Enhanced
Back Bonding for Separation of N2 and CH4
Gas separations with porous materials are economically important and provide a unique
challenge to fundamental materials design, as adsorbent properties can be altered to
achieve selective gas adsorption. Metal-organic frameworks represent a rapidly expand-
ing new class of porous adsorbents with a large range of possibilities for designing
materials with desired functionalities. Given the large number of possible framework
structures, quantum mechanical computations can provide useful guidance in prioritiz-
ing the synthesis of the most useful materials for a given application. Here, we show
that such calculations can predict a new metal-organic framework of potential utility for
separation of dinitrogen from methane, a particularly challenging separation of critical
value for utilizing natural gas. An open V(II) site incorporated into a metal-organic
framework can provide a material with a considerably higher enthalpy of adsorption for
Adapted with permission from K. Lee, W. C. Isley III, A. L. Dzubak, P. Verma, S.
J. Stoneburner, L. -C. Lin, J. D. Howe, E. D. Bloch, D. A. Reed, M. R. Hudson, C. M.
Brown, J. R. Long, J. B. Neaton, B. Smit, C. J. Cramer, D. G. Truhlar, L. Gagliardi.J.
Am. Chem. Soc. 2014, 136, 698.288 Copyright 2014, American Chemical Society. K.L.,
W.C.I., A.L.D., and P.V. contributed equally to this work. Additional information may
be found in section 4.1.5.
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dinitrogen than for methane, based on strong selective back bonding with the former
but not the latter.
4.1.1 Introduction
Coordination of dinitrogen to transition-metal cations is important both fundamentally
and industrially. Dinitrogen is highly inert and generally considered to be a poor lig-
and. In 1965, however, it was shown that a simple coordination complex, [Ru(NH3)5]2+,
could reversibly bind N2.289 In subsequent years, a number of dinitrogen-transition-
metal complexes have been isolated for metals in varying oxidation states with various
coordination numbers.290,291 These complexes typically feature low-valent, relatively
reducing metal cations coordinated to dinitrogen in an end-on binding mode. Acti-
vating dinitrogen at a metal center to promote its reduction by hydrogen to ammonia
under moderate conditions remains a critical goal for homogeneous catalysis. Somewhat
weaker metal-dinitrogen binding, however, may be useful for adsorptive separation of
gas mixtures. An example is provided by the need to remove dinitrogen (an omnipresent
but noncombustible contaminant) from natural gas or other methane-rich gases. This is
an extraordinarily difficult separation based on physical properties alone, as both gases
lack a permanent dipole and have similar polarizabilities, boiling points, and kinetic
diameters. Although cryogenic distillation is currently utilized for separation of these
gases, the cost- and capital-intensive nature of this separation has led to development
of a number of competing processes, such as membrane- or kinetics-based separations,
which generally suffer from low selectivities.292
Adsorptive separations utilizing porous solids containing transition-metal cations
capable of reversibly binding dinitrogen may result in highly selective and efficient dini-
trogen/methane separations. Metal-organic frameworks are particularly promising in
this regard, as they offer a myriad of materials design opportunities and have already
shown great potential for a number of gas separation applications.293,294 These materials
typically display high internal surface areas that can be decorated with both ligand- and
metal-based functionalities.295 In principle, this permits rational design of local environ-
ments tuned for selective binding of specific gases. The M-MOF-74 series of compounds
having formula M2(dobdc) (where dobdc4− is 2,5-dioxido-1,4-benzenedicarboxylate) is
an especially versatile and intensively studied structure type.296,297,298,299,300,301 This
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structure features 12 A˚ wide hexagonal channels, lined at the vertices with helical
chains of five-coordinate divalent metal ions connected through dobdc4− bridging lig-
ands. Upon activation, these materials have an extremely high density of open metal
coordination sites, leading to the possibility of a high working capacity for storage or
separation applications.
M-MOF-74 structures containing Mg2+, Mn2+, Fe2+, Co2+, Ni2+, Cu2+, and Zn2+
have been synthesized. CH4 and N2 adsorption enthalpies reported for a number of
these materials indicate they are likely not useful dinitrogen/methane separation ma-
terials. For example, Mg-MOF-74 has CH4 and N2 adsorption enthalpies of 4.4302 and
5.0303 kcal/mol, respectively. However, in principle, other dicationic metals could be
incorporated into this structure type. As the synthesis of pure M-MOF-74 phases is
often quite challenging, it would be advantageous to know a priori which variations are
the best candidates for a given gas separation application. This is a predictive challenge
appropriate for application of computational quantum chemistry, which can be used to
pinpoint which cations might be anticipated to have interactions of significantly differ-
ent strengths with competing guests. Interactions between M-MOF-74, corresponding
to different M, and various adsorbates were investigated theoretically, which suggested
that V-MOF-74 could be promising in N2/CH4 separation. We thus decided to study
V-MOF-74 in detail. Here, we show, based on three models (Figure 4.1a-c) of the MOF,
that selective back-bonding interactions304,305 from the vanadium(II) cation centers in
V-MOF-74 to the unoccupied pi∗ orbitals of N2 can be used to separate N2/CH4 mix-
tures. We further use calculations by Kohn-Sham density functional theory306 (DFT)
and correlated wave function theory (WFT) to put this prediction on a quantitative
basis and compare it with the experimentally characterized Fe-MOF-74.
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Figure 4.1: (a-c) Structural models used in this work. (a) Optimized periodic framework model,
based on the symmetry of the experimental primitive cell. (b) Eighty-eight-atom cluster. (c)
Small model. Light blue, red, dark gray, and white spheres represent vanadium, oxygen, carbon,
and hydrogen atoms, respectively. (d) Three-center bonding diagram between framework O
atoms, the metal, and a guest. On the left we show the d subshell occupancy of Fe(II) in both
blue and green; V(II) would have only three electrons (green alone) in the d subshell, and the
metal d2z orbital would be empty. On the right, the middle section shows how the d
2
z orbital
splits upon interacting with the four lone pair electrons of two axial Lewis bases; occupancies
shown are for Fe(II)–only four electrons would be present for V(II) because the d2z orbital of
V(II) is unoccupied. The right-most orbital diagram shows the nature of the interaction of the
ligand-unoccupied pi∗ orbitals with the occupied d orbitals of the metal; when the antibonding
orbital is occupied, the ligand cannot approach the metal as closely, and this interaction is
substantially weaker.
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4.1.2 Theoretical Methods
In order to treat the adsorption process reliably, we need to use electronic structure
methods that include dynamical correlation, especially attractive medium-range nonco-
valent forces. Most exchange-correlation (xc) functionals currently used in DFT do not
treat such medium-range correlation energy accurately; however, here we use two kinds
of density functionals that overcome this limitation. (1) The Rutgers-Chalmers van der
Waals density functionals307 use a nonlocal formulation of the correlation part of the xc
functional and can treat attractive van der Waals interactions at both medium range
and long range. We use the vdW-DF2+U functional308 of this type with Hubbard U
corrections,309 where U is a parameter for metal d electrons that is determined to re-
produce oxidation energies. (2) The Minnesota functionals310 include the local kinetic
energy density in the xc functional and have been shown to yield accurate noncova-
lent attraction at van der Waals distances;311 we will employ three such functionals,
M06-L,312 M06,313 and M11-L,314 because they are based on very different approaches:
M06-L is a well-validated310,311,313 local functional with global parameters, M11-L is
a recent local functional employing different exchange and correlation parameters for
short and long interelectronic distances, and M06 employs 27% Hartree-Fock exchange,
as justified by adiabatic connection arguments315 to reduce DFT self-interaction error.
We also employ two WFT methods, in particular, local-pair natural-orbital coupled
cluster theory with single and double excitations316 (LPNO-CCSD) and complete active
space second-order perturbation theory with counterpoise corrections (CASPT2-CP).317
The latter method has been shown to yield accurate energetics in systems containing
transition-metal compounds.318,319
The DFT and WFT methods used here involve approximations that impose limits on
their accuracy. Because they represent very different approaches to the electronic struc-
ture problem, confidence in the utility of their quantitative predictions is significantly
increased when different models agree, even if the natures of the various approximations
employed make it unclear which model is most accurate within the remaining variation.
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Orbitals, Spin States, Cores, Relativistic Effects, and Metal Ions
In Kohn-Sham calculations and in the reference state for LPNO-CCSD, the V and Fe
ions are in high-spin states (quartet and quintet, respectively) and all other orbitals
are doubly occupied. For the CASPT2-CP calculation on the 88-atom cluster, we re-
place the two outer metal ions by closed-shell Zn(II) ions and treat the central metal
in the active space. (None of the DFT calculations involve this Zn substitution.) De-
scriptions of the active spaces used for all species are given in the Supporting Informa-
tion. The vdW-DF2 calculations with the Hubbard U correction employ the all-electron
projector-augmented wave (PAW) method for scalar relativistic core electrons and ionic
potentials; all other calculations treat all electrons explicitly. CASPT2-CP calculations
use the Douglas-Kroll-Hess relativistic approximation, and the extended transition state
(ETS) method for energy decomposition analysis combined with the natural orbitals for
chemical valence (NOCV) theory calculations use the ZORA relativistic approximation.
All other calculations are nonrelativistic.
Basis Sets
All vdW-DF2+U calculations employed a plane-wave basis with a 1000 eV kinetic energy
cutoff. All other DFT calculations employed the def2-TZVP basis except the ETS-
NOCV analysis, which used TZ2P. LPNO-CCSD calculations are extrapolated to a
complete basis set from def2-TZVP and def2-QZVP. CASPT2-CP calculations for the
small model employed the ANO-RCC-TZVP basis for all atoms, and for the 88-atom
cluster they employed the ANO-RCC-DZVP basis for all atoms. References for basis
sets are in Supporting Information.
Coordinates
We used a triclinic primitive unit cell containing 54 atoms including 6 metal centers
and simultaneously optimized the lattice vectors and atomic positions in the unit cell
with variable cell dynamics with PBE+U for bare MOFs and with vdW-DF2+U for
adsorbates. The 88-atom clusters were taken out of these periodic structures. Opti-
mization of binding geometry of adsorbates in the periodic MOFs and on the 88-atom
cluster involved freezing the MOF and optimizing only the coordinates of the adsorbate;
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this was carried out with all DFT calculations. The structure of the small model was
fully optimized by M06-L, and these structures were used for the LPNO-CCSD and
CASPT2-CP calculations. Full coordinates and absolute energies in hartrees of selected
structures are in the Supporting Information.
Starting geometries for the periodic model were based on the experimental struc-
tures296,297,298,300,320 of M-MOF-74 (Figure 4.1a) and further optimized by DFT; the
primitive unit cell of experimental structure contains 54 atoms, including 6 metal cen-
ters. We defined two other models of M-MOF-74 to be studied at additional levels of
theory. The cluster (Figure 4.1b) has 88 atoms, including three metal centers, and it
was designed301 to retain the local structure of MOF-74 about the central metal ion
while remaining small enough for high-level electronic structure calculations. The small
model (Figure 4.1c) has 19 atoms, including one metal center, and is small enough to
conduct calculations by expensive wave function methods for comparison.
All iron and vanadium ions were modeled in their respective ground (high-spin)
state. To maintain charge neutrality with all oxide ligands in the small model, we
included a trans carbonyl ligand. Although carbonyl groups are usually considered to
be strong-field ligands, the small model nevertheless maintains a high-spin ground state
and an electronic structure consistent with the larger model. Indeed, the insensitivity
of our conclusions to the nature of the trans ligand in the M-MOF-74 model provides
particularly strong support for our analysis.
Charges
Partial atomic charges were calculated by charge model 5 (CM5).321,322
Software
Minnesota functionals, Gaussian 09;323,324 vdW-DF2+U , VASP;325 LPNO-CCSD, ORCA
2.9.1;326CASPT2-CP, MOLCAS 7.8;327 ETS-NOCV, ADF.328,329,330
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4.1.3 Results and Discussion
N2 bonding motif to V-MOF-74 and Fe-MOF-74
A molecular orbital picture can be used to predict selective adsorption of N2 over CH4
with V-MOF-74. The model exploits the square-pyramidal coordination geometry of the
metal in desolvated M-MOF-74 (Figure 4.1d). A key consideration is the d3 electronic
configuration of V(II). In the case of N2 binding, our DFT calculations show that a
three-center bond is formed between the framework oxo ligand trans to dinitrogen,
the metal, and N2 (Figure 4.1d). Given an end-on coordination geometry, a pair of
nonbonding electrons on N2 and its respective trans framework atom interact with the
V(II) d2z orbital, and the net result is a three-center bond with two electrons each in a
bonding and nonbonding orbital. In addition to the resulting σ bond, the unoccupied
pi∗ orbitals of N2 can accept back-bonding electrons from the metal dpi orbitals. This
back bonding is not present for methane, due to the lack of low-energy pi∗ orbitals
on the hydrocarbon. Fe(II), in contrast, has a high-spin d6 electronic configuration
with a singly occupied d2z orbital. In this case, the two doubly occupied lone pairs
provide four electrons to the three-center bond and the occupation of the metal d2z
orbital provides one electron, for a total of five electrons in the three-center bond; so,
one electron is in the antibonding orbital. As the N2 approaches the metal site, it
thus experiences unfavorable σ antibonding plus additional exchange repulsion from
the occupied nonbonding orbital. Consequently, N2 cannot approach the Fe(II) center
closely enough to experience pi∗ back-bonding stabilization as favorable as is present in
the V(II)-N2 system.
In subsequent sections of this article, we confirm the differential stabilization effect
with local and nonlocal DFT calculations, confirming our molecular orbital prediction
that as-yet unsynthesized V-MOF-74 could be used to separate N2 from CH4. We
also reinforce our DFT results with correlated wave function calculations to rule out
the possibility of artificial back bonding331 owing to the possible underestimation of the
energy gap and the delocalization of d electrons in the DFT models. Finally, we analyze
single-determinantal Kohn-Sham reference functions to confirm the above explanation
of the effect.
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N2 and CH4 Adsorption in V-MOF-74 and Fe-MOF-74
The key quantity we calculated is the differential adsorption energy defined by
∆Eads = Eads (N2)− Eads (CH4) (4.1)
where Eads is the energy of adsorption (here defined as a positive number to denote that
deadsorption is endoergic); thus, ∆Eads is more positive when N2 binds more strongly.
The results are in Table 4.1. Across all levels of theory and all models, CH4 binding
is comparable between the two metals but N2 is predicted to bind significantly more
strongly than CH4 to the coordinatively unsaturated metal site when the metal is V
rather than Fe.
Table 4.1: N2/CH4 Adsorption Energy Differences, ∆Eads (in kcal/mol)
small model large modelsa
level of theory V Fe V Fe
DFT, vdW-DF2+U 6.0 0.4
DFT, vdW-DF2+U 4.9 0.4 5.8 0.3
DFT, M06-L 4.3 0.0 10.1 0.9
DFT, M06 4.5 0.1 6.9 0.4
DFT, M11-L 4.2 −0.8 5.9 −1.7
DFT, LPNO-CCSD/CBS 4.8 0.7 b b
WFT, CASPT2 CP 3.8 0.3 2.1 0.3
aThe first row is for the periodic model, and the other large-model
calculations are for the 88-atom cluster
bImpractically computationally intensive
We noted above the consistent trend observed for calculated ∆Eads values; the trends
in calculated Eads values are also consistent across the methods. Absolute adsorption
energies for the 88-atom cluster and the periodic model are compared in Table 4.2. We
see remarkable agreement between the adsorption energies calculated with the 88-atom
cluster and the periodic model and further remarkable agreement between the absolute
binding energies calculated by DFT with different functionals and by WFT; the good
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agreement of results obtained with several methods that incorporate the physics in dif-
ferent ways adds confidence to the predictions. Inspection of Table 4.2 shows relatively
large differences in the absolute binding energies between the large and small clusters.
The enhanced attraction in the 88-atom cluster model can partially be attributed to
greater medium-range correlation effects. One should also consider that the two models
have different ligand coordination environments, and this too has an influence on the
absolute binding energies.
Table 4.2: Absolute Binding Energies (kcal/mol)
V–N2 Fe–N2 V–CH4 Fe–CH4
periodic model
vdW-DF2+U 13.4 6.6 7.4 6.3
88-atom cluster
vdW-DF2+U 12.0 4.5 6.2 4.2
M06-L 19.9 7.8 9.8 6.9
M06 17.5 8.1 10.6 7.7
M11-L 13.4 4.4 7.5 6.1
CASPT2 CP 7.4 3.3 5.3 3.0
small model
vdW-DF2+U 8.5 3.2 3.6 2.9
M06-L 9.1 4.3 4.8 4.3
LPNO-CCSD/CBS 9.6 4.2 4.8 3.6
CASPT2 CP 6.5 3.3 2.7 3.0
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Figure 4.2: (Top) Adsorption of methane (green) and dinitrogen (blue) in Fe2(dobdc) at
175 K. (Top inset) Isosteric heats of adsorption. (Bottom) First coordination spheres for the
iron centers in the solid-state structures obtained upon dosing Fe-MOF-74 with dinitrogen or
methane; orange, red, blue, gray, and light blue represent iron, oxygen, nitrogen, carbon, and
deuterium, respectively.
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In order to further verify the validity of these predictions, isosteric heats of CH4 and
N2 adsorption in Fe2(dobdc) were obtained experimentally from adsorption isotherms
at 175 K. (Details of the experiment are in the Supporting Information.) As seen in
Figure 4.2, the uptake of N2 in Fe-MOF-74 is relatively steep and approaches one N2
molecule per iron cation site at 1 bar and 175 K. Methane uptake, while similar at low
pressure, reaches a higher value of approximately 1.5 CH4 molecules per iron at 1 bar.
These plots yield isosteric heats of adsorption for methane and dinitrogen that are both
relatively low and quite similar; in particular, they are 5.3 ± 0.2 and 5.5 ± 0.2 kcal/mol,
respectively, which yields an experimental difference of 0.2 ± 0.3 kcal/mol. These results
differ from the previously reported values of 4.8 kcal/mol for CH4332 and 8.4 kcal/mol for
N2300 both because of the lower temperature and because of the change in experimental
procedure; the present results should be more accurate for the difference because they
were done with isotherms at the same temperature on the exact same batch of sample.
An attempt to obtain the same information for V-MOF-74 was not successful.
Experimental enthalpies of adsorption should not be compared directly to the en-
ergies of adsorption in Table 4.2. For the 88-atom cluster, however, we computed the
enthalpies of adsorption at 175 K by a formula given previously.301 The M06-L, M06,
and M11-L levels of theory give predicted differences in adsorption enthalpy of 1.1,
0.5, and ?1.6 kcal/mol, respectively. The average difference in predicted adsorption
enthalpy of 0.0 kcal/mol is in good agreement with the 0.2 kcal/mol difference observed
experimentally.
Structural Parameters, Vibrational Frequencies, and Charges
Table 4.3 shows that the M–N distance is shorter in V-MOF-74 than in Fe-MOF-74, as
anticipated above; there is also a smaller difference in the M–C distances for CH4. Neu-
tron powder diffraction experiments on Fe-MOF-74 at 10 K (see figure in the Supporting
Information) indicate excellent agreement between the calculated and the experimen-
tally observed structures of methane bound to Fe2+. Specifically, the Fe–C distance
of 2.98(1) A˚ is very close to the distance of 2.96 A˚ calculated for the 88-atom cluster.
Differences in M–N distances are consistent with the energetic results presented above.
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Table 4.3: M06-L Bond Distances, Adsorbate Frequencies, and Partial Atomic Charges
small model 88-atom cluster
gas phase V Fe V Fe
structural descriptors
binding N2
M–N (A˚) 2.21 2.73 2.08 2.34
νN–N (cm−1) 2424 2357 2430 2252 2360
binding CH4
M–C (A˚) 3.00 3.15 2.77 2.96
νC–H (cm−1) 3057 3037 3043 3017 3031
partial atomic charges
bare MOF
M 0.90 0.69 0.81 0.69
binding N2
M 0.89 0.66 0.88 0.70
N2 0.00 0.01 0.07 −0.09 0.09
binding CH4
M 0.85 0.66 0.74 0.66
CH4 0.00 0.06 0.03 0.05 0.08
The potential energy curves (given in Figure 4.3) provide further evidence for qual-
itatively different kinds of interaction; we give just one example, the interaction of N2
with M in the small model, calculated by M06-L. Single-point energies were calculated by
modifying the M–N2 distance but keeping all other geometrical parameters unchanged
from the geometric minima. Interestingly, the predicted interaction energy at 2.8 A˚ is
nearly equivalent for N2 with the Fe and V small models. At an M–N distance of 2.8
A˚, the interaction energy is -4 kcal/mol for both V and Fe. As N2 approaches more
closely, the potential energy reaches a minimum of -4.3 kcal/mol at 2.73 A˚ for Fe but
goes to a much deeper well at -9.1 kcal/mol at 2.21 A˚ for V. (This further reinforces the
conclusion that the binding interaction to vanadium is quite different from that of other
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metals studied.) For comparison, the Fe–N distance was determined to be 2.30±0.01
A˚ for N2 adsorbed within Fe-MOF-74 by neutron diffraction experiments at 9 K. The
predicted Fe–N distance for the 88-atom cluster compares favorably with the measured
value of 2.30±0.01 A˚.
Figure 4.3: Potential energy curve as a function of M–N2 distance for the small model as
calculated with the M06-L exchange-correlation functional. The curve for M = V(II) is shown
as a dashed line with diamond points indicating single-point energies. The curve for M = Fe(II)
is shown as a dotted line with square points indicating single-point energies.
The N–N stretching frequency is a probe of back bonding, because these shifts result
from weakening the bond by dpi → pi∗ back-donation. Periodic vdW-DF2+U calcula-
tions show that, as compared to the isolated gas-phase diatomic vibrational frequency
(2415 cm−1), N2 bound to V experiences a significant shift in the N–N stretch (-102
cm−1), whereas N2 bound to Fe shows a negligible change (-6 cm−1). In contrast, vi-
brational frequency shifts for C–H modes in CH4, where no back bonding is predicted,
are negligible. For the 88-atom cluster, M06 calculations for N2 bound to MOF show
similar trends–a 103 cm−1 shift for V and a 4 cm−1 shift for Fe. M11-L also shows
similar shifts: 101 and 5, respectively. Table 4.3 shows a more complete set of results
for M06-L, and these too are consistent with our analysis.
Next we examine in more detail the amount of charge transfer between the metal and
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the N2 guest. Key charges in atomic units are given in Table 4.3. The total charge on
the guest molecule is computed by summing the partial charges of the individual atoms
of the guest molecule; this indicates the magnitude and direction of charge transfer
between the MOF and the guest. For each of the three functionals, CM5 partial atomic
charges for the 88-atom cluster indicate donation of negative charge from the central
metal ion to the nitrogen molecule and an opposite direction of transfer for methane.
This is also reflected in the charge on the metal ion being increased for N2 adsorption
and decreased for CH4 adsorption when compared to the bare MOF. The increase or
decrease in the positive charge of the central metal ion with N2/CH4 adsorption does
not exactly equal the total charge on the guest molecule. This reflects charge change
within the rest of the MOF framework.
We find that the direction of electron transfer from the metal center to the guest
molecule for the Fe–N2 system is opposite to what is observed for V–N2. Specifically,
the partial atomic charge on Fe is 0.66 in the presence of either N2 or CH4; these values
are the same as the values of 0.66 for the bare Fe-MOF-74 framework. The partial
atomic charge on the V ions in V-MOF-74 is significantly higher in all structures, and it
is not very sensitive to the adsorbates in the small model, but in the 88-atom cluster the
partial atomic charge on V increases by 0.07 upon adsorption of N2 and decreases by 0.07
upon adsorption of CH4. Overall, these changes are consistent with our interpretation
of increased back bonding in the V–N2 case.
Orbital Analysis
The nature of the M–N2 bond of the small model was investigated using the extended
transition state (ETS) method for energy decomposition analysis combined with the
natural orbitals for chemical valence (NOCV) theory. ETS-NOCV analysis333 separates
bond formation energy into distortion of interacting subsystems, steric interaction (with
electrostatic and exchange-correlation contributions), and an “orbital” term that repre-
sents a combination of the interactions between the occupied molecular orbitals on one
bonding partner with the unoccupied molecular orbitals of the other and the intrafrag-
ment polarization. ETS-NOCV calculations carried out on the small model with M06-L
show (see Figure 4.4) that both σ donation and pi∗ back-bonding interactions are weaker
for Fe–N2 than for V–N2. Comparing the two largest alpha and beta spin-paired NOCV
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contributions to the bond energy, the σ interactions are about eight times stronger for
V than for Fe and the pi∗ back-bonding-type interactions are about twice as strong,
with all other contributions being less than 1 kcal/mol for V and less than 0.5 kcal/mol
for Fe. Such analyses of charge rearrangement are not unique, so we also performed
natural bond order (NBO) analysis,334 as described next, to test the robustness of this
interpretation.
Figure 4.4: Contours of NOCVs for N2 binding with V-MOF-74 and Fe-MOF-74. Four NOCV
orbitals with the largest contributions to the binding energy are reported for each case, with the
sum of the α and β spin contributions to the bond energy shown immediately below. Only the
positive eigenvalue NOCVs are shown, as the negative eigenvalue NOCVs have similar character.
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NBO analysis on the small model identifies a σ bond for V–N2 but not for Fe–N2.
Second-order perturbation analysis of the Kohn-Sham matrix in the NBO basis shows
that back bonding, defined as the interaction between occupied -type NBO orbitals
and unoccupied pi∗-type NBO orbitals of N2, is stronger for V than for Fe. Summing
the contribution from orbitals with occupations greater than 0.8 electrons, the total
back-bonding interaction is 32 kcal/mol for V–N2 and 13 kcal/mol for Fe–N2.
Given its predicted N2/CH4 separation capabilities rationalized above, we initiated
efforts to synthesize V-MOF-74. To date, isolation of crystalline material, rather than
amorphous powders (as determined by powder X-ray diffraction), has proven elusive,
highlighting another MOF challenge: the need for a greater understanding of the mech-
anisms by which metal-organic frameworks form. The present computational results
strongly motivate continued efforts to realize both of these goals.
4.1.4 Conclusions
We predict that dinitrogen separation from methane can be accomplished by the as-yet-
unsynthesized V-MOF-74, because the vanadium ions in this MOF have their interaction
energies significantly increased by pi back bonding with N2 but not with CH4. This
provides a new M-MOF-74 target as a challenge to synthesis. Our qualitative analysis
is placed on a quantitative footing by a variety of density functional and wave function
calculations of relative binfding energies using models validated against experimental
binding energies for the analogous Fe-MOF-74. Density functional calculations are also
analyzed to provide detailed insights into bonding distances, charge transfer, vibrational
frequency shifts, and orbital interactions.
4.1.5 Additional Information
Supplementary information is available in the online version of the paper. The Support-
ing Information includes: Additional details about the calculations, references for basis
sets, powder diffraction experimental data, and gas adsorption measurements. This ma-
terial is available free of charge at http://pubs.acs.org. Correspondence and requests
for materials should be addressed to J.R.L., J.B.N., B. S., C.J.C., D.G.T., and L. G.
The authors declare no competing financial interests.
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4.2 Reversible CO Binding Enables Tunable CO/H2 and
CO/N2 Separations in Metal-Organic Frameworks with
Exposed Divalent Metal Cations
Six metal-organic frameworks of the M2(dobdc) (M = Mg, Mn, Fe, Co, Ni, Zn; dobdc4−
= 2,5-dioxido-1,4-benzenedicarboxylate) structure type are demonstrated to bind car-
bon monoxide reversibly and at high capacity. Infrared spectra indicate that, upon co-
ordination of CO to the divalent metal cations lining the pores within these frameworks,
the C–O stretching frequency is blue-shifted, consistent with nonclassical metal-CO in-
teractions. Structure determinations reveal M–CO distances ranging from 2.09(2) A˚ for
M = Ni to 2.49(1) A˚ for M = Zn and M–C–O angles ranging from 161.2(7)◦ for M = Mg
to 176.9(6)◦ for M = Fe. Electronic structure calculations employing density functional
theory (DFT) resulted in good agreement with the trends apparent in the infrared
spectra and crystal structures. These results represent the first crystallographically
Adapted with permission from E. D. Bloch, M. R. Hudson, J. A. Mason, S. Chavan,
V. Crocella`, J. D. Howe, K. Lee, A. L. Dzubak, W. L. Queen, J. M. Zadrozny, S. J. Geier,
L. -C. Lin, L. Gagliardi, B. Smit, J. B. Neaton, S. Bordiga, C. M. Brown, J. R. Long.
J. Am. Chem. Soc. 2014, 136, 10752.335 Copyright 2014, American Chemical Society.
Additional information may be found in section 4.2.5.
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characterized magnesium and zinc carbonyl compounds and the first high-spin man-
ganese(II), iron(II), cobalt(II), and nickel(II) carbonyl species. Adsorption isotherms
indicate reversible adsorption, with capacities for the Fe, Co, and Ni frameworks ap-
proaching one CO per metal cation site at 1 bar, corresponding to loadings as high as
6.0 mmol/g and 157 cm3/cm3. The six frameworks display (negative) isosteric heats of
CO adsorption ranging from 52.7 to 27.2 kJ/mol along the series Ni > Co > Fe > Mg
> Mn > Zn, following the Irving-Williams stability order. The reversible CO binding
suggests that these frameworks may be of utility for the separation of CO from various
industrial gas mixtures, including CO/H2 and CO/N2. Selectivities determined from
gas adsorption isotherm data using ideal adsorbed solution theory (IAST) over a range
of gas compositions at 1 bar and 298 K indicate that all six M2(dobdc) frameworks
could potentially be used as solid adsorbents to replace current cryogenic distillation
technologies, with the choice of M dictating adsorbent regeneration energy and the level
of purity of the resulting gases.
4.2.1 Introduction
The coordination of carbon monoxide to transition metals has been rigorously inves-
tigated for over a century and has played an essential role in the development of our
understanding of chemical bonding.336,337 Since the original synthesis of Pt(CO)2Cl2,
carbonyl complexes have been isolated and characterized for nearly every transition
metal, in varying oxidation states and overall coordination numbers.338,339,340 The vast
majority of these species feature CO irreversibly bound to low-valent, low-spin transi-
tion metal centers that are able to engage in the metal-to-CO pi-backbonding required
for strong binding. For systems in which pi-backbonding is absent or diminished, such
as complexes containing d0 or high-spin metals in higher oxidation states, carbonyl
complexes remain elusive.341,342 Here, we show that CO can reversibly bind to the
coordinatively unsaturated M2+ cations lining the surfaces within the metal-organic
frameworks M2(dobdc) (M = Mg, Mn, Fe, Co, Ni, Zn; dobdc4− = 2,5-dioxido-1,4-
benzenedicarboxylate), providing the first crystallographically characterized magnesium
and zinc carbonyl compounds and the first high-spin manganese(II), iron(II), cobalt(II),
and nickel(II) carbonyl species. Although high-spin metals with open coordination sites
typically either reject CO binding or undergo a reduction in spin upon CO coordination,
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the weak-field ligand dobdc4− enforces a high-spin electron configuration for the M2+
centers in M2(dobdc)343 even in the presence of the strong-field ligand CO. Further-
more, the metal-organic framework lattice likely helps to maintain a high-spin state, as
these materials would have to undergo significant structural changes to accommodate
the smaller low-spin M2+ ions. As a result, these materials can be anticipated to display
weak to moderate CO binding and complete reversibility, a property that could poten-
tially be exploited for removing CO from various gas mixtures, enabling, for example,
the energy-efficient separation of CO from H2 at high capacities and various levels of
purity.
Indeed, in addition to its fundamental significance, carbon monoxide has become
an increasingly important chemical for the synthesis of a variety of chemical com-
modities, including many monomers and polymers, ethanol and other alcohols, and
acetic acid. There are currently a number of competing technologies for its synthesis,
the main products of which are carbon monoxide and hydrogen (syngas), typically
present in H2:CO ratios between 1 and 3.344 To use carbon monoxide as a feed-
stock, the ratio must be reduced. Although energy-intensive cryogenic distillation is
currently employed to separate these mixtures, a number of alternative methods, in-
cluding membrane345 and adsorptive separations,346 have recently been investigated for
use in the production of pure carbon monoxide. Given their high density of coordina-
tively unsaturated metal cation sites, metal-organic frameworks of the M2(dobdc) struc-
ture type347,348,349,350,351,352,353 hold considerable promise for the adsorptive separa-
tion of gas streams, including mixtures of CO2/N2,352,354,355,356 CO2/H2,357 O2/N2,353
CH4/N2,358 paraffins/olefins,359,360,361,362,363 and stand poised for the separation of gas
mixtures containing carbon monoxide.
4.2.2 Experimental Section
Sample Preparation
All reagents were obtained from commercial vendors and used without further purifi-
cation. The compounds Mg2(dobdc),352 Fe2(dobdc),353 Mn2(dobdc),361 Co2(dobdc),352
Ni2(dobdc),352 and Zn2(dobdc)352 were synthesized according to previously published
methods.
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Adsoroption Isotherm Fitting
Prior to fitting all CO, N2, and H2 adsorption isotherms, experimentally measured
excess adsorption (nex) values were converted to total adsorption (ntot) using eq 4.2,
with the total pore volumes (Vp; Table S1, Supporting Information) calculated from 77
K N2 isotherms (P/P0 = 0.9) and the bulk gas density (ρbulk) at each temperature and
pressure obtained from the NIST Refprop database.364,365,366
ntot = nex + Vp · ρbulk (P, T ) (4.2)
Total adsorption isotherms for each M2(dobdc) compound were then fit with either a
single-, dual-, or triple-site Langmuir equation (eq 4.3), where n is the total amount
adsorbed in mmol/g, P is the pressure in bar, nsat,i is the saturation capacity in mmol/g,
and bi is the Langmuir parameter in bar−1 for up to three sites 1, 2 and 3.
n =
nsat,1 b1 P
1 + b1P
+
nsat,2 b2 P
1 + b2P
+
nsat,3 b3 P
1 + b3P
(4.3)
bi = exp (−Si/R) exp (Ei · 1000/RT ) (4.4)
The Langmuir parameter can be expressed using eq 4.4, where Si is the site-specific mo-
lar entropy of adsorption in J/mol·K, Ei is the site-specific binding energy in kJ/mol,
R is the gas constant in J/mol·K, and T is the temperature in K. The fitted parameters
for CO and N2 or H2 adsorption can be found in Tables S2 and S3 (Supporting Infor-
mation), respectively. Plots of the total adsorption isotherms with the corresponding
single-, dual-, or triple-site Langmuir fits can be found in Figures S1-S6 (Supporting
Information). Note that the CO adsorption isotherm data at 25, 35, and 45 ◦C were fit
simultaneously for each material with a single set of parameters.
Isosteric Heat of Adsorption Calculations
Using the single-, dual-, and triple-site Langmuir fits, the isosteric heat of adsorption, -
Qst, was calculated for each compound as a function of the total amount of CO adsorbed
using the Clausius-Clapeyron relation (eq 4.5).
−Qst = RT 2
(
∂lnP
∂T
)
n
(4.5)
where R is the ideal gas constant, P is the pressure, and T is the temperature.
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Note that the isosteric heat of adsorption for a single-site Langmuir model is con-
stant by definition. For dual- and triple-site Langmuir models, however, it is necessary
to calculate the loading dependence of the isosteric heat of adsorption. As written,
dual- and triple-site Langmuir equations specify the amount adsorbed as a function of
pressure, while the pressure as a function of the amount adsorbed is needed to use the
Clausius-Clapeyron relation. To calculate the isosteric heat of adsorption for evenly
spaced loadings, each dual- and triple-site Langmuir equation was solved for the pres-
sures that correspond to specific loadings at 25, 35, and 45 ◦C, and these calculated
pressures were then used in eq 4.5 to determine the heat of adsorption as a function
of the total amount of CO adsorbed. Note that the isosteric heat of adsorption is only
reported over the CO loading range that was experimentally measured and mathemat-
ically fit for each compound.
Ideal Adsorbed Solution Theory Calculations
Since binary gas adsorption isotherms cannot be measured in a straightforward man-
ner, it is often necessary to use an adsorption model, such as ideal adsorbed solution
theory (IAST),367 to predict mixed gas behavior from experimentally measured single-
component isotherms. The accuracy of the IAST procedure has already been estab-
lished for adsorption of a wide variety of different gases in zeolites and metal-organic
frameworks.360,368,369,370 Here, IAST is used to estimate the selectivity, Sads, of all
M2(dobdc) analogues for mixtures of CO and H2 at 25 ◦C and a total pressure of 1 bar.
Note that the selectivity factor, S, is defined according to eq 4.6, where ni is the amount
adsorbed of each component as determined from IAST and xi is the mole fraction of
each component in the gas phase at equilibrium.
S =
nCO/nH2
XCO/XH2
(4.6)
It is important to note that calculated IAST selectivities are highly dependent on the
adsorption model used to describe the single-component isotherm data. Specifically,
isotherm fits at low pressures are most important for the strongest adsorbing compo-
nent of a mixture (CO), while isotherms fits at high pressures are most important for the
weakest adsorbing component (H2). Here, the CO adsorption isotherms are very well
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described by single-, dual-, and triple-site Langmuir models for all M2(dobdc) frame-
works, including in the steep low-pressure region of the isotherm (Figure S7, Supporting
Information).
When fitting the H2 isotherm data with Langmuir models, it is insufficient to con-
sider just low-pressure adsorption, as was done for CO, even though the IAST calcula-
tions are performed at a total pressure of only 1 bar. This is because integrating the
pure-component H2 isotherms to calculate spreading pressure requires extrapolation to
very high pressures. For instance, the IAST selectivity calculation for a 50:50 mixture
of CO:H2 in Fe2(dobdc) at 1 bar and 25 ◦C involves integrating the pure-component
CO and H2 isotherms up to 0.501 and 254 bar, respectively. As a result, the IAST
selectivity is particularly sensitive to the H2 saturation capacity, nsat, of the Langmuir
model. Since estimating the saturation capacity of H2 from low-pressure isotherm data
is difficult, high-pressure H2 isotherms for Ni2(dobdc) and Mg2(dobdc) at 25 ◦C were
used to estimate the high-pressure H2 loadings when performing all isotherm fits. Note
that the high-pressure H2 data for Mg2(dobdc) was previously reported,371 while the
high-pressure H2 isotherm for Ni2(dobdc) was measured in this work. While the IAST
selectivities are sensitive to the fitted H2 saturation capacity, this sensitivity does not
significantly affect the overall magnitude of the calculated selectivity factor or of the
trends between different M2(dobdc) frameworks. This was confirmed by fitting the
H2 isotherm data for Ni2(dobdc), Fe2(dobdc), and Mg2(dobdc) with a range of plausi-
ble H2 saturation capacities and performing IAST calculations (Figure S8, Supporting
Information).
High-Pressure Gas Adsorption
The high-pressure H2 adsorption isotherm for Ni2(dobdc) was measured on a HPVA-II-
100 from Particulate Systems, a Micromeritics company. A detailed discussion of the
accuracy of high-pressure measurements on this instrument was previously reported.372
Here, 0.43 g of activated sample was loaded into a tared 2 mL stainless steel sample
holder inside a glovebox under an N2 atmosphere. Prior to connecting the sample
holder to the VCR fittings of the complete high-pressure assembly inside the glovebox,
the sample holder was weighed to determine the sample mass. The fully assembled
sample holder was transferred to an ASAP 2020 low-pressure adsorption instrument,
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fitted with an isothermal jacket, and evacuated at the original activation temperature
of the material for at least 1 h. Then, an N2 adsorption isotherm was measured at
77 K. This data was used to verify that the high-pressure sample mass was correct
and the sample was still of high quality by comparing the resulting Langmuir surface
area to the expected. Note that a specially designed OCR adapter was used to connect
the stainless steel high-pressure adsorption cell directly to the ASAP 2020 analysis port,
allowing the measurement of accurate low-pressure isotherms on the exact same samples
used for high-pressure measurements in the same sample holders. Prior to measuring
Ni2(dobdc), H2 background measurements were performed at 25 ◦C on a sample holder
containing nonporous glass beads that occupied a similar volume as a typical sample.
A small positive background was observed, which may be due to errors in volume
calibrations, temperature calibrations, and/or the equation of state used to perform
the nonideality corrections. Regardless, the background H2 adsorption was consistent
across several measurements and was well described by a third order polynomial (Figure
S9, Supporting Information). This polynomial was then used to perform a background
subtraction on the raw high-pressure H2 data for Ni2(dobdc).
Infrared Spectroscopy
FTIR spectra were collected in transmission mode on a self-supported wafer of sample,
in a controlled atmosphere using a custom-built infrared cell. The spectra were recorded
at 2 cm−1 resolution on a Bruker IFS 66 FTIR spectrometer, equipped with a MCT
detector. Adsorption and desorption of CO were followed at 77 K.
Mo¨ssbauer Spectroscopy
Mo¨ssbauer spectra of Fe2(dobdc)·CO were measured at various temperatures between 20
and 275 K with a constant acceleration spectrometer, which utilized a rhodium matrix
cobalt-57 source and was calibrated with α-iron foil. The absorber contained 55(1)
mg/cm2 of powder mixed with boron nitride. The absorber was prepared in an N2-
filled glovebox and placed in a Schlenk flask. The flask was removed from the glovebox,
evacuated, and filled with CO. The sample was then cooled to 77 K with liquid nitrogen
and inserted into a precooled cryostat under dry helium.
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Magnetic Susceptibility
Magnetic data were collected using a Quantum Design MPMS-XL SQUID magnetome-
ter. Measurements on Fe2(dobdc) were obtained with finely ground microcrystalline
powders restrained with a plug of glass wool within a sealed quartz tube. No effects
of crystallite torqueing were observed. Preparation of the CO-loaded sample was ac-
complished by attaching a sample of pure Fe2(dobdc), loaded in a quartz tube, to a
Micromeritics ASAP 2020 Surface Area and Porosity Analyzer. The pressure of the
atmosphere of CO gas in the sample tube was then adjusted to 1 bar, the tube cooled
in liquid N2, and sealed with a hydrogen flame. Dc susceptibility measurements were
collected in the temperature range of 2-300 K under a dc field of 1000 Oe. To avoid
possible effects due to flash-freezing of the samples and sealed gas, the samples were
cooled slowly from 300 to 2 K during the course of the measurement. Dc magnetic
susceptibility data were corrected for diamagnetic contributions from the sample holder
and glass wool, as well as for the core diamagnetism of each sample (estimated using
Pascals constants).373
Neutron Powder Diffraction
Neutron powder diffraction (NPD) experiments were carried out on activated M2(dobdc)
samples (M = Co, Fe, Mg, Mn, Ni, Zn) using the high-resolution neutron powder diffrac-
tometer, BT1, at the National Institute of Standards and Technology Center for Neutron
Research (NCNR). The samples were placed in a He purged glovebox and 0.9702, 0.7286,
1.0010, 0.8576, 1.078, and 1.0761 g Co2(dobdc), Fe2(dobdc), Mg2(dobdc), Mn2(dobdc),
Ni2(dobdc), and Zn2(dobdc), respectively, loaded into vanadium sample cans equipped
with a gas loading valve, and sealed using an indium O-ring. NPD data were collected
using a Ge(311) monochromator with an in-pile 60’ collimator corresponding to a wave-
length of 2.078 A˚. The samples were connected to a gas-manifold of known volume and
exposed to a known dose of approximately 0.75 CO molecules per M2+ at 298 K (refined
composition given in Tables S5-S12, Supporting Information). After equilibration times
on the order of a hour, the sample cells were then placed in a dry ice bath to fully
adsorb any residual CO, if any, as determined by a zero pressure reading on a pressure
gauge and then allowed to equilibrate for another hour. The samples were sealed and
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allowed to further equilibrate at room temperature for several hours before loading onto
a bottom-loading closed cycle refrigerator and slow cooling, to ensure full equilibration
and complete adsorption, to 10 K for the data collection. In the case of Fe2(dobdc),
two subsequent gas doses, 1.5 and 2.0 CO per Fe2+, were considered for comparability
with our previous adsorption studies on this system, heating the sample in-line to 298
and 250 K, respectively, before dosing additional CO to ensure that the dose occurred
above the temperature of the previous full equilibration and then slowly cooling to 10
K for data collection.360,361
NPD data were analyzed using the Rietveld method as implemented in EXPGUI
/ GSAS.374,375 Starting models for the activated M2(dobdc) frameworks were taken
from our previous data on the bare materials and the atomic positions and isotropic
atomic displacement parameters (ADPs) were left free to refine during the analysis
process.351,360,361,376 Fourier difference methods were employed to locate the adsorbed
CO molecules. A dose of 0.75 CO per M2+ was chosen to provide clarity in the struc-
ture model for the active site in eliminating potential CO intermolecular interactions
based on previous knowledge of adsorption in M2(dobdc). In each instance, the CO
atomic coordinates and isotropic ADPs were left free to refine, as was the occupancy
of both the carbon and oxygen atoms. The carbon and oxygen atoms refined to iden-
tical occupancies within one standard deviation; however, these values were eventually
constrained to be identical in each case for consistency. For all samples, the refined CO
bond distance was equivalent to the accepted value for carbon monoxide within error;
however, in the cases of Mn2(dobdc) and Zn2(dobdc), the value trended too long and
was restrained to the ideal case, while in Co2(dobdc), the distance trended too short and
was also restrained to the ideal value. As per the structural discussion in the text, the
result was a metal-carbonyl interaction via the carbon (M2+–CO). In particular for the
Mg2(dobdc), but in several instances, the model was refined with the reverse orienta-
tion of the carbon monoxide (i.e., Mg–OC) and attempts to freely refine the CO in this
orientation resulted in a very low occupancy for the carbon (with a negative isotropic
ADP) and a very high occupancy for the oxygen atom (and very large isotropic ADP),
as the model attempted to fit the available excess scattering density almost entirely
through the presence of the lone oxygen. This indicates the metal-carbonyl interaction
is via the carbon with no possibility of a reverse conformation. The additional CO
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molecules in the refinement of the 1.5 and 2.0 CO per Fe2+ NPD data were refined with
constrained C and O occupancies and bond distances, and free isotropic ADPs. The
1.5 CO per Fe2+ shows an additional adsorption site in the channels of the framework
in a similar location as determined for the secondary physisorption oxygen site, but at
a perpendicular geometry to O2.344 The third CO adsorption site, observed in the 2.0
CO dose, refines to a location in the very central portion of the channel furthest from
the framework. This was modeled with very large isotropic ADPs indicative of a large
positional disorder and potential condensation of CO in the channels at very high CO
loadings.
Density Functional Theory Calculations
To study CO adsorption in M2(dobdc) systems from first-principles, we used density
functional theory within the generalized gradient approximation of Perdew, Burke, and
Ernzerhof (PBE)377 and a van der Waals dispersion-corrected functional.378 The VASP
program package379 with a planewave basis set and projector augmented wave380 pseu-
dopotentials was used for all calculations. A Hubbard-like U parameter381,382 was em-
ployed to better treat the localized d-states of the transition metal centers. We used an
energy cutoff of 1000 eV for the planewave basis set and Brillouin zone sampling at the
Γ-point, leading to binding energies that converged to within 1 kJ/mol. To generate
binding enthalpies, we first optimized periodic M2(dobdc) crystals in a triclinic primi-
tive unit cell of 54 atoms using a PBE+U approach, beginning from the experimental
Zn2(dobdc) structure and substituting in other divalent 3d transition metal cations (Mg,
Mn, Fe, Co, and Ni) at all metal sites, until the residual forces were smaller than 0.01
eV/A˚ and the stress tensor components were smaller than 0.2 kbar. The computed
lattice parameters are all within 2% of the experimental results. For open-shell cations,
we employ Hubbard-like U corrections. Values of U used were 4.0, 4.0, 3.3, and 6.4
eV for Mn, Fe, Co, and Ni, respectively; these values were taken from Wang et al.,383
where they were determined for each metal center to reproduce the experimental oxida-
tion energy of the metal-monoxide to M2O3. For all M2(dobdc) compounds, we found
a high-spin ground state, and then assumed ferromagnetic ordering along the metal-
oxide chain direction and antiferromagnetic ordering between the chains, as observed
experimentally for the ground state magnetic ordering within Fe2(dobdc).384
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To predict adsorption geometries, molecules were relaxed inside M2(dobdc) rigid
periodic frameworks using vdW-DF2+U from Lee et al.378 at a loading of one molecule
per six metal sites. vdW-DF2 was shown in previous work to provide excellent binding
energetics for CO2 adsorption in M2(dobdc) systems.385 vdW-DF2+U was also used in
single-point calculations to compute the energies of the bare M2(dobdc) compounds for
use in calculating binding enthalpies.
Binding enthalpies at 308 K were calculated by including quantum zero-point ener-
gies (ZPEs) and finite-temperature thermal energies (TEs) at the level of a harmonic
approximation. The enthalpy of adsorption of a molecule in a MOF is calculated as
−∆H = H (CO + MOF)−H (CO)−H (MOF ) (4.7)
where H(MOF), H(CO), and H(CO + MOF) are the enthalpies of the bare MOF
without CO, the enthalpy of CO in the gas phase, and the enthalpy of the MOF with
CO adsorbed, respectively.
ETS-NOCV Analysis
Cluster models were cropped from the experimental crystal structures, as shown in
Figure S23 (Supporting Information). This model was designed386 to retain the local
structure of framework about the central metal ion while remaining small enough for
the electronic structure calculations. For M = Mn, Fe, Co, Ni, the two exterior metal
sites were substituted by closed shell ZnII centers while the central metal that binds
the CO remained in its high-spin (ground) state. Hydrogen atoms were used to cap the
truncated cluster model.
Constrained geometry optimizations were performed where the experimental frame-
work and CO were held fixed while the capping H atoms from the cluster truncation
were relaxed. The PBE functional387 was used in the TURBOMOLE V6.4 2012388
software package. Resolution of the identity (RI)389,390 and associated auxiliary basis
functions391,392,393 were employed. The def2394 basis sets were used. For metal, oxy-
gen, and the binding CO the def2-TZVP basis set was used, while for all C and H the
def2-SVP basis set was used.
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Bond Analysis
The extended transition state (ETS) method for energy decomposition, combined with
the natural orbitals for chemical valence (NOCV) theory (ETS-NOCV)395 was used to
decompose the metal-CO bond into different components (e.g. σ, pi) and evaluate the
magnitudes of their contributions to the total bond energy. This analysis was performed
with the Amsterdam Density Functional (ADF) version 2013 software package.396,397,398
The M06-L functional399 was used with the DZP basis set and an increased integration
grid of 8. The zeroth order regular approximation (ZORA) was used to treat relativistic
effects.
4.2.3 Results and Discussion
Infrared Spectroscopy
As an initial probe of the interaction of CO with the square pyramidal M2+ cations
lining the 12-A˚ wide channels in M2(dobdc), we turned to in situ infrared spectroscopy
(Figure 4.5.400 For all six frameworks, a single adsorption band is observed at low cov-
erage between 2160 and 2178 cm−1,401,402,403 which is blue-shifted with respect to the
stretching mode of free CO (2143 cm−1)401,402,403 (see the Supporting Information for
further details on the infrared spectra). These values are consistent with those previ-
ously reported for M2+ ions in weak ligand field environments.341,342 Most metal-CO
interactions feature a synergistic interaction between σ charge donation and pi back-
donation.404,405 For classical transition metal carbonyl complexes, the average ν(CO)
is red-shifted, because the M → CO pi back-donation is the dominant effect, signifi-
cantly weakening the C–O bond compared to that of free CO. When back-donation is
absent or diminished, ν(CO) is blue-shifted in a phenomenon that is termed nonclassical
CO adsorption. Of the more than 20,000 reported M–CO stretching frequencies, only
approximately 250-300 can be considered nonclassical.342
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Figure 4.5: Background subtracted FTIR spectra of M2(dobdc) collected at 77 K in the
presence of CO. Light to dark lines represent increasing CO coverages on samples preactivated
at 453 K. The C–O stretching frequencies for all six metals are blue-shifted with respect to free
CO (2143 cm−1).
Of the six materials investigated, carbonyl coordination is most simply described
within Mg2(dobdc) and Zn2(dobdc). The Mg2+ ions in the former lack d electrons and
are thus unable to back-donate into the empty CO pi∗ orbitals. Additionally, the empty
Mg 3d levels are high in energy and do not provide a good match for σ donation from the
lone pair electrons of CO. The Mg2+–CO interaction is thus primarily electrostatic in
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nature, an effected that is expected to increase the C–O stretching frequency as the CO
bonding orbitals become less polarized toward the more electronegative oxygen and thus
more covalent.406 As a result, Mg2(dobdc) displays the highest-energy infrared stretch
of 2178 cm−1, consistent with those reported for CO adsorption in Mg2+-exchanged
zeolites.407 On the other hand, the Zn2+ ions in Zn2(dobdc) have a fully occupied set
of 3d orbitals that are therefore not available to accept σ donation from CO, resulting
in a similarly high infrared stretch of 2173 cm−1. In both cases, the metal-carbonyl
interaction is primarily a result of ion-induced dipole interactions. Similar behavior is
observed in the case of Mn2(dobdc), in which the ν(CO) of 2172 cm−1 is red-shifted
with respect to Mg2(dobdc), as a result of diminished polarization by the larger-radius,
softer Mn2+ ions and presumably only a very small, nearly negligible pi backbonding
contribution. The metal ions in both Fe2(dobdc) and Co2(dobdc) are smaller and
more polarizing than Mn2+; however, the C–O stretching frequencies displayed by these
materials (2160 cm−1 for Fe2+ and 2164 cm−1 for Co2+) are the lowest reported here,
suggesting slightly more pronounced pi interactions. The compound Ni2(dobdc) displays
the highest CO stretching frequency among the transition metal cations (2178 cm−1),
since Ni2+ is the smallest and most polarizing ion. Given the small, charge-dense nature
of Ni2+, its lower energy pi-type 3d orbitals are less well-suited for back-donation into
CO than either Fe2+ or Co2+.
Structural Characterization
Given our prior success in elucidating crystal structures of a number of adsorbent
molecules in M2(dobdc),353,360,361 we turned to neutron powder diffraction experiments
to further characterize the carbonyl adducts M2(dobdc)·1.5CO (Figure 4.6). Consistent
with the large range in CO infrared stretching frequencies, we see a range of M–C–O
angles, from 161.2(7)◦ for Zn to 176.9(6)◦ for Fe, in excellent agreement with previous
calculations on the Mg, Ni, and Zn analogues,408 and with a good correlation observed
between ν(CO) and the M–C–O angle (Figure 4.7). In the cases of the Fe and Co homo-
logues, where a greater degree of pi backbonding is observed via infrared spectroscopy,
more linear carbonyl adducts are formed, while in the cases where electrostatic effects
play a major role, bent structures are observed. Additionally, the structures display a
large range in M–C bond distances, ranging from 2.09(2) A˚ for Ni to 2.49(1) A˚ for Zn,
132
with an excellent correlation between adsorption enthalpy and M–C distance (Figure
4.7). The Mn, Fe, Co, and Ni frameworks bind CO with M–CO distances of 2.44(2),
2.27(2), 2.18(2) and 2.09(2) A˚, respectively, a trend that is consistent with the Irving-
Williams stability order. The value for Ni is in good agreement with what was previously
found from EXAFS data and ab initio molecular modeling.409
Figure 4.6: Structures from powder neutron diffraction. (Upper left) A view down a channel
(along the c axis) in the structure of Fe2(dobdc)·1.5CO, as determined by Rietveld analysis
of powder neutron diffraction data. At this loading, the occupancy of the metal-bound CO
molecules are all close to the expected value of 75%. (Upper right) Coordination environment
for a single Fe2+ site in Fe2(dobdc)·1.5CO. (Lower) First coordination sphere for the M2+ ions
in M2(dobdc)·1.5CO, with M–CO distances and M–C–O angles indicated.
133
Figure 4.7: (Upper) Variations of M–C–O angle (open black diamonds) and C–O stretching
frequency (blue circles) with metal center in M2(dobdc), indicating the correlation between
greater backbonding and a more linear metal-carbonyl adduct. (Lower) Variations of M–CO
distance (open black diamonds) and isosteric heat of CO adsorption (Qst, blue circles) with
metal center in M2(dobdc). Error bars indicate the estimated standard deviations from the
crystal structure refinements.
134
Overall, these distances are much longer than those typically found for divalent first-
row transition metal carbonyl complexes, which rarely exceed 2.0 A˚.341,342 Divalent
manganese carbonyl complexes, often generated by the chemical410,411 or electrochem-
ical412 one-electron oxidation of analogous manganese(I) complexes, are low-spin and
feature Mn–C distances below 1.9 A˚. A number of iron(II)-carbonyl species obtained by
the binding of CO to coordinatively unsaturated iron cations of various overall coordi-
nation numbers have been isolated.343 In all but three cases, the iron cations in these
molecules are diamagnetic upon CO coordination and display Fe–C distances of 1.75 to
1.90 A˚. Both nickel(II)- and cobalt(II)-carbonyl are similarly rare and feature low-spin
metal cations and short M–C distances.413,414,415,416,417,418,419 The unusually long M–
C distances observed here are a result of the weak field oxo-donors of dobdc4− and the
framework lattice enforcing an unprecedented high-spin configuration for each of these
metals in the presence of CO. Furthermore, Mg2(dobdc)·1.5CO and Zn2(dobdc)·1.5CO,
with M–CO distances of 2.41(2) and 2.49(1) A˚, respectively, represent the first crys-
tallographically characterized magnesium and zinc carbonyl complexes, regardless of
oxidation state.407,420
Spin-State Characterization
Magnetic susceptibility data were collected to confirm the high-spin character of the
iron(II) centers in the CO-adsorbed phase Fe2(dobdc)·2CO. At 300 K, the value of
χMT for Fe2(dobdc) is 6.40 cm3 K/mol, slightly higher than that expected (6.00 cm3
K/mol) for two high-spin (S = 2) iron(II) centers with g = 2.00.360 As the temper-
ature is lowered, χMT gradually increases, reaching 7.88 cm3 K/mol at 28 K, before
dropping to 1.01 cm3 K/mol at 2 K. In contrast, when dosed with carbon monoxide
gas, Fe2(dobdc)·2CO displays a monotonic decrease in χMT with lowering temperature,
falling from 6.49 cm3 K/mol at 300 K (consistent with high-spin iron(II)) to 0.39 cm3
K/mol at 2 K. The arrangement of metal ions in Fe2(dobdc) suggests two dominant
magnetic interactions: magnetic coupling between ions along each chain and coupling
between ions belonging to different chains. The Fisher model421 was employed with
a molecular field approximation422 to fit the data and extract the relative strengths
of these interactions for Fe2(dobdc)·2CO, as has been done in previous work.423 The
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specific Hamiltonian used is represented as eq 4.8.
Hˆ = −2J
∑
i
SFe(i)SFe(i+1) −MB
∑
i
SFe(i) − zJ ′〈SFe〉SFe (4.8)
In eq 4.8, J is the intrachain Fe–Fe superexchange coupling constant, and SFe(i) and
SFe(i+1) are the spin operators for the iron ions of the chain. MSFe(i) corresponds
to the magnetic moment of the Fe(i) spin, B is the applied field, z the number of
interacting nearest-neighbors, J ′ the interchain coupling constant, and 〈SFe〉 the mean
value of the Sz component of the SFe operator. In this model, a positive sign for J and J ′
indicates a ferromagnetic interaction while a negative sign indicates an antiferromagnetic
interaction. The best fits for Fe2(dobdc)·2CO yielded J = -1.6(2) cm−1 and J’ = -
1.12(2) cm−1, in contrast to J = -4.12(6) cm−1 and J’ = -1.12(1) cm−1 for the bare
framework (Figure S21, Supporting Information). Note that zero-field splitting was
not accounted for with this analysis but could be substantial.424 Previous work on
the magnetic susceptibility of Fe2(dobdc) in the presence of gases revealed a strong
correlation between gas-binding strength and intrachain magnetic coupling.360 Weakly
binding gases weakened the magnitude of J but retained the sign. In contrast, strongly
binding gases served to change the electron density around the iron(II) ions enough to
invert the intrachain coupling from ferro- to antiferromagnetic in nature. As seen for
Fe2(dobdc)·2CO, χMT plots of the framework under strongly binding gases are thus
devoid of any maximum at low temperatures.
Mo¨ssbauer spectra further confirm the assignments of high-spin iron(II) (Figure
S22, Supporting Information). In the absence of CO, the spectra of Fe2(dobdc) feature
a simple quadrupole doublet, which at 40 K exhibits an isomer shift of 1.094(3) mm/s
and a quadrupole splitting of 2.02(1) mm/s. In the presence of CO, these values shift
slightly to 1.198(5) and 2.60(1) mm/s, respectively, consistent with high-spin iron(II)
in an octahedral coordination environment. The result for Fe2(dobdc)·2CO is without
precedent. Of the nearly 9,000 iron-carbonyl structures reported in the Cambridge
Crystal Structure Database, only three are paramagnetic, all featuring intermediate-
spin (S = 1) iron(II) centers in a trigonal bipyramidal coordination environment, for
which an S = 0 spin state is generally not possible.425,426,427 Thus, Fe2(dobdc)·2CO
represents the first example of a paramagnetic octahedral iron carbonyl compound and,
to our knowledge, the first reported S = 2 iron carbonyl.
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Electronic Structure Calculations
Density functional theory calculations (vdW-DF2+U) were employed to explore CO
binding from first principles. To account for distortions in the framework structure upon
binding, CO-metal distances were fixed as predicted by the vdW-DF2+U calculation
and a subsequent relaxation of the MOF+CO system was performed at the PBE+U
level. A final relaxation of CO in the rigid but distorted MOF was then performed at the
vdW-DF2+U level. This procedure leads to good agreement for both local adsorption
geometries (which are well described with vdW-DF2+U) and lattice parameters (which
are better described by PBE+U). As shown in Figure 4.8, we see excellent agreement
between predicted and experimental values for a number of metrics. Specifically, DFT
predicts blue-shifted CO stretching frequencies upon coordination to all six frameworks,
with Fe2(dobdc) displaying the least blue-shifted value. Accordingly, DFT also predicts
a wide range of M–C–O angles. Although the calculated M–CO distances are slightly
overestimated, from 0.12 A˚ for Mg to 0.27 A˚ for Ni, a known tendency of the vdW-DF2
functional, the trend in binding distance is captured quite accurately. Importantly,
DFT predicts the Mn, Fe, Co, and Ni frameworks to have a high-spin ground state,
which is maintained upon CO coordination. The accuracy of these DFT calculations is
quite important as it can be extended to metal-organic frameworks for which synthetic
conditions have yet to be realized.358
We also utilized electronic structure calculations to investigate the relative strength
of the metalCO pi∗ back-donation by using the extended transition state (ETS) method,
in combination with natural orbitals for chemical valence (NOCV) theory. The resulting
contours are plotted in Figure S23 (Supporting Information). The largest eigenvalues
that have pi∗ CO character are shown, along with the magnitude of their ∆Eorb con-
tributions. The purpose of this decomposition is to gain a qualitative interpretation of
the nature of this bond for M = Mn, Fe, Co, and Ni between two predefined fragments.
In this case, fragment 1 (F1) was chosen to be the model cluster of the M2(dobdc),
and fragment 2 (F2) was chosen to be CO. From performing calculations on the two
isolated fragments (in their complexed geometry) and then performing a calculation on
the complex, a deformation density is calculated. This may then be partitioned into the
NOCVs, which have just a few significant contributors to the bond. The sums of these
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∆Eorb terms involving CO pi∗ orbitals are reported in Table S13 (Supporting Informa-
tion). In agreement with the interpretation of the infrared spectra, iron displays the
strongest pi back-bonding contribution, with Fe > Co > Ni Mn. A comparison of the
relative energy contributions for σ- and pi-type interactions reveals that back-bonding
is the more important orbital interaction. As examples, the canonical molecular or-
bital with the largest contribution to CO binding in Fe2(dobdc) is plotted in Figure
4.9. Bond analysis indicates that Fe→ CO pi back-donation accounts for approximately
70% of the orbital interaction energy. The same trend is found for Mn, Co, and Ni,
and is expected as d2z is singly occupied when these ions are in a high-spin octahedral
coordination environment and thus poorly suited for CO → M σ donation.
Figure 4.8: DFT calculated C–O stretching frequency shift relative to free isolated CO (upper
left), M–C–O angle (upper right), M–CO distance (lower left), and binding enthalpy (lower
right) in M2(dobdc) in comparison to experimental values (black cross marks).
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Figure 4.9: Contours of orbitals involved in CO binding in Fe2(dobdc).
Gas Adsorption
To investigate the CO uptake within these frameworks under various conditions, pure
component adsorption isotherms were measured at 298, 308, and 318 K, and isosteric
heats of adsorption were calculated for each metal (Figure 4.10, Table 4.4). At 298 K, the
CO adsorption isotherms for the Fe, Co and Ni frameworks approach the value expected
for one CO molecule per open metal site. The loading capacities for these materials,
which climb as high as 6.0 mmol/g and 156.8 cm3/cm3 for Fe2(dobdc) at 298 K and 1.2
bar, are much greater than typically observed in metal-organic frameworks, a result of
the high gravimetric density of open metal sites in the structures. Importantly, in all
cases, the bound CO could be completely desorbed upon application of dynamic vacuum
and/or heat, and subsequent CO adsorption isotherms showed no loss of uptake capacity.
The isosteric heats of adsorption calculated from the data vary widely with metal, from
-52.7 to -27.2 kJ/mol, with the CO binding strength following the order Ni > Co > Fe
> Mg > Mn > Zn (Figure 4.10). The trend is in distinct contrast to that observed for
CO2 adsorption in these materials, an interaction that is predominately electrostatic
in nature, where the Mg framework displays the highest binding enthalpy.362,363 This
suggests, as discussed above, that the coordination of carbon monoxide is not purely a
result of electrostatics, but indeed involves some σ and pi orbital interactions.
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Figure 4.10: (Upper) Carbon monoxide isotherms measured at 298 K. For the Fe, Co, and
Ni analogues, CO uptake approaches one molecule per metal cation site at 1.2 bar. (Lower)
Isosteric heats of CO adsorption calculated from isotherms measured at 298, 308, and 318 K.
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Table 4.4: Isosteric Heat of CO Adsorption, M–C Distance, M–C–O Angle, CO Capacity,
CO/H2 and CO/N2 IAST Selectivities for M2(dobdc)
CO/H2 CO/N2
IAST selectivityb IAST selectivityb
-Qst M–C M–C–O capacitya CO:H2 CO:H2 CO:N2 CO:N2
(kJ/mol) (A˚) (deg) (mmol/g) 0.333 1.0 0.333 1.0
Mg 35.4 2.41(2) 167(1) 4.58 188 (98.4) 170 (99.4) 11.3 (79.0) 10.3 (91.2)
Mn 29.7 2.44(2) 171(1) 3.24 91 (96.8) 86 (98.9) 10.7 (78.2) 10.3 (91.1)
Fe 43.6 2.27(2) 177(1) 6.04 634 (99.5) 507 (99.8) 80 (96.4) 68 (98.5)
Co 48.8 2.18(2) 171(2) 5.95 1420 (99.8) 1040 (99.9) 206 (98.6) 163 (99.4)
Ni 52.7 2.09(2) 166(2) 5.79 2448 (99.9) 1705 (99.9) 289 (99.0) 216 (99.5)
Zn 27.2 2.49(2) 161(1) 1.95 49 (94.2) 47 (97.9) 7.6 (71.7) 7.5 (88.2)
a1.2 bar CO capacity, total adsorption at 298 K
bValues in parentheses represent the purity of CO gas achievable for the given selectivity
Isosteric heats of CO adsorption computed within a harmonic approximation agree
with the experimental trend,408 predicting isosteric heats of adsorption from -25.7
kJ/mol for Zn to -40.4 kJ/mol for Ni at 308 K. The comparison of calculated val-
ues to experimentally determined values of isosteric heats of adsorption is shown in
Figure 4.8d. We note that the largest discrepancies arise for the metal centers that give
rise to the strongest orbital interactions: Fe, Co, and Ni.
The extraordinary ability of these materials to bind CO reversibly and at high capac-
ity suggests their application in removing CO from gas mixtures, such as CO/N2428,429
and CO/CH4,430 and, in particular, for the purification of CO from syngas. In or-
der to determine the CO/H2 selectivities, we employed ideal adsorbed solution theory
(IAST),431 the accuracy of which has already been established for adsorption of a wide
variety of different gases in zeolites and metal-organic frameworks (see the Supporting
Information for details on the IAST calculations).432 To reflect the varying H2:CO ra-
tios found in syngas, IAST selectivities were calculated over a range of compositions
(Figure 4.11), and were found to vary widely, from a minimum of 45 in the case of
Zn2(dobdc) to over 5200 for Ni2(dobdc) at low CO concentrations. Significantly, these
selectivities are all much higher than those observed for metal-organic frameworks lack-
ing coordinatively unsaturated metal cations, such as the value of 2.7 determined for
MOF-5.433
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Figure 4.11: Ideal adsorbed solution theory (IAST) selectivities for mixtures of CO/H2 (upper)
and CO/N2 (lower) of varying compositions at 298 K and 1 bar.
The IAST selectivities are indicative of the purity at which CO could be produced
in a separation, with, for example, the values of 47 and 1705 for an equimolar CO/H2
mixture at 1 bar and 298 K enabling Zn2(dobdc) and Ni2(dobdc) to produce CO with
142
purities of 97.9% and 99.9%, respectively. Thus, the importance of having materials
exhibiting a range of different CO binding energies becomes clear: one can select the
M2(dobdc) compound that will provide just the minimum level of CO purity required,
thereby minimizing the regeneration energy associated with CO desorption. Finally, we
note that the high CO/N2 selectivities of these materials (Figure 4.11) bodes particularly
well for their use in the separation of CO from syngas contaminated with N2.
4.2.4 Conclusions
Metal-organic frameworks of the M2(dobdc) structure type provide an excellent platform
for the investigation of new coordination chemistry via gaseous substrate binding at
coordinatively unsaturated metal sites. Significantly, the weak ligand field presented by
the oxo and carboxylate donor ligands enforces a high-spin electron configuration for the
divalent metal cations, even in the presence of the prototypical strong field ligand CO.
The rigidity of the evacuated materials, together with their highly crystalline nature, has
thus enabled the generation and crystallographic characterization of the first high-spin
manganese(II), iron(II), cobalt(II), and nickel(II) carbonyl species, as well as the first
magnesium and zinc carbonyls. The fully reversible CO binding at high capacity and
moderate adsorption enthalpies further make these materials outstanding candidates for
applications in the efficient separation of CO from more weakly adsorbing gases, such
as H2 and N2.
4.2.5 Additional Information
Supplementary information is available in the online version of the paper. The Sup-
porting Information includes: Additional gas adsorption, structural, and spectroscopic
data as well as further computational details. This material is available free of charge at
http://pubs.acs.org. Correspondence and requests for materials should be addressed
to J.R.L. The authors declare no competing financial interests.
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Chapter 5
Multireference Treatment of
Metal–Metal Bonds
5.1 A Combined Spectroscopic and Computational Study
of a High-Spin S = 7/2 Diiron Complex with a Short
Iron–Iron Bond
The nature of the iron–iron bond in the mixed-valent diiron tris(diphenylforamidinate)
complex Fe2(DPhF)3, which was first reported by Cotton, Murillo et al. ( Inorg. Chim.
Acta 1994, 219, 7), has been examined using additional spectroscopic and theoretical
methods. It is shown that the coupling between the two iron centers is strongly ferromag-
netic, giving rise to an octet spin ground state. On the basis of Mo¨ssbauer spectroscopy,
the two iron centers, formally mixed-valent Fe(II)Fe(I), are completely equivalent with
an isomer shift δ = 0.65 mm s−1 and quadrupole splitting ∆EQ = +0.32 mm s−1. A
large, positive zero-field splitting D7/2 = 8.2 cm−1 has been determined from magnetic
susceptibility measurements. Multiconfigurational quantum studies of the complete
molecule Fe2(DPhF)3 found one dominant configuration (σ)2(pi)4(pi∗)2(σ∗)1(δ)2(δ∗)2,
Adapted with permission from C. M. Zall, D. Zherebetskyy, A. L. Dzubak, E. Bill, L.
Gagliardi, C. C. Lu. Inorg. Chem. 2012, 51, 728.434 Copyright 2012, American Chemical
Society. C. M. Z. and D. Z. contributed equally to this work. Additional information may
be found in section 5.1.5.
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which accounts for 73% of the ground-state wave function. By considering all the con-
figurations, an estimated metal–metal bond order of 1.15 has been calculated. Finally,
Fe2(DPhF)3 exhibits weak electronic absorptions in the visible and near-infrared re-
gions, which are assigned as d–d transitions from the doubly occupied metal–metal pi
molecular orbital to half-occupied pi∗, δ, and δ∗ orbitals.
5.1.1 Introduction
Since the seminal discoveries of multiple bonding between transition metal centers in the
[Re3Cl12]3− and [(ReCl4)2]2− ions during the 1960s,435 the study of bimetallic coordi-
nation complexes has exposed a rich diversity in the range, nature, physical properties,
and reactivity of metal–metal bonds. Continued interest in metal–metal bonds stems
from their advantageous properties: the versatility in M–M bonding, the availability
of multiple d-electrons, and additional coordination sites for substrate binding. These
studies are also motivated from a theoretical standpoint: the varied possible orbital
interactions between the two metals and the high degree of electron correlation have
made for intriguing study and provided challenging tests for current computational
methods.436,437,438,439
Bimetallic compounds with metal–metal bonds can be catalytically relevant. For
example, Rh–Rh bonds play a central role in the dirhodium-catalyzed functionalization
of inert C–H bonds.440,441,442 The interesting photochemical properties of Rh–Rh bonds
have been utilized in light-to-energy conversion schemes, as for example, in the reduc-
tion of protons to hydrogen.443,444,445 Another highlight is the stoichiometric chop–chop
reaction, wherein multiply bonded ditungsten W≡W compounds undergo metathesis
with alkynes (or nitriles) to generate mononuclear tungsten alkylidynes W≡CR (and
W≡N).446,447,448 These examples have in common that they feature a second- or third-
row transition metal and are diamagnetic. From a practical standpoint, first-row tran-
sition metals are ideal because they are inexpensive and earth abundant. Also, in the
development of magnetic materials, first-row metal–metal bonds offer more diversity in
spin states.449
On the theory side, density functional methods have been applied successfully to
describe the metal–metal bonds featuring second- and third-row metals,436,437 but the
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extension to first-row metals has been problematic. One vexing issue is electron correla-
tion,438 and state-of-the-art quantum chemical methods are often necessary to produce
satisfactory descriptions of the metal–metal interaction. A well-studied case is that
of multiply bonded Cr2. We have previously described the bond order in several Cr2
complexes by using the concept of effective bond order (EBO),450,451,452,453 which is
determined from a multiconfigurational wave function.454
Going beyond Cr2, we are interested in the spectroscopic properties and electronic
structures of M–M complexes featuring other first-row transition metals. For iron, com-
plexes with Fe–Fe bonds are well-known, particularly for iron carbonyl clusters and
their derivatives. If we exclude compounds with carbonyl ligands, then the number of
structurally characterized complexes with significant Fe–Fe interactions drastically de-
creases.455 Some of these diiron compounds are shown in Figure 5.1. Collectively, they
show great breadth in oxidation states, coordination numbers, geometries, and ligand
types.456,457,458,459,460 The diiron complex [Fe2(C6H3-2,6-(C6H3-2,6-iPr2)2)2] has been
postulated to be diamagnetic,457 although this assignment does not match the S =
3 prediction from multiconfigurational quantum chemical calculations.461 Indeed, the
majority of the examples in Figure 5.1 are paramagnetic with S ≥ 1, challenging the con-
ventional wisdom that strong metal–metal interactions should be antiferromagnetic.456
More remarkable, Fe2(DPhF)3 and Fe2(DPhF)4 (DPhF = diphenylforamidinate) both
possess high-spin electronic configurations (S = 7/2 and 4, respectively), a feat that
is unparalleled by other Fe–Fe complexes.459,460 A hexairon complex was recently re-
ported with a marvelously high magnetic moment, S = 6; but, for six ferrous centers,
the analogous “high-spin” configuration would be S = 12.462 To our knowledge, the
only other high-spin Fe–Fe species are gas-phase [Fe2]0 and [Fe2]− with S = 4 and S
= 7/2 ground spin-states, respectively.463,464 Of note, Fe2(DPhF)3 is also one of a few
examples of a formally mixed-valent Fe(II)Fe(I), although these other complexes are
low-spin in contrast to Fe2(DPhF)3.465,466,467,468
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Figure 5.1: Diiron coordination complexes containing strong Fe–Fe bonds. Relevant charac-
terization data such as Fe–Fe bond lengths (A˚), formal oxidation states, and ground spin states
are given.
In the present work, we examine the nature of the iron–iron bond in Fe2(DPhF)3, ex-
tending the previous studies by Cotton, Murillo et al.459,469 Much of the spectroscopic
characterization for Fe2(DPhF)3 is reported for the first time, including Mo¨ssbauer,
magnetic susceptibility, and UV/visible/near-infrared (UV-vis-NIR) electronic absorp-
tion measurements. To complement the physical data, the electronic structure of
Fe2(DPhF)3 has also been calculated by employing a combination of density functional
theory (DFT) and multiconfigurational quantum chemical methods. When possible,
spectroscopic parameters were calculated, and in general, good agreement was found
with experimental values.
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5.1.2 Experimental Section
Synthetic Considerations
All manipulations were performed under a dinitrogen atmosphere in a Vacuum Atmo-
sphere glovebox or using standard Schlenk techniques. Standard solvents were deoxy-
genated by sparging with dinitrogen and dried by passing through activated alumina
columns of a SG Water solvent purification system. Deuterated solvents were purchased
from Cambridge Isotope Laboratories, Inc., dried over alumina, filtered, and stored over
activated 4 A˚ molecular sieves.
The synthesis of Fe2(DPhF)3 is a modified preparation of the literature report,459
although it is quite similar to the first reported synthesis.469 FeCl2(HDPhF)2 (750 mg,
1.44 mmol) was dissolved in toluene (90 mL) and cooled to -78 ◦C. n-Butyllithium (in
hexane, 2.15 mmol) was slowly added dropwise, and the reaction solution was allowed to
slowly warm to room temperature over 12 h. The resulting brown mixture was filtered,
giving a light yellow-brown solution. After removal of solvent under vacuum, the dried
brown solid was redissolved in THF, layered with diethyl ether, and left to crystallize
at -35 ◦C. Yellow crystals of Fe2(DPhF)3, which formed after 2 days, were filtered and
dried under vacuum. Yield: 175 mg, 35%. 1H NMR (500 MHz, THF-d8, 23 ◦C): δ
= 12.6 (12H, meta), -19.6 (6H, para), -40 (12H, ortho) (see Supporting Information,
Figure 1); UV-vis-NIR (THF): λmax, nm (, M−1 cm−1) = 280 (63000), 350 sh (13000),
650 (50), 700 sh (50), 825 (70), 1250 (80).
X-ray Crystallographic Data Collection and Refinement of the Structures
Single crystals of Fe2(DPhF)3(C6H6)0.5 were grown from vapor diffusion of hexane
into a saturated benzene solution of Fe2(DPhF)3 at room temperature. A thin yellow
plate (0.3 mm × 0.3 mm × 0.1 mm) was placed on the tip of a glass capillary and
mounted on a Siemens SMART Platform CCD diffractometer for data collection at 173
K. The data collection was carried out using Mo Kα radiation (graphite monochroma-
tor). The data intensity was corrected for absorption and decay (SADABS). Final cell
constants were obtained from least-squares fits of all measured reflections. The struc-
ture was solved using SHELXS-97 and refined using SHELXL-97. A direct-methods
solution was calculated which provided most non-hydrogen atoms from the E-map. Full-
matrix least-squares/difference Fourier cycles were performed to locate the remaining
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non-hydrogen atoms. All non-hydrogen atoms were refined with anisotropic displace-
ment parameters. Hydrogen atoms were placed in ideal positions and refined as riding
atoms with relative isotropic displacement parameters. Crystallographic data are sum-
marized in Table 5.1.
Table 5.1: Crystallographic Details for [Fe2(DPhF)3](C6H6)0.5
chemical formula C39H33N6Fe2(C6H6)0.5
formula wt 736.48
cryst syst triclinic
space group P1
a (A˚) 11.317(2)
b (A˚) 11.954(2)
c (A˚) 13.948(2)
α (deg) 108.303(2)
β (deg) 91.290(2)
γ (deg) 95.539(2)
V (A˚3) 1780.4(5)
Z 2
Dcalcd (g cm−3) 1.374
λ (A˚), µ (mm−1) 0.71073, 0.854
T (K) 173(2)
θ range (deg) 1.54–26.37
reflns collected 7222
unique reflns 4528
data/restraint/parameters 7222/0/451
R1, wR2 (I > 2σ(I)) 0.0599, 0.1056
Physical Measurements
NMR spectra were collected on a Varian Inova 500 MHz spectrophotometer. Room-
temperature visible and near-infrared absorption data were collected on a Cary-14
spectrophotometer. UV wavelength absorption spectra were collected on a Cary 300
150
Bio UVvisible spectrophotometer. Samples of Fe2(DPhF)3 were recrystallized from
THF/hexane prior to data collection, then redissolved in THF (UV, 7.07 µM; Vis-NIR,
6.70 mM).
Magnetic susceptibility data were measured from powder samples of solid material in
the temperature range 2 to 300 K by using a SQUID susceptometer with a field of 1.0 T
(MPMS-7, Quantum Design, calibrated with standard palladium reference sample, error
<2%). Multiple-field variable-temperature magnetization measurements were done at 1
T, 4 T, and 7 T also in the range 2-300 K with the magnetization equidistantly sampled
on a 1/T temperature scale. The experimental data were corrected for underlying
diamagnetism by use of tabulated Pascals constants470,471 as well as for temperature-
independent paramagnetism. The susceptibility and magnetization data were simulated
with the program julX for exchange-coupled systems.472 The simulations are based on
the usual spin-Hamiltonian operator for mononuclear complexes with spin S = 7/2 with
consideration of only second-order terms for the zfs:
Hˆ = gβ
⇀̂
S ·
⇀
B +D
[
Sˆ2z − 1/3S (S + 1) + E/D
(
Sˆ2x − Sˆ2y
)]
(5.1)
where g is the average electronic g value, and D and E/D are the axial zero-field splitting
and rhombicity parameters. Magnetic moments are calculated after diagonalization of
the Hamiltonian from the eigenfunctions using the Hellman-Feyman theorem
→
µ i(
→
B) =
〈ψi|(dH)/(d
→
B)|ψi〉. Powder summations were done by using a 16-point Lebedev grid.473
Because the program is not equipped for individual spins larger than 5/2, we reproduced
the octet ground state by adopting ferromagnetic coupling of S1 = 3/2 and S2 = 2
with a exceedingly large exchange coupling constant J = +300 cm−1. This value is a
conservative estimate of the true coupling of the mixed-valence diiron complex because
the excited states are higher in energy so that thermal population cannot be detected.
Mo¨ssbauer data were recorded on an alternating constant-acceleration spectrometer.
The minimum experimental line width was 0.24 mm s−1 (full width at half-height).
The sample temperature was maintained constant in an Oxford Instruments Variox
or an Oxford Instruments Mo¨ssbauer-Spectromag 2000 cryostat, which is a split-pair
superconducting magnet system for applied fields (up to 8 T). The field at the sample is
oriented perpendicular to the γ-beam. The 57Co/Rh source (1.8 GBq) was positioned at
room temperature inside the gap of the magnet system at a zero-field position. Isomer
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shifts are quoted relative to iron metal at 300 K. Magnetic Mo¨ssbauer spectra were
simulated using the spin-Hamiltonian given in (eq 5.1). The hyperfine interactions for
57Fe were calculated with the usual nuclear Hamiltonian.474
Computational Methods
The Fe2(DPhF)3 complex was studied using density functional theory (DFT) and the
complete active space self-consistent field (CASSCF) method,454 followed by a multi-
configurational second-order perturbation theory (CASPT2) method.475 It has been
demonstrated that this strategy is successful in predicting accurate results for ground
and electronically excited states of bimetallic systems.476,477,478,479,480
DFT Calculations
Geometry optimizations of Fe2(DPhF)3 were performed for the various possible
spin states at the DFT level employing the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional481 using the TURBOMOLE 6.1 program package.482 For all
atoms, the double-ζ quality basis sets def-SV(P) were used. DFT calculations were per-
formed with the broken symmetry option (unrestricted calculations) and the resolution-
of-the-identity (RI) approximation.483 Hyperfine parameters were calculated using the
ORCA program package.484 For Fe atoms, the CP(PPP) basis set designed by Neese
and co-workers for accurate calculations of hyperfine coupling in transition metal com-
pounds was used.485,486 The all-electron Gaussian basis sets used were those reported
by Ahlrichs and co-workers, including TZVP basis sets for N atoms and SV(P) for C
and H atoms.487,488 The DFT calculations of the hyperfine parameters were performed
using four functionals B3LYP, BP86, TPSSh, and B2PLYP for comparison.
CASSCF/CASPT2 Calculations All CASSCF / CASPT2 calculations were per-
formed with the MOLCAS-7.4 package489 using the DFT-optimized structures with
imposed 2-fold symmetry for all possible spin states. The relativistic all-electron ANO-
RCC basis sets490,491 were used for all elements. Because MOLCAS works in subgroups
of D2h, all calculations were performed in the C2 point group to minimize computational
cost. For the Fe and N atoms basis sets of double-ζ quality were used(ANO-RCC-VDZP)
with the following contractions: [5s4p2d1f] for Fe and [3s2p1d] for N. The remaining C
and H atoms have basis sets of minimal basis quality (ANO-RCC-MB) with a contrac-
tion of [2s1p] for C and [1s] for H. Scalar relativistic effects were included by using the
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Douglas-Kroll-Hess Hamiltonian.492 The two-electron integral evaluation was simplified
by employing the Cholesky decomposition technique.493,494,495
The ground- and excited-state wave functions were computed at the CASSCF theory
level, and corresponding energies were computed at the CASPT2 theory level. An imag-
inary level shift of 0.2 au was used to avoid intruder states.496 The natural orbital oc-
cupation numbers were used for the evaluation of the effective bond order (EBO),450,453
which is calculated as the difference between the total occupancies of the bonding and
antibonding molecular orbitals of the Fe–Fe bond divided by two.
CAS Choice A complete active space was used consisting of all 13 valence electrons of
both Fe ions distributed over 13 orbitals, denoted as AS (13, 13). This active space was
optimized to include all the 3d Fe orbitals and three additional bonding orbitals, one σ-
and two pi-(Fe–Fe) MOs that primarily consist of atomic orbitals in the fourth shell of Fe
atoms (for correlation effects between the third and fourth shell orbitals of the Fe atoms).
Computations of the excited-state wave functions were performed using AS (13, 13) as
well as AS (11, 15). The latter active space excludes the lowest doubly occupied σ-orbital
formed by the 3d2z-orbitals of Fe ions and includes three additional formally empty MOs
of the fourth shell. Many electronic states were computed with the (13, 13) active space,
namely the lowest eight octet states belonging to the A irreducible representation, the
lowest six octet states belonging to the B irreducible representation, and the lowest six
A and B sextet and quartet states. The intensities of the transitions among all the
states including spin-orbit coupling were determined by using the complete active space
state interaction method, CASSI,497 which employs an effective one-electron spin-orbit
(SO) Hamiltonian, based on the mean field approximation of the two electronic part.498
To compute SO coupling, a SO Hamiltonian matrix was constructed using the basis
of all 13/13 CASSCF wave functions corresponding to the octet, sextet, and quartet
states within 2.2 eV of the ground state. A total of 14 octet, 12 sextet, and 12 quartet
states were thus included, giving a total of 232 spin-orbit states. Dynamic correlation
energy was introduced in the consideration by substituting the diagonal elements of the
spin-orbit Hamiltonian matrix by the corresponding CASPT2 energies.
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5.1.3 Results
Molecular Structure
The published solid-state structure of Fe2(DPhF)3 shows a distorted trigonal lantern
geometry with one of the shortest Fe–Fe bonds, 2.2318(8) A˚, known to date (Table
5.2).469 A perpendicular C2 axis bisects the metal–metal bond, symmetrizing the two
iron atoms as well as each pair of N atoms. The distortion from idealized D3h is
observed in the N–Fe–N bond angles of 111.1◦, 116.2◦, and 132.6◦ (∆ = 22◦). Cotton
and Murillo attributed the distortion to crystal packing forces as opposed to electronic
effects. We have obtained another solid-state structure of Fe2(DPhF)3, in which the
Fe–Fe bond is identical to the original report. The only remarkable difference is the
tighter range of N–Fe–N bond angles: 113.7-125.8◦ (∆ = 12◦). In the DFT-optimized
ground-state structure of Fe2(DPhF)3 (vide infra), the bond distances match those of
the experimental structure within 0.04 A˚, including a calculated Fe–Fe bond length
of 2.188 A˚. Additionally, the N–Fe–N bond angles are nearly equivalent with ∆ = 3◦.
These recent results support the original supposition that acute distortions from C3
symmetry do not have an electronic basis.
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Table 5.2: Selected Bond Lengths (A˚) and Angles (deg) for Experimental and Calculated
Fe2(DPhF)3 Structures
structure [(DPhF)3Fe2]459,469 [(DPhF)3Fe2]·(C6H6)0.5 [(DPhF)3Fe2]
PBE/def-SV(P)
Fe–Fe (A˚) 2.2318(8) 2.2307(8) 2.188
Fe–N (A˚) 2.033(2) 2.032(3) 2.034
2.033(2) 2.022(3) 2.034
2.025(2) 2.013(3) 2.034
2.025(2) 2.005(3) 2.031
2.017(2) 1.992(3) 2.031
2.017(2) 1.988(3) 2.031
N–Fe–N (deg) 132.6(1) 125.8(1) 121.6
132.6(1) 125.7(1) 121.6
116.18(9) 120.5(1) 119.4
116.18(9) 117.1(1) 119.4
111.08(9) 116.9(1) 118.7
111.08(9) 113.7(1) 118.7
N–Fe–Fe (deg) 92.29(6) 92.14(9) 92.2
92.29(6) 91.67(9) 92.2
90.98(6) 91.39(8) 92.0
90.98(6) 91.21(8) 92.0
89.77(7) 90.96(9) 91.8
89.77(7) 90.15(8) 91.8
N–C–N (deg) 122.5(3) 122.5(3) 121.8
122.5(3) 122.5(3) 121.7
121.3(3) 122.3(4) 121.7
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Magnetic Measurements
The ground spin state of Fe2(DPhF)3 of S = 7/2 was previously assigned based on an
axial EPR spectrum with g-values of 7.94 and 1.99.469 Magnetic susceptibility measure-
ments of Fe2(DPhF)3 have been conducted with variable temperature (VT) and with
variable temperature and field (VTVH). The data are shown in Figure 5.2. From 30
to 290 K, the effective magnetic moment is temperature independent at 7.4 µB. The
plots in Figure 5.2 confirm the S = 7/2 ground spin state and indicate that the octet
state is energetically well-isolated from the other spin states. To fit the data, we used
a two-spin model consisting of the two iron centers, formally high-spin Fe(I) and Fe(II)
with SFe = 3/2 and 2, respectively; otherwise, the iron centers were treated as equiv-
alent. The spectrum can be simulated by adopting gFe = 1.86, which is near the real
value of 2.0 (based on the EPR spectrum), and zero-field splitting parameter D = 19.1
cm−1 for both iron centers. The values correspond to a zero-field splitting of the ground
state octet according to D7/2 = 8.2 cm−1, as can be seen from spin projection coeffi-
cient (D7/2 = 0.1429 D1 + 0.2857 D2).499 The coupling between the two iron centers
is strongly ferromagnetic, with a simulated minimum value of the isotropic spin-spin
coupling constant J of +300 cm−1 for the Hamiltonian EDIT WITH EQUATIONSThe
inset in Figure 5.2 shows the VTVH dependence of the magnetization of Fe2(DPhF)3.
The variable field data were globally fitted with the following parameters: gFe = 1.87,
no rhombicity (E/D = 0), and D = +19.1 cm−1 for both iron centers. The large, posi-
tive zero-field splitting parameter is characteristic of high-spin iron centers and further
pinpoints the ms = ± 1/2 as the ground energy level.
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Figure 5.2: Temperature dependence of the effective magnetic moment, µeff, of Fe2(DPhF)3
(shown in open circles, 1 T, 2-290 K). The red solid line represents the best fit. Inset: isofield
VTVH magnetization of Fe2(DPhF)3 as a function of µBB/kT (1, 4, and 7 T; 2290 K with
corresponding simulation curves shown in green, red, and blue, respectively). The data were
corrected for ?TIP of 0.375 × 103 emu. Intermolecular coupling was considered by introducing
a Weiss constant, θ, of ?0.286 K to obtain a consistent fit of the low temperature data recorded
at different fields. See text for simulation parameters.
We have performed geometry optimizations for the doublet, quartet, sextet, and
octet spin-states using DFT (PBE/def-SV(P)). These optimized structures were then
used for higher level CASSCF/CASPT2 calculations, wherein a 2-fold symmetry was
imposed to reduce the computational cost. Although Fe2(DPhF)3 is better suited to
3-fold symmetry, point group constraints in MOLCAS are limited to D2h and its sub-
groups. Therefore, we chose to impose C2 symmetry, which enforces a 2-fold rotation
axis perpendicular to the Fe–Fe vector. The relative energies for the various states cal-
culated at these three levels of theory are reported in Table 5.3. All methods indicate
that the ground state is the octet 8A, as previously proposed.500 Selected geometrical
parameters of the structure of the 8A state are reported in Table 5.2. Overall, the
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agreement between theory and experiment is satisfactory.
Table 5.3: Calculated Relative Energies of Fe2(DPhF)3 for All Possible Spin States at DFT,
CASSCF, and CASPT2 Levels of Theory
symmetry doublet quartet sextet octet
∆EDFT (eV) – 2.95 1.65 0.71 0.00
∆ECASSCF (eV) A 1.63 1.10 1.30 0.00
B 1.44 1.44 0.60 1.26
∆ECASPT2 (eV) A 1.50 1.22 1.17 0.00
B 1.53 1.22 0.50 1.18
Mo¨ssbauer Spectroscopy
Applied-field Mo¨ssbauer spectra of Fe2(DPhF)3 recorded at 4.2 K are shown in Figure
5.3. Additional spectra collected at variable temperatures are provided in the Support-
ing Information (Figure 2). The spectra were globally fitted with an isotropic g7/2 =
2.0, D7/2 = 8.2 cm−1, E/D7/2 = 0, and the Mo¨ssbauer parameters δ = 0.65 mm s−1 and
∆EQ = +0.32 mm s−1. On the basis of the fit, we can draw some conclusions. First, the
g, D, and E/D values correspond well to those obtained in the magnetic susceptibility
measurements. Second, the two iron sites are equivalent on the Mo¨ssbauer time scale
(107 s−1), and Fe2(DPhF)3 is a fully delocalized mixed-valent complex. The quantum-
chemical treatment given below will show that the diiron core of the compound is best
described by a coherent superposition of Fe(I) and Fe(II) wave functions.
158
Figure 5.3: Applied field Mo¨ssbauer spectra of Fe2(DPhF)3 recorded at 4.2 K with fields of
3, 4, and 7 T. The solid lines represent spin Hamiltonian simulations for S = 7/2 with g7/2
= (2.0, 2.0, 2.0) fixed, D7/2 = 8.2 cm−1, and E/D7/2 = 0, and with Mo¨ssbauer parameters δ
= 0.65 mm s−1, ∆EQ = +0.32 mm s−1, asymmetry parameter ? = 0, line width = 0.26 mm
s−1, and magnetic hyperfine coupling constants Axx/gNβN = ?11.59 T; Ayy/gNβN = ?10.59;
Azz/gNβN = ?30.81 T. The spin projection coefficients in the ionic limit of Fe(I), S1 = 3/2,
and Fe(II), S2 = 2 would be AFe(I) = 2.333 A, and AFe(II) = 1.751 A, respectively, i.e., the
local A values for the iron sites are about twice the total spin values given here.
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There are limited examples of low-coordinate, high-spin Fe(II) and Fe(I) complexes
for comparison. Holland et al. have reported Mo¨ssbauer parameters for a family of three-
coordinate, high spin Fe(II) compounds with β-diketiminate ligands.501 The isomer
shifts range from 0.48 to 0.74 mm s−1 with —∆EQ— values between 1.11 and 1.74
mm s−1. For a high-spin Fe(I) complex in the same system, a slightly lower isomer
shift of 0.44 mm s−1 with ∆EQ = 2.02 mm s−1 was reported.502 Peters et al. have
characterized a Fe(I)(µ-N2)Fe(I) complex with δ = 0.53 mm s−1 and ∆EQ = +0.89 mm
s−1.503 The isomer shift reported here is comparable. Notably, the quadrupole splitting
of Fe2(DPhF)3 is significantly smaller. The origin of the small quadrupole interaction
is not known at this time, but it may be potentially related to the weak trigonal ligand
field.
Table 5.4: Calculated Hyperfine Parameters of Fe2(DPhF)3 Relevant to Mo¨ssbauer Spec-
troscopy for Different DFT Functionals (B2PLYP, BP86, TPSSh, B3LYP)
δ (mm/s) ∆EQ (mm/s)
B2PLYP 0.49 0.26
BP86 0.45 −0.45
TPSSh 0.48 −0.17
B3LYP 0.49 −0.27
B3LYP 0.51 −0.25
exp 0.65 0.32
aInput geometry from a PBE/SV(P) optimization
bInput geometry from a B3LYP/TZV(P) optimization
The Mo¨ssbauer parameters were calculated at the DFT level of theory using the
ORCA program (Table 5.4).484 Four different functionals were surveyed: B2PLYP,
BP86, TPSSh, and B3LYP.486,504 For the isomer shift, all the functionals gave similar
predictions (within 0.20 mm s−1 of the experimental value). Although the range of
quadrupole splittings is wider (from ?0.17 to 0.26 mm s−1), essentially all these values
are near zero, as is observed experimentally. The best agreement between theory and
experiment was found for the B2PLYP functional with δ = 0.49 mm s−1 and ∆EQ =
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0.26 mm s−1, where ∆ = 0.16 and 0.06 mm s−1, respectively.
Details of Electronic Structure
The natural orbitals arising from the CASSCF calculations are displayed in Figure 5.4.
Ten of the 13 orbitals are completely localized on the Fe–Fe bond. They are the σ,
pi, and δ bonding and antibonding orbitals, resulting from symmetry-adapted linear
combinations of the Fe 3d atomic orbitals. The three remaining orbitals are primarily
composed of the Fe 4s, 4p, and 4d atomic orbitals interacting to form σ and pi bonding
and antibonding orbitals with some minor contribution from the ligand N-atoms. The
near degeneracy of each pi- and δ-orbital pair is consistent with an approximate 3-fold
symmetry about the Fe–Fe vector.
A multiconfigurational CASSCF/CASPT2 calculation revealed that the 8A ground
state has a single dominating configuration (σ)2(pi)4(pi∗)2(σ∗)1(δ)2(δ∗)2, which accounts
for 73% of the wave function. Considering the total ground-state wave function, the nat-
ural orbital occupation numbers are: (σ)1.85(pi)3.64(pi∗)2.30(σ∗)1.06(δ)2.00(δ∗)2.00(4σ)0.10
(4pi)0.06 with an estimated bond order (EBO) of 1.15. The non-negligible occupa-
tion of the iron orbitals in the fourth shell is also evident in the Mulliken population
analysis: 4s0.123d6.324p0.284d0.11. Using an SCF-Xα-SW calculation on the truncated
molecule Fe2(HNCHNH)3, Cotton et al. previously computed a similar configuration
(σ)2(pi)4(pi∗)2(δ)2(σ∗)1(δ∗)2 with a bond order of 1.5.500 It is not surprising that our
EBO value is lower than the value reported by Cotton because we account for the par-
tial occupation of the high-lying antibonding orbitals not represented in the dominant
configuration. Overall, the effect is to decrease the Fe–Fe bonding so that it is only
slightly larger than a single bond. Finally, the charge and spin densities of the two iron
atoms are identical with values of +1.17 and +3.49, respectively. These values reinforce
the highly delocalized, high-spin Fe1.5Fe1.5 assignment for the diiron unit.
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Figure 5.4: Qualitative MO diagram showing the natural orbitals for Fe2(DPhF)3 that arise
from CASSCF calculations. The dominating electronic configuration (73%) is shown.
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Electronic Absorption Spectroscopy
The electronic configuration in Figure 5.4 suggests that several d–d transitions are pos-
sible within the diiron core. Because the first coordination sphere of the diiron centers is
approximately 3-fold symmetric, we first employed D3h selection rules to qualitatively
determine the allowed electric-dipole transitions (Figure 5.5). Electronic transitions
from the 8A2” ground-state are spin-allowed only if the excited electron is spin down,
which constrains all transitions to originate from a doubly occupied molecular orbital
such as 1a1”(σ) or 1e’(pi). Within the d-orbital manifold, only five electric-dipole transi-
tions are possible, from 1a1”(σ) to 1a2”(σ∗) or 2e’(δ), and from 1e’(pi) to 1e”(pi∗), 2e’(δ),
or 2e”(δ∗). Of these five transitions, the energetically lowest transition is expected to
be 1e’(pi) → 1e”(pi∗).
Figure 5.5: The allowed electric-dipole transitions of Fe2(DPhF)3 based on D3h selection rules.
The Vis-NIR spectrum for Fe2(DPhF)3, which is shown in Figure 5.6, is character-
ized by several low energy bands between 650 and 1250 nm (15400 and 8000 cm−1).
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The Vis-NIR absorptions are independent of solvent as identical spectra are obtained in
benzene and in THF (Supporting Information, Figure 3). These bands are surprisingly
weak ( < 100 M−1 cm−1) given the expectation that they should be both spin- and
dipole-allowed. Indeed, metal–metal intervalence charge transfer bands exhibited by
delocalized, mixed-valent bimetallics are typically intense ( 103 M−1 cm−1). One
possible explanation for the observed weak absorptions is the significance of the Franck-
Condon factor in modulating their intensity. Because the Fe–Fe bond distances in the
Fe2(DPhF)3 excited states are expected to be perturbed from their ground-state values,
it is plausible that the overlap of vibrational wave functions in the ground and excited
electronic states is significantly decreased.
Figure 5.6: Electronic absorption spectrum of Fe2(DPhF)3 in THF (, black), with simulated
spectrum from CASSCF/CASPT2 calculations (—, red) that include wave functions belonging
to both A and B symmetry states (see Table 6). Experimental λmax, cm−1 (, L mol1 cm−1)
= 15380 (50), 14290 sh (50), 12120 (70), 8000 (80).
Computed Spin-Free Excited State Energies
As mentioned above, all CASSCF/CASPT2 calculations were performed with a C2
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symmetry constraint that corresponds to a 2-fold axis perpendicular to the internuclear
axis. In the following discussion, all wave functions will belong either to the A or B
symmetry states. Table 5.5 shows the vertical excitation energies and oscillator strengths
for Fe2(DPhF)3 calculated at the spin-free CASSCF and CASPT2 levels using the (13,
13) active space, where the weight is the percent contribution of the major configuration
in the excited wave function. All the octet excited states are reported up to 3.11 eV.
Only one of the first eight predicted transitions (Table 5.5, in boldface) has an oscillator
strength of any significance: the pi→ δ transition is predicted to occur at 1.66 eV ( 13400
cm−1) at the CASPT2 level with an oscillator strength of 2.56 × 10−4. Of note, the
large differences in ∆E ( 1 eV) between pi → δ and σ → δ transitions suggest that the
σ orbital lies significantly lower in energy. Consequently, transitions originating from
the σ orbital do not contribute to the bands in the Vis-NIR region.
Table 5.5: Spin-Free Excitation Energies of Fe2(DPhF)3 for Octet Wave Functions Belonging
to the A Symmetry States (All Transitions Correspond to 8A → 8A)
∆E (eV) oscillator weight
transition (CASSCF) (CASPT2) strength (a.u.) (%)a
pi → pi∗ 1.23 1.42 0.235 × 10−7 0.64
pi → pi∗ 1.28 1.45 <0.1 × 10−7 0.63
pi → δ 1.77 1.60 0.788 × 10−5 0.54
pi → δ 1.82 1.66 0.256 × 10−3 0.53
pi → σ∗ 1.98 1.92 <0.1 × 10−7 0.51
pi → δ∗ 2.07 2.06 0.777 × 10−7 0.27
pi → δ∗ 2.24 2.13 0.118 × 10−6 0.34
σ → δ 2.79 2.51 0.827 × 10−4 0.67
aWeight is the percent contribution of the major configuration to the wave function describing the
excited state
Given the poor correspondence between theory and experimental excitation energies
thus far, our next attempt to model the electronic spectrum included excited states
belonging to both symmetry states A and B. Only the transitions with significant
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oscillator strengths are shown in Table 5.6. The consideration of these additional wave
functions resulted in two additional excitations.
Table 5.6: Selected Spin-Free Excitation Energies of Fe2(DPhF)3 for Octet Wave Functions
Belonging to the A and B Symmetry States (All Transitions Correspond to 8A → 8A or 8A →
8B)
molecular state ∆E oscillator weight
orbital transition (eV) (cm−1) strength (a.u.) (%)a
piA → δA 8A → 8A 1.66 13,400 0.14 × 10−3 54
piA → δB 8A → 8B 1.56 12,560 0.13 × 10−3 45
piA → δ∗B 8A → 8B 1.91 15,370 0.29 × 10−3 24
aWeight is the percent contribution of the major configuration to the wave function describing the
excited state
Hence, three significant excited energies are predicted at 1.56, 1.66 and 1.91 eV, and
they are interpreted as piA → δB, piA → δA, and piA → δ∗B transitions, respectively.
Moreover, these computed energies agree well with the experimental spectrum from
18000 to 10000 cm−1. The NIR band at 1250 nm (0.99 eV or 8000 cm−1), however,
remains unaccounted, prompting further investigation.
The Nature of the NIR Band at 8000 cm−1
To better model the full Vis-NIR spectrum of Fe2(DPhF)3, spin-orbit coupling was
taken into consideration. The most important excited energies correspond to transitions
from pure (>99%) octet ground states (A) to octet-dominated excited states (84-97%)
with limited mixing of the sextet configurations. Details of the prominent excited ener-
gies are available in the Supporting Information, Table 1. Because of the limited mixing,
the calculated excited energies with spin-orbit coupling are essentially identical to those
obtained from the spin-free calculations. Therefore, the NIR band at 8000 cm−1 is not
reproduced by considering spin-orbit coupling.
Another strategy is to increase the active space. An attempt to increase the active
space with three additional high-lying MOs, however, was unstable. A stable active
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space was eventually formed by adding three high-lying MOs while removing the ener-
getically low-lying, doubly occupied σ MO to generate an (11, 15) configuration. The
vertical excited energies now include a low energy absorption at 0.80 eV ( 6500 cm−1),
which is interpreted as pi → pi∗ transition. Although this excited energy corresponds
well to the NIR band, the pi → δ/δ∗ transition energies shift to lower energies of 1.00
eV and, consequently, worsens the holistic fit. Ideally, employing an even larger ac-
tive space should result in more accurate excitation energies, but such calculations are
currently too expensive. We tentatively interpret the NIR band as a pi → pi∗ transition.
5.1.4 Conclusions
The nature of the Fe–Fe bond in Fe2(DPhF)3 is strongly ferromagnetic, which essen-
tially arises from the presence of a series of close lying nonbonding and antibonding
metal–metal orbitals that are populated according to Hunds rule. Because this type
of metal–metal bond is so rare, our study is only one of a few in-depth case studies of
strong ferromagnetic interactions via metal–metal bonds.462,505 Because of the high-
spin electronic structure of the [Fe2]3+ unit, the estimated Fe–Fe bond order is low at
1.15, in spite of the relatively short Fe–Fe bond length. The MO analysis reveals that all
d-electrons are involved in metal–metal σ/σ∗, pi/pi∗, and δ/δ∗ bonds. Though the octet
ground spin state is dominant above room temperature, d–d transitions occur from the
pi to the pi∗, δ, and δ∗ orbitals in the visible and near-infrared regions. Surprisingly,
these d–d transitions are remarkably weak in intensity and hence appear to be forbid-
den, even though the analysis shows that they are indeed both spin- and dipole-allowed.
The electronic structure of the mixed-valent diiron complex is highly delocalized, and
the two iron centers are spectroscopically equivalent. Perhaps these will prove to be
common features among bimetallics with strong ferromagnetic metal–metal bonds as
more examples emerge. Future work will also focus on studying the reactivity of these
strongly ferromagnetic metal–metal bonds.506,507
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5.1.5 Additional Information
Supplementary information is available in the online version of the paper. The Sup-
porting Information includes: Additional spectroscopic characterization and computa-
tional details for Fe2(DPhF)3 (PDF, CIF). This material is available free of charge at
http://pubs.acs.org. Correspondence and requests for materials should be addressed
to E.B., L.G., and C.C.L. The authors declare no competing financial interests.
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5.2 Assessing Metal–Metal Multiple Bonds in Cr–Cr, Mo–
Mo, and W–W Compounds and a Hypothetical U–U
Compound: A Quantum Chemical Study Comparing
DFT and Multireference Methods
To gain insights into the trends in metal–metal multiple bonding among the Group 6
elements, density functional theory has been employed in combination with multicon-
figurational methods (CASSCF and CASPT2) to investigate a selection of bimetallic,
multiply bonded compounds. For the compound [Ar-MM-Ar] (Ar=2,6-(C6H5)2-C6H3,
M=Cr, Mo, W) the effect of the Ar ligand on the M2 core has been compared with the
analogous [Ph-MM-Ph] (Ph=phenyl, M=Cr, Mo, W) compounds. A set of [M2(dpa)4]
(dpa=2,2’-dipyridylamide, M=Cr, Mo, W, U) compounds has also been investigated.
Adapted with permission from G. Li Manni, A. L. Dzubak, A. Mulla, D. W. Brogden,
J. F. Berry, L. Gagliardi. Chem. Eur. J. 2012, 18, 1737.508 Copyright 2012, John Wiley
and Sons. Additional information may be found in section 5.2.6.
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All of the compounds studied here show important multiconfigurational behavior. For
the Mo2 and W2 compounds, the σ2pi4δ2 configuration dominates the ground-state
wavefunction, contributing at least 75 %. The Cr2 compounds show a more nuanced
electronic structure, with many configurations contributing to the ground state. For
the Cr, Mo, and W compounds the electronic absorption spectra have been studied,
combining density functional theory and multireference methods to make absorption
feature assignments. In all cases, the main features observed in the visible spectra may
be assigned as charge-transfer bands. For all compounds investigated the Mayer bond
order (MBO) and the effective bond order (EBO) were calculated by density functional
theory and CASSCF methods, respectively. The MBO and EBO values share a similar
trend toward higher values at shorter normalized metal–metal bond lengths.
5.2.1 Introduction
Ever since the discovery of the multiple metal–metal bond in [Re2Cl8]2−,509,510 there
has been a considerable amount of research dedicated to metal–metal multiple bonding.
Electron-rich metal–metal units are of general interest because of their unique elec-
tronic and optical properties.511 Several new examples of metal–metal multiply bonded
compounds incorporating the Group 6 metals have recently been of interest. For ex-
ample, various groups have shown interest in oligothiophene compounds incorporating
metal–metal multiple bonds because of their potential applications in optoelectronic
and magnetic devices. Burdzinski et al.512 recently prepared oligomers of empiri-
cal formula [Mo2(TiPB)2(O2C(Th)-C4(n-hexyl)2S-(Th)CO2)] (TiPB=2,4,6-triisopropyl
benzoate; Th=thiophene) and compounds of formulae trans-[Mo2(TiPB)2L2] in which
L=Th, BTh (Bth=2,2’-bithiophene-5-carboxylate) and TTh (the corresponding thienyl-
carboxylate), which are considered as models for the oligomers. The X-ray analysis of
trans-[Mo2(TiPB)2BTh2] (1; Figure 5.7) revealed the presence of Lpi∗–M2δ–Lpi∗ con-
jugation, and density functional theory (DFT) calculations indicated that the HOMO
is mainly a M2 δ orbital and the LUMO is mainly based on the thienylcarboxylate pi∗
orbitals.
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Figure 5.7: Experimentally determined structure of compound 1. Color code: C=gray-capped
stick, H=white-capped stick, S=black-capped stick, Mo=black ball, O=gray ball.
Burdzinski et al.512 studied also the photophysical properties of these oligomers,
which showed relatively slow metal-to-ligand charge-transfer (MLCT) triplet intersys-
tem crossing compared to the majority of second- and third-row transition metal com-
plexes. They noticed that the 1MLCT–3MLCT gap is relatively small in the Mo com-
plexes, suggesting a large mixing of the metal δ and organic pi systems. These Mo2-based
oligothiophenes have thus a unique metal-based triplet emission.
Alberding et al.511 prepared the [MM’(TiPB)4] compounds, in which M=Mo or
W and M’=W and characterized them with various techniques. Electronic absorp-
tion, steady-state emission and transient absorption spectroscopy indicate that these
compounds have strong absorptions in the visible region that are assigned to MM’ δ
to arylcarboxylate pi∗ transitions, 1MLCT. Luminescence from two excited states also
occurs, which are assigned as the 1MLCT and 3MM’ δ–δ∗ states.
Nippe et al.513 reported the synthesis of [W2(dpa)4] (dpa=2,2’-dipyridylamide) (2c)
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(Figure 5.8) and its characterization by X-ray crystallography and cyclic-voltammetry.
They compared it with its earlier reported molybdenum analogue, [Mo2(dpa)4] (2b).514
They also synthesized one-electron oxidation products of [W2(dpa)4] and [Mo2(dpa)4],
namely [W2(dpa)4][BPh4] and [Mo2(dpa)4][BPh4] (BPh4=tetraphenylborate). The crys-
tallographically determined metal–metal distances of 2.23 and 2.14 A˚ in [W2(dpa)4][BPh4]
and [Mo2(dpa)4][BPh4], respectively, are in agreement with metal–metal bond orders
of 3.5. The molecules [W2(dpa)4] and [Mo2(dpa)4] have been utilized along with the
[Cr2(dpa)4] analogue (2a) to prepare linear, trinuclear heterometallic molecules with
an M–M· · ·M’ chain, with M=Cr, Mo, or W, and M’=Cr, Mn, Fe, Co, Ni, and
Zn.515,516,517,518,519 The heterometallic molecules show rich optical and redox prop-
erties, and a better understanding of these properties can be greatly facilitated by a
quantum chemical analysis of the Cr2, Mo2, and W2 precursor molecules.
Figure 5.8: The experimental structure of compound 2c. Color code: C=gray-capped stick,
H=white-capped stick, W=black ball, N=gray ball.
We have studied metal–metal multiple bonds in the Cr2, Mo2, and W2 dimers by
making use of the concept of effective bond order (EBO)520,521,522,523 that arises from a
multiconfigurational complete active space-SCF (CASSCF) wavefunction.524 We have
demonstrated that a sextuple bond exists in Mo2 and W2, but hardly in Cr2.520,521,525
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The weakness of the Cr–Cr bond is related to the difference in size between the 3d
and 4s orbitals. The 4s–4s interaction occurs at a considerably longer distance than
the 3d–3d interaction. This unbalance weakens the 3d bonds and makes the 4s–4s in-
teraction repulsive at equilibrium geometry. Another important factor is the repulsive
interaction between the closed 3p shells, which have about the same radial extension as
the 3d orbitals. The unbalance between the s and d orbitals decreases for second-row
transition metals and even more for the third row. Moreover, relativistic effects play an
important role in making the two sets of orbitals more equal in size, which overall en-
hance the bond strength of the diatomics. Various low-valent Cr–Cr complexes recently
synthesized present a multiple bond that, despite changes in the nature of the ligand
or with the oxidation state of the Cr atom, yield EBO values in the relatively narrow
range between 3.4 and 3.9 that correlate roughly with the Cr–Cr bond length.526 In or-
der to protect the dimetallic unit from possible oxidation or oligomerization, terphenyl
ligands, the skeleton structure of which is 2,6-(C6H5)2-C6H3 (Ar), have been employed
to embed the metal dimer. Experimental and theoretical works have also shown that
[Ar’-CrCr-Ar’] (3a, Figure 5.9) (Ar’=2,6-(2,6-iPr2-C6H3)2-C6H3) features a trans-bent
geometry.522,523,527,528,529 Since the Ar ligand successfully stabilizes dimers of main
group elements and the Cr dimer, its capabilities in protecting dimers of Fe and Co
were also investigated.530,531,532 The flanking aryl/metal η6 interaction makes the Fe–
Fe and Co–Co bonds longer than in other compounds. In order to quantify the influence
of the flanking aryl ring on the M–M bond, several simplified model systems containing
a Co–Co and Fe–Fe core unit, but without ligands capable of giving η6 interactions,
were studied by DFT and CASSCF followed by perturbation theory to second order
(CASPT2) and compared to the complexes featuring the η6 interaction computed at
the same level of theory.529
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Figure 5.9: Compounds studied in this work.
In this paper we report the results of the study of several compounds containing Cr–
Cr, Mo–Mo and W–W multiple bonds to reveal and interpret any generalized trends
that may be present. First we will describe the trans-bent molecules [Ar-MM-Ar] (3a,
M=Cr; 3b, M=Mo; 3c, M=W), for which the Mo and W analogs have not yet been
synthesized up to date and have, to our knowledge, never been the subject of computa-
tional investigation. The effect of the Ar ligand on the different bimetallic units will be
discussed and compared with the effect of phenyl (Ph) in the analogous [Ph-MM-Ph]
compounds.
In the second part of the paper we will focus on the compounds synthesized by
Burdzinski et al.512 and Nippe et al.,513 compounds 1 and 2, respectively. We will
report the results of our theoretical calculations on the Mo–Mo type 1 compound.
For compounds 2 we will discuss the Cr–Cr, Mo–Mo and W–W species, 2a, 2b, and
2c, respectively. In all cases our results will be compared with experimental data.
Finally, we will discuss the hypothetical U–U equivalent of 2, which, if synthesized,
would represent a breakthrough in diuranium chemistry.533,534,535 The aim of this
study is to understand the nature of the metal–metal bonds in these compounds by
a multiconfigurational quantum chemical characterization, inspect the most significant
spectroscopic transitions and predict whether compound of type 2 containing a U–U
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unit could also exist. Where possible, we include results from DFT calculations in
addition to the CASPT2 results, so that comparisons between the two methods may
be made. We also include a discussion of calculated metal–metal bond orders, which
are particularly problematic since computations typically yield non-integer bond orders
that differ significantly from what one expects from simple molecular orbital theory.
5.2.2 Computational Methods
The [Ph-MM-Ph] and [Ar-MM-Ar] species (M=Cr, Mo, W)
Initial geometry optimizations were performed at the DFT level of theory using the
TURBOMOLE quantum chemistry software.536 The PBE functional537 was employed
along with the triple-zeta valence plus polarization (def-TZVP) basis set on all the
atoms. Vibrational frequency calculations were also performed in order to verify the
nature of the stationary points. All structures reported in this study are local minima
with all real frequencies, with the exception of the Ph-MM-Ph compounds, which exhibit
two imaginary frequencies. Even if the planar [Ph-MM-Ph] structures are not local
minima, we decided to characterize their electronic structure in order to compare them
with the [Ar-MM-Ar] analogues. The DFT-optimized coordinates are reported in the
Supporting Information for all the systems described in this study.
The multiconfigurational complete active space-SCF method538 followed by second-
order perturbation theory (CASSCF/CASPT2)539 was employed to re-optimize selected
bond lengths, namely the M–M (M=Cr, Mo and W) and M–C bonds. A numerical
optimization procedure was employed, which consisted of varying the M–M and M–C
distances, optimizing the structures at the DFT level while keeping the M–M and M–C
distances fixed, and performing CASPT2 calculations at these geometries. Numerical
gradients and hessians on the CASPT2 potential-energy surfaces were then computed
to check the nature of the stationary points.
The CASSCF/CASPT2 calculations were performed using the MOLCAS-7.3 pack-
age.540 Basis sets of the atomic natural orbital type541,542 with triple-zeta plus polar-
ization quality (ANO-RCC-VTZP) were used for the transition metal atoms, whereas
basis sets of double-zeta basis set quality (ANO-RCC-VDZP) were used for the other
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atoms. Scalar relativistic effects were included using the Douglas-Kroll-Hess Hamilto-
nian.543 The two-electron integral evaluation was simplified by employing the Cholesky
decomposition technique.544,545,546 The decomposition threshold was chosen to be 10−4,
as this should correspond to an accuracy in total energies of the order of mHartree or
higher. At the CASPT2 level of theory the frozen natural orbital approach with 70 %
of the virtual orbitals taken into account was applied (FNO-CASPT2) to reduce the
computational costs.547 In order to prevent weak intruder states an imaginary shift of
0.2 units was added to the external part of the zero-order Hamiltonian. For all the
investigated species, at the CASPT2 level, the 1s orbitals for all C atoms were kept
frozen; moreover, for the [Ph-MoMo-Ph] compound orbitals up to and including the
3d for Mo atoms were kept frozen; for [Ph-WW-Ph] compound orbitals up to and in-
cluding 4d for W atoms were kept frozen; for the [Ar-CrCr-Ar] only orbitals up to 2p
for Cr were kept frozen, whereas for [Ar-MoMo-Ar] and [Ar-WW-Ar] orbitals up to 3d
and 4d, respectively, were kept frozen. At the CASSCF level, for all the species the
active space contains 14 electrons distributed in 14 orbitals, CAS(14,14). This active
space comprises all the nd (n=3, 4, or 5) orbitals forming the M–M multiple bond as
well as two bonding and two antibonding orbitals describing the M–C interaction. Six
active electrons come from each M atom, corresponding to the valence configuration
nd5 (n+1)s1 (n=3, 4, and 5), and one electron comes from each C atom bonded to the
transition metal, adding up to 14 electrons in total.
Calculations were performed on the 1Ag ground state. In the [Ph-MM-Ph] calcu-
lations the geometries of the systems were constrained to C2h symmetry, while in the
[Ar-MM-Ar] calculations they were constrained to C2 symmetry. For all species under
investigation we have computed the effective bond order (EBO)520,521,548 which quan-
tifies the formation of a chemical bond from CASSCF wavefunctions. For a single bond
the EBO is given by Equation 5.2, in which ηb and ηab are the sums of the occupa-
tion numbers of the bonding and anti-bonding molecular orbital pair derived from the
CASSCF wavefunction.
EBO = (ηb − ηab) /2 (5.2)
In multiply bonded systems one has to add up the individual values generated from
the various pairs of bonding and antibonding orbitals (e.g., σ, pi, and δ) to obtain the
total EBO. Note that ηb and ηab can assume any value between zero and two and are
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not necessarily integer numbers. Equation 5.2 thus implies that the EBO value will
always be lower or at most equal to the bond order that one obtains from conventional
molecular orbital theory, for which the orbitals have an occupation number always equal
to either 2, 1, or 0.
There are various ways of quantifying bond orders.549,550,551 The EBO concept relies
on a multiconfigurational wavefunction and takes into account the effect of electron
correlation involving the antibonding orbitals. Moreover, if used in combination with
ANO basis sets optimized for multiconfigurational calculations (as done in this study),
it provides stable values.
We have previously employed the CASSCF/CASPT2 approach to study several
metal–metal multiply bonded species like the [Re2Cl8]2− system,552 the octamethyldimet-
alate compounds of CrII, MoII, WII, and ReIII,553 the octabromoditechnetate(III) com-
pound554 and the triply bonded [Tc2X4(PMe3)4] (X=Cl, Br) complexes.555 In all cases
the approach has proven to be successful in describing the electronic structure of such
compounds and the metal–metal multiple bond, because of its ability to describe the
electronic structure of multiconfigurational species.
The Burdzinski Mo–Mo species
The original coordinates of 1 were obtained from the X-ray data.512 In our calculations,
the TiPB ligands were replaced with formate groups and the BTh groups with the sim-
pler Th ones; this approximation was found to be adequate, because the external groups
play mainly a steric role. As already discussed in Burdzinski et al.512 the extension of
the length of the thienyl groups may, on the other hand, affect the electronic struc-
ture of the Mo–Mo unit. In this context, however, we decided to focus on the simplest
case. The reduced structure (Figure 5.10) was used for all subsequent calculations. The
molecule has C2h symmetry, which was maintained throughout all calculations.
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Figure 5.10: Simplified structure of 1 used for all calculations. Color code: C=gray capped
stick, H=white capped stick, S=black capped stick, Mo=black ball, O=gray ball.
A DFT geometry optimization was performed for the singlet ground state using the
PBE functional and the Stuttgart RSC 1997 ECP basis set, within Gaussian 09.556 Sub-
sequent CASSCF/CASPT2 single-point calculations (with ANO-RCC-VTZP type basis
sets) were performed at the PBE-optimized geometry. The Mo–Mo bond was succes-
sively re-optimized at the CASPT2 level by using a numerical optimization procedure,
analogous to the one described in the previous section. Several CASSCF calculations
were initially performed in order to select the appropriate active space for this system
and it was found that a reasonable active space for the ground state consists of eight
active electrons in eight active orbitals. These orbitals are bonding and antibonding
linear combinations of Mo 4d orbitals with σ, pi and δ symmetry (the Results section
for a detailed description) and they are localized on the Mo2 unit. The two remaining
MOs arising from the linear combination of the fifth 4d orbital on each Mo atom were
not included in the active space because they are not in the HOMO-LUMO region and
they are mainly metal-ligand orbitals. No metal-ligand (M-L) orbitals were included
in the active space. In the [Ar-MM-Ar] case, it was not an issue of computational
cost to include the M-L bonding and antibonding orbitals. In this case, on the other
hand, including the M-L bonding and antibonding orbitals would add at least 16 or-
bitals to the active space, which would not be computationally tractable. The smaller
active space of eight in eight is still satisfactory, as the multiconfigurational character
is mainly localized in the Mo2 unit and the ML interaction can be adequately treated
177
at the subsequent PT2 level. The lowest excited singlet and triplet states were also
computed.
[M2(dpa)4] (M=Cr, Mo, W) species
Initial coordinates for the geometry optimization of [Cr2(dpa)4] (2a) were obtained
from the crystallographic data for the compound in its crystal form that contains no
solvent molecules.550 Initial coordinates of [Mo2(dpa)4] (2b) were obtained from Suen
et al.514 and initial coordinates for [W2(dpa)4] (2c) were obtained from the Supporting
Information of Nippe et al.513 Geometry optimization and frequency calculations for 2a-
c were performed using the TURBOMOLE software package and the PBE functional.
The def2-TZVP basis set was employed for N, Cr, Mo, and W atoms and the SV(P) basis
set was used for all other atoms. In the CASSCF/CASPT2 calculations an ANO-RCC-
TZVP basis set was used for N, Cr, Mo, and W, and the ANO-RCC-DZVP basis set
was used for all other atoms. The molecules have C2 symmetry, which was maintained
throughout all calculations, except the [Cr2(dpa)4] geometry optimization, for which D2
symmetry was imposed. Molecular orbitals included in the active space are reported
in the Supporting Information. TD-DFT calculations were performed using Gaussian
09, Revision B.0147 using the PBE functional. The StuttgartDresden electron core
potential (SDD) was used for Cr, Mo, and W atoms. The TZVP basis set was employed
for C and N atoms, and the SVP basis set for H atoms. Compositions of molecular
orbitals and Mayer bond orders were calculated using the AOmix program.557,558
In the CASSCF calculations an active space of eight electrons in eight orbitals was
chosen in analogy with the Burdzinski Mo–Mo calculation. These orbitals are linear
combinations of 3d, 4d, and 5d orbitals with σ, pi and δ symmetry for [Cr2(dpa)4],
[Mo2(dpa)4] and [W2(dpa)4], respectively (see the Results section for a detailed descrip-
tion). Also in this case two MOs arising from the 4d orbitals were not included in the
active space, because they are not in the HOMO-LUMO region and they are delocal-
ized between the metal and the ligand. Due to the larger than normal discrepancy of
the DFT bond length with experiment, we optimized the W–W bond length at the
CASPT2 level by following the same numerical procedure as for the other compounds.
We computed several singlet and triplet excitations and their intensity, including spin-
orbit coupling among the various states. The intensities and spin-orbit coupling were
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determined by employing the complete active space state interaction method, CASSI559
which employs an effective one-electron spin-orbit (SO) Hamiltonian, based on the mean
field approximation of the two electronic parts.560
5.2.3 Results
[Ph-MM-Ph] (M=Cr, Mo, W)
The most relevant structural parameters of the DFT- and CASPT2-optimized [Ph-MM-
Ph] systems in their 1Ag ground state are reported in Table 5.7. Figure 5.11 depicts the
DFT-optimized structure of [Ph-MoMo-Ph], the CrCr and WW analogues look similar.
DFT predicts the Mo–Mo and W–W bond lengths to be 0.05 and 0.07 A˚, respectively,
longer compared to the corresponding CASPT2 values. The DFT and CASPT2 M–C
predicted bond lengths differ by at most 0.01 A˚.
Figure 5.11: DFT structure of [Ph-MoMo-Ph]; Color code: C=gray capped stick, H=white
capped stick, Mo=black ball.
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Table 5.7: Most Significant Structural Parameters and Bond Order for the [Ph-MM-Ph] Sys-
tems
system/ M–M M–C M-M-C BOb
theory (A˚) (A˚) (◦)
[Ph-CrCr-Ph]
DFTa 1.707 2.033 94.3
CASPT2a 1.752 2.018 88.4 3.52
[Ph-MoMo-Ph]
DFT 2.059 2.098 97.9 4.55
CASPT2 2.010 2.107 97.3 4.26
[Ph-WW-Ph]
DFT 2.154 2.087 100.4 4.57
CASPT2 2.080 2.097 99.4 4.32
aFrom Brynda et al.522,523 and La Macchia et al.529
bMayer bond order from DFT and EBO from CASPT2
For [Ph-MoMo-Ph] the CASSCF calculation predicted natural orbital occupation
numbers reported in the Supporting Information, which provide an EBO of 4.26. In-
spection of the multideterminantal CASSCF wavefunction shows that the closed shell
configuration, σ2gpi
4
uδ
4
g , dominates with a weight of 68 %, which corresponds to a formal
quintuple bond. A few other configurations contribute with weights lower than 5 %;
which correspond to double excitations from the bonding orbitals to their antibonding
counterparts. For [Ph-WW-Ph], natural orbitals are reported in the Supporting Infor-
mation with an EBO equal to 4.32. The closed shell σ2gpi
4
uδ
4
g configuration, corresponding
to a formal quintuple bond, is also dominant in this case with a weight of about 70 %.
The EBO for [Ph-CrCr-Ph] reported in our prior studies522,523,529 is equal to 3.52 and
in this case the closed shell configuration has a weight of only 45 %. In the Mo–Mo
and W–W compounds the calculated metal–metal bond order is about one unit larger
than in the corresponding Cr–Cr compound. The same trend occurs in the diatomic
molecules.520,521
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[Ar-MM-Ar] (M=Cr, Mo, W) systems
While [Ar’-CrCr-Ar’] (3a) (Ar’=2,6-(2,6-iPr2-C6H3)2-C6H3) has been synthesized,527
the MoMo and WW analogues, 3b and 3c, have not been synthesized to date. In our
study we employed Ar (2,6-(C6H5)2-C6H3) as a simplified model for Ar’. Vibrational
frequency analysis indicates that all three [Ar-MM-Ar] compounds are local minima on
their potential-energy surface.
The most relevant structural parameters of the DFT- and CASPT2-optimized [Ar-
MM-Ar] compounds in their 1Ag ground state are reported in Table 5.8. Figure 5.12
depicts the DFT-optimized structure of 3a; 3b and 3c analogues look similar.
Table 5.8: Most Significant Structural Parameters and Bond Order for the [Ar-MM-Ar] Sys-
tems
system/ M–M M–C M–Caryl M-M-C C-M-M-C BO
b
theory (A˚) (A˚) (A˚) (◦) (◦)
[Ar-CrCr-Ar]
DFT 1.729 2.086 2.260 101.6 164.9 3.82
CASPT2 1.836 2.132 2.258 99.2 180.0 3.07
expa 1.8351(4) 2.131(1) 2.294(1) 102.78(1) 180c
[Ar-MoMo-Ar]
DFT 2.464 2.142 2.304 112.9 124.0 3.85
CASPT2 1.980 2.217 2.409 96.2 162.2 4.30
[Ar-WW-Ar]
DFT 2.419 2.160 2.374 104.6 134.9 3.25
CASPT2 2.250 2.161 2.376 96.6 176.4 4.33
aFrom Nguyen et al.527
bMayer bond order from DFT and EBO from CASPT2
cThis angle is required to be 180◦ due to crystallographic symmetry
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Figure 5.12: DFT structure of [Ar-CrCr-Ar]; Color code: C=gray capped stick, H=white
capped stick, Cr=black ball.
The DFT value for the Cr–Cr distance in 3a is about 0.1 A˚ shorter than the experi-
mental value, while the CASPT2 Cr–Cr distance is in better agreement with experiment.
The structure of 3a was fully optimized at the DFT level by imposing only the con-
straints of C2 symmetry instead of C2h, and this is the reason why the DFT-optimized
structure has a nonplanar C-Cr-Cr-C dihedral angle. On the other hand, CASPT2 pre-
dicts the structure with the planar C-Cr-Cr-C dihedral angle to lie 11.5 kJ mol−1 lower
in energy than the structure with the dihedral angle of 166.7 (the DFT-relaxed structure
with the M–M and M–C fixed). Overall the potential-energy surface for [Ar-CrCr-Ar]
is quite flat both along the Cr–Cr coordinate and also the Cr C coordinate.
The occupation numbers for the natural orbitals (reported in Supporting Informa-
tion) that make up the Cr–Cr bond provide an EBO of 3.07, similar to what is found
for [Ph-CrCr-Ph]. The closed shell configuration, σ2gpi
4
uδ
4
g , corresponding to a formal
quintuple bond, appears in the multiconfigurational wavefunction with a weight of only
33 %. The second most important configuration, σ2gpi
4
uδ
2
gδ
2
u, has a weight of 8 %.
For 3b, DFT predicts a Mo–Mo bond length almost 0.5 A˚ longer than CASPT2. This
difference is mostly due to the fact that DFT predicts a strong Moaryl η6 interaction,
while CASSCF and CASPT2 predict a weaker one. The CASSCF molecular orbitals
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are not delocalized between the Mo and aryl fragments. The occupation numbers for
the natural orbitals (reported in Supporting Information) that make up the Mo–Mo
bond provide an EBO of 4.3, similar to that found for [Ph-MoMo-Ph]. The closed
shell configuration, σ2gpi
4
uδ
4
g , corresponding to a formal quintuple bond, dominates the
multiconfigurational wavefunction with a weight of 70 %. Overall the potential-energy
surface for [Ar-MoMo-Ar] is less flat both along the Mo–Mo reaction coordinate and
the Mo–C reaction coordinate than the corresponding [Ar-CrCr-Ar] potential-energy
surface.
For 3c, the DFT W–W bond length is 0.17 A˚ longer than the CASPT2 bond length.
The occupation numbers for the natural orbitals (reported in Supporting Information)
that make up the W–W bond provide an EBO of 4.3. Analogously to the prior cases,
the closed shell configuration, σ2gpiu4δg4, which corresponds to a formal quintuple bond,
dominates the multideterminantal wavefunction with a weight of 69 %.
A closer inspection of EBO values and weights of the dominating electronic config-
urations indicates that the magnitude of the M–M bond order goes as: Cr<Mo≈W,
in agreement with the trend found for the simpler [Ph-MM-Ph] models and for the di-
atomic molecules.520,521,548 The relative bond order is maintained along the series as
Ph is replaced by Ar: the Mo–Mo and W–W bond orders are about one unit larger than
the Cr–Cr bond order.
At the CASPT2 level the Cr–Cr bond is 0.08 A˚ longer in 3a than in [Ph-CrCr-Ph],
while the EBO remains the same. Steric encumbrance might be the reason for this bond
lengthening. DFT predicts a larger effect on the Mo–Mo and W–W bonds due to the
flanking aryl groups than does CASPT2.
The Burdzinski Mo–Mo system
The most significant structural parameters of our theoretical study on compound 1
(Figure 5.10), experimentally synthesized by Burdzinski et al.,512 are reported in Table
5.9.
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Table 5.9: Structural Parameters and Bond Order for Compound 1
theory Mo–Mo M–Obform M–OS-side M–Onon-S-side Mo-Mo-O BO
c
(A˚) (A˚) (A˚) (A˚) (◦)
DFT 2.168 2.105 2.087 2.082 91.6–91.8 3.44
CASPT2 2.068 2.107 2.089 2.084 93.0–93.2 3.40
expa 2.1032(6) 2.1093 2.1053 2.1033 90.9–92.8
aFrom Burdzinski et al.512
bOxygen atoms of the formate group
cMayer bond order from DFT and EBO from CASPT2
The DFT/PBE Mo–Mo distance is on the larger side of the experimental value,
while the CASPT2 value is slightly smaller. The ground state is a singlet 1Ag state.
The wavefunction is dominated, about 75 %, by the Hartree–Fock σ2gpi
4
uδ
4
g configuration;
the second most important configuration, about 7 %, corresponds to a double excitation.
natural orbitals and their occupation number are reported in Figure 5.13.
Figure 5.13: Natural orbitals for the 1Ag ground state of compound 1.
The EBO at the equilibrium bond length is equal to 3.4, which is very similar to the
Mayer BO (3.44) calculated from DFT. In previous DFT calculations on this system,512
the HOMO was found to be primarily of Mo2 δ character, and the LUMO of Mo2 δ∗
character. This description is supported by inspection of the natural orbital occupation
numbers for the ground state.
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The excitation energies for the lowest singlet and triplet states and their elec-
tronic configurations are reported in Table 5.10. Burdzinski et al.512 performed time-
dependent DFT calculations which predicted the lowest-energy electronic transitions of
high intensity to correspond to Mo2 δ→ligand pi∗ and to move to lower energy with
increasing number of rings. In the present study we determined only metal-based ex-
citations because the orbitals included in the active space are exclusively metal based.
The lowest Mo2 δ→Mo2 δ∗ singletsinglet excitation is predicted to occur at 3.08 eV.
The lowest singlet-triplet Mo2 δ→Mo2 δ∗ excitation occurs at 1.61 eV. These values are
consistent with experimental data for Mo2 carboxylates, which show δ–δ∗ transitions at
about 2.85 eV.52
Table 5.10: Excitation Energies for the Lowest Singlet and Triplet States of Compound 1 and
Their Electronic Configurations
state E(eV ) configuration
S1 1Ag 0.00 75% σ2pi4δ2
T1 3Bu 1.61 83% σ2pi4δ1δ∗1
S2 1Bu 3.08 74% σ2pi4δ1δ∗1
T2 3Ag 3.17 79% σ2pi4δ1pi∗1
T3 3Bg 3.18 78% σ2pi4δ1σ∗1
S4 1Bg 3.62 83% σ2pi4δ1σ∗1
S3 1Ag 3.65 81% σ2pi4δ1pi∗1
T4 3Au 3.78 82% σ1pi4δ2δ∗1
S5 1Au 4.17 83% σ1pi4δ2δ∗1
[M2(dpa)4] (M=Cr, Mo, W) species
Initially, a DFT geometry optimization of [Cr2(dpa)4] (2a) was performed starting from
the experimental geometry. The calculated geometric parameters are shown in Table
5.11, where they are compared to experimental values. The optimized Cr–Cr distance,
1.91 A˚ is very close to the experimental value of 1.94 A˚ and the calculated Mayer
bond order is 3.26. The DFT geometry optimization reproduces well the Cr–Na (2.05
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A˚), Cr–Npy (2.07 A˚), and the nonbonding Cr· · ·N distances to the dangling pyridine
groups (2.96 A˚ vs. experimental distances of 2.92 A˚). Cotton and co-workers have
defined a direction angle (ξ) as the angle between the pyridine plane and the Cr–Na
bond vector, as a means of evaluating the degree of electron donation from the dangling
pyridine lone pair into the Cr2 pi∗ orbital.561 As ξ deviates from 0◦, lone-pair/pi∗ overlap
diminishes due to misdirection of the pyridine group. The sum of the direction angles,
Σ ξ, for 2a is experimentally found in the range of about 100-120◦, signifying little
N lone-pair overlap with the Cr2 pi∗ orbitals.562 The geometry optimization slightly
underestimates the observed Σ ξ values at 81.2◦. It is possible therefore that DFT may
slightly overestimate electron delocalization between the free pyridine lone pairs and
the Cr2 unit. The long Cr Npy distance of 2.96 A˚ suggests, however, that such electron
delocalization will be minimal. CASPT2 single-point calculations were performed at the
DFT-optimized geometry. The ground-state wavefunction is highly multiconfigurational
leading to an EBO of 3.25. The σ2pi4δ2 configuration is found to account for 36 % of
the ground state wavefunction. The second major contributing configuration pi4δ2δ∗2
has a weight of 17 %.
Table 5.11: Calculated and Experimental Structural Data for [Cr2(dpa)4],561 [Mo2(dpa)4],514
and [W2(dpa)4].513 Average Values are Reported for All Structural Data Except for the M–M
Distance for Which There is a Unique Value. Bond Lengths in (A˚), Dihedral Angles in (◦)
M–M M–Na M–Npy M· · ·Npy Na-M- M-Na- Σξ Mayer EBO
-M-Npy -C-Npy BO
2a
DFT 1.914 2.052 2.069 2.96 18.8 20.3 81.2 3.26 3.25
exp 1.943(2) 2.054(5) 2.068(5) 2.92(6) 5.1(2) 25.9(6) 104(3)
2CH2Cl2 1.940(1) 2.045(3) 2.074(3) 2.92(3) 7.4 30.9 124(2)
2b
DFT 2.109 2.163 2.174 2.96 1.9 25.5 101.8 3.00 3.4
exp 2.097(1) 2.166(3) 2.178(3) 2.97 3.4 26.05 104
2c
DFT 2.241 2.173 2.175 2.92 1.0 24.7 98.8 2.98
CASPT2 2.251 2.159 3.52
exp 2.1934(4) 2.132(5) 2.132(5) 2.932(5) 3.6(2) 26.7(5) 106.8
186
The electronic absorption spectrum of 2a (Figure 5.14) is characterized by a single
peak at 522 nm. TD-DFT calculations were performed at the optimized geometry
predicting a singlet δ–δ∗ transition at 692 nm and two degenerate ligand-to-metal charge-
transfer transitions at 554 nm (Figure 5.15). CASPT2 vertical excitation energies for
the lowest singlet and triplet excited states with their intensities are reported in Table
5.12. In accordance with the multireference nature of 2a, the lowest energy excitation to
the triplet δ–δ∗ state is calculated to be only 0.61 eV (ca. 4900 cm−1; 2000 nm) above
the ground-state energy level. This transition is forbidden and has zero calculated
intensity. The singlet σ2–δ∗2 state (S2) at 348 nm is also calculated to have essentially
zero intensity, since it is essentially a two-electron excitation. The higher energy excited
states involve promotion of one of the σ electrons, though these bands are predicted in
the UV and would not be observable due to concealment by charge transfer bands.
Figure 5.14: Electronic absorption spectrum of [Cr2(dpa)4] (2a)
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Figure 5.15: (a) Ligand-to-metal charge-transfer orbitals for [Cr2(dpa)4] (b) Metal-to-
ligand charge-transfer orbitals for [Mo2(dpa)4] (c) Metal-to-ligand charge-transfer orbitals for
[W2(dpa)4]. Black represents donating orbitals. Gray represents accepting orbitals.
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Table 5.12: Excitation Energies from S1 in eV and nm for the Lowest Singlet and Triplet
States (in D2 Point Group), Intensities, and Their Electronic Configurations for [Cr2(dpa)4]
(2a)
state E (eV) intensity E (nm) configuration
S1 1A 0.00 0 36% σ2pi4δ2
17% pi4δ2δ∗2
T1 3B3 0.61 0.0 2000 90% σ2pi4δ1δ∗1
S2 1A 3.56 0.2×106 348 28% pi4δ2δ∗2
13% σ2pi4δ2
12% σ1pi4δ2δ∗1
T2 3A 3.69 0.7×105 336 92% σ2pi4δ1δ∗1
S3 1B3 3.71 0.2×103 335 55% σ1pi4δ2pi∗1
S4 1B3 3.75 0.2×103 331 45% σ1pi4δ2δ∗1
S5 1B1 3.83 0.2×104 324 55% σ1pi4δ2δ∗1
A DFT geometry optimization was performed on [Mo2(dpa)4] 2b, starting from
the experimental geometry and then single-point energy calculations were performed at
this optimized geometry at the CASPT2 level of theory. The optimized Mo–Mo bond
length of 2.11 A˚ is in very good agreement with the experimentally determined distance
of 2.10 A˚. The calculated Mo–N bond lengths all agree with those determined crystal-
lographically to within 0.01 A˚. The calculated sum of the direction angles Σ ξ=101.8◦
also agrees very well with the experimental value of 104◦. CASPT2 calculations reveal
the ground-state wavefunction to be dominated by the closed-shell σ2pi4δ2 electronic
configuration, about 75 %, leading to an EBO equal to 3.4. DFT predicts a slightly
lower Mayer bond order of 3.0.
The electronic absorption spectrum of 2b (see Supporting Information) is character-
ized by intense transitions at 585 and 500 nm, and higher energy, <400 nm, absorptions.
TD-DFT calculations predict the singlet δ–δ∗ transition to be at 710 nm, which is un-
reasonably low in energy, and a doubly degenerate metal-to-ligand charge-transfer tran-
sition is predicted at 622 and 623 nm (Figure 8). The CASPT2 calculated absorption
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energies, with their intensities are reported in Table 5.13. The singlet δ–δ∗ transition is
predicted to be at 431 nm.
Table 5.13: Excitation Energies from S1 in eV and nm for the Lowest Singlet and Triplet
States, Intensities, and Their Electronic Configurations for [Cr2(dpa)4] (2b)
state E (eV) intensity E (nm) configuration
S1 1A 0.00 0 75% σ2pi4δ2
T1 3A 1.30 0.0 955 80% σ2pi4δ1δ∗1
S2 1A 2.88 0.7×102 431 73% σ2pi4δ1δ∗1
T2 3A 3.23 0.0 384 82% σ2pi4δ1δ∗1
S3 1A 3.45 0.0 360 82% σ2pi4δ1δ∗1
The electronic structure of [W2(dpa)4] (2c) was investigated in a similar fashion.
A DFT geometry optimization of 2c was performed followed by a re-optimization of
the W–W distance at the CASPT2 level of theory. The most significant structural
parameters are reported in Table 5.11, where they are compared to experimental results.
CASPT2 calculations reveal that the ground-state wavefunction is dominated by the
σ2pi4δ2 electronic configuration, about 76 %, resulting in a EBO equal to 3.52. The
Mayer BO calculated by DFT is lower at 2.98.
The vertical excitation energies for the lowest singlet and triplet excited states, with
their intensities are reported in Table 5.14. Compound 2c is characterized as having
one broad absorption in the visible region at 610 nm and higher energy features, <400
nm (see Supporting Information for the spectrum). CASPT2 predicts the lowest δ–
δ∗ transition, a singlet to triplet excitation, at 615 nm to be weakly intense due to
spin-orbit coupling. The lowest singlet δ–δ∗ transition is predicted to be at 467 nm.
Time-dependent DFT calculations performed on 2c predict a singlet δ–δ∗ transition
at 804 nm, and two degenerate metal to ligand charge transfer transitions at 726 nm
(Figure 5.15).
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Table 5.14: Excitation Energies from S1 in eV and nm for the Lowest Singlet and Triplet
States, Intensities, and Their Electronic Configurations for [W2(dpa)4] (2c)
state E (eV) intensity E (nm) configuration
S1 1A 0.00 0 76% σ2pi4δ2
T1 3A 2.02 0.1×106 615 81% σ2pi4δ1δ∗1
S2 1A 2.66 0.1×101 467 74% σ2pi4δ1δ∗1
S3 1A 3.63 0.7×105 342 59% σ2pi4δ∗2
S4 1B 3.65 0.5×105 340 46% σ2pi4δ1pi∗1
34% σ2pi4δ1pi∗1
S5 1B 3.67 0.4×105 338 39% σ2pi4δ1pi∗1
47% σ2pi4δ1pi∗1
The U–U hypothetical compound
The [Cr2(dpa)4], [Mo2(dpa)4], and [W2(dpa)4] compounds (2a-c) were each made ex-
perimentally. We consider now, however, the U–U compound 2d analogous to 2a-c,
which has not been synthesized. If good computational results on this hypothetical
U2 molecule can be obtained, then it may be reasonable to suggest this molecule as
an interesting new target for synthetic chemists. Thus, we decided to perform a full
electronic characterization of this species in order to see how different this species is
from the analogous Cr–Cr, Mo–Mo, and W–W compounds and what are the chances
that it may exist from an electronic structure point of view. We started from the X-ray
coordinates of 2c and replaced the two W atoms with two U atoms. Initially, DFT
single-point energy calculations were performed for singlet, triplet, and quintet spin
states to establish the nature of the ground state. The triplet was found to be the low-
est energy spin state, with the quintet lying 0.2 eV higher and the singlet 0.6 eV higher
in energy. A full geometry optimization of the triplet electronic state was performed at
the DFT/PBE/SDD level of theory. At the triplet-optimized geometry single-point en-
ergy calculations for various spin states were performed at the CASSCF/CASPT2 level
of theory using an active space of twelve electrons in twelve orbitals. These orbitals are
linear combinations of U 6d and 5f orbitals and ligand-based orbitals of the appropriate
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symmetry to bind with these U orbitals. The 3A state is the ground state as determined
by DFT and also at the CASPT2 level of theory. Calculations with 14 electrons in 14
active space orbitals confirmed these results. We then optimized the U–U distance at
the CASPT2 level of theory for both the singlet and triplet state. The general features
of the DFT- and CASPT2-optimized structures of 2d are similar to each other, and
differ slightly from those of 2a-c. Whereas the Cr2, Mo2, and W2 compounds each
contain a dangling pyridine ring from each dpa ligand that does not coordinate to the
metal centers, all of the dpa N atoms bind to one U atom or the other in 2d. Thus, the
dpa ligand assumes an unusual bridging/chelating coordinate mode in 2d (Figure 5.16).
Other reported examples of this coordination mode are found in the [W2(dpa)3X2]+,513
[W2(dpa)4]2+,563 and the Ru2564 and V2565 analogues of these compounds. Some of the
bond lengths in 2d vary as a function of the spin state (Table 5.15). The U–Na bond
and U–Npy bond to the non-chelating pyridine moiety are, however, almost invariant at
about 2.40 and 2.52 A˚, respectively. The two U atoms are clearly close enough to each
other in this molecule to be considered bonded to one another. In the triplet ground
state, an U–U distance of 2.38 A˚ is calculated, which increases to 2.44 A˚ in the singlet
state. In the triplet state, the U–N distance to the chelating pyridine ligands is 2.58
A˚, indicating a significant interaction. In support of this conclusion, the sum of the
direction angles, Σ ξ, of 66.8◦ is far smaller than in 2a-c. This U–N bond becomes even
shorter in the singlet state, in which it is found to be 2.48 A˚, which is approximately 0.05
A˚ shorter than the U–N bond to the bridging pyridyl moiety. There is a concomitant
decrease in Σ ξ to 30◦ in the singlet state.
Figure 5.16: Compound 2d.
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Table 5.15: Calculated structural data for [U2(dpa)4] (2d). Average values are reported for
all structural data except for the U–U distance for which there is a unique value. Bond lengths
in (A˚), dihedral angles in (◦)
U–U U–Na U–Npy U· · ·Npy Na-U-U-Npy ξ Σξ
triplet, DFT 2.38 2.42 2.52 2.58 5.4 16.7 66.8
singlet, DFT 2.44 2.40 2.53 2.48 16.2 7.4 29.6
Unlike 3a-c, which feature M4+2 units having a formal quadruple bond between the
metal atoms, the electronic structure of the U2 compound is different in that there are
only six U2-based electrons. This situation indicates that this compound contains a
UIII–UIII dimer and therefore that two electrons are added to the ligand orbitals for-
mally reducing the two dpa− ligands to radical dianions. From a chemical viewpoint,
this electron disposition is sensible, as U2+ would be expected to be highly reducing
and, to our knowledge, no U2+ complexes have been reported. This result suggests that
the corresponding dication [U2(dpa)4]2+ may be a more realistic synthetic target. The
EBO calculated for the singlet state of 2d is equal to 2.1 at a U–U bond length of 2.47
A˚. This value corresponds to a formal U6+2 triple bond arising from the dominating elec-
tronic configuration σ2pi4 (see Supporting Information for the details of the occupation
numbers) This result should be compared with the one for the analogous [Cr2(dpa)4],
[Mo2(dpa)4], and [W2(dpa)4] compounds. In compound 2c the W–W bond length for
the singlet ground state is equal to 2.225 A˚ and in compound 2b the Mo–Mo distance
is 2.109 A˚, corresponding to an EBO of 3.5 and 3.4, respectively. The U–U compound
has a U–U bond one unit lower than the corresponding [Mo2(dpa)4] and [W2(dpa)4]
compounds, consistent with the U6+2 oxidation state.
5.2.4 Discussion
Compounds with metal–metal multiple bonds have consistently posed a considerable
challenge to electronic structure calculations. The earliest reported methods that pro-
vided useful results utilized the SCF-Xα-SW method, though this method has been
superseded in recent years by DFT methods.510 The main failing of Hartree-Fock based
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computations on metal–metal multiply bonded compounds, especially on dichromium
compounds, is the problem of electron correlation in systems in which many orbitals
are energetically very closely spaced.566,567 To some extent, this problem is ameliorated
by DFT methods though it remains when hybrid functionals such as B3LYP or PBE0
are utilized,568,569 but another problem inherent in DFT arises. Most density function-
als within the Kohn-Sham approach have difficulties describing situations which are of
multi-reference character in wavefunction based methods. For metal–metal multiply
bonded compounds, the orbital energy separations are often small and several limiting
electron configurations may contribute to the true ground-state wavefunction that must
be described as a combination of multiple determinants.
The multireference method employed here, CASPT2, can describe, for the selected
active space of electrons and orbitals, multiconfigurational electronic states. In this
study on several different types of recently reported metal–metal multiply bonded
molecules, we have employed both DFT and CASPT2 to compare calculated geometries
and electronic excited states. Thus, it is now possible to provide a detailed assessment of
the use of DFT versus multireference methods in treating metal–metal multiply bonded
compounds. We will first discuss the computational results on molecular geometries
obtained from DFT and CASSCF/CASPT2 and different assessments of metal–metal
bond orders such as the Mayer bond order implemented in DFT and the EBO used with
multireference wavefunctions. The electronic excited states will then be discussed.
DFT and CASPT2 geometry optimizations have been performed on the systems
under examination. Since at the CASPT2 level, only selected bond lengths (metal–metal
and metalnearest-neighbor) were re-optimized, it makes sense only to discuss the metal–
metal bond lengths in detail. For most molecules there was less than 0.1 A˚ difference
between the DFT and CASPT2-optimized metal–metal bond lengths. The [Ar-MM-Ar]
systems, however, showed the biggest disparity. The greatest difference is 0.48 A˚ for
the metal–metal distance in the [Ar-MoMo-Ar] molecule, due to the formation of an η6
interaction between the Mo and Aryl fragments in the DFT optimization. Despite the
reasonable geometries provided by DFT for Cr2, Mo2, and W2 compounds, prediction
of spectral properties are not nearly as accurate.
To better understand the electronic absorption spectra of the Group 6 compounds
[Cr2(dpa)4], [Mo2(dpa)4], and [W2(dpa)4], both TD-DFT and CASPT2 were used. The
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reason for employing both methods is that, while CASPT2 is more accurate than TD-
DFT, because of its multiconfigurational nature, it can describe only those transitions
generated by the orbitals present in the active space. In our calculations we could only
include metal-based orbitals in the active space, because otherwise the active space
would have become prohibitively large and it was thus not possible to predict the metal-
to-ligand (ML) or ligand-to-metal (LM) charge-transfer (CT) transitions at the CASPT2
level.
The absorption spectrum for [Cr2(dpa)4] is characterized by an absorption at 520
nm with molar absorptivity 4500 M−1 cm−1 and higher energy transitions (<400 nm)
that have yet to be unambiguously assigned. TD-DFT results predict the lowest singlet
δ–δ∗ transition to be at 692 nm and two degenerate LMCT bands at 554 nm, involving
promotion of an electron from a doubly occupied, delocalized dpa pi orbital to the Cr–Cr
δ∗ level. The lowest singlet transition predicted by CASPT2 calculations at 350 nm is
notably not a δ–δ∗ transition, but is instead a two-electron excitation. Notably, TD-
DFT significantly underestimates all of the excited state energies, as evidenced by the
fact that there are no experimental absorptions where TD-DFT predicts them to be.
However, the fact that TD-DFT predicts charge transfer bands in the visible region of
the spectrum is significant. Considering all these results we assign the major absorption
at 520 nm to be a LMCT band. The δ–δ∗ transition is likely present but cannot be
directly observed as it is covered by the CT bands. TD-DFT is useful to assign the
major feature of this spectrum as LMCT excitations, since these cannot be predicted
by CASPT2.
The absorption spectrum of [Mo2(dpa)4] is quite different from that of its Cr and W
analogues. Two absorption bands are detected in the visible region at 500 and 585 nm.
As per the discussion above, TD-DFT predicts both these peaks to be MLCT transitions,
while CASPT2 predicts the singlet δ–δ∗ transition to occur at 431 nm, which would be
covered by the CT bands in the absorption spectrum. The CASPT2 prediction of the
δ–δ∗ transition at 431 nm is reasonable considering the energies of definitively assigned
δ–δ∗ transitions in the dimolybdenum tetracarboxylates, which appear at about 430
nm.510 As in the Cr2 case, TD-DFT poorly predicts the energy of this band at 702 nm,
a region in which the experimental spectrum is empty.
The absorption spectrum of [W2(dpa)4] is characterized by a broad peak at 610 nm,
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which is assigned to be due to a combination of MLCT bands, based on TD-DFT results.
CASPT2 calculations predict the singlet δ–δ∗ transition to be at 467 nm, considerably
higher in energy than TD-DFT (804 nm). The δ–δ∗ transition is once again not observed
due to the CT bands, and the CASPT2 δ–δ∗ transition is more physically reasonable
than the TD-DFT result.
For [Cr2(dpa)4] the charge transfer bands are predicted to be LMCT as opposed to
the MLCT bands predicted for [Mo2(dpa)4] and [W2(dpa)4]. At this point we do not
fully understand why the direction of the charge transfer changes in these molecules, but
we note that chemical oxidation of [Mo2(dpa)4] and [W2(dpa)4] to their respective mono-
cations has been established experimentally,513,561 whereas oxidation of [Cr2(dpa)4]
leads to decomposition.
The results reported here emphasize the importance of analyzing electronic absorp-
tion spectra using both TD-DFT and CASPT2 methods. It should be noted that
CASPT2 calculations including the ligand orbitals in the active space would provide
the best assessment of the absorption spectrum, but this task is currently prohibitively
expensive.
The final point of discussion involves bond orders for metal–metal bonds. Basic
molecular orbital theory, in which metal–metal bonding and antibonding orbitals may be
occupied by either 0, 1, or 2 electrons, yields simple, integer bond orders for compounds
3 (bond order of 5), and 1 and 2 (bond orders of 4). These are the bond orders that
stem from a zero-th order assessment of metal oxidation states and orbital overlap.
Calculated bond orders are different from these simple MO bond orders for three main
reasons: 1) metal-ligand delocalization, 2) non-ideal metal–metal orbital overlap, and
3) multiconfigurational states. The MO bond orders are therefore an upper limit for
the number of electron pairs that hold two metals together, and calculated bond orders
are always lower than these idealized values.
In this work, we have presented two types of calculated bond orders. First, DFT
results have been analyzed using the Mayer BO,570 which is an extension of the Wiberg
bond index used by semiempirical methods,571 and results directly from Mulliken anal-
ysis of the wavefunction. For the multireference calculations presented here, the EBO
method is used, which involves a summation of the bonding and antibonding orbital pop-
ulation for those orbitals in the active space. There are advantages and disadvantages
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to both methods. The Mayer BO may accurately reflect metal-ligand delocalization
and imperfect metal–metal orbital overlap, but, since DFT is an inherently mono-
determinantal method, multiconfigurational character of the wavefunction is ignored.
The EBO method, on the other hand, deals exclusively with the multiconfigurational
nature of the wavefunction, and thereby deals correctly with the issue of poor orbital
overlap. However, since ligand orbitals are not included in the active space, metal-ligand
delocalization is not reflected in this value.
It may be naively expected that the metal–metal bond order of a molecule corre-
lates with the bond length. In general this is the case, though there are a number of
notable counter examples. For instance, the first quintuply-bonded molecule, synthe-
sized by Power and co-workers,530 has a longer Cr–Cr bond length (1.84 A˚) than that
of the shortest quadruple bond (1.83 A˚).572 Also, in electron-rich metal–metal multiply
bonded systems, metal–metal bond lengths can be affected more by electron-electron
repulsion and other charge considerations than by changes in metal–metal bond or-
der.573,574,575,576,577 Nevertheless, comparisons between bond lengths and bond orders
for the compounds presented here are enlightening. The formal shortness ratio (FSR)510
will be used here in comparing bond lengths between metals of different sizes. FSR val-
ues for all of the compounds studied here are given in Table 5.16, along with FSR values
for optimized geometries and the Mayer bond order and EBO values.
Table 5.16: Comparison of FSRs and Calculated Bond Orders
Exp FSR DFT FSR CASPT2 FSR Mayer BO EBO
1 0.811 0.836 0.798 3.44 3.40
2a 0.819 0.752 3.26 3.25
2b 0.809 0.814 3.10 3.40
2c 0.841 0.848 0.863 2.98 3.50
2d 0.856 0.866 2.10
3a 0.774 0.729 0.774 3.82 3.07
3b 0.951 0.734 3.85 4.30
3c 0.928 0.863 3.25 4.33
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All of the compounds presented here that have been characterized expermentally
have FSR values significantly less than one, consistent with metal–metal multiple bond-
ing. The lowest FSR of 0.774 belongs to the quintuply bonded molecule 3a. All of
the quadruply bonded molecules have FSR values in the range of 0.809-0.841. The
agreement between FSR values calculated from DFT or CASPT2 methods and the ex-
perimental FSRs mirrors the agreement between optimized and measured metal–metal
bond lengths.
Our simplistic general expectation is that compounds having a smaller FSR should
have larger bond orders, since these are the species whose metal–metal separations
deviate most from the sum of the metallic radii. A correlation of bond order with
FSR is shown in Figure 5.17, using only the data from Table 5.16 for real compounds
that have been analyzed by both DFT and multireference methods (that is, 3a, 1,
2a, 2b, and 2c). EBO data for “supershort” Cr2 compounds reported in La Macchia
et al.526 are also included. Compounds 3b and 3c are not included in this analysis.
Their calculated EBO values are anomalously high because the active space orbitals are
not purely metal orbitals but contain significant ligand character due to arene–metal
pi interactions. Taking into account all of the available data, we see that, indeed the
calculated bond orders (both Mayer BO and EBO) generally increase as the normalized
metal–metal bonds become shorter. Some subtleties are worth pointing out, however.
A somewhat counter intuitive result is the fact that the EBO values increase for the
compounds studied here as the metal is changed from Cr to Mo or W, despite the fact
that the Mo2 and W2 molecules have higher FSR values. This result can be rationalized
by considering that the 4d (Mo) or 5d (W) orbitals are significantly larger than the Cr
3d orbitals. One may therefore expect Mo2 and W2 molecules to have greater orbital
overlap, and hence larger computed bond orders, at longer normalized bond lengths
than for the Cr2 molecules.
It is unclear from the current set of data whether DFT bond orders also show this
effect. This analysis of calculated bond orders as a function of metal–metal bond lengths
should be considered with the following caveats in mind. Metalmetal bond lengths can
be affected by steric factors such as the bite angle of the bridging ligands. Electronic
factors can also be important. For example, increased covalency of metal–carbon bonds
can affect the calculated bond orders. Local symmetry may also be important, as it can
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lead to more polarized metal–metal interactions. Despite these complicating factors,
both MBO and EBO bond order metrics show the anticipated trend with bond length.
The agreement between the MBO and EBO metrics in this trend is remarkable, given
the shortcomings of each method enumerated above.
Figure 5.17: Correlation plot of bond order with formal shortness ratio
5.2.5 Conclusion
We have reported the results of a study of several Cr–Cr, Mo–Mo, and W–W compounds
with different ligands and formal metal oxidation states. We have investigated the Mo
and W analogue of the recently synthesized [Ar-CrCr-Ar] compound 3a. The effect of Ar
on the different bimetallic units has been compared with the effect of Ph in the analogous
[Ph-MM-Ph] compounds. The metal–metal effective bond order obtained from the
occupation numbers of the natural orbitals resulting from the CASSCF wavefunction is
close to five in [Ph-MoMo-Ph] and [Ph-WW-Ph], while it is only close to four in [Ph-
CrCr-Ph]. The EBO remains substantially invariant in the [Ar-MM-Ar] compounds,
compared to the Ph analogues, indicating that the flanking aryl groups have mainly a
steric effect, rather than an electronic one.
Compounds 1 and 2a-c, which contain formal quadruple bonds between Cr2, Mo2,
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and W2 units, have also been investigated. Finally, the hypothetical U–U molecule
[U2(dpa)4] is described as an U
III,III
2 compound, with a formal U2 triple bond, and
two dpa ligands reduced to radical anions. We have also computed the lowest energy
excited states of 1 and 2a-c using both CASPT2 (for metal–metal excitations) and TD-
DFT (for metalligand charge-transfer excitations). These combined methods allow us
to assign the major features of the absorption spectra of 1 and 2a-c as charge transfer
bands, which cover up the δ–δ∗ transitions that would otherwise be observed.
These results indicate that in general the Cr–Cr bond is more multiconfigurational
than the Mo–Mo and W–W in analogous compounds leading to lower calculated EBO
values. As already described in the case of the diatomics, the reason should be attributed
to the more favorable interaction between the d orbitals for second- and third-row tran-
sition metals compared with first-row transition metals. It is interesting to note that,
for the same metal, the bond order is similar in the [Ar-MM-Ar] (M=Cr, Mo, W),
[MM’(TiPB)4] (M=Mo, W; M’=W) and [M2(dpa)4] (M=Mo,W) compounds.
Comparing calculated bond orders to normalized bond lengths using the formal
shortness ratio (FSR), we see that both Mayer bond orders, calculated from DFT
methods, and effective bond orders, from CASSCF calculations, provide comparable
reliability with respect to their correlation with FSR. Taking this result together with
the results of excited state calculations reported here, there are clear advantages to the
combined use of both DFT and multireference methods in describing compounds with
the metal–metal multiple bonds.
We plan to study oligomeric species containing several of these units in order to
explore the trend of the metal–metal multiple bonds for growing oligomers. We will also
investigate the effect of the length of the thienyl groups on the CASSCF wavefunction
and subsequent electronic properties of compounds of type 1.
5.2.6 Additional Information
Supplementary information is available in the online version of the paper. The Sup-
porting Information includes: Cartesian coordinates, total electronic energies, molecu-
lar orbitals, and electronic spectra. This material is available free of charge at http:
//dx.doi.org/10.1002/chem.201103096. Correspondence and requests for materials
should be addressed to J.F.B. and L.G. The authors declare no competing financial
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