Abstract. We consider updates to an -dimensional frequency vector of a data stream, that is, the vector is updated coordinate-wise by means of insertions or deletions in any arbitrary order. A fundamental problem in this model is to recall the vector approximately, that is to return an estimateˆ of such that
Introduction
In the data streaming model, computation is performed over a sequence of rapidly and continuously arriving data in an online fashion by maintaining a sub-linear space summary of the data. A data stream may be modeled as a sequence of updates of the form (index, , ), where, index is the position of the update in the sequence, ∈ [ ] = {1, 2, . . . , } and is the update indicated by this record to the frequency of . The frequency vector ( ) of the stream is defined as:
important result is the basis for a number of space-optimal algorithms for estimating frequency moments [11, 1] , approximate histograms [8] , etc.. Therefore, understanding the space complexity of a deterministic solution to the problem ApproxFreq ( ) is of basic importance.
Contributions. We present space lower and upper bounds for deterministic algorithms for ApproxFreq ( ) for ≥ 1. We show that for ≥ 2, solving ApproxFreq ( ) requires ( ) space. For ∈ [1, 2) , the space requirement is ( 2−2/ (log )/ 2 ). Finally, we show that the upper bounds are matched by suitably modifying the CR-precis algorithm. The formal statement of our result is as follows.
Theorem 1. For ≤ 1/8 and ≥ 2, any deterministic algorithm that solves ApproxFreq ( ) over general data streams requires space ( log ). For 1 ≤ < 2 and ≥ 0.5 1/ −1/2 , any deterministic algorithm that solves ApproxFreq ( ) over general data streams requires space (
2−2/ log ). Further, these lower bounds can be matched by algorithms up to poly-logarithmic factors.
Organization. The remainder of the paper is organized as follows. Section 2 reviews work on stream automaton, which is is used to prove the lower bounds. Sections 3 and 4 presents lower and upper bounds respectively, for the space complexity of streaming algorithms for ApproxFreq ( ).
Review: Stream Automaton
We model a general stream over the domain [ ] = {1, 2, . . . , } as a sequence of individual records of the form (index, ), where, index represents the position of this record in the sequence and belongs to the set = = { 1 , − 1 , . . . , , − }. Here, refers to the -dimensional elementary vector (0, . . . , 0, 1 ( th position), 0 . . . , 0). The frequency of a data stream , denoted by ( ) is defined as the sum of the elementary vectors in the sequence. That is,
The concatenation of two streams and is denoted by ∘ . The size of a data stream is defined as follows.
A deterministic stream automaton [6] is an abstraction for deterministic algorithms for processing data streams. It is defined as a two tape Turing machine, where the first tape is a one-way (unidirectional) input tape that contains the sequence of updates that constitutes the stream. Each update is a member of , that is, it is an elementary vector or its inverse, or − . The second tape is a (bidirectional) two way work-tape. A configuration of a stream automaton is modeled as a triple ( , ℎ, ), where, is a state of the finite control, ℎ is the current head position of the work-tape and is the content of the work-tape. The set of configurations of a stream automaton that are reachable from the initial configuration on some input stream is denoted as ( ). The set of configurations of an automaton that is reachable from the origin for some input stream with | | ≤ is denoted by ( ). A stream automaton may be viewed as a tuple ( , , , ⊕, ), where, ⊕ : × → is the configuration transition function and : → is the output function. The transition function, written as ⊕ , where, ∈ and is a stream update, denotes the configuration of the algorithm after it starts from configuration and processes the stream record . We generally write the transition function in infix notation. The notation is generalized so that ⊕ denotes the current configuration of the automaton starting from configuration and processing the records of the stream in a left to right sequence, that is,
After processing the input stream , the stream automaton prints the output
The automaton is said to have space function Space( , ), provided, for all input streams such that | | ≤ , the number of cells used on the work-tape during the processing of input is bounded above by Space( , ). It is said to have communication function Comm( , ) = log| ( )|. The communication function can be viewed as a lower bound of the effective space usage of an automaton. The space or communication function does not include the space used by the automaton to print its output. This allows the automaton to print outputs of size (Space( , )).
The approximate computation of a function : ℤ → of the frequency vector ( ( )) is specified by a binary approximation predicate Approx : × → {true, false} such that an estimateˆ ∈ is considered an acceptable approximation to the true value ∈ provided Approx(ˆ , ) = true and is not considered to be an acceptable approximation if Approx(ˆ , ) = false. A stream automaton is said to compute a function : ℤ → of the frequency vector ( ) of its input stream with respect to the approximation predicate Approx, provided Approx( ( ), ( ( ))) = true for all feasible input streams . A stream automaton is said to be total if the feasible input set is the set of all input streams over the domain [ ] and is said to be partial otherwise. The class STRfreq represents data streaming algorithms for computing approximation of (partial or total) functions of the frequency vector of the input stream. The notation ℤ 2 +1 denotes the set of integers {− , . . . , 0, . . . , }. A stream automaton is said to be path independent if for any reachable configuration ∈ ( ), the configuration obtained by starting from and processing any input stream is dependent only on and ( ). That is, ⊕ depends only on and ( ). The kernel of a path independent automaton is defined as
It is shown in [6] that the kernel of a path independent automaton is a submodule of ℤ . A stream automaton is said to be free if it is path-independent and its kernel is a free module. We present the basic theorem of stream automaton. 
where, → [ ] is the canonical homomorphism from ℤ to ℤ / (that is, [ ] is the unique coset of to which belongs).
(4.) Comm( , ) = (( − dim ) log ), where, dim is the dimension of .
Conversely, given any sub-module ⊂ ℤ , a stream automaton = ( , , , ⊕ , ) can be constructed such that there is an isomorphic map :
→ ℤ / such that for any stream ,
where, ⊕ is the addition operation of ℤ / , and
Lower bounds for ApproxFreq
In this section, we establish deterministic space lower bounds for ApproxFreq ( ) Theorem 2 enables us to restrict attention to path independent automata in general, for all frequency-dependent computation. Lemma 1 further allows us to restrict our attention to free automata, for the problem of ApproxFreq ( ), while incurring a factor of 4 relaxation. Lemma 1. Suppose is a path independent stream automaton for solving ApproxFreq ( ) over domain [ ] and has kernel . Then, there exists a free automaton with kernel ′ such that ′ ⊃ , ℤ / ′ is free, and err (min ( + ′ ), ) ≤ 4 .
The proof is similar in spirit to a corresponding Lemma in [6] and is given in the Appendix for completeness.
Consider a free automaton over domain [ ] with kernel that is a free module and let denote the unique smallest dimension subspace of ℝ that contains . Let be a × matrix whose columns are orthonormal and form a basis of ℝ / . Let denote an orthonormal basis of , so that [ ] forms an orthonormal basis of ℝ . For ∈ ℝ , the coset + = { : = }. For a given coset + , let¯ denote the element ∈ + with the smallest value of ∥ ∥ 2 . Clearly,¯ is the element in + whose coordinates along are all 0. Therefore,¯
Proof. Let rank( ) = . The condition err 2 (¯ , ) ≤ is equivalent to
In particular, this condition holds for the standard unit vectors = 1 , 2 , . . . , respectively. Thus, ∥ − ∥ ∞ ≤ , for = 1, 2, . . . , . This implies that
Since has rank and has orthonormal columns, the eigenvalues of are 1 with multiplicity and 0 with multiplicity − . Thus, trace( ) = . Therefore, (1 − ) ≤ trace( ) = .
⊓ ⊔
The lower bound proof for 1 ≤ < 2 is slightly more complicated. We first prove the following lemma.
Lemma 3. For any orthonormal basis [
] of ℝ such that rank( ) = and for any 1 < < 2, there exists
Proof. Since, has orthonormal columns
Therefore,
The trace of is the sum of the eigenvalues of . Suppose rank( ) = . Since, has orthonormal columns and has rank , has eigenvalue 1 with multiplicity and eigenvalue 0 with multiplicity − . Thus, trace( ) = . By (3)
Further, since,
Therefore, by (4) and (5) 
Since, − = ∈ , therefore,
By (2),
Substituting in (7),
where, the second to last inequality follows from using triangle inequality over th norms and the last inequality follows from (6) . Simplifying, we obtain that
⊓ ⊔
We recall that as shown in [6] , Comm( , ) ≥ rank( ) log(2 + 1).
Proof (Of Theorem 1).
We first consider the case = 2 and > 2. By Theorem 2, it follows that corresponding to any stream automaton , there exists a path independent stream automaton that is an output restriction of and such that Comm( , ) ≤ Comm( , ). By Lemma 1, it follows that if solves ApproxFreq ( ), then, there exists a free automaton that solves ApproxFreq (4 ). Thus, by Theorem 2, it follows that if solves ApproxFreq 2 ( ) for 4 ≤ 1, then,
Here is the vector space ℝ / ( ), where, ( ) is the kernel of . Further, for > 2, ∥ ∥ ≤ ∥ ∥ 2 , for any ∈ ℝ . Therefore, err (ˆ , ) ≤ implies that err 2 (ˆ , ) ≤ . Thus, the space lower bound for err 2 as given by Lemma 2 holds for err , for any > 2.
By Lemma 4, it follows that if solves ApproxFreq ( ), for 4 ≥ 2
Finally, we note that for any stream automaton , Comm( , ) is a lower bound on the effective space usage Space( , ).
This proves the lower bound assertion of Theorem 1. ⊓ ⊔
Upper Bound
Lemma 5 presents a (nearly) matching upper bound for the ApproxFreq ( ) problem, for 1 ≤ < 2.
Lemma 5. For any 1 < < 2 and 1 > > 1 √ , there exists a total stream algorithm for solving ApproxFreq ( ) using space (
Proof. By a standard identity between norms, for any vector ∈ ℝ , ∥ ∥ 1 ≤ 1−1/ ∥ ∥ . Therefore,
So let ′ = / 1−1/ , and use the CR-precis algorithm with accuracy parameter ′ . This requires space
Substituting the value of ′ , we obtain the statement of the lemma.
⊓ ⊔
The statement of the lemma is equivalent to the assertion of Theorem 1 for upper bounds. This completes the proof of Theorem 1.
Let be the kernel of and let ′ be defined as follows.
It follows that ′ is torsion-free. . Thus, = ∑ =1 ( ) ∈ and has the same representation in the basis { } =1,..., . Therefore, 1 = 0 or 1 = 0 for all ∈ ′ , which is a contradiction. Let { 1 , 2 , . . . , } be a basis for ′ . Then, by the above paragraph, there exist non-zero elements 1 , . . . , such that { 1 1 , 2 2 , . . . , } is a basis for . Therefore, over reals, ( 1 , . . . , ) = ( 1 1 , . . . , ). 
