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Abstract
This thesis is a result of research work intended to shed some new light over the state estimation
problem in power systems from perspective of information theory. The main motivation behind
this investigation was enhancement of general robustness, reliability and flexibility in State
Estimation process in respect to any type of inconsistencies that may appear in the input dataset.
Moreover, all concepts presented in this thesis are built in a decentralized architecture in order
to be compatible with modern power systems which are currently undergoing radical operational
changes.
One of the main hypotheses of this thesis addresses the issue of adoption of paradigms
from Information Theoretic Learning as novel state estimation criterion with multiple valuable
properties. As a result of this work, a novel state estimation model that maximizes Correntropy as a
robust localized measure of similarity between input values and their estimated values, is proposed.
Substitution of the least squares criterion with the Maximum Correntropy Criterion (MCC) results
in a fast and reliable estimator that naturally embodies all key bad data analysis functions.
Moreover, it offers a strong theoretical justification for all previous attempts of modification of
quadratic function in WLS estimator intended for establishment of robust properties. The novel
MCC estimator is further improved via fusion with a mosaic of semi-autonomous auto-associative
local measurement screening. Thanks to decentralized and localized architecture of the method,
a high level of robustness is attained without affecting the real time feasibility for large scale
systems.
The proposed information theoretic data screening is further extended to the problem of
reconstruction of erroneous or incomplete information about system topology. The proposed
competitive scheme of local autoencoders achieves remarkably efficient and robust reconstruction
of entire topologies based on information backup between analog measurements and binary
topology variables captured during the offline training process. Due to extreme robustness
in respect to measurement redundancy and gross errors, the proposed topology estimator is
particularly appropriate for state estimation in distribution power grids.
As a significant support to the proposed state estimation methodologies, a novel concept named
Statistical Observability is established. Unlike the classical definition of observability, concerned
with the analytical solution of a system of equations, the concept of Statistical Observability relies
on the information content of joint probability distributions incorporated in the Maximum Mutual
Information criterion. This concept allows for an autonomous definition of a decentralization
degree and the most relevant local areas thus contributing to efficient topology estimation with
minimal computational and memory requirements.
As the main contribution to theory of state estimation in power systems, this thesis paves
the way towards new perspectives established on strong theoretical justification provided by
Information Theory and Information Theoretic Learning. Moreover, it facilitates migration
from global traditional concepts defined as problems of mathematical programming, towards
decentralized local models that perceive state estimation as a problem of dealing with information.
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Resumo
Esta tese é resultado de um trabalho de investigação destinado a lançar alguma luz sobre o
problema de estimação de estado em sistemas de energia a partir da perspetiva da teoria da
informação. A principal motivação por trás desta investigação foi o aumento da robustez geral,
confiabilidade e flexibilidade no processo de Estimação de Estado em relação a qualquer tipo
de inconsistências que podem aparecer no conjunto de dados de entrada. Além disso, todos os
conceitos apresentados nesta tese são construídos em uma arquitetura descentralizada, a fim de ser
compatível com os sistemas de energia modernos, que estão atualmente passando por mudanças
operacionais radicais.
Uma das principais hipóteses desta tese aborda a questão da adoção de paradigmas de
Aprendizagem com base em Teoria da Informação como novo critério de Estimação de Estado com
várias propriedades valiosas. Como resultado deste trabalho, propõe-se um modelo de Estimação
de Estado que maximiza a Correntropia como uma medida localizada robusta de similaridade entre
os valores de entrada e os valores estimados. A substituição dos mínimos quadrados pelo critério
da máxima Correntropia (MCC) resulta em um estimador rápido e confiável que naturalmente
incorpora todas as funções fundamentais de análise de erros nos dados. Além disso, oferece uma
justificação teórica forte para todas as tentativas anteriores de modificação da função quadrática
no estimador WLS (Mínimos Quadrados Pesados), visando o estabelecimento de propriedades
robustas. O novo estimador MCC é melhorado através do tratamento de medidas por integração
num mosaico de redes locais autoassociativas. Graças à arquitetura descentralizada e localizada
do modelo, um elevado nível de robustez é alcançado sem afetar a viabilidade de tempo real para
os sistemas de grande escala.
O processamento dos dados com base em Teoria da Informação é alargado para o problema
da reconstrução de informações erradas ou incompletas sobre a topologia do sistema. O esquema
competitivo proposto de autoencoders locais alcança uma reconstrução extremamente eficiente
e robusta da topologia de um sistema, com base no conteúdo de informação partilhado pelas
medições analógicas e variáveis de topologia binárias, que fora capturado durante o processo de
treino offline. Devido à elevada robustez em relação à redundância de medição e erros grosseiros, o
estimador de topologia proposto é particularmente apropriado para Estimação de Estado em redes
de distribuição de energia.
Como um apoio significativo para as metodologias de Estimação de Estado propostas, um
novo conceito chamado de Observabilidade Estatística é estabelecido nesta tese. Ao contrário
da definição clássica de observabilidade, preocupado com a solução analítica de um sistema
de equações, o conceito de Observabilidade Estatística se baseia numa medida do conteúdo
de informação da distribuição de probabilidade conjunta traduzida pelo critério de Máxima
Informação Mútua. Este conceito permite uma definição autónoma de um grau de descentralização
e das áreas locais mais relevantes, contribuindo assim para uma estimação de topologia eficiente,
com requisitos mínimos de poder de cálculo e memória.
Sendo uma contribuição forte para a teoria da estimação de estado em sistemas de energia,
iii
esta tese abre o caminho para novas perspetivas, estabelecidas sob forte justificação teórica
fornecida pela Teoria da Informação. Além disso, facilita a mudança de paradigma a partir
de conceitos tradicionais globais, definidos como problemas de programação matemática, para
modelos locais descentralizados que apercebem a estimação de estado como um problema com
base em informação.
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Chapter 1
Introduction
1.1 Motivation
Any control decision in an electric power system, whether automatic or manual, relies on the
access in real time to the actual state of the system. As the state is never directly available, there
is a process called state estimation that estimates the state variables and derives their values
from measurements that are being periodically acquired by the SCADA. Hence, the problem
is traditionally approached by solving a non-linear system of equations that characterizes an
operational point. The accuracy and robustness that need to be achieved in real time are of key
importance for such a process, since the knowledge about the true system is a prerequisite for the
efficiency of an Energy Management System (EMS) function, while any bias from the true state
may result in inappropriate or even dangerous control decisions. In spite of decades of reasonably
successful efforts to develop a robust method that may reliably be used by the industry in large
scale systems, the problem of Power Systems State Estimation (PSSE or simply SE) still remains
in the focus of researchers’ attention.
During the years of practice in transmission systems, a standard practice has been accepted
in PSSE: regression models based on Weighted Least Squares (WLS) criterion (a variant for
the minimum Mean Square Error criterion or MSE) and the Newton algorithm as a solver. In
vertically integrated power systems, high levels of monitoring, automation and remote control
are traditionally limited to transmission grids, while distribution grids have not been in the focus
of operational effectiveness. This approach is acceptable whenever the distribution network is
considered as quasi-static by its nature, i.e. with well-understood and predictable load and voltage
profiles and with no need for reconfiguration or alteration of the protection and control settings
under some normal circumstances.
The modern power system concepts are influenced by deregulated electricity market
conditions and the opening of power systems to non-utility players. Accordingly, enabled by
the new regulatory frameworks, some fundamental operational changes are induced. These new
circumstances particularly affect distribution networks which are beginning to face an exploding
installation of distributed generation, together with the ever-demanding requirements for quality
1
Introduction
of service and operational efficiency. It is a migration from a static radial configuration with a
one-way energy flow to a system that supports distributed resources and some new types of loads
(thinking about actual trends for large scale implementation of electric vehicle usage).
This type of network will undoubtedly require more sophisticated control and automation,
which is barely implementable at the present time, primarily due to a very poor monitoring
infrastructure. Therefore, in order to cope with the new challenges, large investments are being
directed primarily towards the extension of system monitoring down to the full extent of
distribution grids. Such an abundance of new data flow needs to be dealt with by a Distribution
Management System (DMS) that will, through sophisticated automation applications, meet the
new requirements of distribution system functionality.
The grid is growingly receiving a large variety of distributed generation and even the energy
storage is appearing, especially when organized local stand-alone entities called micro-grids are
allowed to exist. In this context, with added sources of uncertainty (in load, renewable generation
or car batteries), a decentralized management process seems to be a logical solution; to process
such an extensive amount of data and to control such a stochastically behaving system. This
converges with a vision for future power systems, popularly addressed with a term smart grids.
Advanced management and control technologies which use information and communications
technology are now required, with a principal aim to improve the efficiency, sustainability and
quality of service of the electric energy production and distribution. Apart from giving support to
the operation of distribution grids with active sources (such as renewable generation), these new
concepts are expected to bring benefits for both utilities and their end customers.
The state estimator, as a core function of EMS and DMS, revives again the interest of
researchers in order to keep it in line with the current trends. Therefore, in the new deregulated
and technically evolved power system environment, the state estimation function will also require
to be upgraded with some additional features in order to meet the following emerging issues:
. the expansion of SE to distribution networks with high uncertainties and difficulties in
observability,
. modern distribution grid concepts – micro-grids and smart grid,
. progressive introduction of Phasor Measurement Units (PMU),
. increasing requirements of accuracy and robustness together with heavier demands of
computing power, induced by shorter estimation cycles for continuously growing massive
data bulks.
The traditional, well-established state estimation procedure solves a non-linear problem based
on the measured inputs of active and reactive power, voltage and current magnitudes, as well
as the reported binary variables about breaker statuses. The classical objective of the estimation
process has been set to minimize the variance of measurement residuals (difference between the
measured and the estimated values). However, with the advent of new operational circumstances,
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the state estimation concept and procedures need to be adapted to multiple perspectives and
strongly enhanced. This is the fundamental motivation for the work presented in this thesis.
1.2 Specific Challenges
In power system state estimation, one of recently most investigated issues is the implementation
of a rapidly growing number of PMUs, which supply, with high frequency, time-stamped voltage
or current angle and magnitude measurements. Given that PMUs directly measure the state vector,
one can ask about the necessity for a state estimator in the near future. However, the ever present
noise in measurement readouts inevitably demonstrates some degree of error. Therefore, in order to
estimate the state of a system, some level of redundancy should always be expected from obtained
measurements. Unlike the classical non-linear problem, a state estimator based on pure PMU
measurements is linear. However, in the near future and perhaps for some time, a transitional need
for a hybrid model that will process in parallel both PMU and SCADA measurements is foreseen.
Another issue is the Distribution State Estimator (DSE), which is becoming necessary with
the growth of active sources in distribution networks. The centralized automation and control of
distribution systems will therefore no longer be a dominant paradigm. One must be aware that
full monitoring, on the level that exists in a transmission system, is not realistically expected
at the distribution level for obvious economic reasons. Therefore, a compromise solution needs
to be found somewhere among the selective deployment of low-cost sensors, smart metering
information and an appropriate DSE. In such an environment, the input dataset that needs to be
conveyed to a state estimator is, first of all, enormous in size, and it is still prone to provide
limited observability and questionable accuracy as long as redundancy remains small and sensor
interrogation becomes a huge bottleneck. Due to all this, a future distribution estimator will
significantly differ in some ways from the concept that is traditional in transmission systems. An
envisageable solution is to decentralize and distribute the process to logical and functional local
areas. However, because of the requirements for redundancy and observability, the generation of
coherent pseudo-measurements will become a key issue.
The modern way of organizing the electric power networks, under the concepts of micro-grids
and smart grids, assumes some advanced functions of automation and control, with a general aim
to improve efficiency and reliability of electrical supply and the conditions for high penetration
of stochastic (renewable) energy sources and electric vehicles. For the establishment of smart grid
technologies, a tremendous amount of real-time and operational data is required, with an increase
in the number of sensors and the need for more information on the system operation. Therefore,
the function which is the main supplier of information about the system operation is exactly the
state estimator. With such an increased requirement on monitoring and control of the distribution
system, the demand for accuracy, reliability and robustness of the state estimator becomes more
stringent. Therefore, it is also desirable that a modern (distribution) state estimator possesses some
smart features in order to meet the new challenges and provide functionalities for building modern
electric power systems.
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The extension of SE to distribution networks brings to light the importance of estimation
of topology. Distribution networks are much less stable in topology than transmission systems:
switches and breakers may be operated for a number of reasons, from isolation of failures to
reduction of losses, improvement of security and reliability or even to load transfer between
substations or between feeders. The breaker status signals are binary by nature – and an erroneous
signal (possibly from a failure in a sensor contact) is necessarily a gross error with a profound
impact on the SE result. In addition, it is relatively common in distribution systems that breaker
status signals are missing (not received at the SCADA for transmission reasons), which still must
be classified as a gross error. Therefore, the estimation of topology is a big challenge for the future
state estimation procedure.
Finally, in conceptual terms all the classical SE procedures, namely the ones in current use
in the industry, have a flaw: their estimation of gross errors (or even non-gross errors) originating
from provisional estimation is itself already contaminated by the errors. In other words, the main
trend is development of models that explore in one way or the other the importance of the residuals,
i.e. the difference between the measurement values and estimated values, the calculation of which
ignores the nature of the noise present in the data. This GE impact may generate what is known as
masking effect, which represent the main burden for reliability of most of the robust estimators.
The residuals are not, in the present SE paradigm, true errors, i.e., they are not a difference
between measurements (with errors) and true values. This results from a two-step procedure: first
a provisional estimation and then the attempt to extract conclusions from the residuals. This means
that the SE procedure takes, as a reference, not the true value or true data pattern but an assumed
and approximate pattern.
The challenge is therefore to develop a new approach that takes as reference the (hidden)
pattern of true values, i.e., the true manifold supporting the power flow equation solutions. In
this case, gross errors will be seen as outliers from the true pattern and will therefore be prone
to elimination and replacement by true values lying on the true manifold. Conceptually, this is a
major change from the traditional point of view, and a success in this development will provide a
sound theoretical justification for a number of novel models and procedures that will embody the
new SE paradigm.
1.3 Thesis Objectives
The state estimation in a power system could be an easily solvable problem if all the real-time data,
provided by SCADA system, could be taken as correct. In that ideal case, when all the analog and
binary values are electrically coherent with one another and in accordance with the true state, only
with a very small noise-signal ratio, the most suitable practical solution is to minimize the sum
of squared measurement residuals. That is the well-known Weighted Least Squares (WLS) state
estimator, which is definitely the best estimator under the assumption that the measurement errors
follow the Gaussian distribution. In addition, thanks to its suitability for online use, the WLS is
nowadays still a widely accepted industrial solution.
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Unfortunately, the SCADA is prone to also convey corrupted data or simply it does not assure
the simultaneous availability of all measurements at all times. In that case, the WLS does not have a
tool to recognize such bad data, and it provides a state of the system that can be significantly biased.
Hence, an inevitable component of any state estimator is the bad data processor. In that regard, a
large spectrum of different approaches was developed for detection, identification, elimination or
even correction of the gross errors. So far, the problem has not received a unique wide-accepted
solution, able to reveal all possible bad data in real time, especially for large scale systems. The
difficulties orbit around the trade-off between robustness and computational requirements of the
system.
When talking about inconsistencies the data provided by SCADA can contain, they are not
just limited to analogue measurements of power or voltage, but also to binary variables that
define breaker statuses, i.e. system topology. When topology information is forwarded to a state
estimator, such as in the case when some of the breaker statuses are wrong, it can significantly
corrupt the estimated state, and then possibly result in an inappropriate control action. Therefore,
some special tools are required for detection of system configuration that is not in accordance with
other available electric values.
This thesis intends to address the challenges identified above and open a new perspective on
the state estimation problem, funded on the principles of information theory. The main research
motivation comes from the above explained space for improvement that exists in the state of
the art state estimators. The intention is to also cope with challenges that will emerge with
radical operational changes that nowadays power systems are undergoing. The target focus is on
enhancement of robustness regarding the gross errors and signals that are missing. The result is
a novel state estimator paradigm that offers an appropriate robust theoretical justification, which
can generally be applied to any type of data. Moreover, thanks to the properties of information
theoretic descriptors that the proposed model is based on, this thesis aims to propose a concept
suitable for application within a modern concept of decentralized/distributed system control.
Hereafter, the main objectives of the research reported within this thesis is summarized:
• A new state estimation model should aim at extracting the maximum information possible
from the conjunction of data set (measurements) and the global knowledge of the system
properties (power flow equation supporting manifold). Information quantity evaluation
should be possible.
• The proposed state estimator should be robust to any type of bad data and at the same time
be feasible in the real-time environment.
• It should be able to detect, identify and quantify gross errors and then provide an accurate
state of the system that is uncorrupted, even in low redundancy circumstances, or when the
bad data are critical.
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• The model should be able to reconstruct electrical signals that are missing, i.e. that are
suddenly not conveyed by the SCADA system. This reconstruction should be based on
information that exists in the known values and on data stored in the historical database.
• A specific tool should be developed for processing topology variables. The objective should
be to develop a robust topology estimator, which should detect and identify inconsistencies
among the provided breaker statuses and afterwards reconstruct the true values based on the
other known electric variables.
• The model should adopt a decentralized and distributed architecture in order to be applicable
to small or large scale problems through a natural scalability process of the replication of
estimation cells of roughly constant size, instead of a growth in size of a single cell.
• The application of information theory concepts should be the unifying aspect of the new
SE procedures, and should open the way to solving problems on the relative importance of
distinct measurements and on the optimization of data collection.
• The new SE approach should produce results of at least comparable quality for trivial cases
where the current paradigm (WLS) performs well and yet display net advantages when
dealing with specific gross error cases, including the topology estimation.
Generally, the intention is to establish a new paradigm that will offer a strong theoretical
justification and open way to some new perspectives in state estimation theory.
1.4 Structure of the Thesis
This thesis is organized in seven chapters. Regarding the analyzed issues of the state estimation,
it may be divided in two main parts. The first part (Chapters 3 and 4) deals with gross errors
in (analogue) measurements, and the second part (Chapters 5 and 6) discusses estimation and
reconstruction of a power system topology.
Chapter 1 introduces problems and presents the most recent challenges in power system state
estimation, as well as motivations and objectives of the research work which is presented in the
subsequent 6 chapters and 4 appendices.
In Chapter 2 of this thesis, an extensive overview of the existing state estimation models
is presented, with a special emphasis on robust state estimators, particularly referring to static
and dynamic (forecasting-aided) approaches. It does not just refer to state of the art, but gives a
summarized overview of the historical evolution of robust state estimation, from early beginnings
to modern times. Another key concern of this chapter are achievements in topology processing of
a power system. Finally, a particular emphasis is put on the state of the art and the most actual
challenges the state estimators are expected to face within the modern power system concepts.
In Chapter 3, a new paradigm for power system state estimation from the information theoretic
point of view is established. The novel estimation objective is set to maximum Correntropy
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criterion, as a measure of similarity between measured and estimated values. The Newton’s method
is adopted as an appropriate solver for the real-time environment and is coupled with the proposed
adaptive Parzen annealing strategy. Via the various case studies and comparative analysis with
some conventional estimators, all the specific properties, benefits and limitations of the proposed
estimator are demonstrated, mostly regarding the robustness to gross errors and computational
requirements.
In Chapter 4 the Auto-Associative Neural Networks (autoencoders) are proposed for data
pre-screening, before they are submitted as an input to a state estimator. A decentralized
and localized method is established to perform reconstruction of missing data and detection,
identification and quantification of gross errors. Finally, the method is coupled with the
Correntropy estimator from Chapter 3, resulting in an hybrid industry-acceptable state estimation
method, characterized by high robustness in any gross error scenario.
Chapter 5 focuses on reconstruction of unknown or missing information about the power
system topology. The Auto-Associative Neural Networks are adopted for extraction of information
about the system topology from the other available measured electric values. A decentralized
topology estimation is proposed, based on competitive architecture of local autoencoders. This
concept is especially suitable for distribution networks, i.e. networks with poor measurements
redundancy and frequent changes in topology configuration.
Chapter 6 offers an additional theoretical support to the concepts proposed in the previous
chapters. The Mutual Information is proposed as a criterion for an automated definition of more
efficient decentralized topology estimator from Chapter 5. The concept is then extended to a
general measure of information among any type of variables, establishing a novel paradigm called
Statistical Observability.
Chapter 7 presents a brief summary of the thesis and a discussion about possible future
research work.
This Thesis ends with two Appendices. Appendix A provides the network test cases that are
used throughout this research.
Appendices B and C.2 provide theoretical background of the concepts adopted in this thesis.
Appendix D lists all the papers published as a result of the research work presented and
reported in this thesis.
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Chapter 2
State of the Art - Problems Overview
This section aims to present some of the mile-stones in theory of state estimation in power systems.
In addition, it also provides a relatively exhaustive literature overview including not only the
state-of-the-art work, but also an overall review of the relevant literature and methods established
in the theory of power system state estimation. This is considered to be inevitable and of key
importance since the methods which are dating from the early 70’s, the time when state estimation
was established, are still actual nowadays.
2.1 State Estimation in Power Systems - the Traditional Model
Generally speaking, the state estimation is a process of determining the most likely state of a
system based on the measured quantities. Accordingly, any state estimator can be formulated as a
following optimization problem:
min
x
J(x) (2.1)
subject to
c(x) = 0
f (x)≤ 0
where:
x vector of state variables,
J(x) scalar function of errors,
c(x) equality-constraint functional vector,
f (x) inequality-constraint vector.
Definition of the objective function J(x) depends on the criterion used for solving the state
estimation problem.
Estimation of the state in a power system was first proposed by Schweppe et al. in [1]–[3] as a
data processing algorithm which obtains an estimate of the static-state vector based on redundant
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meter readings and other available system information. The problem is formulated in order to find
values of a set of state variables in the state vector x that satisfy the following equations:
zi = hi(x)+ ei, i = {1, ...,m} (2.2)
where:
x state vector of dimension n,
zi ith measurement,
hi non-linear function that relates ith measurement to the state vector x,
ei error of the ith measurement,
m number of available measurements.
Equation (2.2) includes m available measurement values in vector z and a set of non-linear relations
h(x) of n state variables in the state vector x with measurements z and errors of measured values
in vector e. In fact, it is an overdetermined system of nonlinear equations, with m measurements
and n state variables, where n < m. The result of this state estimation process will be estimative of
the state vector xˆ. The difference between estimated measurements vector zˆ = h(xˆ) and measured
values z will give an estimate of the errors, i.e. residuals r:
r = zˆ− z = h(xˆ)− z (2.3)
The real metering errors can be expressed as a difference between the measured value and the
unknown true value for the true state vector: ei = zi− ztruei = zi− hi(xtrue). The true state vector
xtrue is a theoretical value that is never known in practice. Thus, real metering errors e are also
unknown, but only their estimate, i.e. residual vector r.
In relation to the metering errors, the following assumptions are traditionally made about their
statistical properties:
. E(ei) = 0, i = 1, . . . ,m (expected, mean value is equal to zero),
. E[eie j] = 0 (measurement errors are assumed to be independent),
. Cov(e) = E[e · eT ] = R = diag{σ21 , . . . ,σ2m}, where σi represents a standard deviation and R
covariance matrix.
The key important issue is to define the scalar objective function J(x) from equation (2.1). The
first power system state estimator was proposed in [1] as an optimization procedure that minimizes
weighted sum of the residuals squares. Put simply, they adopted a sum of squared residuals for
J(x) and established a Weighted Least Squares (WLS) power system state estimator, which is
nowadays still the most used estimator in practice. Hence, the objective function of the WLS state
estimator is defined as the following:
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J(x) =
m
∑
i=1
(
zi−hi(x)
Rii
)2
=
m
∑
i=1
(
ri
Rii
)2
= [z−h(x)]T R−1[z−h(x)] (2.4)
subject to
c(x) = 0
f (x)≤ 0
where:
r vector of measurement residuals,
R covariance matrix of measurements errors,
c(x) equality-constraints vector which represents functional vector that enforces conditions
at zero-injection buses (no generation and no demand),
f (x) inequality-constraints vector which models physical limits of the system.
Since measurement errors are assumed to be independent, covariance matrix R is diagonal with
standard deviations σi for each particular measurement. The definition of these variances is usually
based on the accuracy of corresponding measurement devices. Thus, matrix R directly tunes
the impact of each measurement on the final estimation result. In literature, an expression of
covariance matrix can be found through the weighting matrix W = R−1 = diag{1/σ21 , . . . ,1/σ2m}
which weights measurements inversely proportional to their variances.
The optimization problem from eq. (2.4) is traditionally being solved by Newton-Raphson
method. This numerical method is applied in order to meet the first-order optimality conditions [4]:
g(x) =
∂J(x)
∂x
=−
m
∑
i
zi−hi(x)
Rii
∇hi(x) =−HT (x)R−1[z−h(x)] = 0 (2.5)
where H(x) is the Jacobian matrix of m×n dimensions:
H(x) =

∂h1(x)
∂x1 . . .
∂h1(x)
∂xn
...
. . .
...
∂hm(x)
∂x1 . . .
∂hm(x)
∂xn
 (2.6)
Expanding the non-linear function g(x) into its Taylor series around the state vector xk gives the
following result:
g(x) = g(xk)+G(xk)(x− xk)+ . . .= 0 (2.7)
After neglecting the higher order terms, an iterative solution scheme follows:
G(xk)∆xk+1 = g(xk) = ∇J(xk) = HT (xk)R−1[z−h(xk)] (2.8)
xk+1 = xk +∆xk+1 (2.9)
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where xk is the state vector at iteration k and G(x) is a sparse, positive-definite symmetrical matrix
called Gain matrix. It is calculated as a second derivative of the objective function:
G(x) = ∇2J(x) =
∂g(x)
∂x
= HT (x) ·R−1 ·H(x)+
m
∑
i
zi−hi(x)
Rii
∇2h(x) (2.10)
The second term in equation (2.10) represents second-order information of ∇2J(x), which is
mainly neglected in practice in order to avoid an additional calculation of the mn× n Hessian
matrix ∇2h(x). This simplification reduces classical Newton-Raphson method to the so-called
Gauss-Newton method. Therefore, the gain matrix for the Gauss-Newton method (also called the
Gauss-Newton Hessian) is defined by:
G(x) = HT (x) ·R−1 ·H(x) (2.11)
The justification of this simplification, for state estimation in power systems, was exhaustively
investigated by van Amerongen in [5]. Amerongen showed that simplification within
Gauss-Newton method is justified in most of the cases and is even preferable in the first few
iterations. Only in some extreme cases with specific gross errors scenarios, the convergence of
Gauss-Newton method can be threatened and a shift to Newton method is required. Finally,
equations (2.8) and (2.11) represent an iterative procedure for WLS state estimation. What remains
to be defined is the initial guess for the state vector x0 which is usually assumed to the flat
voltage profile, i.e. all the bus voltages are assumed to 1.0p.u. and in phase with each other
(θi = 0◦,∀i = 1, ...,n). In vast majority of scenarios, the flat start is within the convenient convex
zone which assures fast and reliable convergence of the WLS estimation.
The procedure described before relates to a proper estimation of a power system state if all
other required values are known a priori. However, there are series of other procedures that need
to be performed before and after this estimation in the narrow sense, in order to provide the final
information about the system state. Hence, when perceiving the problem from a broader point of
view, it includes an on-line, automated tool in charge of providing a reliable, real-time database of
the system, based on which all functions of Energy Managements Systems (EMS) are performed.
Such state estimators typically include the following functions (not necessarily performed in the
following order):
1. Topology processor
2. Observability analysis
3. State estimation
4. Bad data processing
5. Parameter and structural error processing
12
State of the Art - Problems Overview
This thesis proposes new paradigms envisaged to cope particularly with 1st , 3rd and 4th issue.
Therefore, the following sections will provide an exhaustive introduction and a literature overview
of these state estimation functions.
2.2 Gross Errors Processing - an Overview
In situations where measurement errors are independent random variables that are distributed
according to the Gaussian distribution with zero mean and some degree of known variance, the
WLS state estimator is undoubtedly the most appropriate estimator.
Unfortunately, it is possible for measurements to contain an error outside of this distribution
which can substantially affect the final WLS estimation result. Therefore, the use of the WLS
estimator is most appropriate under the assumption of Gaussianity. However, it does not possess
any robust features that would allow identification of outlier measurements which may occur due
to multiple reasons: meter failure, wrong meter connections, telecommunication system failure,
interference, etc. Along with the outlying measurements acquired from power and voltage meters,
anomalies can also occur in any data conveyed as an inputs to the state estimation procedure.
Hence, all the errors that appear as outliers in the input dataset are in this thesis addressed as the
Gross Errors (GE). Input variables that are corrupted with gross errors are called the Bad Data.
According to the type of data that GE may corrupt, they can be classified as:
◦ Analog measurements GE
◦ Topology GE
◦ Network parameters GE
The work described in this thesis is primarily focused on GE in measurements as well as
topological structure of the power system. In any respect, if the input data are corrupted with gross
errors, the WLS estimator will not be able to filter them out which results in false estimation of
the system state, significantly different from its true values. All the analyses performed hereafter
consider some type of gross errors, so for the sake of clarity, one explicitly defines a Gross Error
as perceived in this thesis:
. GE in analog measurements (active/reactive power flows and injections and voltage
magnitudes) – error in the range of 20 - 200 standard deviations of the Gaussian-distributed
errors.
. GE in topology – erroneous circuit breaker status, i.e. reported status is closed, while in
fact it is open.
Regarding the GE in analog measurements, Distribution of GE is assumed to be uniform, as
shown in Figure A.1 in Appendix A. A general task of a bad data analysis within a robust state
estimator is to detect the presence of GE, identify them and then correct or simply eliminate. Some
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specific GE scenarios are of particular interest when testing robust abilities of a state estimator. An
exhaustive overview about processing GE in analog measurements is provided in the subsequent
section.
Gross errors in network topology are defined with inconsistency between true system topology,
and information about the topology reported by the SCADA system. More specifically, GE in
topology of a power system is defined by erroneous or missing breaker status. An exhaustive
overview about topology processing issues is available in section 2.3.
Generally, in case of any input data corruption, one can expect significant deterioration of the
estimated state vector if it is provided by the WLS estimator. This is due to the fact that the WLS
estimator does not possess any abilities of filtering the bad data or elimination of their impact on
the obtained solution. This problem was first recognized in the early beginnings of state estimation
in power systems, and to date, a large diversity of research work has been published in order to
equip the estimator with additional functions which would enable it to successfully detect bad
data, identify and eliminate their distorting effect on the state estimation result. Generally, gross
errors processing in most of robust state estimators is composed of the same functions, defined as
the following:
. Detection of the GE presence in the SE input dataset.
. Identification of the input SE variables corrupted by GE.
. Elimination of the bad data from the input SE dataset.
. Quantification of GE in the identified bad data, or in other words Correction of the
identified bad data.
The bad data processing functions are mostly processed in the respective order as they are
presented. Hence, detection is mostly performed first, just after (or rarely before) the SE procedure.
Only in cases when GE are detected, the identification process starts, aiming to determine which of
the particular input variables contain GE. After bad data are identified, they should be eliminated
from the input dataset, before restarting the estimation process. An alternative, more demanding
and more desirable solution, is to correct the bad data instead of elimination. If all this processes
perform successfully, the final SE solution should be free of GE deteriorating impact, and with a
certain approximation equivalent to the true state vector.
The following sections will aim to represent and briefly explain most of the relevant efforts in
building a state estimator robust to any kind of GE.
2.2.1 Static State Estimation – an Overview
Some of the bad data may appear as obvious, for example, negative voltage magnitudes and power
measurements which severely deviate from Kirchoff laws or measurements which result in several
orders of magnitude difference from the expected value. These types of measurements can be
eliminated prior to state estimation by a simple brute data inspection. However, not all bad data can
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be detected and identified by using this approach. Therefore, in order to build a sufficiently general
and robust state estimator able to successfully detect and identify any type of bad input data,
a substantial variety of methodologies relying on the local redundancy of the system information
were proposed over the last 40 years. This section discusses only gross errors typical for the analog
SCADA measurements.
Hence, a definition of the robust state estimator, unlike a normal one, is that it is expected
to remain unbiased despite the existence of outliers in the input dataset. When analyzing the
developed methodologies, it can be observed that robustness is commonly achieved at the expense
of computational complexity required by additional features that provides it. The type of GE
analysis depends on the used estimation method and can be performed after or before the state
estimation process [4]. There are also state estimators that incorporate GE processing as a part of
the estimation procedure.
The earliest methods were mostly conceptualized as post-estimation techniques where a WLS
estimator provided the state vector and bad data was processed according to the estimated values.
Logically, the most valuable indicators of bad data were measurement residuals (equation (2.4)).
The pioneer in bad data processing - Identification by elimination via the Largest Normalized
Residual Test (LNRT) was established together with the first state estimation procedure by
Schweppe et al. in [2]. Based on statistical properties of residuals, a predefined threshold is used
for detection of a presence of gross errors. In case of positive detection tests, measurements with
largest residual are eliminated and the WLS estimation is repeated. This process is then iteratively
repeated until gross errors detection test becomes negative, i.e. there are no more detectable
gross errors in the remaining set of measurements. It is important to mention that residual test
method relies on a certain level of local redundancy. More specifically, if a measurement is not
redundant then it is critical which means that elimination of this measurement remain the system
unobservable. The residual of a critical measurement is always equal to 0, so if it is infected with
a GE, there is no static state estimator that can reveal it. A more detailed analysis of measurement
error detectability and residual spreading regions can be found in [6] and [7].
It is of key importance to perceive the following: residuals are all zero-mean normally
distributed, but their variances can significantly vary between measurements. More specifically,
a variance of a residual will depend on measurement type, location, relevant network parameters
as well as on the precision of the associated meter device. Residual variances and covariances are
expressed via the residual covariance matrix Ω calculable as follows [1]:
Ω= R−H(HT R−1H)−1HT (2.12)
where:
R measurements covariance matrix,
H Jacobian matrix.
Diagonal entries of matrix Ω express variances of each residual, while off-diagonal elements
signify interaction among particular measurements. Therefore, in order to make the largest residual
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test more objective, Schweppe et al. [1] proposed residuals normalization in the following manner:
rNi =
|ri|√
Ωii
, ∀i ∈ {1, . . . ,m} (2.13)
This way, the residuals are assumed to be distributed in accordance with the Gaussian distribution
ri ∼ N(0,Ωii) and normalized residuals will have a standard distribution rNi ∼ N(0,1), for all
measurements i ∈ {1, . . . ,m}. For bad data detection and identification, the normalized residuals
are shown as a superior criterion when compared to common residuals. Moreover, the LNRT
is proven to be impeccable for identification of a single gross error. However, when multiple
gross errors occur simultaneously, a masking effect can occur and cause a GE misidentification,
due to interaction among the residuals. This means that correct measurements can be identified
as erroneous and eliminated, whilst some bad data remained in the measurements set and thus
deteriorate the final estimation result. In general, distribution and spread of the residuals that
correspondent to erroneous measurements will directly dependent on the type, location, local
redundancy and number of measurements infected by GE. Accordingly, one can distinguish the
following gross errors scenarios:
◦ Single bad data
◦ Multiple bad data
– Multiple non-interacting bad data
– Multiple interacting non-conforming bad data
– Multiple interacting and conforming bad data
As early mentioned, the problem of a single GE is easily resolved with the LNRT method.
The identification of multiple gross errors however poses a serious challenge for the robust state
estimation, which after almost 40 years of research, still has room for improvement. Multiple GE
can still be easily or barely identified, depending on their location, magnitude and sign. In this
regard, the non-interacting bad data can be defined as significantly distant in electrical sense, with
no significant interaction between the residuals irrespective of their values. This type is the easiest
to be identified since it allows a practical separation of the problem into multiple single bad data.
Alternatively, measurements, whose corresponding off-diagonal elements in the matrix Ω are
high, will have a significant mutual impact on their residuals. When gross errors affect these
measurements, they are denoted as interacting bad data which means that the identification may
be fairly more demanding. When bad data are interacting, the information about the magnitude
and the sign of the error is no longer insignificant.
The two interacting gross errors can appear as consistent between each other, i.e. they are
conforming. In the opposite situation, they will be denoted as non-conforming. In particular, GE
which are interacting and conforming are most demanding for identification and still represent
an insuperable burden for most of the robust state estimation methods. The LNRT method is
especially very sensitive to the conforming case when residuals of bad data may mask each other
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at the cost of a correct measurements which are then eliminated instead. Nevertheless, despite this
well-known weak spot, and many new methods proposed in the meanwhile, LNRT still remains
the most frequently used concept for bad data processing.
Ever since the state estimation was established, it continued developing in order to build a
general, automated and a robust process which would take into account all possible uncertainties.
During this period of development, a particular type of estimator was initiated by Merill and
Schweppe [8] who had an idea to process gross errors through a proper state estimation process and
not with a posteriori, iterative analysis of residuals. They introduced the first M-estimator in power
system state estimation via modification of the quadratic to the so-called Non-Quadratic Criterion
(NQC). The idea of this methodology differs significantly from the previous LNRT method, in a
way that the identification-elimination procedure of gross errors is implanted in the state process
itself and not performed subsequently. The quadratic function in the WLS estimator results in a
fact that large residuals have a much greater impact on the result than small residuals. In a general
definition of the NQC, the quadratic function is intended to be modified to: quadratic-tangent (QT),
quadratic-linear (QL), quadratic-square-root (QR) or quadratic-constant (QC) function in order to
naturally screen and suppress the outliers in relation to the point where quadratic function changes
to non-quadratic. This type of an estimator is able to automatically detect measurements with
rapidly growing residuals and suppress their influence on the state estimate. The methodology is
lately further enhanced in [9]–[11], especially regarding the definition and manipulation with the
break-even point of quadratic function. Most recent work recalling of the NQC for GE elimination
can be found in [12] and [13].
Another variant of the objective function, which can also be denoted as non-quadratic, is
known as the Weighted Least Absolute Value (WLAV), proposed by Irving et al. in [14]. The idea
is to substitute the quadratic function with a linear function in order to enable bad data rejection
properties. The significance of the gained robust performances was subsequently proven and more
elaborated in [15]. However, Falcão et al. in [16] warned against certain bad data combinations
when WLAV estimator is particularly sensitive and fails in identification of gross errors.
Generally, the main advantage of the non-quadratic estimators is in their simplicity and
relatively low computational requirements. The transformation of the quadratic objective function
aims to embed in the method a mechanism for bad data detection/identification. Hence, the
estimation and bad data analysis are carried out in the same procedure thus avoiding the
iterative re-estimation until all gross errors are eliminated. Alternatively, adoption of non-quadratic
functions may result in problems of local minima and convergence. In addition, there is still a
possibility of bad data misidentification due to the fact that there is no one-to-one correspondence
between the residuals and measurements errors.
An alternative approach, known as the Hypothesis Testing Identification (HTI), was
developed in [17]. Unlike the previous methods, it uses individual criteria for each suspected
measurement. The idea is to exploit the statistical properties of each error estimates for the
suspected measurements and via individual identification testing decide whether the corresponding
measurement is erroneous or not. This method shows relatively high robustness and allows for
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identification of all gross errors in a single step. Since normalized residuals are used for detection
of GE and for creation of a list of suspected measurements, this method inherits the same
weaknesses that are characteristic for the LNRT method. In addition, computational heaviness
for the required matrices may impose significant limitations.
All the early methods for bad data identification were exhaustively reviewed and comparatively
analyzed in [18]. Despite various pros and cons, which characterize each method, there is a
common property for all the methods. More specifically, since all of them rely on measurements
residual, they are very harmful and fail in identification of multiple conforming gross errors.
Moreover, bad residuals may be masked when GE affect measurements called leverage points.
It is recognized that some measurements, due to meter location and network parameters, create an
outlier in the factor space, spanned by the rows of Jacobian matrix, and therefore have an undue
influence on the estimation result. For example, GE will have vastly more serious impact on the
result if appear in injection power measurements, then if power flow is infected. In addition, a
leverage point may be created by a power line that has multiple times lower impedance comparing
to other lines.
Leverage points that contain gross errors are referred to as bad leverage points. In these
cases, they are able to ruin any state estimator that minimizes the sum of certain function of
residuals. In order to overcome these issues, substantial work has been done to identify and
limit such deteriorating behavior of bad leverage points and thereby make classical estimators
more robust. The background idea of achieving this, aims to modify the objective function in
order to balance the influence of measurements irrespective of their location and type. This
problematic was early discussed in [9]. Subsequently, it was applied in [19], [20] in order to
solve the problem of high sensitivity of WLAV estimator to leverage points. The use of weights
for bounding the influence of leverage points on a M-estimator results in the so-called Generalized
M-estimator, or GM-estimator. The first estimator of this type, eventually referred to as the
Schweppe-type GM-estimator, was proposed in [9], with an intention to down-weight only bad
leverage points. The robustness of this estimator was improved on the basis of projection statistics
in [21], in the formulation of the so-called Schweppe-Huber GM-estimator.
Another group of state estimators was developed specifically to eliminate leverage point effects
and enable identification of multiple conforming GE. These methods were mostly adopted from
general robust statistics developed by Rousseeuw and Huber in [22], [23]. The first step in this
sense was performed by Monticelli et al. in [24] who perceived bad data identification as a
combinatorial optimization problem and adopted a branch-and-bound algorithm from the decision
theory in order to solve it. A subsequent step came much later, from the similar perspective,
but with the principle of minimizing the median of residuals. An example of this estimator type
was the Least Median of Squares (LMS) estimator which was initially developed by Rousseeuw
in [25]. The LMS estimator was then extended to nonlinear power system problem by Mili et al.
in [26], providing a substantial improvement to state estimators of that time, which were prone to
a masking effect of multiple bad leverage points. More specifically, they emphasized the effects of
bad leverage points and proposed a new estimator, which yielded the correct solution even if half
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the redundant measurements were bad leverage points. Given that this is the maximum amount of
bad data that a robust estimator can process, the a new group of estimators was set by LMS, called
the high-breakdown state estimators.
Another high-breakdown estimator representative was proposed in [27], as an estimator that
minimizes the sum of the smallest ordered squared residuals up to the position k, the so-called
Least Trimmed Squares (LTS) estimator. The LTS and LMS make the same family of high
robust estimators, but they are also characterized by a quite high computational requirements.
In addition, they both suffer from slow convergence rate, lack of scalability to large-scale systems
and problems in situations where some collinearity exists in the measurements.
After LMS and LTS, there were many other attempts to build high break down methods for
the same paradigms, by adopting more sophisticated methods in order to focus the exhaustive
approach and improve robustness but never at the expense of computational performances. For
example, Gastoni et al. [28] proposed a procedure which evaluated different state vectors obtained
by solving observable critical sets from the available measurements. In order to speed up the
selection among samples, a genetic algorithm is used and the optimal solution is considered to
be the one with the maximum agreement between the remaining measurements and those in the
sample. In [29] a similar approach was broadened in the sense of generalized state estimation and
solved by a heuristic tabu-search meta-strategy. In [30], the same combinatorial approach is solved
by particle swarm optimization. One more high-breakdown estimator worth mentioning solves
inequality constraints constructed to model the uncertainty in the measurements - the Maximum
Constraints Satisfaction (MCS) estimator [31]. Furthermore, a very similar approach called Least
Measurements Rejected (LMR) was also proposed by Irving in [32], [33]. The LMR estimator
minimizes the number of measurements that remain beyond the pre-defined tolerance ranges for
each measurement. Unlike the MCS estimator, where the same formulation is solved by a genetic
algorithm, the LMR estimator uses mathematical programming.
More recent work, based on robust statistics can be found in [34]. Unlike other methods, this
method is used as a pre-processor by performing a random sampling and minimization of the LTS
criterion. After some measurements are discarded, the final estimate of a system is found as WLS
solution of the remaining measurement set. In order to solve a combinatorial problem, the authors
have proposed a heuristically-determined number of samples which needed to be analyzed.
It can be observed that across all of these estimators, highly robust features are always gained
by engaging a more exhaustive estimation process which requires not so modest computational
costs. Despite many new methodologies, which are being adopted in order to facilitate such an
exhaustive estimation of high-breakdown methods, there is still no uniquely accepted solution.
Table 2.1 provides a comparative summary regarding most representative properties of some
of the most known robust state estimators. Generally, robustness of the methods is quantified
by the concept of breakdown point, proposed in [35]. A breakdown point of an estimator is
defined by the maximum number of measurements that can be affected by bad data that still
do not deteriorate the estimated state vector. It is calculated by increasing the number mb of
arbitrary large gross errors until the maximum norm of the caused bias in the estimated state
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Figure 2.1: A principle classification scheme for most of the known state estimators. The
classification is performed in accordance with the type of the used methodologies and the time
necessary for bad data processing.
bmb = maxi |xˆi− xˆ′i|, i = {1, . . . ,n} remains bounded. Therefore, xˆi is a component of the estimated
state vector before the introduction of GE, and xˆ′i is the estimate after the measurements vector z
is corrupted with GE. Finally, the largest ratio mbm , (m is a number of available measurements) is
finally called the breakdown point of an estimator. For example, in case of the WLS estimator,
already a single GE will not leave the bias of the state vector bounded. Therefore, the breakdown
point of the WLS is equal to 0. The highest level of robustness can be measured for the high-
breakdown estimators which may remain immune when number of bad data is equal to a half of
the number of redundant measurements mr. This is the maximum amount of bad data a robust
estimator can theoretically cope with. If the amount of bad data would exceed the maximum
amount, it would no longer be possible to distinguish the good from the bad data.
In addition, estimators are compared in Table 2.1 according to some key properties: robustness
level, problem definition type and pros/cons. Specifically the character of the mathematical
problem, how most of the estimators are defined, can be a classical non-linear problem (NLP)
or a mixed-integer non-linear problem (MINLP). It mostly depends if a binary variable vector is
added to the optimization problem or not. From characteristics of the methods from Table 2.1, it
can be observed that benefits of one perspective mostly include the limitations of the others. Most
typically, robustness is gained at the expense of additional computational requirements.
In summary, Figure 2.1 gives a schematic, simplified classification for most of the mentioned
state estimators. The three classes are defined according to the time of GE processing (detection,
identification and elimination/correction) regarding the proper estimation process: posterior to
SE, during the SE process or before the SE process (pre-filters). The estimators are named using
abbreviations defined in this section. Hereafter, some alternative, unconventional and more recent
robust state estimators are addressed.
As previously mentioned, most of the proposed classical robust state estimators are prone to
failure due to the masking effect of bad leverage points. This particular problem was recently
addressed by Bretas et al. in [38]–[41]. In order to keep the quantity of new information
contained in measurements, the authors proposed indexes of undetectability and innovation based
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on topological and geometrical approaches. These new measures are not reflected in residuals and
thus may reveal gross error which could be masked by the state estimation process. However, in
order to make this method applicable to processing of multiple gross errors, a significant upgrade
would still be required.
Instead of a combinatorial search through multiple gross errors scenarios, He et al. [42]
proposed an approach of modeling uncertainty among measurements. According to objective
function of the proposed Maximum Normal Measurement Rate (MNMR) estimator, it brings it
closer to the family of non-quadratic criteria. If compared to the estimator which satisfies the
maximum constraints (MCS), this estimator substantially reduces computational requirements
and becomes applicable to large-scale systems. However, the proposed model is non-convex and
exhibits problems in finding the global optimum, common to most of the non-quadratic criteria.
A series of recently published papers by Caro et al. [43]–[45], which intend to modify
the well-known WLS to Dependent Weighted Least Squares (DWLS) are also important to be
mentioned. The key thought is that consideration of independence among measurements errors
is inappropriate, especially if measurements are acquired from the same substation. In [43]
the authors suggest a way to take measurement dependencies into account. Here, active and
reactive power measurements provided by the SCADA are actually computed from the primary
raw measurements: voltage magnitudes, current magnitudes and current-voltage phase angles. In
other words, voltages, currents and phase angles, which are directly measured, are affected by
statistically independent errors whilst power injections and flows, which are fabricated out of them,
are obviously affected by dependent errors. It is shown that a proper model of correlation among
measurements errors (as proposed in [44]) is able to make significant evolution in estimation
quality. Furthermore, in [45] the same paradigm is particularly analyzed for the gross errors
scenarios, when only a single bad measurement of voltages or currents can result in a measurement
vector that contains multiple bad data. Accordingly, the authors propose to modify the LNRT
on the way to consider the statistical correlation between measurements and make a significant
improvement in multiple bad data identification.
The first installation of Phasor Measurement Units has started a revolutionary period, in
both theory and practice, of state estimation in power systems. Since the first installation of
devices equipped to measure the electrical waves (current and voltage phasors) at rates of several
dozen times per second synchronously, the accuracy of power system monitoring and control is
expected to substantially evolve. In general, any type of an additional measurement in a system
improves redundancy and consequently the quality of state estimation. The PMUs, thanks to
their accuracy and synchronicity, are able to make the most significant impact. However, this
type of measurements is still finding its place in power systems, mostly due to economical
burdens. Therefore, it seems kind of a transitional phase is to begin, when a fusion between
traditional SCADA measurements and the new PMU measurements will be required. Regarding
the issue of bad data processing, it is not necessary to emphasize the importance and potential
of synchrophasor measurements. This challenge for evolving the state estimation robustness was
already accepted by Chen and Abur in [46], [47]. Subsequently, efforts for opening a new era
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in bad data processing by including PMUs were continued in [48]–[51]. The synchrophasor
measurements are also very implementable under the light of the dynamic state estimation concept
as proposed in [52]–[54]. Therefore, intense research work can be expected for development in this
direction, which will set a path towards a full acceptance of new measurement standards.
Another actual research front in power system state estimation area is aimed towards
development of a state estimator for distribution grids. A key important issue is concerned with
scalability of the methods regarding dimensionality of the problem and processing of excessive
data sets. Moreover, there are also some specific issues regarding implementation within the
smart-grid concept. In general, the architecture of a state estimator in such an environment is
expected to be decentralized and distributed to some local system entities. A significant recent
contribution towards decentralization of the SE process, decrease in computational requirements
and improvement in algorithm stability can be found in [55], [56]. A two-level SE concept is
proposed, which at the first stage performs preprocessing of raw measurements at the substation
level by a linear estimator, and then proceeds only manageable subset of measurements for the
second level. A related work, which additionally considers availability of PMUs, is published
in [57], [58]. Also a two-level state estimator is proposed, where decentralized local processing,
on the level of a substation, is performed at the second stage, with the main scope of removing
bad data and topology errors. Furthermore, paradigms for a multilevel state estimation, suitable
with the smart grid environment are reported in [59]. Also, a substation state estimator for smart
distribution grids is proposed from the same group of authors in [60]. Some more publications in
the relevant area can be found in [61]–[63].
In this thesis, the state estimation problem is approached from an information theoretic point of
view. Put simply, the input dataset is considered to be a general source of information, regardless
of whether it was provided by SCADA or PMUs. For the purposes of simplicity, just SCADA
measurements are discussed in the remainder of this thesis. Hence, all paradigms proposed in this
thesis are designed to extract information from data, and therefore can be easily applicable to any
measurement type.
After more than 40 years of state estimation experience in power systems, continuous research
work in this area still remains current. More specifically, the search for a unique solution of a state
estimator which is highly robust, accurate, computationally efficient (fast), flexible and scalable to
large scale systems is still very much active.
2.2.2 Dynamic (Forecasting-Aided) State Estimation – an Overview
All the state estimation approaches mentioned earlier can be identified as static-natured state
estimators. This means that historical state estimates are not considered when treating a current
measurement snapshot. In order to enhance the robustness of static estimators, some alternative
estimation approaches were proposed, with intention to extract valuable information from a
succession of static-states evolving over time. These types of estimators are known as dynamic
state estimation (DSE), or lately more preferably called the Forecasting-Aided State Estimation
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(FASE). This approach of observing time evolution of the static-state by considering multiple
measurement scans is of particular interest for bad data processing.
The idea of dynamic approach was recognized in the early beginnings of state estimation, with
a motivation to improve the capabilities of bad data processing. The early implementations were
mostly based on quite naive models, without real forecasting capabilities [64], [65]. Following
simplified attempts to track static-state, time changes were incorporated into the process, defining
the so-called tracking estimators [36], [66]. A significant step towards the use of dynamic
approach for identification of anomalies in the state estimation was made when the idea of
innovation processes, generated by differences between forecasted and measured quantities [67],
was proposed. Further enhancements in using forecasting capabilities for detection/identification
of grossly erroneous measurements, based on computation of innovations, are established in [68].
A substantial progression in forecasting-aided state estimation is considered to happen after
the introduction of Artificial Neural Networks (ANN) and pattern analysis. The pioneers of
configuring a real-time network via pattern analysis were Alves da Silva and Quintana [69], [70].
In [71]–[73], normalized innovations are proved to be more appropriate for the ANN input, when
being used for data debugging purposes.
In [74], ANN were also proposed for bus load prediction, as a step of dynamic state estimator.
Here, forecasting was perceived as a three-phase procedure: bus load forecast, bus power injection
forecast and online load flow. Similarly, hierarchical estimation techniques were incorporated
in [75]. More recently, a fuzzy control method was proposed as a competitive study with extended
Kalman filters [76]–[78]. Interesting work, coping with the challenging tasks of gross error
identification in critical measurements via FASE, is described in more detail in [79].
An extensive review of all the work that improves state estimation by forecasting capabilities
regarding data redundancy, innovation analysis, observability and bad data processing, can be
found in [80]. The second of this two-paper series [81] presents the issues of implementation of
FASE in a real Energy Management System (EMS).
The FASE state estimation intends to extract valuable information from previous measurement
snapshots. This can be perceived as an auxiliary service that undoubtedly improves the estimation
quality and reliability in situations where input data are distorted or missing. However, a question
about unpredictable, sudden changes in power system that are not conveniently addressed by none
of the mentioned work, needs to be raised. For example, in case of major topology change which
establishes a break with the past, forecasting methods can barely accommodate this scenario
correctly. Thus, in a case when state estimation result is of key importance for an appropriate
control decision, the forecasting process, instead of providing aid, may only induce additional
errors.
2.3 Topology Processing - an Overview
Section 2.2 provides an overview of detection and identification of gross errors in analogue
measurements of power and voltage acquired from the SCADA. Another type of input data,
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essential for SE and provided by the SCADA, are digital data that report statuses of circuit
breakers, i.e. define topology of a system. This information about network topology delivered
to Energy Management System (EMS) from the SCADA is also prone to gross errors. Thus,
an erroneous or misidentified breaker status may results in inappropriate or even dangerous
control decisions. Therefore, the information about topology needs to be considered as any other
input data, i.e. prone to errors and inconsistencies so need to be taken under consideration by
a specific estimation procedure. From the earliest establishment of state estimation in power
systems, relevant research work brought about a diapason of topology estimation methods that
are able to detect, identify and correct erroneous breaker statuses. These methods can mostly be
incorporated in any of the state estimators analyzed in the former section.
All topology processing methods can be basically classified according to the moment of execution
in the following manner:
• A priori – filtering of all the input data prior to execution of SE procedure.
• A posteriori – topological errors are detected and processed subsequently to the SE process,
mostly by analyzing the measurements residuals.
In order to detect/identify bad data in analogue measurements, associated residuals provided
by the classical state estimation (bus-branch) model are statistically analyzed. For the digital
topological data there is no such correspondence, because the bus-branch model does not provide
means for an explicit representation of switches and circuit breakers. Consequently, most of the
earliest Topology State Estimators (TSE) were intended to reconstruct topology errors according
to their impact on residuals of analogue measurements. One of the first attempts to detect
topological errors was proposed in [82], with a principal idea of exhaustive repetitive state
estimation for all the combinations of statuses (ON or OFF) for the suspected branches. Most of
the methods, subsequently proposed during the 80’s [83]–[85], were also based on such heuristic
procedures and on identifiability of impacts that topology misconfiguration have on measurements
residuals.
All these methods can be classified as a posteriori (or post-processing), since they require
previous state estimation execution in order to obtain measurement residuals. All of these
methods have a common drawback. More specifically, the WLS state estimation is known to have
converging difficulties in ill-posed cases, so it is not surprising that presence of topological errors
seriously deteriorate, or even disable the estimation efficacy. Hence, if a state estimator fails to
converge, there is no prerequisite for the topology analysis. Moreover, as discussed in previous
sections of this chapter, normalized residuals are prone to misidentification of bad measurements
due to masking effect that multiple incident gross errors may cause. The same effect may also mask
the topological errors. In order to overcome such failures, the paper published in [86] suggested a
step towards a dynamic model by tracking the topology changes over time. With the assumption
that radical topology changes do not occur frequently, consideration of the previous bus/branch
model configuration may significantly save some computational time.
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A contrary approach to all existing methods of that time was proposed in [87] and was based on
an idea to process system topology prior to the state estimation procedure. This approach marked
the establishment of the first a priori method. The work presented a systematic procedure, intended
to locally validate switch indicators and analog measurements within a substation. Subsequently,
aware of aforementioned weaknesses of the a-posteriori methods, Singh and Glavitsch [88]
proposed a stand-alone expert system, i.e. a rule-based algorithm that intends to emulate a power
system engineer. Significant originality of this work is in taking advantage of temporal consistency
of measurements in order to define a switch status. This technique was even implemented in the
existing EMS in a central European control center, and the gained experience was reported in [89].
A substantial stride in enhancement of TSE was introduced by Monticelli through the idea
of zero impedance branches [90], [91]. More specifically, branches of the proposed bus/branch
network model do not only represent transmission lines and transformers but also circuit breakers.
This model resulted in a paradigm of the so-called Generalized State Estimation (GSE) [92]. The
generalized estimator includes full uncertainty model for system topology, network parameters and
bad data processing. The methodology is conceptualized as a two-step estimation procedure. The
first stage includes classical procedure, together with anomaly detection method. In cases when
anomaly is detected, the suspected zone is localized and passed to the second stage. The second
stage is activated just in cases when error detection is flagged, including detailed description of
the suspected zone on the level of substation bus section. This means that all the circuit breakers
statuses are explicitly considered through associated binary variables which are submitted to state
estimation procedure. Thus, the existence of a breaker is modeled with a null voltage difference
at its extremities or with a null power flow through it. This allows direct estimation of a breaker
status through the common SE method. The two-level estimation procedure establishes two ways
of topology processing:
. Bus-branch model - the relevant information for topology error analysis is obtained from
the conventional bus-branch model,
. Bus section-switch model or Split bus model - detailed network model, including all the
individual circuit breakers within a substation. This model is exclusively applied as localized
on a smaller part of the network that is suspected to contain topology errors.
After the GSE was proposed, a series of subsequent papers inspired by the same paradigm were
published. Abur et al. [93] implemented the WLAV state estimation on both levels of topology
processing in order to enhance the robustness to gross errors. A parallel work from another group
of authors who intended to develop the WLAV topology estimator is addressed in [94].
Any of the aforementioned post-estimation techniques suffer from same weakness coming
from the fact that the second stage process is based on values estimated either through the
conventional WLS [91], or through the LAV estimator [93]. Being aware of these issues,
Mili et al. [95] proposed an a-priori robust Huber M-estimator for topology error identification.
The Huber M-estimator is applied to decoupled real and reactive power models with detailed
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substation representation, where state variables assume active and reactive power flows at one end
of every branch.
In [96], Clements et al. reported their work on a state estimator with flexible system topology
or even system splitting. The idea was to define switching branch statuses as equality constraints
and associate them with Lagrange multipliers, formulating the second stage of estimation process
as an optimization problem. Additional a-priori information is also included in order to avoid the
problems regarding critical sets of status information and system splitting during topology error
identification. Computational efficiency of this approach was lately significantly improved in [97].
More specifically, statistical characterization of Lagrange multipliers allows the use of hypothesis
testing in order to identify topology errors so that a computational burden can appear in large
numbers of hypothesis alternatives. The work presented in [97] therefore proposed hypothesis
testing based on Bayesian statistics in order to avoid multiple runs of state estimator for hypothesis
evaluation. More recently, the same research group showed in [98] that the entire topology error
identification procedure can be devised entirely in terms of collinearity tests between Lagrange
multiplier vector and columns of the corresponding covariance matrix thus spurring the use of
more elaborate hypothesis testing procedures.
Another relevant approach, also inspired by generalized state estimation and estimation of
topology variables, can be found in [99], [100]. In this model topological, binary variables are
introduced directly in the model and are estimated simultaneously with analogue electric variables.
The breaker status is represented by a continuous real variable in the range [0,1]. In order to force
the solution towards integer values of 0 or 1, the equation x(x−1) = 0 is imposed as an additional
condition. Also, a fuzzy controller is used in order to adaptively tune the weights and allow fast
convergence of the WLS model. Comparative study of the approaches reported in [96] and [99],
[100] was prepared by common work of the two working groups in [101].
One of most recent works that aims to identify status of breakers prior to state estimation
process, is addressed in [102]. The problem intended to be solved is defined as a well-behaved
mixed-integer quadratic programming problem, which exclusively contains topology variables
(binary variable that takes value 0 for open breaker or 1 for closed breaker). The method seems
appropriate even in the case of substantial number of breakers observed on the substation topology
level (split bus model).
All methods mentioned thus far, can be referred to as conventional. This is due to their
relationship with classical state estimation and/or mathematical programming approach which
requires a solution of the optimization problem.
A shift towards an unconventional point of view on the TSE was done by recognition of the
potential of Artificial Neural Networks. A hint about the use of ANN in PSSE was already given
in section 2.2.2 through a review of dynamic state estimators that usually consider errors in both
analogue and digital electric variables. Da Silva et al. in [103], [104] and [69], [70] first introduced
pattern analysis as a combined solution for the topological identification, observability analysis
and bad data processing problems. The main idea is to train an ANN offline, in order to obtain
mapping through which selected measurements and breakers statuses are associated within their
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corresponding topologies. In the real time, the trained ANN receives actual data vector from the
SCADA and it provides a result which indicates one of the considered topology variants. This way
the method is able to provide a very fast and reliable use of verified data as inputs to a classical
state estimator, without any previous interaction. Particular advantages of the proposed paradigm
can be associated exactly with the weaknesses of conventional methods: there is no need for a
system observability check; one is able to deal with multiple interacting bad data and able to
correct critical measurements. However, there are difficulties in proper ANN training that need to
be overcame in order to reach sufficient efficiency of the method.
Data debugging was further improved in [71] by proposing normalized innovations as inputs
of ANN. Normalized innovations are proved to be more relevant as information for recovering
data anomalies when compared to measurements and normalized residuals. This is even visually
justified in [72]. The same group of authors improved the method in [73], in order to make it
more suitable for the real-time environment and processing of gross errors in both topology and
analogue measurements.
Kumar et al. [105] approached topology identification using ANN from a slightly different
point of view. Through a comparative study of two ANN architectures the new model was proposed
for topology processing and state estimation and was shown to work well even for non-Gaussian
noise and in the presence of bad data. A few more papers addressing usage of ANN for topology
error identification can be found in [106]–[108].
An unconventional approach based on fuzzy pattern matching is proposed in [109] for all the
key processes of state estimation: topology identification, bad data processing and state estimation.
Fuzzy c-means clustering and pattern matching was used, where fuzzy pattern vector is generated
based on the analogue measurement vector. Topology identification and gross errors are detected
from difference between the fuzzy pattern vector and the analogue measurement data.
The problem of processing power system topology and identification of a breaker status when
it is erroneous or missing has historically been approached from various points of view. The
solutions based on generalized state estimation [110], were found to be implementable in the
real EMS. Nowadays, state estimation is turning also towards distribution systems. Moreover, it
will have a key role in the running of new concepts of grid organization, known as smart-grids and
micro-grids. In these environments, state estimation will have to be upgraded with some specific
features in order to meet the new challenges.
2.4 Recent Trends in Power System State Estimation
More than four decades after Schweppe established state estimation for power systems [2], the
same WLS estimator is still accepted as a standard in transmission systems. In regard to bad
data processing, conventional methods based on measurements elimination according to largest
residuals, are still not forsaken and are still being accepted for industry implemented solutions.
Although substantial research work over the last 40 years on development of a robust state
estimator, there is still no final solution with all of the following desirable properties:
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. Minimal computational requirements,
. Robustness to multiple GE,
. Robustness to bad leverage points,
. Accuracy in state estimation,
. Detection, identification and correction of the topology errors,
. Flexibility to absence of input electrical signals.
Moreover, new trends in restructuring of power systems have also raised some new challenges,
which together with advent of computing power, revived interests in upgrading state estimation
performance. Some of the hot topics which attract most of researchers’ interests are:
◦ Synchrophasor-assisted state estimation – development of a hybrid SCADA-PMU state
estimator that will exploit the benefits of still a few PMUs in order to improve precision and
robustness of the state estimation process,
◦ Robust Generalized state estimation – there is still no satisfactory solutions for the
increase in demand for robustness, flexibility and computational efficiency of a state
estimator,
◦ Distribution system state estimation (DSE) – expanding state estimation to distribution
networks implies the following issues:
– load prediction and pseudo-measurements generation in order to restore observability,
– system topology identification,
– integration of distributed generation creates new conditions in active distribution
networks,
– handling of enormous amount of measurements obtained from newly installed meters,
– a distributed, decentralized and localized state estimation,
– suiting the state estimation for the smart grids concept.
The electric power systems worldwide are mostly undergoing some crucial operational
changes. Until recently, exclusively driven as vertically oriented, they are now submitted to
open-access regulative, liberalized electricity market trading and increasing acceptance of non-
utility players. Such changes will mostly affect distribution networks. Specifically, instead of
passive, radial networks, they are becoming each time more active and dynamic in structure. This
means that distribution systems do not just distribute electrical energy towards the consumers,
but also enable reception of energy produced from distributed generation, which implies a more
dynamic and flexible distribution system as a whole. All these intentions resulted in a new
conceptualization of power systems that is popularly called smart-grids.
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The electric distribution systems of today are still mostly static in nature with quite
predictable loads and voltage profiles. Generally, there is still no significant penetration of active
components such as distributed generation. Such networks do not increase requirements for
frequent reconfigurations of feeders, protection or controller settings under normal conditions.
These circumstances resulted in an approach of "fit and forget", where very little remote
monitoring and control is provided to system operators. Some new roles required by Distribution
Managements System (DMS) in an active distribution system are:
◦ increasing automation levels,
◦ optimization of network configuration,
◦ minimization of operational costs,
◦ acceptance of high penetration of distributed generation.
All these tasks are barely manageable without a satisfactory monitoring system which is still quite
adequate in distribution systems of today, making a main barrier towards the realization of a DMS
with advanced distribution automation. However, full monitoring, as performed on transmission
systems, cannot be expected due to scarce economical justification. In any case, a distribution state
estimator would be an inevitable function of this type of DMS. It will be expected to process all
available measurements and load models in order to improve the system observability and provide
the most probable state in the system. Improving the accuracy of estimated state vector is the main
objective of both the input data and the estimation method itself.
The objective of this thesis is to establish new paradigms which can be adopted to any state
estimation procedure. Although it is not envisaged to deal particularly with issues regarding the
state estimation in distribution systems, all of the proposed concepts are designed to be suitable
and easily adapted to any state estimation environment.
The power system state estimation was established on the least squares criterion in order to find
the most probable state of the system. This criterion is undoubtedly the optimal approach under
the assumption of Gaussianity of measurements errors. Thus, the WLS is still widely accepted
in industry since it allows an accurate and computationally efficient estimation, very suitable for
an online use. However, problems begin to appear when dealing with bad data since the WLS is
not a robust state estimator and it cannot eliminate deteriorating effect on estimated state vector.
Consequently, a large spectrum of different approaches for bad data detection and identification
was developed since the beginnings of SE problem definition. However, the problem has not to date
received a satisfactory solution for all the desired, aforementioned performances. In general, there
is always a trade-off between robustness and computational effort, which can be barely reconciled.
When talking about gross errors, one mainly thinks about the bad data in analogue
measurements. However, erroneous data can also be hidden in any input data that describe a
system. A part of this thesis will be particularly focused on bad data in breaker statuses, i.e.
network topology. A fundamental prerequisite for any supervisory and control action in a power
system is the knowledge of system topology, defined by the statuses of circuit breakers. Thus,
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taking a topology state as it is received from the SCADA, one is at risk of highly biased estimated
state vector and inappropriate or even dangerous control decisions. Therefore, it is necessary to
perform a breaker status identification method, able to extract information about the topology from
the available measurements of power and voltage.
The principal idea of this thesis is to perceive the state estimation problem as a problem dealing
with information. The associated challenges are principally the following:
. Robustness to gross errors in analogue measurements,
. Estimation of a power system topology,
. Observability of the values that are being estimated.
The main contribution of this thesis is to establish new paradigms in power system state
estimation, built from the perspectives of Information Theory (IT) and Information Theoretic
Learning (ITL). More specifically, the state estimation problem is perceived as a problem of
maximizing information that can be extracted from the available measurements. In other words,
the informational content of measurements errors should be minimized. Moreover, the task of
topology estimation is perceived as an extraction of information about system configuration from
the available analogue measurements of power and voltage. In all of these processes, new metrics
are adapted to state estimation from Information Theoretic Learning and signal processing which
are expected to bring improvement to robustness and accuracy in the presence of gross errors.
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Chapter 3
Power System State Estimation Based
on Correntropy
The state estimation problem in power systems has traditionally been solved by the Weighted Least
Squares (WLS) criterion. By minimization of the sum of squared residuals, one in fact minimizes
the variance of probability density function (PDF) of the measurement residuals. This would be
the optimal method if and only when the error distribution was Gaussian. Unfortunately, this is
not always the case due to outliers which appear as gross errors in measurements acquired from
the SCADA. Such bad data are able to significantly deteriorate the WLS result and contaminate
the estimative of healthy measurements. In any case, the WLS cannot provide the recognition and
isolation of outliers and therefore cannot be called a robust state estimator. The importance of
gross errors processing was recognized from the early establishment of state estimation theory
which resulted in a wide diapason of robust state estimators. More details about all the relevant
achievements can be found in Chapter 2. In regard to all properties a robust state estimator is
desired to posses, it can be concluded that after more than 40 years of research work, the search
for a fully satisfactory method is still active.
This chapter proposes a new paradigm for the power systems state estimation, inspired by the
main idea of perceiving the state estimation problem from the information theoretic perspective.
More precisely, the objective is to establish a criterion to maximize the information extracted from
the available measurements or to minimize the informational content of error distribution. Put
simply, if the error distribution has no information, then the PDF corresponds to a Dirac function
and all errors are equal to zero. In this case, a unique solution exists for state variables which
explain all measured values perfectly, i.e. total similarity is achieved. The key idea is the following:
instead of minimizing the variance of error distribution, the intention is to resort to the concept of
Entropy of the error distribution and to minimize the informational content in the process. Here,
unlike the traditional WLS estimator which deals only with second moments, the intention is to
extend to all moments of error distribution.
In order to shed a new light on the PSSE problem using this perspective, the descriptors are
recognized in the framework of Information Theoretic Learning (ITL). The ITL has established
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mechanisms for estimating descriptors from Information Theory (IT) directly from the data,
with intention to substitute the conventional statistical descriptors used in nonlinear adaptive
filters, machine learning and signal processing. According to the reported experience in signal
processing, potential characteristics that Correntropy function could offer are recognized. More
specifically, Correntropy is proposed as robust measures of similarity between the vector of
available measurements and the electric values which are being estimated. Due to its unique
properties of changing perspective of similarity with the distance, significant robust properties
are expected to be availed if it is possible to implement Correntropy as a SE criterion.
The aim of this chapter is to establish a state estimator that is based on Correntropy, and
test all of its properties using representative case studies. A principal proof of this concept was
already published in [111], announcing very promising results in a sense of efficient and robust
state estimator. This research is continued here in order to develop a novel state on an industrially-
acceptable level.
3.1 Building Blocks - Information Theoretic Learning Paradigms
The milestone of this thesis are the paradigms borrowed from the framework known as Information
Theoretic Learning (ITL), established in the late 90’s by the Computational NeuroEngineering
Laboratory (CNEL) at the University of Florida, led by Prof. José Carlos Príncipe. By intending to
substitute the conventional statistical descriptors of variance and covariance in machine learning
and signal processing, the ITL was developed as a framework of non-parametrically adapt systems
based on information theoretic descriptors (entropy and divergence).
Specifically, in machine learning and signal processing, the procedure of learning from
examples is traditionally based on criteria like correlation or mean square error (MSE). However,
these do not entirely answer the intuitively asked question: how to extract the maximum of
information that is contained in data? The importance of these issues was first recognized from
a theoretical point of view by Shannon [112]. He established the concept of Information Theory
(IT) in order to deal with the problem of optimally transmitting messages over noisy channels.
This paradigm was quickly well-accepted by the scientific and engineering communities, resulting
in dramatic impact on the communication systems design. Questions about the optimal code for
data, or about the maximum amount of information which can be transferred through a particular
channel are finally answered by introducing statistical descriptors called information Entropy and
Mutual Information (MI). Put simply, the entropy quantifies the information content conveyed by
a single random variable and mutual information considers two or multiple information sources
thus quantifying the gain of information about one signal, by observing the other one.
The main motivation which induced paradigms developed within the ITL was to adopt the
criterion and descriptors from information theory to adaptive signal processing and machine
learning. This is due to entropy and divergence that are not directly implementable in learning-
from-examples scenarios.
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This thesis recognizes the benefits brought by these paradigms in signal processing and
machine learning, and their potential for adoption in the PSSE. The main thought is to minimize
the entropy of estimation errors at zero, with respect to the state variables. The following section
brings a more detailed theoretic background, with an emphasis on the concepts of key importance
for this thesis.
3.1.1 Entropy, Mutual Information and Correntropy
In order to weigh the amount of information, Shannon proposed the uncertainty measure called
Entropy [112]. Let X be a random variable which takes values x1,x2, . . . ,xN with probabilities
p(X = xk) = pk, where pk ≥ 0 and ∑xk∈X p(xk) = pk = 1, ∀k = 1, . . . ,N. Then, the entropy of X it
is calculated as a sum across the set of uncertainties in each message weighted by the probability
of each message:
H(X) =−
N
∑
k=1
p(xk) log p(xk) (3.1)
with an assumption that for p(xk) = 0, p(xk) log p(xk) = 0. In other words, the entropy measures
the average amount of information contained in a single observation of the random variable X and,
in fact, provides a number of bits that are required to express this information. It is hard not to note
the similarity of this entropy with the one defined in physics. However, informational entropy is a
property of the probability mass function, whereas entropy in physical sense means a property of
the physical state of a system.
Coming back to aspects of modeling some real phenomena, the difficulty in entropy estimation
is the unavailability or uncertainty about the PDF of a process. This was the main motivation to
develop the ITL. The ITL provides a way to directly estimate the entropy from the data samples,
without imposing assumptions about the PDF [113]. For this reason, Shannon’s formulation
of entropy is not found as suitable and therefore more generalized measures of entropy were
considered. A team from CNEL in [114], [115] adopted Renyi’s quadratic entropy as the most
appropriate for establishing the learning machine architecture which does not require a priori
assumptions about data distributions, but is simply calculated directly from the data. A general
way of expressing the entropy is:
H(X) = ϕ−1
(
N
∑
k=1
pkϕ (I(pk))
)
(3.2)
where I(pk) = − log(pk) is Hartley’s information measure. If ϕ(x) = x is selected, it becomes
Shannon’s entropy, while if ϕ(x) = 2(1−α)x it is identified with Renyi’s entropy of order α [116]:
HRα(X) =
1
1−α log
(
N
∑
k=1
(pαk )
)
, α > 0 (3.3)
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Particularly, for α = 2, it corresponds to Renyi’s quadratic Entropy:
HR2(X) =− log
(
N
∑
k=1
p2k
)
(3.4)
Renyi’s quadratic entropy is assessed as most suitable for achieving performances of ITL
paradigms, due to previously stated reasons. In case of the continuous random variable X with
PDF p(x), quadratic Renyi’s entropy becomes:
HR2(X) =− log
 +∞∫
−∞
p(x)2dx
 (3.5)
Therefore, in order to achieve a non-parametric estimation of entropy, Renyi’s quadratic
entropy is combined with the Parzen window method for non-parametric estimation of PDF, as
proposed in [114]. The Parzen window method, proposed in [117], estimates the PDF by centering
a kernel function on each observation. Thus, it looks at a point as being locally described by a
probability density Dirac function, which is replaced or approximated by a continuous set whose
density is represented by the kernel. If assuming a Gaussian kernel G(µ,σ2) (equivalent notation
Gσ (µ) is used), with the mean µ and standard deviation σ , the estimation of the PDF for set of N
individual samples {x1, . . . ,xn} is obtained as summation of individual contributions:
pˆX(x) =
1
N
N
∑
i=1
Gσ (x− xi) (3.6)
When Shannon’s definition of entropy is used along with Parzen PDF kernel estimator, an
algorithm becomes insuperably complex. Now, one can get an answer about why Renyi’s quadratic
function is particularly chosen: when the PDF function is replaced in (3.5) with the Parzen’s
Gaussian kernel estimative (equation (3.6)), a convolution of Gaussian functions appears, which
eliminates the need to calculate the integral. A replacement of the PDF with the kernel estimative
emerges:
HˆR2(X) =− log
 +∞∫
−∞
pˆ(x)2dx
=− logVˆ (x) (3.7)
where Vˆ (X) is in the ITL vocabulary called the Quadratic Information Potential Estimator (or
simply IP):
Vˆ (X) =
1
N2
N
∑
i=1
N
∑
j=1
+∞∫
−∞
Gσ (x− x j) ·Gσ (x− xi)dx (3.8)
The obtained integral of the product of two Gaussians is actually convolution of two Gaussians,
i.e. it is equal to a Gaussian computed at the difference of the arguments, with a variance equal to
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the sum of variances of the two original Gaussian functions:
Vˆ (X) =
1
N2
N
∑
i=1
N
∑
j=1
+∞∫
−∞
Gσ (x− x j) ·Gσ (x− xi)dx =
1
N2
N
∑
i=1
N
∑
j=1
Gσ
√
2 (x j− xi) (3.9)
Therefore, it also gives an answer to the question: why is only Gaussian function used for kernel in
the Parzen window method? Other kernel functions do not result in such a convenient evaluation
of the integral because the Gaussian maintains the functional form under convolution [113].
To summarize, the ITL approach combines (3.4) with (3.6) in order to obtain an operational
function representing the entropy of the error’s PDF that can be directly implemented into training
algorithm [113]. When calculating entropy, one just needs to evaluate Gaussian functions at
distances between pairs of samples. The IP concept resulted in the proposal of the Minimum Error
Entropy (MEE) [118] (using quadratic Renyi’s Entropy) criterion as an alternative cost function
for supervised adaptive system training. The MEE criterion represents minimization of the average
information content of the error signal. Due to demonstrated superiority over the conventional
Minimum Mean Square Error (MMSE) criterion, it was quickly accepted for a new neural
network training criterion.
The concept of entropy deals with the characterization of a single source of information.
In order to cope with multiple sources, the second important descriptor of statistical properties
is proposed in information theory called Mutual Information (MI). Let X = {xk}Nk=1 and
Y = {yk}Nk=1 be two discrete random variables. The total decrease in uncertainty in X by observing
Y is known as the mutual information between X and Y , defined by Shannon as:
I(X ,Y ) =
N
∑
j=1
N
∑
i=1
p(xi,y j) log
p(xi | y j)
p(xi)
=
N
∑
j=1
N
∑
i=1
p(xi,y j) log
p(xi,y j)
p(xi)p(y j)
(3.10)
where p(x,y) is joint PDF of X and Y , and p(x | y) is a conditional probability density function.
In other words, mutual information can be seen as a gain in information about X obtained by
observing Y . Also, if X and Y are two independent variables, then a property of additivity holds:
H(X ,Y ) = H(X)+H(Y ) (3.11)
where H(X ,Y ) is called joint entropy of X and Y . The explanation for this is the following:
independence between random variables means that each variable contains no information about
the other ones. When there is some form of dependency, then the following holds:
H(X ,Y ) = H(X)+H(Y )− I(X ,Y ) (3.12)
Therefore, mutual information between X and Y quantifies dependency between them (intersection
between H(X) and H(Y )) and is always greater than 0. The equation 3.12 can be also alternatively
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expressed as follows:
I(X ,Y ) = H(X)+H(Y )−H(X ,Y ) (3.13)
I(X ,Y ) = H(X)−H(X | Y ) = H(Y )−H(Y | X) (3.14)
Once again, the ITL proposes a combination of Renyi’s quadratic MI with Parzen window method
in order to enable MI to be used as a criterion for training a feature extractor [119].
After the ITL benefits by error entropy criteria brought out already numerous of applications, a
new step forward was made more recently in [120] by extending the fundamental definition of the
correlation function of random processes to a generalized correlation function. They established
a link between entropy cost functions and Huber’s robust statistics through a new function called
Correntropy. It is able to include the formation of both the distribution and the time structure of
a stochastic process. In [121], Correntropy is extended to a so-called general case of similarity
measure between two arbitrary random variables. Given the two scalar random variables X and Y ,
Correntropy is defined by:
υσ (X ,Y ) = E[Gσ (X−Y )] =
∫∫
xy
Gσ (x− y)p(x,y)dxdy (3.15)
where Gσ is the Gaussian kernel with a variance of σ2. Since the joint PDF p(x,y) is unknown
and only a finite number of data {(xi,yi)}Ni=1 is available, Correntropy can be estimated as:
υˆσ (X ,Y ) =
1
N
N
∑
i=1
Gσ (xi− yi) =
1
N
N
∑
i=1
Gσ (ei) (3.16)
This definition expresses Correntropy as a measure of similarity, that directly indicates the
probability density of how similar the two random variables are in a specific window controlled
by the kernel size σ . In other words, the kernel bandwidth acts as a zoom lens which controls the
observation window in which similarity is assessed [122].
Among many properties of Correntropy, it is important to note that the Correntropy estimate
υˆN,σ (X ,Y ) is an integral of Parzen estimate of the joint PDF pˆσ (X ,Y ) along the line x = y [122].
This means that it estimates the probability of X being equal to Y . Hence, when one changes
the system parameters in any process in order to maximize Correntropy, one is maximizing that
probability. Furthermore, Correntropy is an extension of the correlation concept but it involves all
even moments of the random variable X −Y . Therefore, it is a measure of non-linear dependency
and not just linear, like the correlation.
Furthermore, Correntropy induces a distance function in the input space called the
Correntropy Induced Metric (CIM) [121]. For two random vectors X = (x1, . . . ,xN) and
Y = (y1, . . . ,yN) the CIM is defined as:
CIM(X ,Y ) = [υˆσ (0,0)− υˆσ (X ,Y )]1/2 = [Gσ (0)− υˆσ (X ,Y )]1/2 (3.17)
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The CIM is associated with similarity in the sense of information theory: the smaller the CIM
distance is, the more similar the two distributions become. Moreover, it has been proved that CIM
has all the properties of a metric:
• non-negativity: CIM(X ,Y )≥ 0
• identity: CIM(X ,Y ) = 0 if and only if X = Y
• symmetry: CIM(X ,Y ) =CIM(Y,X)
• triangle inequality: CIM(X ,Z)≤CIM(X ,Y )+CIM(Y,Z)
In addition, it has also been shown that CIM is invariant for translation of kernels such as the
Gaussian kernel. Finally, the properties of key importance for the work presented in this thesis is
the following:
. when two points are close, CIM behaves like a L2 norm,
. after exiting this zone, it transforms to the L1 norm,
. for two points far apart, it approaches the L0 norm, i.e. it becomes insensitive to distance.
Figure 3.1, specifically depicts CIM distance of vector X from the origin in 2D and 3D projections.
It is important to note the following: circular contours close to zero refer to the L2-norm; diamond
contour is relevant to the L1-norm; the last contour after which CIM becomes constant, i.e.
insensitive to the value of the error vector, corresponds to the L0-norm. Therefore, the scale of
the CIM norm is directly controllable by the free parameter σ , i.e. size of the Gaussian kernel
bandwidth. This way, the distance between two points is perceived relatively, in regard to the
kernel size. Here it becomes obvious that the larger the kernel σ , the more similar CIM becomes
to Euclidean distance. The proof of this statement is provided in Appendix B.1.
These appealing properties of Correntropy were suggested by [121] to be used as a criterion
for adaptive systems training. Since the goal of the training process is to maximize similarity
between the output and the desired signal, a new cost function is defined as the Maximum
Correntropy Criterion (MCC). Let E be the error variable as E = Y −X (X = {xi}, Y = {yi}
and E = {ei}, i = {1, . . . ,N}). The Parzen window method can be used to estimate the error
PDF pE(e):
pˆE(e) =
1
N
N
∑
i=1
Gσ (e− ei) (3.18)
If PDF is evaluated at e = 0, and compared with (3.16) it states the following:
υˆ(X ,Y ) = pˆE(0) =
1
N
N
∑
i=1
Gσ (xi− yi) =
1
N
N
∑
i=1
Gσ (ei) (3.19)
39
Power System State Estimation Based on Correntropy
(a) Contours of CIM(X,0) in 2D (b) CIM(X,0) in 3D
Figure 3.1: (a): Contours of CIM(X ,0), i.e. distance to the origin projected on a 2D plane - notice
how circular contours (Euclidean-like) change to squares (similar to L1) and to L0 (indifference).
(b): 3D representation of CIM(X ,0) – notice the top regions of indifference in CIM value in
distance from the origin (σ = 1).
Therefore, the maximization of Correntropy estimative has the effect of maximization of the value
of the error PDF at zero:
MCC(E)⇔max
w
N
∑
i=1
Gσ (ei) (3.20)
where w denotes the parameters subjected to the optimization process and the control of the error.
The effect of optimizing the MCC criterion is to increase the value of the error PDF at the
origin, aiming to approach a Dirac function in the ideal case. The most interesting fact about
the MCC criterion comes from properties inherited from the CIM distance. More specifically,
the MCC behaves like the minimum MSE criterion (or LS) when it comes to small errors. For
the larger errors however it is transformed to the least absolute value (LAV) criterion in order to
finally ignore the larger errors. Therefore, the perception about what is small and what is large is
directly changed by the size of the Parzen window σ .
By recognition of robust properties that ITL concepts provide, this thesis intends to establish a
new paradigm of information theoretic state estimation in power systems. Hence, the basic idea is
to measure the information content of estimation errors PDF by its Entropy, instead of looking only
at the variance of the error distribution. At the first glance, the most appropriate substitute of the
least square error criterion seems to be the Error Entropy Criterion (EEC), i.e. the Minimum Error
Entropy (MEE). However, when this criterion is linked in [113] with Huber’s robust statistics, it
resulted in the Error Correntropy Criterion (ECC), i.e. the MCC. Unlike MEE, the MCC does not
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require centering of the errors mean. Since Correntropy is easier to calculate and since the goal
of making the estimation errors equal to zero, the MCC is suggested as a more suitable criterion.
As previously mentioned, the main motivation for building an information theoretic SE is in the
fact that MCC shows major advantages when the errors PDF has a long tail, i.e. when it contains
outliers in regard to the normal distribution. The following sections discuss the issues relevant to
implementation of the MCC as a novel SE criterion.
3.1.2 Correntropy vs. MSE
For the purposes of better understanding of benefits the MCC brings in comparison to the
conventional MMSE criterion, this section aims to clarify some of the basic properties, similarities
and discrepancies between Correntropy and MSE.
The MSE for the two error variables E = Y −X is defined as follows:
MSE(X ,Y ) = E[(X−Y )2] =
∫∫
x,y
(x− y)2 fXY (x,y)dxdy =
∫
e
e2 fE(e)de (3.21)
where fXY (x,y) is joint PDF and fE(e) is marginal distribution of errors.
As can be seen from Figure 3.2(a) MSE(X ,Y ) is a quadratic function in the joint space with a
valley along the x = y line. Therefore, the MSE represents a similarity measure since it quantifies
the difference between X and Y . The distance in the whole space is L2-norm, i.e. Euclidean norm.
Therefore, points which lay far away from x= y will significantly contribute to the minimum MSE
criterion and also impact the final optimization solution accordingly. This is the reason why the
MSE performs well only in cases with normal distribution of errors and is not otherwise the an
optimal choice.
Lets recall the definition of Correntropy for the same variables X and Y :
υ(X ,Y ) = E[Gσ (X−Y )] =
∫∫
x,y
Gσ (x− y) fXY dxdy =
∫
e
Gσ (e) fE(e)de (3.22)
As explained in the former subsection, the ITL proposes an estimation of Correntropy, directly
from samples:
υˆ(X ,Y ) =
1
N
N
∑
i=1
Gσ (yi− xi) =
1
N
N
∑
i=1
Gσ (ei) (3.23)
As can bee seen from Figure 3.2(b), the Correntropy also represents a similarity measure in the
joint space, but essentially in a different manner then the MSE. Along the line x = y Correntropy
has the highest value and can be correctly approximated with quadratic function. By moving away
from x= y, the quadratic function changes to linear and the Correntropy value finally exponentially
vanishes to zero. Exactly how far one needs to be in order to approach the zero Correntropy is
directly determined by the size of the Parzen window, i.e. the bandwidth of the Gaussian kernel σ .
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(a) MSE in the joint space X-Y (b) Correntropy in the joint space X-Y with σ = 1
Figure 3.2: 3D plot of the mean square error (MSE) and the Correntropy function in the joint space
X−Y .
In the case when size of the Gaussian kernel becomes sufficiently large, CIM distance is
reduced to Euclidean distance, i.e. MCC criterion becomes equivalent to the minimum MSE
criterion.
In regard to the comparison of how the MSE and Correntropy measure similarity, it is
important to note one important issue: the MSE is a global measure, while Correntropy is local.
Specifically, in the case of MSE, all of the samples will contribute to the objective function, where
those which are far away from the expected manifold will contribute even more. On the other hand,
in case of Correntropy, samples which do not pertain to the local zone will not take part in global
maximum of the MCC cost function, i.e. they will simply be ignored. Locality of the observed area
is controlled by the free parameter σ . In the case when Gaussian kernel is significantly enlarged,
Correntropy will be equal to MSE in most of space. More details about the comparison between the
MSE and Correntropy, as well as the proof of statement that correntropy with large σ corresponds
to MSE, can be found in Appendix B.1.
According to this, it can be concluded that the Correntropy function possesses very attractive
properties which can significantly enhance the training process of adaptive systems via the MCC
criterion. In cases of poor Gaussianity, Correntropy will perform equivalently to MSE. On the other
hand, when an outlier appears, the Correntropy has a natural mechanism to reject it while MSE
remains biased by the large impact that outlier receives due to quadratic function. Accordingly, it
can be said that with an appropriate control of kernel size, the MCC can never perform worse than
the minimum MSE criterion. All these contributions of the novel MCC criterion were extensively
corroborated with real samples of adaptive systems in [121] and [113].
These particular features that make the maximum Correntropy criterion robust to outliers,
inspired the work presented in this thesis with an intention to incorporate the paradigms from
ITL in power system state estimation. By approaching the state estimation problem from the
information theoretic point of view, we will aim to adopt the MCC criterion. From experience
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reported in theory of machine learning and signal processing, there is a reason to expect a
respectable robust features from this type of MCC state estimator.
3.2 The MCC State Estimator – Implementation
This section proposes a novel information theoretic state estimator for power systems. The
new paradigm is based on maximizing the information one can extract from the available
measurements. Hence, the information content of PDF is measured by its Entropy and therefore,
instead of only looking at the variance of error distribution, the new paradigm will look at the
properties related to its entropy. The most appropriate background theory that gives answers to
most of the questions raised by this informational view-point on PSSE are found in the information
theory and the concept known as information theoretic learning [113].
The main idea is to define a SE criterion which would deal with the error entropy. A possible
candidate in that sense could be the minimum error entropy (MEE) criterion. However, since it
is independent of the distribution mean, it is definitely not suitable for implementation in the
state estimation problem. The proper solution is found in the maximum Correntropy criterion.
Hence, Correntropy will be used in order to measure similarity between measured vales and
estimated measurements regarding the state vector. This section implements the new criterion
and establishes the MCC state estimator. All properties of the novel state estimator are analyzed
through preliminary case studies.
3.2.1 Adoption of the MCC Criterion in State Estimation Problem
Lets recall the state estimation problem, i.e. the overdetermined system of nonlinear equations:
zi = hi(x)+ ri, i = {1, . . . ,m} (3.24)
The aim of the estimation process is to find the most probable state vector xˆ regarding the measured
values in the vector z. The estimated measurements are calculated from the estimated state xˆ vector
as zˆ = h(xˆ). The errors from measured values are in fact estimative of the true metering errors, i.e.
measurement residuals r.
The classical WLS state estimator searches for a state vector which corresponds to the minimal
sum of squared residuals:
WLS(x) =⇒min
x
JWLS(x) = min
x
m
∑
i=1
(
zi− zˆi
Rii
)2
= min
x
m
∑
i=1
(
zi−hi(x)
Rii
)2
(3.25)
= min
x
[z−h(x)]T R−1[z−h(x)]
Therefore, the WLS in fact minimizes the normalized Euclidean distance between the estimated
and the measured values. If one would consider dependencies between all the measurements, i.e.
full errors covariance matrix R, such a dependent WLS would consider the Mahalanobis distance.
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Since errors covariance matrix is assumed as diagonal, WLS is based on normalized Euclidean
distance (or just Euclidean if all measurements variances have the same values).
This thesis proposes a new estimator based on perception of state estimation from
informational point of view. In this sense, normalized Euclidean distance is substituted with the
Correntropy Induced Measure (CIM) (eq. (3.17)) in order to measure the distance between the
estimated and measured values. Accordingly, the estimator that minimizes the CIM distance is
proposed, i.e.:
CIM(z, zˆ) = (υ(0,0)−υ(z, zˆ))1/2 = (υ(0,0)−Ezzˆ [Gσ (z− zˆ)])1/2
=
Gσ (0)−∫∫
z,zˆ
Gσ (z− zˆ)p(z, zˆ)dzdzˆ
1/2 (3.26)
where the second term υ(z, zˆ) the Correntropy between measurements received from the SCADA
z and estimated measurements zˆ. The ITL proposes the Parzen window method for the estimation
of the PDF p(z, zˆ), so Correntropy could be evaluated directly from the samples:
υˆ(z, zˆ) =
1
m
m
∑
i=1
Gσ (zi− zˆi) =
1
m
m
∑
i=1
Gσ (zi−hi(x)) (3.27)
Since the first term in equation (3.26) υ(0,0) is a constant, the problem can be reduced from
minimization of CIM to maximization of Correntropy. Therefore, instead of a maximum CIM
estimator, a state estimator based on maximum Correntropy criterion is suggested:
MCC(x) =⇒max
x
JMCC(x) = max
x
1
m
m
∑
i=1
Gσ (zi− zˆi) = max
x
1
m
m
∑
i=1
Gσ (zi−hi(x)) (3.28)
The novel state estimator is called the Maximum Correntropy Criterion (MCC) State Estimator.
It intends to maximize the similarity measure between the vector of available measurements and
the vector of estimated measurements, i.e. maximize the errors PDF at zero. Hence, the new MCC
objective function to be introduced in the PSSE theory for m measurements is the following:
JMCC(x) =
1
mσ
√
2pi
m
∑
i=1
e
−
(zi−hi(x))2
2σ2i (3.29)
where σi is size of the Parzen window relevant for each measurement i (preliminary the same value
σi = σ , ∀i = {1, . . . ,m} is used). Since the amplitude of the kernel 1/(mσi
√
2pi) does not have
any impact on the result of maximization process, the objective function JMCC(x) is reduced to the
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following:
JMCC(x) =
m
∑
i=1
e
−
(zi−hi(x))2
2σ2i (3.30)
According to all the properties that are to be inherited from Correntropy, the MCC objective
function is expected to give new properties to PSSE that are particularly contributive to estimation
robustness. A novel parameter of key importance is σ , a bandwidth of the Parzen window, i.e. a
Gaussian kernel. When σ is substantially large, the MCC will behave equivalently to WLS (this
is easily shown by taking the Taylor expansion of (3.30)). With smooth annealing of σ , the CIM
distance will start to change from the L2 norm to L1 norm, i.e. the MCC may again be reduced
to the LAV criterion. Further decreasing of σ finishes with the L0 norm. Therefore, if a particular
measurement ends in the area of L0-norm it is in fact eliminated from the measurement vector,
i.e. identified as bad data. Hence, the kernel bandwidth is a free parameter that directly impacts
the shape of the MCC objective function and therefore regulates the impact of each measurement
on the final estimation solution. If one looks at the equations (3.25) and (3.30), one could ask
about the difference between the parameter σ which exists in both functions. The σ in WLS (eq.
(3.25)), represents a standard deviation of measurements, their weights (1/σ2). However, σ in
MCC (eq. (3.30)) represents the size of the Gaussian kernel. Within the quadratic part of the MCC
objective function, σ has the same meaning as in WLS, but it provides an additional role – it
controls the break-even point where eventual outliers are to be eliminated. Such properties of
the MCC estimator sound very promising and the following section intends to demonstrate this
through representative samples.
3.2.2 The Proof of Concept
This section describes a few tests of the novel objective function for the purposes of examining its
behavior and affirmation of the expected properties. Similar tests have already been presented in
[111] where the concept of MCC state estimation is proposed and proved. The MCC criterion was
initially attempted to be solved in [111] with a gradient ascent method which worked in the case
of a toy problem (4-bus DC system). Larger system of 24 buses required a more powerful tool and
the authors experimented with a meta-heuristic algorithm called the Evolutionary Particle Swarm
Optimization - EPSO (more about this method can be found in [123]–[125]).
In this preliminary investigation of the MCC SE, the EPSO optimization will again be used to
solve a simple state estimation problem while being aware that EPSO cannot be the final solution
for the real-time state estimation. Here, the EPSO is used as a brutal force able to assure coming
across the global optimum for most of the cases. The case study of a 3-bus DC system is chosen
in order to visualize the objective function.
All the subsequent analyses will include results of normalized residuals rN in order to be able
to compare the MCC with the Largest Normalized Residual Test (LNRT). As already explained
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in 3, the LNRT iteratively eliminates bad data according to the largest normalized residuals until
bad data are no more detected.
In Figure 3.3, the 3-bus DC system (from [110]) is shown, with 3 measurements of active
power injections: P1 = 4.06, P2 = −4, P3 = −0.02 and 3 measurements of active power flows:
P1−2 = 2.02, P2−1 = −2, P1−3 = 1.96 in p.u. Variance of all the measurements is assumed to be
σ = 0.01p.u.
Figure 3.3: The 3-bus DC system.
In order to test the behavior of MCC state estimator in the presence of gross errors (GE), the
following experiments were performed:
• Without GE,
• Single GE,
• Multiple interacting GE,
• Multiple interacting and conforming GE.
Figure 3.4: The objective function of the WLS criterion (JWLS) for 3-bus DC system in the flat
start (θ2 = 0, θ3 = 0) area. Convergence of WLS estimator is mostly fast and reliable, since the
flat start is inside the convenient convex zone.
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Without GE - this test sample assumes all the true measurements, i.e. all the measurements are
free of bad data, but contain Gaussian noise with a presupposed standard deviation σ = 0.01p.u.
which represents the accuracy of power meters. The results are obtained for the classical WLS
and for the MCC while considering the sizes of the Parzen window σ = {10,1,0.1}. The lower
bandwidth of a kernel is not reasonable due to assumed measurement standard deviation of 0.01.
The MCC state estimation problem is solved by EPSO, while the WLS is solved by Newton’s
method (just a single iteration is enough due to a linearized DC problem).
The results from Table 3.1 show that differences between 3 estimated measurements vectors zˆWLS,
zˆMCCσ=10 and zˆ
MCC
σ=0.1 are negligible. A conclusion can be derived that measurement residuals are kept
within the L2-norm of the MCC cost function. Consequently, the WLS and MCC for the both
kernel sizes σ = 10,0.1 are in this case practically equivalent and result in approximately the
same estimated state vector xˆ = [θ2,θ3] = [−0.0402,−0.0202].
The results are visualized by plotting the objective function in 3D, where the x-axis and y-axis
mark the values of the voltage angles θ2 and θ3, respectively (node 1 is the reference node and
therefore θ1 = 0 is assumed). Figure 3.4 shows objective function of the WLS criterion in the area
around the flat start (θ2 = 0, θ3 = 0). Although one can only observe a single minimum, the WLS
function in fact contains multiple local minima. However, the solution of WLS estimation is quite
reliable in convergence to the proper solution, since the flat start is inside the convenient convex
region, as it is obvious from Figure 3.4.
Figure 3.5: Without GE - The objective function for the MCC criterion (JMCC) for 3-bus DC system
considering σ = {10,1,0.1}. Notice the result of MCC remains the same and is equivalent to the
result of the WLS despite the significant variation of the parameter σ . It has a single, global
maximum that overlaps with the minimum of WLS.
Furthermore, it can bee seen in Figure 3.5 that the MCC global maximum overlaps with the
WLS global minimum. For different Gaussian kernel sizes σ = {10,1,0.1} the shape of the MCC
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objective function significantly changes, however the maximum remains unique and unchanged.
This confirms the fact that the MCC is equal to WLS until the residuals are sufficiently small
in relation to size of Parzen windows, i.e. until they stay within the quadratic concave of the
Correntropy function.
Table 3.1: Without GE - 3 bus DC problem – WLS vs. MCC. Results of state estimation with WLS
and MCC with σ = {10,0.1}. The difference between the 3 estimation results is negligible.
measur. ztrue zˆWLS zˆMCCσ=10 zˆ
MCC
σ=0.1 r
WLS rMCCσ=0.1 r
WLS
N
P1 4.034 4.0273 4.0273 4.0273 0.0067 0.0067 0.91
P2 -4.000 -4.0072 -4.0072 -4.0072 0.0072 0.0072 1.09
P3 -0.010 -0.0201 -0.0201 -0.0201 0.0101 0.0101 1.56
P1−2 2.011 2.0086 2.0086 2.0086 0.0024 0.0024 0.25
P2−1 -2.001 -2.0086 -2.0086 -2.0086 0.0076 0.0076 0.80
P1−3 2.025 2.0187 2.0187 2.0187 0.0063 0.0063 0.71
Single GE - This test sample assumes a single bad data in the injection measurement P2.
Results for the WLS and MCC with kernel sizes σ = {10,0.1} are given in Table 3.2. In this
case, the MCC again gives the same result as the WLS for the large kernel bandwidth σ = 10.
However, for smaller σ sizes the estimated measurements change and become more similar to
true measurements. Put simply, it seems that unlike the WLS, the MCC with smaller kernel size
simply remained immune to bad measurements. The largest normalized residual also correctly
identifies the GE.
Figure 3.6 reveals how the MCC objective function changes by decreasing the kernel size
σ = {10,1,0.3,0.1}. It is significant to mention that for σ below cca. 1, the solution of the MCC
xMCC starts to differ from the WLS solution xWLS. Finally for σ = 0.1, the solution provided by
the EPSO is right on the global maximum of the JMCC function. Unlike the case without the gross
errors, it can be noted that maximum is no longer unique. However, some local maxima have
emerged for σ = 0.1.
Figure 3.7 shows a bar of measurement residuals for the WLS and MCC with various Parzen
window sizes. It is significant to note that with larger σ , a single GE results in a smearing
effect of quite large errors in all measurements. On the other hand, for σ = 0.1, errors from all
measurements are gathered around zero, despite the gross error in P2. Also, with σ = 0.1, the size
of error in the bad measurement is correctly estimated to cca.−2.0p.u. It can be concluded that by
decreasing the kernel size, the result of the MCC becomes more similar to the true measurements
vector ztrue. Moreover, with sufficiently small kernel size, the MCC manages to naturally identify
and practically ignore the erroneous measurement during the estimation process.
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Table 3.2: Single GE - 3 bus DC system – WLS vs. MCC. Results of state estimation with WLS
and MCC with σ = {10,0.1}. It is important to note the distortion in the result, caused by a single
GE in P2. The MCC with σ = 0.1 managed to eliminate GE and provide a correct estimative of
the measurement vector.
meas. ztrue zbad zˆMCCσ=10 zˆ
WLS zˆMCCσ=0.1 r
WLS rWLSN r
MCC
σ=0.1
P1 4.034 4.034 4.4739 4.4747 4.0311 -0.4407 20.00 0.0030
P2 -4.000 -6.000 -5.1377 -5.1388 -4.022 -0.8612 43.57 -1.9834
P3 -0.010 -0.010 0.6638 0.6641 -0.0093 -0.6741 34.63 0.0044
P1−2 2.011 2.011 2.4029 2.4034 2.0132 -0.3924 13.73 -0.0009
P2−1 -2.001 -2.001 -2.4029 -2.4034 -2.0132 0.40237 14.08 0.0109
P1−3 2.025 2.025 2.0710 2.0713 2.0179 -0.0463 1.74 0.0059
Figure 3.6: Single GE - an objective function of the MCC criterion (JMCC) for 3-bus DC system
considering σ = {10,1,0.5,0.1}. It is significant to mention that for σ = 10, the global optimum
of MCC is identical to the optimum of the WLS criterion. As σ decreases, the global maximum
of MCC starts to differ from WLS minimum. Finally, for σ = 0.1 multiple local maxima can
be noted. The EPSO however succeeded to find the global maximum, which corresponds to the
solution which simply ignores the existence of bad measurement P2.
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Figure 3.7: Single GE - A residual bar chart for WLS and MCC with various sizes of the Parzen
window. Notice that by decreasing the Parzen window size, all residuals tend to zero except for
bad data P2.
Multiple interacting GE - in this test sample 2 gross errors are introduced in the measurements
P2 and P12. Since these two measurements are incident and correspond to the same state variables,
their residuals will be strongly correlated so they can attributed to the class of interacting gross
errors. Detailed results in Table 3.3 show similar behavior of the MCC estimator in the case of
single bad data. Obviously, it correctly identified both GE, similar to the LNRT according to
normalized residuals.
Figure 3.8 clearly demonstrated that EPSO did not have any difficulty in finding the
global maximum which corresponds to the solution which practically ignores both erroneous
measurements, P2 and P1−2.
Table 3.3: Multiple interacting bad data - 3 bus DC system – WLS vs. MCC. LNRT and MCC
manage to correctly identify both GE. The MCC with σ = 0.1 ignored both bad measurements
and provided the correct result.
measur. ztrue zbad zˆWLS zˆMCCσ=10 zˆ
MCC
σ=0.1 r
WLS rWLSN r
MCC
σ=0.1
P1 4.034 4.034 4.1655 4.1655 4.0313 -0.1315 5.97 0.0027
P2 -4.000 -5.000 -4.4743 -4.4742 -4.0171 -0.5257 26.59 -0.9829
P3 -0.010 -0.010 0.3088 0.3087 -0.0142 -0.3188 16.38 0.0042
P1−2 2.011 1.511 2.1599 2.1599 2.0121 -0.6489 22.70 -0.5011
P2−1 -2.001 -2.001 -2.1599 -2.1599 -2.0121 0.1589 5.56 0.0111
P1−3 2.025 2.025 2.0055 2.0056 2.0192 0.0195 0.73 0.0058
Multiple interacting and conforming GE - 2 gross errors are introduced in the measurements
P2 and P1−2, but in case they support each other by their values, and are therefore called the
conforming bad data. This case of interacting and conforming bad data is traditionally considered
to be the most difficult bad data scenario to identify. It is can harm most of the robust state
estimators, especially those that optimize a function of measurements residuals.
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Figure 3.8: Multiple interacting bad data - objective function for the MCC criterion (JMCC) for
3-bus DC system considering σ = {1,0.5,0.2,0.1}. The global optimum of the MCC changes by
decreasing σ from WLS solution to the solution that is free of GE impact.
The results for the WLS and MCC estimation are given in Table 3.4. Again, the MCC estimator
using σ = 0.1 managed to successfully identify and reject bad data. On the other hand, the LNRT
misidentifies bad data this way, i.e. it identifies correct measurements P3 and P2−1 as erroneous
due to the masking effect caused by the conforming gross errors.
Figure 3.9 shows a top view of the JMCC objective function for σ = {10,1.0,0.3,0.1}. The
solutions of the EPSO optimization and the WLS solution xWLS are also indicated. Again, one
can note that for relatively large Parzen window 10 or 1 xWLS and xMCC are superposed. It is of key
importance to observe the case with σ = 0.1, where xWLS lays somewhere in between the local
optima, while the state of the system provided by EPSO (xMCC) is found to be on the top of the
global optimum. The global optimum in this case corresponds to the solution which is obtained
by WLS when both bad data are not taken into account. This result is very promising since it
demonstrates that MCC estimator is able to be robust even in the most demanding GE scenarios
and therefore it is expected to overwhelm most of the robust state estimators.
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Table 3.4: Multiple interacting and conforming GE - 3 bus DC system – WLS vs. MCC. The
LNRT fails to identify GE in P2 and P1−2 thereby identifying the correct measurements P3 and
P2−1 as erroneous. The MCC estimator manages to correctly identify and reject both bad data.
measur. ztrue zbad zˆWLS zˆMCCσ=10 zˆ
MCC
σ=0.1 r
WLS rWLSN r
MCC
σ=0.1
P1 4.034 4.034 4.3365 4.3365 4.0313 -0.3025 13.73 0.0027
P2 -4.000 -5.000 -4.6717 -4.6717 -4.0172 -0.3283 16.61 -0.9828
P3 -0.010 -0.010 0.3352 0.3352 -0.0142 -0.3452 17.73 0.0042
P1−2 2.011 2.511 2.2521 2.2521 2.0121 0.2589 9.06 0.4989
P2−1 -2.001 -2.001 -2.2521 -2.2521 -2.0121 0.2511 8.78 0.0111
P1−3 2.025 1.96 2.0845 2.0845 2.0192 -0.0595 2.23 0.0058
Figure 3.9: Multiple interacting and conforming GE - top view of the objective function JMCC for
3-bus DC system considering σ = {10,1.0,0.3,0.1}. For kernel size of 10 or 1 p.u., the global
maximum of MCC is superposed with the minimum of the JWLS objective function. For σ = 0.1,
the EPSO manages to find global maximum and the WLS solution remains between the local
optima. The global optimum of MCC corresponds to the solution that WLS estimator provides if
both bad data are rejected.
In order to investigate the robust properties of the novel state estimation paradigm, more
exhaustive tests on the same 3-bus DC system were performed. A 1000 scenarios were generated
with all possible cases of 2 GE. More specifically, 2 measurements out of 6 are randomly
chosen and turned to bad data by adding uniformly distributed gross errors in the range
[−0.5,−2.0]∪ [0.5,2.0]p.u. The MCC estimator with kernel size of σ = 0.1 and EPSO is
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Table 3.5: The efficiency of LNRT and MCC-EPSO estimator in identification of 2 bad data in
1000 scenarios of the 3-bus DC system. The MCC method showed considerable superiority with
impeccable bad data identification.
Wrong Correct Efficiency
LNRT 140 860 86.0%
MCC-EPSO 0 1000 100.0%
compared with the method of identification by elimination in regard to LNRT. Each estimation
case is evaluated as wrong or correct based on the success of GE identification. Table 3.5
reveals significant superiority of the MCC criterion over the LNRT method. As shown in relevant
literature, the LNRT is prone to failure due to the masking effect of multiple conforming gross
errors. On the other hand, the global optimum of the MCC criterion, achieved by the EPSO
optimization method, corresponds to the solution which simply ignores the erroneous data.
Accordingly, the MCC-EPSO estimator accomplished efficiency of 100% in identification of 2
GE in the 3-bus DC system.
3.2.3 The Solution Method
Although the remarkable results reported in the previous subsection were obtained by the
MCC-EPSO state estimator, the EPSO cannot be seen as a permanent solution for solving the
proposed state estimation based on Correntropy. Specifically, when larger systems with an AC
estimation problem are analyzed, the EPSO is unfortunately too heavy in computational sense
to perform an estimation feasible in real-time. Consequently, it cannot be considered as an
industrially-acceptable solution.
In the proof of concept [111], a gradient ascent method is used (apart from EPSO) in order
to maximize the MCC criterion for the 4-bus DC system case. Due to slow convergence and low
reliability, this is also not an acceptable solver and a more suitable method needs to be found which
would take into account the applicability in a real-time environment and also maintain the robust
features of the MCC criterion preliminary announced in section 3.2.2.
In regard to these issues, it has been suggested to take advantage of the key property of
Correntropy function that is differentiability everywhere and to every order. In that sense, the
Newton’s method has been proposed since it is fast, efficient and relatively easy implementable in
maximization of the Correntropy criterion. One more argument which goes in favor of this choice
is in the fact that the MCC criterion approaches the least squares, when the kernel bandwidth σ
tends to infinity (Appendix B.1). In the remainder of this section, all issues related to adoption of
Newton’s algorithm in the MCC state estimation problem are discussed.
In order to maximize the Correntropy criterion, i.e. optimize the objective function JMCC(x)
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(eq. (3.30)), the first order optimality condition needs to be satisfied:
∇JMCC(x) =
∂JMCC(x)
∂x
= gMCC(x) = 0 (3.31)
gMCC(x) =
1
σ2
m
∑
i=1
e
−
(zi−hi(x))2
2σ2 (zi−hi(x))
∂hi(x)
∂x
= 0 (3.32)
It can be written in the matrix form as:
gMCC(x) = HT (x) ·W (x) · [z−h(x)] = 0 (3.33)
where H(x) is the Jacobian matrix from equation (2.6) and W (x) is a m×m diagonal matrix with
the ith element defined as:
Wii(x) =
1
σ2
e
−
(zi−hi(x))2
2σ2 (3.34)
If the function gMCC(x) is expanded into its Taylor series around the certain state vector xk, the
result is:
gMCC(x) = gMCC(xk)+∇gMCC(xk)(x− xk)+ . . .= 0 (3.35)
When higher order terms are neglected from the eq. (3.35) it results in a iterative scheme of the
Newton’s method, i.e. correction of the state vector at each iteration k is obtained by solving the
following:
∇gMCC(xk)∆xk+1 =−gMCC(xk) (3.36)
xk+1 = xk +∆xk+1 (3.37)
The matrix ∇gMCC(x) = ∇2JMCC(x) is known in PSSE vocabulary as the gain matrix GMCC(x):
GMCC(x) = ∇2JMCC(x) =
1
σ2
m
∑
i=1
[
1
σ2
(zi−hi(x))2−1
]
e
−
(zi−hi(x))2
2σ2
(
∂hi(x)
∂x
)2
+
1
σ2
m
∑
i=1
(zi−hi(x))e
−
(zi−hi(x))2
2σ2
∂ 2hi(x)
∂x2
(3.38)
As it was assumed for the classical WLS estimator in equations (2.10) and (2.11), the second
term in eq. (3.38) can be neglected in order to avoid an additional evaluation of mn× n Hessian
∇2h(x). This simplification reduces the classical Newton-Raphson method to the Gauss-Newton
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method and the associated gain matrix takes the following matrix formulation:
GMCC(x) = HT (x) ·W (x) ·
[
diag
{
(zi−hi(x))2
σ2
}]
·H(x) (3.39)
Finally, a corrective step ∆xk+1 in the iteration form xk+1 = xk +∆xk+1 is calculated from:
GMCC(xk)∆xk+1 =−gMCC(xk) =−HT (xk) ·W (xk) ·
[
z−h(xk)
]
(3.40)
∆xk+1 =−
[
GMCC(xk)
]−1
·HT (xk) ·W (xk) ·
[
z−h(xk)
]
(3.41)
It should be kept in mind that the Newton’s step is guaranteed to be in a descent/ascent
direction if and only if ∇2JMCC(x) is positive/negative definite. In other words, a search point
of the Newton’s method always needs to be kept within the convex/concave region in order to
assure convergence to the local minimum/maximum. For the purpose of clarity, since the MCC
objective function is to be maximized, a search point needs to be kept within the concave region in
order to assure a negative definite gain matrix and ascent direction of the Newton’s step. In case of
the WLS objective function it is not necessary to be concerned with this issue, since the quadratic
function is convex in the surrounding of the flat start (Figure 3.5), so Newton’s method mostly
converges to a unique solution in few iterations.
3.2.4 Adaptive Parzen Window Annealing
From the preliminary proof of concept in section 3.2.2, significant conclusions regarding the
impact of the Gaussian kernel bandwidth on the shape of Correntropy function can be derived.
In general, the size of the Parzen window directly controls the level of eventual outliers that are
going to be ignored in the final solution. Accordingly, in order to eliminate all the GE, σ needs to
be decreased to the level of expected Gaussian noise. In the cases free of GE, the solution of the
MCC is expected to be equivalent to the minimum of the WLS cost function. Therefore, σ needs
to be set to a value large enough to average the normal noise in measurements and small enough
to avail the robust properties of the Correntropy function and eliminate the deteriorating effect of
bad data.
In Section 3.2.2 the JMCC(x) objective function is set by the fixed, predetermined kernel size σ
and optimized by EPSO. The following was deduced from preliminary MCC estimation and from
visualization of the Correntropy function in the presence of GE:
. For the large σ , the Correntropy maximum is equivalent to the WLS minimum and no robust
features are attained.
. When the kernel bandwidth σ is sufficiently below the gross errors level, multiple local
maxima appear, but the global maximum corresponds to the true solution which ignores all
GE.
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Therefore, in order to establish a robust state estimator, the second case needs to be considered
which is far more demanding due to multiple local optima. According to the reported results,
the meta-heuristic optimization method - EPSO did not have any problems in finding the global
optimum, even for the smallest acceptable σ and multiple local maxima. Unfortunately, the EPSO
is assessed to be too heavy for real systems in the real time and Newton’s method is barely
feasible for such a demanding objective function with multiple local optima. Accordingly, one
can conclude that predefinition of any fixed kernel size will always be a compromise between the
optimization complexity and robustness to bad data.
As mentioned earlier, the most important issue one needs to keep in mind when optimizing
using the Newton’s method, is to assure a proper optimization direction, i.e. ascent or descent
if one aims to maximize or minimize, respectively. The Correntropy function is maximized so
the search point of Newton’s optimization needs to always be kept within the concave region in
order to assure a negative definite gain matrix and ascent direction of the step. Since Correntropy
function is not negative definite on all of its domain, the ascent direction and quadratic convergence
are not assured and caution is advised when applying the Newton’s method to this function type.
The solution for this concern is found in the properties enabled by the free parameter, kernel
size σ . Specifically, a large kernel size will over-smooth the surface of the function, i.e. it will
make it quadratic and concave in most of the space thus allowing the the Gauss-Newton method
to be easy applicable. However, the final intention is to end up with a minimal value of σ
in order to attain the robust features of the MCC and reject the GE, if they exist. Therefore,
the idea is to perform a smooth annealing of the Parzen window in parallel with the Newton’s
optimization. More specifically, the estimation procedure will start with a sufficiently large kernel
size, and will then be smoothly and carefully annealed in order to avail the benefits of the MCC
criterion to naturally ignore the bad data. Moreover, since the MCC with a large σ is proved to be
practically equivalent to the WLS, one can also initiate the MCC estimation process with the WLS
solution (instead of the flat start) and perform a continuous σ -annealing until it reaches the lowest
acceptable value. If there were no GE, the MCC estimator should provide a solution equivalent
to the one provided by the WLS. In the presence of GE, the WLS will be deteriorated, while the
MCC is expected to remain immune to the same effect. At the first glance, the conclusion is that
the MCC will never underperform the WLS.
The strategy of the Parzen window smooth annealing was also observed in the application
of ITL paradigms in signal processing [126] where the need for a user independent annealing
scheme has been emphasized. In a more recent report, Singh and Príncipe introduced an error-
adaptive kernel which is large when errors are large and anneals as the error power reduces [127].
This way, the kernel width parameter is automatically updated online, achieving a relatively high
gradient throughout the adaptation process and speeding up the convergence accordingly. For the
sake of clarity, it is important to emphasize that the term annealing does not have any relation
to simulated annealing. It could be observed that annealing is not the best name for the process
of decreasing the size of the Parzen window. However, Parzen window annealing or Kernel size
annealing is adopted directly from the Information Theoretic Learning, e.g. [126], [127]
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The first tests of maximizing the Correntropy criterion with the Gauss-Newton method were
performed by a quite primitive strategy of smooth kernel annealing where the kernel size was
iteratively reduced in the annealing step n by a fixed value: σn+1 = σn−∆σ . This strategy works
in most of the cases, but it is not free of user adjusting, and may require significant computational
resources.
Accordingly, a fast and self-adaptive annealing strategy is proposed which determines the
kernel size in order to track the residuals of good (non-rejected) measurements. Therefore, a
maximum residual of the non-rejected data is considered in order to calculate the new kernel size.
Since the Gauss-Newton method needs to be kept within the concave area of JMCC(x), the border
of Gaussian kernel concave area is taken as a reference point in order to calculate the relevant
kernel size. Generally, the point where a concave function changes to convex or vice versa is
called the saddle point, and in that point the second derivative is equal to zero. Therefore, the
equality G′′σi(zi−hi(x)) = 0 is satisfied for the state vector x where residual absolute value is equal
to the kernel size, |ri(x)|= |zi−hi(x)|= σi. Therefore, the concave area of the Gaussian kernel is
within the area 〈−σi,σi〉. Accordingly, an online update rule for the kernel bandwidth σi, for each
measurement i, is proposed as:
if |ri(xk)| ≤ σi
σn+1i = max j |r j(xk)|, j ∈ {1, . . . ,m}\S
else
σn+1i = 0, S← i.
where S is the group of suspected bad data. According to the proposed algorithm, measurements
which are found outside the concave area of the associated Gaussian are identified as bad data.
In order to maintain the concavity and assure the ascent step direction, a kernel size of the
particular measurement needs to be abruptly reduced to a sufficiently small value, i.e. σn+1i = 0.
The proposed annealing scheme is completely autonomous and self-adapting. In the mean time, it
improves the computational efficiency of the method and enables the preservation of the conditions
required for application of the Gauss-Newton method. The kernel size is updated according to the
proposed rule until it is larger then the smallest acceptable value σmin. More specifically, if all the
bad data are eliminated, the residuals will be reduced to the level of Gaussian noise that exist in
measurements due to imperfection of the meters. Since all the measurements have these errors
by definition, there is no reason to decrease the kernel size to that extent. Instead, it is desirable
that the MCC behaves like the WLS since it is the best estimator in the presence of Gaussianity.
Therefore, the σmin is predefined to a value larger then the maximum expected value of residuals
in cases free of gross errors and lower then the minimum expected gross error.
3.2.5 The MCC State Estimator - Algorithm
Due to complexity of JMCC(x) and proposed kernel annealing, the first experience of adoption of
the Gauss-Newton method indicated some instability of the convergence rate, or even divergence.
57
Power System State Estimation Based on Correntropy
The reason for this comes from well-known problems of the iterative step size, which in some
cases may be too large and cause an undesired search progress. Hence, despite the proposed
kernel annealing scheme, the search point may also jump out of the concave hull and even
diverge. Thus, some adaptation of the iterative Newton’s step is suggested, i.e. the so called
line-search optimization, in order to perform an optimum search progress. Line search methods
generally optimize the step size along the direction ∆xk, i.e. determine an optimum coefficient α
to manipulate the step size:
xk+1 = xk +α ·∆xk+1 (3.42)
Among various line search methods, it has been decided to implement quite a simple and
computationally efficient solution called Backtracking Line Search. The termination criterion is
defined with the so-called Armijo rule, i.e. step size is being iteratively contracted until the
following criterion is satisfied:
JMCC(xk +α∆xk+1)> JMCC(xk)+ c1α [∇JMCC(xk)]∆xk+1 (3.43)
More details about line search algorithm and the Armijo rule can be found in Appendix C.1.
One of the main contributions of this thesis is the proposal of the Maximum Correntropy
Criterion state estimator for power systems. In regard to the implementation of the MCC estimator
in a power system, the following main components were discussed previously: the MCC criterion
(Section 3.2.1 and 3.2.2), the Gauss-Newton method (Section 3.2.3), the strategy of Parzen
window annealing (Section 3.2.4). Finally, a principle algorithm flow for the MCC state estimator
is defined as follows:
The proposed MCC state estimation algorithm is conceptualized on alternating between the
Gauss-Newton optimization and annealing of the kernel size. The Gauss-Newton is run until
the maximum component of the iteration step vector ∆xk+1 is lower then ε (typically ε = 10−3).
Each iteration step needs to satisfy the Armijo rule in order to refresh the current state vector:
xk+1 = xk +α l∆xk+1. During the optimization procedure, checks are performed in order to
determine if some of the residuals ri(xk+1) became larger then the associated kernel bandwidth
σni . In that case, measurement i is identified as erroneous S← i, and the associated kernel size is
set to zero. After the Gauss-Newton stopping criterion is satisfied, the kernel size is annealed to
the largest residual in regard the measurements which are not identified as erroneous: {1, ...,m}\S.
Initial kernel size σ0 is set to a value sufficiently large to make the MCC equivalent to the WLS
estimator. The minimum kernel size σmin is set to a value sufficiently large to perform as the WLS
for the small Gaussian-distributed errors.
It is important to emphasize that the MCC SE, with the presented algorithm, will perform
within the same procedure all the three important components of the bad data processing:
detection, identification and elimination of GE, without requirements for any additional
processing. Specifically, in the case when there are no GE, optimization with large σ0, is expected
to result in relatively low residuals. Accordingly, in the subsequent step, updated σ1 will be lower
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Algorithm 1 MCC state estimation
1: Define σmin and ε
2: Initialization:
3: iteration index k = 0
4: initiate state vector x0 to "flat start"
5: set σ0 to a large enough value in order to Jσ0MCC ∼ JWLS
6: while max(σni )> σmin do
7: while max |∆xk| ≤ ε do
8: Calculate ∆xk+1 (equation (3.40))
9: l = 0; α l = 1
10: while Armijo rule not satisfied (equation (3.43)) do
11: α l+1 = 0.5α l
12: l = l+1
13: xk+1 = xk +α l∆xk+1
14: if |ri(xk+1)|> σni , ∀i ∈ {1, . . . ,m} then
15: zi is identified as bad data S← i
16: σni = 0
17: k = k+1
18: σn+1i = max j |r j(xk)|, ∀i, j ∈ {1, ...,m}\S
19: n = n+1
20: xˆMCC = xk, the final MCC SE solution
than σmin and the algorithm will terminate with a solution xˆMCC, equivalent to the solution provided
by the WLS estimator xˆWLS. In this scenario when xˆMCC = xˆWLS, illustrated in Figure 3.5, it is
guaranteed that input measurements are free of GE.
When GE appear, the estimation process will require a few more iterations to free the state
vector from the GE impact, i.e. to identify and eliminate the GE. The MCC estimator in fact
does not eliminate the bad data, it only annuls their impact on the estimation solution. This is
essentially different from, for example, elimination of measurements according to largest residual
test. In the LNRT, each measurement elimination requires recalculation of the relevant matrices
and the observability test. Therefore, the proposed algorithm, which couples Newton’s search and
kernel annealing very efficiently incorporates all the functions required for bad data processing.
The subsequent section includes case studies with exhaustive tests of the novel state estimator.
3.3 Results and a Preliminary Case Study
3.3.1 Case Study - the 3-bus DC System
The same 3-bus DC system case study, from section 3.2.2 , (Fig. 3.3) is used to test the proposed
MCC state estimator. For the purposes of clarity, in section 3.2.2 , the Correntropy criterion with
a fixed Parzen window is maximized by the meta-heuristic optimization method EPSO. Here, for
the same Correntropy maximization, the annealing Parzen window is used in parallel with the
Gauss-Newton method, as described through the presented algorithm.
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Figure 3.10: Evolution of the error PDF by annealing of the kernel size σ ∈ {10, . . . ,0.01}.
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Figure 3.11: Multiple interacting and non-conforming GE - evolution of absolute residuals from
WLS through MCC with σ = {10,1,0.5,0.1}.
The typical scenario with 2 interacting and non-conforming GE is considered, as represented
in Table 3.3. In order to be more illustrative, the Parzen widow is shrunk by a predetermined
fixed step size (σn+1 = σn − ∆σ , σi = σ , ∀i = {1, . . . ,m}), and the residuals are calculated
regarding true measurements. The evolution of residuals PDF for each Parzen window σn is
shown in Figure 3.10. PDFs are estimated by the Gaussian kernel density estimation method using
σPDF = 0.05. Starting with the large σ0 = 10, MCC provides the same result as the WLS. When
observing the associated PDF (red line), it is obvious that the GE had caused the so-called smearing
effect among all the residuals. Afterwards, by a smooth decrease of the kernel size, residuals PDF
is changed with an intention of condensating the true measurements around zero, while the 2 bad
ones are being rejected (on the left-hand side). The final PDF (green line), obtained with σ = 0.05
indicates that all residuals are clustered around zero.
Therefore the 2 GE are identified and correctly estimated to values -1 and -0.5. The bar plot for
the same residuals is shown in Figure 3.11. It is important to note that with large Parzen window,
the residuals of the true measurements are also large, whilst the annealing kernel enables robust
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Figure 3.12: Multiple interacting and conforming GE - through the Parzen window annealing
Newton’s step is kept trapped in the concave region, which for the ultimate kernel size σ = 0.1,
ends up as local maximum, rather than the global one.
features of MCC which identifies GE P2 and P1−2, and reduces residuals in all other measurements
to almost zero. The 3D plot of the Correntropy function will be identical to the one from Figure 3.8
(the solution of the MCC estimation solved by Gauss-Newton is identical to the one obtained with
EPSO).
The other typical scenario, observed in section 3.2.2, with 2 interacting and conforming gross
errors (Table 3.4), is solved by the novel MCC state estimator. The 3D plot of the Correntropy
function and the MCC SE solutions are shown in Figure 3.12 for 7 characteristic Parzen window
sizes. Unfortunately, it can be observed that the iterative solution is trapped in the concave region,
which for the ultimate kernel size σ = 0.01, ends up as local maximum, rather than the global
one. In other words, the MCC estimator had misidentified the bad measurements and, at their cost,
eliminated correct measurements, free of gross errors. While σ is shrinking, the objective function
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landscape changes from a well behaved quadratic shape to a surface with numerous local optima.
In this particular case, when σ is being reduced, a local optimum emerges in a location away from
the concave region, where the current solution is located at that iteration step. Afterwards, a step
of the Gauss-Newton method is not able to leave the concave hull and keeps the solution trapped
in the continuation of the annealing process. Although the formed concave region of the new local
optimum may rise to become the global optimum for narrower σ values, transition from the local
maximum, where the Guass-Newton finds the final solution, is no longer possible.
Figure 3.13: 2D projection plot of the Correntropy function with 2 interacting non-conforming GE
(−2,−1) in measurements P2 and P2−4. The MCC estimation is successful in finding the global
maximum.
This specific failure sample is characteristic for the fact that the 2 GE considered are interacting
by their location and conforming by their value. For instance, in the previous sample, the 2 GE
were only interacting but not conforming and the Gauss-Newton did not have any problems in
finding the global optimum. In order to observe the difference between these two cases, the 2D
plots of the Correntropy functions for non-conforming and conforming GE scenario are shown
in Figures 3.13 and 3.14, respectively. It can be clearly observed that the conforming GE (−2,1)
support each-other and in the earlier phase, when the Parzen window is still large, manage to attract
the solution far from the true state vector. When the Parzen window is decreased to the level of
emergence of local maxima, the solution remains in the local maximum and the MCC fails to
identify and reject the GE. This effect is not present for the errors of values (−2,−1) since they
do not support each-other, i.e. they are not conforming and the MCC succeeds in identification.
It is important to observe that the same problem with interacting and conforming GE is
well-known difficulty for the LNRT method. Specifically, the conforming GE cause the masking
effect among the residuals, i.e. their residuals are decreased at the cost of residuals corresponding
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to true measurements. This way, an ordered elimination of measurements with largest residuals
results in GE misidentification. The same problem obviously impacts the Newton’s search through
the process of annealing kernel size of the Correntropy function. With large Parzen window, the
MCC is equivalent to the WLS, so the Newton-annealing optimization is evidently mislead by the
same masking effect to the undesired solution.
Figure 3.14: 2D projection plot of the Correntropy function with 2 interacting and conforming GE
(−2,1) in measurements P2 and P2−4. The MCC estimation ends in the local maximum and fails
to identify bad data.
On the other side, the optimization of the MCC with EPSO (Section 3.2.2) justifies
robust features of the Correntropy function and successfully rejects multiple GE in all
scenarios, independent on their conformity. Therefore, it can be preliminary concluded that the
Gauss-Newton method, coupled with kernel annealing, does not allow for maximum extraction of
information in all cases, and results in a misidentification of GE.
In order to perform a more exhaustive test, a 1000 scenarios of 2 GE in the 3-bus system
are once again considered, similarly to what has been described in section 3.2.2. The MCC with
a Gauss-Newton optimization managed to correctly identify GE in 81.3% of cases. If compared
with the results from Table 3.5, the MCC was still slightly less effective then the LNRT. In order
to investigate the MCC performances in more detail, more exhaustive tests on the 4-bus system
case study are performed in the following section.
3.3.2 Case Study - the 4-bus AC System
In this section, the proposed MCC estimation procedure is tested on the 4-bus AC system [128].
In order to derive a statistically sound conclusion, each analysis considers 1000 measurement
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scenarios. One-line diagram of the system, with location of voltage and active/reactive power
meters is shown in Figure 3.15. Each measurement scenario was synthetically generated from
the solution of a converged power flow. Afterwards, the Gaussian-distributed random errors were
added on the power flow solution in order to mimic the real measurements. All details about the
system and measurements generation procedure are available in Appendix A.1.
In order to evaluate and compare the estimation accuracy with respect to the true values of
state variables, the following metrics were considered (as proposed in [129]):
εVabs,ω =
∑Ni=1 |Vˆi,ω −V truei,ω |
N
(3.44)
εθabs,ω =
∑Ni=2 |θˆi,ω −θ truei,ω |
N
(3.45)
where:
Vˆi,ω estimated voltage magnitude for the ith bus in the scenario ω ,
θˆi,ω estimated voltage angle for the ith bus in the scenario ω ,
V truei,ω voltage magnitude obtained as a solution of the converged power flow for
the scenario ω (free of Gaussian error impact),
θ truei,ω voltage angle obtained as a solution of the converged power flow for
the scenario ω (free of Gaussian error impact),
N number of buses in the entire system,
εVabs,ω average absolute error of the voltage-magnitude estimates regarding the
true values for scenario ω ,
εθabs,ω average absolute error of the voltage-angle estimates regarding the
true values for scenario ω .
Figure 3.15: Single-line diagram of the 4-bus system [128], with locations of power and voltage
meters.
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Moreover, in order to quantify the computational requirements of the considered methods, the
CPU time tω is calculated for each estimation and presented with its statistical properties. In regard
to the gross errors, 3 datasets are generated: without the gross errors, with 1 GE per scenario and
with 2 GE per scenario. For the purpose of comparability, apart from the MCC estimator, the
common WLS estimator and the WLS which includes LNRT iterative scheme for identification
and rejection of bad data have also been tested.
The results of estimation accuracy and computational time for the case without any GE are
presented in Tables 3.6 and 3.7, respectively. For each average error and computational time,
all statistical properties are given: mean, standard deviation, minimum and maximum. It can be
observed that estimation accuracy is identical for all of the estimators. The explanation for this
is simple: if no bad data are detected, both LNRT and MCC are practically reduced to the WLS
method. Specifically, after the first few iterations with large kernel size (where MCC is equivalent
to WLS), the MCC estimator will abruptly reduce the kernel size to a minimum value and stop
the estimation process. Only LNRT shows a slightly higher computation time, which is due to
calculation of sensitivity matrix, the diagonal of which is used to normalize the residuals.
Table 3.6: Estimation accuracy results - 4-bus case study without GE.
mean(εθabs,ω )
[rad]
std(εθabs)
[rad]
max(εθabs)
[rad]
mean(εVabs)
[p.u.]
std(εVabs)
[p.u.]
max(εVabs)
[p.u.]
WLS 0.0002 0.0001 0.0008 0.0028 0.0022 0.0152
LNRT 0.0002 0.0001 0.0008 0.0028 0.0022 0.0152
MCC 0.0002 0.0001 0.0008 0.0028 0.0022 0.0152
Table 3.7: Computational performance results - 4-bus case study without GE.
mean(tω ) [s] std(tω ) [s] min(tω ) [s] max(tω ) [s]
WLS 0.0116 0.0006 0.0110 0.0150
LNRT 0.0116 0.0006 0.0110 0.0160
MCC 0.0116 0.0006 0.0110 0.0150
The following test includes a single gross error per each scenario. Both robust state
estimators, the LNRT and MCC are not expected to have any problems with identification of
bad measurements. In case of WLS, one expects a certain distortion of the estimation accuracy
due to a smearing effect on residuals caused by the GE. These hypotheses are confirmed by the
results from Tables 3.8 and 3.9. The average error of WLS estimation is significant, while both
the LNRT and MCC show identical performances as in the case without any GE. In regard to the
computational expenses, the LNRT and MCC increased the time consumption due to identification
and additional estimation needed after the elimination of GE.
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Table 3.8: Estimation accuracy results - 4 bus case study with 1 GE.
mean(εθabs,ω )
[rad]
std(εθabs)
[rad]
max(εθabs)
[rad]
mean(εVabs)
[p.u.]
std(εVabs)
[p.u.]
max(εVabs)
[p.u.]
WLS 0.0030 0.0021 0.0136 0.0202 0.0248 0.1423
LNRT 0.0002 0.0001 0.0009 0.0028 0.0020 0.0115
MCC 0.0002 0.0001 0.0009 0.0028 0.0020 0.0114
Table 3.9: Computational performance results - 4 bus case study with 1 GE.
mean(tω ) [s] std(tω ) [s] min(tω ) [s] max(tω ) [s]
WLS 0.0148 0.0029 0.0110 0.0260
LNRT 0.0269 0.0029 0.0220 0.0380
MCC 0.0261 0.0056 0.0190 0.0920
The most challenging task for robust state estimators is expected in case of multiple
gross errors. In this scenario, 2 gross errors are generated randomly in active/reactive power
measurements with a value of 20-200 standard deviations of normal measurement errors in 10000
scenarios. In Table 3.10, it can be noted that, unlike the case with a single GE, the estimation
distortion has now appeared also in the case of LNRT and the MCC. This is due to the fact that in
case of multiple GE, the MCC and LNRT are able to fail in identification of gross errors, which
can lead to a significant error of estimated state vector from the true one. The level of the average
voltage magnitude and angle errors is again almost equal for both the LNRT and the MCC. In
regard to computational times (Table 3.11), the MCC is slightly more efficient since it has no need
for a sensitivity matrix evaluation. Expectedly, both the MCC and the LNRT need more time in
comparison to the case of a single GE.
Table 3.10: Estimation accuracy results - 4-bus case study with 2 GE.
mean(εθabs,ω )
[rad]
std(εθabs)
[rad]
max(εθabs)
[rad]
mean(εVabs)
[p.u.]
std(εVabs)
[p.u.]
max(εVabs)
[p.u.]
WLS 0.0051 0.0047 0.0664 0.0799 0.0934 0.5639
LNRT 0.0003 0.0013 0.0438 0.0028 0.0022 0.0196
MCC 0.0003 0.0014 0.0341 0.0029 0.0023 0.0301
In summary, in the case of a single GE, the MCC estimator always manages to identify
and eliminate it. However, in cases with multiple GE, some deterioration appears in estimation
accuracy, which is probably caused by GE misidentification. In order to investigate these cases,
the efficiency of bad data identification and occurrence of failures is calculated. If the identified
GE are not in accordance with true GE, a failure is detected. The results are given in Table 3.12
for the MCC, LNRT and the Largest Residual Test (LRT). The LRT method procedure is identical
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Table 3.11: Computational performance results - 4-bus case study with 2 GE.
mean(tω ) [s] std(tω ) [s] min(tω ) [s] max(tω ) [s]
WLS 0.0157 0.0030 0.0110 0.0280
LNRT 0.0407 0.0061 0.0230 0.0930
MCC 0.0374 0.0159 0.0220 0.2730
to the LNRT except that it uses residuals which are not normalized. The LNRT is slightly more
efficient then the MCC, while the LRT is by far the worse. One can justify the LNRT superiority
by normalization of residuals, what is proved to contribute to robustness in regard to bad data
identification. In any case, it is significant to note that the MCC is more robust then the LRT.
These results suggest that some residual or kernel size normalization should also be adopted to
MCC to improve the robustness.
Table 3.12: Efficiency in 2 GE identification of LNRT and MCC considering 1000 measurement
scenarios of the 4-bus AC system.
Wrong Correct Efficiency
LRT 381 9019 90.19%
LNRT 166 9834 98.34%
MCC 300 9700 97.00%
The frequency of particular failure-causing GE combinations are comparatively depicted in
Figure 3.17 for LRT and MCC and in Figure 3.16 for LNRT and MCC. The following conclusions,
which are of key importance for better understanding of MCC properties, can be derived from these
results:
. There is a high coincidence between the cases when MCC, LRT and LNRT fail to identify
bad data,
. The LNRT is slightly more robust than MCC,
. The MCC is found to be more efficient then the LRT,
. GE scenarios with the highest frequency of failure are the ones that include incident bad
data,
. Methods never fail in cases where both GE come from measurements of power flows,
. At least one of GE needs to come from the injection power measurement in order to cause a
failure,
. Failures occur exclusively in cases when both GE come from active or reactive power
measurement,
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. There are no failures which include GE in voltage magnitude measurements.
These results point to a high similarity between the LNRT (LRT) and MCC state estimation
in regard to their robust performances. If one looks in more detail at the proposed Newton’s
method and kernel annealing in the MCC estimator, a strong similarity to the elimination of largest
residuals can be observed. The initial iterations, prior to GE detection, remain the same since
MCC with large kernel size corresponds to the WLS. Afterwards, the Parzen window is annealed
according to the largest residual. Unlike the LRT or LNRT, a measurement which corresponds
to the largest residual is not automatically eliminated, instead, the Gauss-Newton step is the one
to determine the destiny of bad data associated with the largest residual. Also, MCC does not
eliminate and rerun the estimation, it only annuls the impact of the identified bad data on the
estimation result.
Finally, it can be concluded that the proposed Newton’s method and kernel annealing strategy
do not allow maximum extraction of information in all the scenarios, since it leaves room for
the masking effect which is able to mislead the Newton’s search to the local optimum of the
Correntropy function.
(a) LRT (b) MCC
Figure 3.16: The occurrence of failures in identification of 2 randomly generated GE in 10000
load scenarios of the 4-bus system for LRT (left) and MCC (right).
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(a) LNRT (b) MCC
Figure 3.17: The occurrence of failures in identification of 2 randomly generated GE in 10000
load scenarios of the 4-bus system for LNRT (left) and MCC (right).
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3.3.3 Case Study - the 24-bus IEEE RTS System
Robust performances of the MCC state estimator in identification and elimination of bad data
are once more preliminary tested and confirmed for the system of larger scale - the IEEE RTS
24-bus [130]. All details about the network are available in Appendix A.2.
Since single bad data do not present any threat to the MCC SE, a particular attention is paid to
multiple GE. When performing a statistically sound analysis, all possible bad data scenarios need
to be simulated by generating 2 gross errors in all possible couples of available measurements.
Such a Monte Carlo simulation would require consideration of
(m
2
)
bad data combinations for a
sufficient number of GE values. This would lead to an insuperable number of estimations needed
to obtain some statistically meaningful analysis.
Therefore, the use of Importance Sampling method is suggested. It distorts the PDF (and
Cumulative Density Function (CDF)), during which it increases the probability of important events
at the cost of irrelevant ones. More information about the importance sampling method can be
found in Appendix C.2, according to [131]. The important events in robust power system state
estimation are failures of the estimator to identify bad data, i.e. the events of failure. According
to the results for SE of the 3-bus (section 3.3.1) and 4-bus (section 3.3.2) systems, it is quite
straightforward to characterize the scenarios in which the probability of failure is high as well as
the GE scenarios which are always identifiable. In principle, failures are most probable to occur
under the following assumptions:
• Multiple interacting (and conforming) gross errors,
• One of the GE occurs in the injection power measurement,
• At least two interacting GE are in active (reactive) power measurements.
Since the probability of failure is substantially lower than the probability of success, the
purpose of importance sampling is to increase sampling of cases probable to cause failure, at
the cost of cases which will certainly be identified. Therefore, in order to keep the expected value,
it is necessary to compensate this distribution distortion by changing the indicator function in a
reverse sense.
In a particular case study, when precision of β = 5% was assumed, it resulted in N = 3760
simulated samples where gross errors were introduced only in active power measurements. Thus,
the sample size was substantially reduced thanks to the importance of sampling method which
enabled a significant convergence acceleration of the method.
The results are illustrated in Figure 3.18 which indicates the combinations of 2 GE which resulted
in failures of the MCC and LNRT methods. The blue spots indicate couples of measurements the
sampling of which was favored. Since these important measurement couples were defined due to
their incidence, the blue spots depicted in Figure 3.18 also represent the sparsity of the Jacobian
matrix.
The results confirm the same properties of the MCC estimator that were revealed through the
tests on the 4-bus system (Section 3.3.2):
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 Failures are probable to occur only if the GE are incident,
 There is a high coincidence between failures of the MCC and LNRT methods,
 Failure is probable to occur only if one of bad data is injection power,
 Failure is probable to occur only if both bad data are active or reactive power,
 Identification efficiency of LNRT is still slightly beyond the MCC estimator.
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Figure 3.18: The occurrence of MCC and LNRT failures in GE identification. A high coincidence
between the MCC and LNRT failure scenarios can be noted. Also, a failure is most probable to
occur when GE are incident and at least one is in the active power measurement. Failure probability
is zero if one of the GE is in active and the other in reactive measurement.
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3.3.4 Conclusions Derived - Problems of the MCC State Estimator
From the considered case studies, some key important conclusions can be derived about the
properties of the proposed state estimation based on Correntropy. In the preliminary tests of the
toy problem (3-bus DC system), the MCC was optimized by the meta-heuristic method EPSO.
The results indicate a successful identification of all considered scenarios for multiple GE thus
outperforming the conventional robust estimators which are prone to failure in certain cases. The
key significance of these results is in justification of the proposed criterion. The global maximum
of the Correntropy function always corresponds to the true solution which is not deteriorated by
erroneous data and simply ignores their presence. The other local optima, which emerge with
a small enough kernel size, correspond to misidentification, i.e. consider bad data as correct,
while some of the true measurements are suspected to be erroneous. One can say that the EPSO
method always obtains result on the global maximum, i.e. extracts maximum of information from
the acquired measurement dataset. The only case in which global maximum of the Correntropy
function is expected to be biased from the true solution is when a critical k-tuple of measurements
is infected by GE. It is important to emphasize that any other static state estimator is also helpless
in that scenario.
Unfortunately, since the EPSO cannot be industrially-acceptable solution, the Newton’s
method is adopted as an alternative in order to allow for feasibility in real time environment.
Due to complexity of the correntropy function, Newton’s search is coupled with an adaptive
kernel annealing strategy that ensures required smoothness and concavity in any iteration step.
This results in a fast-converging estimation method which performs all the bad data processing
functions (detection, identification and elimination) simultaneously and in most of the cases
successfully identifies multiple bad data.
It is of particular interest to observe the novel mechanism of GE detection. The method is
initiated with the large kernel size, or equivalently with the WLS solution. In case this solution
does not change through the annealing process, i.e. if the Newton’s step size is insignificant from
largest to the lowest value of σ , one can deduce that the available measurements vector does not
contain any GE. In that case, the MCC will result with the state vector equivalent as the one
provided by the WLS. Otherwise, if the measurements set is corrupted by the GE, the solution will
keep deviating from the initial WLS solution, until their deteriorating effect is eliminated.
Moreover, the process of bad data elimination by the MCC estimator is specific and different in
nature, in comparison to elimination by the largest residual test. Unlike the LNRT, the MCC in fact
does not literally eliminate bad measurements from the dataset, it only annuls their contribution in
the objective function, i.e. neutralizes their impact on the solution. The results are in most cases
the same, but the key difference is that the MCC does not require any restructure of the relevant
matrices or any re-processing.
However, through all the exhaustive test case studies, certain scenarios have been detected
when the proposed MCC estimator misidentifies bad data and provides a corrupted estimation
solution. In other words, the iterative solution ends up in a concave region which finally emerges
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as a local optimum. Therefore, one can conclude that the adopted optimization procedure based
on Newton’s method and Parzen window annealing, is unable to extract the information maximum
that is set by the Correntropy criterion in all the cases. The initiation with the large kernel size
equates MCC to WLS and thus leaves room for the well-known masking effect among residuals,
caused by multiple interacting GE. These problematic GE scenarios are relatively low probable,
but well-known in the robust regression theory since are able to harm any estimator that maximizes
some function of residuals. They can be characterized as the following:
• Multiple interacting and conforming GE,
• At least one of bad data corresponds to a Leverage Point.
Hereafter, a more exhaustive discussion about the impact of the problematic GE variants on
the state estimation procedure is provided. Moreover, one recognizes strong relationships between
the Correntropy and the non-quadratic criteria through the link of M-estimation.
3.3.4.1 Conforming gross errors
It can be recognized from the test cases considered in this chapter, that the probability of MCC
estimator to misidentify bad data is significantly elevated when the GE are interacting. Two (or
multiple) gross errors are interacting when they affect measurements whose errors mutually impact
their estimative, i.e. error in one measurement impacts the residual of the other measurement and
vice-versa. Logically, interaction is strongest for the incident measurements.
If GE are interacting, one can ask about the values of GE that affect particular measurements.
Regarding this, the worse case scenario is when GE assumes values that support each other’s
residuals. In that case they are addressed as conforming GE. Therefore, if multiple GE are
interacting and possibly conforming, they represent a very serious threat to any estimator that
optimizes some function of residuals. They cause the so-called masking effect among the
residuals. The interaction impact between the bad data adds up and makes the residuals of good
measurements larger then the residuals of bad data. This will cause, in most of the known robust
state estimators, a misidentification of GE, i.e. an estimated state of a system which is far from the
true one. A very illustrative sample that demonstrates how conformity of GE can harm the MCC
state estimator is shown for the 3-bus DC system in Figures 3.13 and 3.14.
Moreover, some characteristic GE scenarios of the 4-bus AC system case study can be
observed. As shown in section 3.3.2 GE are misidentified only in cases when they are incident.
Now, one can examine which of the incident GE are particularly dangerous. A couple of
measurements P3 and P1−3 are chosen and 1000 scenarios of these 2 GE were randomly generated
with uniform distribution in the range [−1.0,−0.1]∪ [0.1,1.0]. This way, GE bins are generated in
all 4 quadrants. Figure 3.19 shows a scatter-plot for all generated GE (gray points). Among these
cases, the cases when MCC estimator failed in identification are highlighted in red. It is evident
that failures occur exclusively in the narrow area from 2nd and 3rd quadrant. These particular
GE values appear in measurements P3 and P1−3 as conforming and cause a masking effect which
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misleads the Newton’s method through σ -annealing to the local maximum of Correntropy function
instead of the global.
It is necessary to emphasize that the same masking effect of multiple conforming GE is a
well-known problem in the robust state estimation theory. It is prone to misleading any estimator
that optimizes a function of residuals like: LNRT, WLAV, Non-quadratic criteria, or any other
M-estimators.
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Figure 3.19: Scatter plot of 2 GE in P3 and P1−3 for 1000 scenarios. Out of all GE (gray points)
generated in the range [−1.0,−0.1]∪ [0.1,1.0] only conforming cases cause failure of the MCC
estimator.
3.3.4.2 Leverage points
When investigating the cases of MCC failures in the 4-bus and 24-bus systems, it can be observed
that no failure is recorded when both GE are in power flow measurements. In other words, at
least one of GE is required to be in an injection power measurement in order to harm the MCC
estimator. A reason for this comes from the fact that all measurements do not have the same
impact on the estimation result. Specifically, this impact will particularly depend on the structure
of the corresponding equation, i.e. on many factors like: measurement type (injection, flow, active
power, reactive power, voltage), its position in the system, local redundancy and relevant network
parameters. In that sense, measurements which will have an expressed influence on their estimate
are recognized as the so-called Leverage Points. These measurements make an outlier in the factor
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space defined by rows of Jacobian matrix and thus have an undue influence on the state estimate.
Therefore, a measurement residual that corresponds to a leverage point will be relatively small
even when it is contaminated by a large error. Accordingly, such a bad leverage point is very
difficult to be identified by methods which rely on residuals [4]. One can say that an end-case of
a leverage points would be a bad critical measurement whose residual is always equal to zero.
However, a residual of a leverage point is never zero and unlike the critical measurement it can be
removed without the loss of system observability.
The following types of measurements are probable to behave like the leverage points:
◦ An injection measurement placed at a bus which is incident to a large number of buses,
◦ An injection measurement placed at a bus which is incident to a branch with an impedance
value significantly lower then the other branches,
◦ Flow measurement along a branch whose impedances are significantly lower from those of
the other branches in the system.
The above-mentioned conditions in a power system will affect the numerical structure of the
measurement Jacobian H and generate outliers in the corresponding factor space, i.e. leverage
points. The rows of the Jacobian that correspond to leverage measurements will have entries of
very different magnitudes compared to those of the other rows. A leverage point could also be
created artificially (e.g. in WLS or WLAV) along the way so that a large weight is attributed to a
specific measurement.
(a) w/o Leverage points (b) w/ Leverage points
Figure 3.20: Visualization of a leverage point impact on the JMCC objective function (σ = 0.1).
Left: objective function without the Leverage point (all lines have equal impedance). Right: line
1-2 is shortened 10 times thus creating leverage points in measurements P1−2, P1 and P2).
The Correntropy criterion is equivalent to maximization of entropy of residuals around zero.
Since the MCC estimator is initiated by the WLS, it is also expected to be sensitive to the leverage
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point effect. One of the most common leverage points in a power system are injection power
measurements, especially if they are incident with many branches. Finally, it is now clear why the
MCC failed to identify the GE only in cases when one of bad data was an injection power.
In order to visualize the impact of leveraging points on the Correntropy function, the 3-bus DC
system from Figure 3.3 has once again been used, but with 2 different settings of the parameters:
one sample considers equal impedances in all 3 lines and the other one assumes the line 1-2 as
10 times shorter. Figure 3.20(a) represents the JMCC objective function of the 3 bus DC system
which does not have any expressed leverage point since its topology and parameters are set as
symmetrical and equivalent. Figure 3.20(b) corresponds to the same system but considers the line
1-2 which is 10 times shorter. It is significant to note a big change in the objective function caused
by the change of a single parameter which created leverage points in the measurements P1−2, P1
and P2.
Figure 3.21: 2D projection plot of the Correntropy function for the 3-bus DC system with leverage
points, for kernel sizes σ = {5,1,0.5,0.1}. A bad leverage point in P1 has a strong influence on
the objective function shape and manages to attract the solution of the Gauss-Newton while the
Parzen window is annealing. At the end, the bad leverage point is identified as a true measurement
at the cost of the other 3 measurements which are correct.
If some of these leverage points contain GE, the MCC estimator will have a difficulty in
identifying it. Figure 3.21 illustrates a sample of how even a single bad leverage point in Pin j1
can cause an MCC estimation failure. In the phase when Parzen window is large, leverage point
attracts the solution toward itself and reduces the corresponding residual. When σ shrinks and the
local optima start to emerge, the solution remains trapped within the local optima. Finally, the bad
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leverage measurement is not rejected but the 3 other correct measurements are rejected instead. In
any case, the problem of a single bad leverage point is easy solvable by normalization of Parzen
windows, as proposed in section 3.4. More serious concern is when one of the bad data is the bad
leverage point.
(a) Occurence of MCC failures - without Leverage
points
(b) Occurence of MCC failures - without Leverage
points
Figure 3.22: Intensity of MCC failure occurrence for the 4-bus system with and without the
leverage points. If the left and right figures are compared, it can be noted that leverage points,
when they contain GE, cause much more failures then the common measurements.
Furthermore, the impact of a leveraging effect on the MCC state estimation is again
investigated on the 4-bus case study. In the original case described in section 3.3.2 (Figure 3.15) the
system has 4 buses and 4 lines, where all the buses are incident with 2 lines and impedances of all
the lines which are equal to Z = 0.01+ j0.05Ω. Accordingly, since the system and meters are set
completely symmetrically, there were no an expressed leveraging effect. In order to introduce a
leverage point, impedance of the line 1-2 was decreased 10 times. The simulation is performed
with random generation of 2 GE in power measurements in order to reconstruct the level of
leveraging impact. The occurrence of MCC failures is shown in Figure 3.22 for the case with and
without the leverage points. It is important to observe the high frequency of failures in the cases
when GE are present in the measurements P1,P2 and P1−2 and also in the reactive measurements
Q1,Q2 and Q1−2. Therefore, the failure of the MCC is much more probable to occur when GE
are located in the leverage points. In conclusion, leverage points are in fact not undesirable at all,
unless they contain GE, since the good leverage points contribute to estimation robustness and
reliability.
The effect of leverage points was early recognized and attempted to be treated through
years of research work in order to improve the robust features of state estimation in power
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systems. The first attempt to regulate the leveraging effect was the proposal of residual
normalization [1]. More specifically, the diagonal of the hat matrix (or sensitivity matrix) defined
as K = H(HT R−1H)−1HT R−1 (where H is Jacobian matrix), should represent the sensitivity of
the measurement residuals to the measurement errors. Thus, if diagonal entry Kii is close to 1.0,
the ith measurement is likely to behave as a leverage point. Geometrically, Kii provides a measure
of distance of the vector of Jacobian matrix row Hi, corresponding to the ith measurement, from the
bulk of the remaining measurement factors [4]. The matrix K permits calculation of the residual
covariance matrix asΩ= (I−K)R, whose diagonal entries are used to normalize the residuals and
the off-diagonal elements should indicate the interaction level among measurements.
It has been early recognized that M-estimators, i.e. any estimator that minimizes the sum
of certain functions of residuals, are sensitive to bad leverage points. In order to enhance the
robustness, the idea was (the same as in LNRT) to replace residuals with normalized residuals
which resulted in so-called generalized M-estimators (GM-estimator), as proposed in [9]. This
methodology is proven to work in the case of a single bad leverage point but it is still
prone to a masking effect in the presence of multiple leverage points. Also, it is important to
know that down-weighting of all leverage points is not the best solution since good leverage
points can significantly improve estimation reliability. The work published in [21] proposed
the Schweppe-Huber generalized M-estimator that selectively down-weights bad leverage points
using weights calculated from projection statistics, which can deal with multiple outliers. Among
the M-estimators, it is also significant to observe the weighted least absolute value (WLAV). It
has been proven to be very efficient in rejection of bad data as long as they are not leverage
points. In that sense, Çelik and Abur in [19] proposed a linear transformation which modifies
measurement equations in order to remove leverage points and apply the WLAV estimator in order
to automatically reject bad data. In the same sense, a generalized MCC estimator is proposed in
section 3.4.
The other group of robust state estimators, immune to leveraging effect, are the so-called
high-breakdown point state estimators. The name comes from the fact that such estimators are
able to provide a correct solution even if half of the redundant measurements are bad leverage
points. The main representatives are Least Median of Squares (LMS) and Least Trimmed Squares
(LTS) estimators, based on the methods initially developed by Rousseeuw and Huber in [22] and
adapted for an electric power system by Mili et al. in [26] and [27]. Despite remarkable results
regarding robustness to bad data, these methods are commonly limited by high computational
burdens, barely acceptable for real-time SE. A more exhaustive discussion about these estimators,
can be found in section 2.2.1.
3.3.4.3 MCC and M-estimation
With the establishment of the Correntropy function, it has been recognized in [132] that it belongs
to the M-estimation framework by its definition. Accordingly, this link is used here in order to
discuss the relationship of the proposed MCC estimator and the conventional non-quadratic state
estimation.
78
Power System State Estimation Based on Correntropy
The earliest attempts to enhance the robustness of the WLS estimator have resulted in various
types of the so-called Non-Quadratic Criteria (NQC). The principal idea was to eliminate the
high contribution of the outliers in the objective function on the way to change the quadratic
function to some other form that is increasing less steeply after a residual exceeds a certain value.
The most known representative objective functions are quadratic-linear (QL), quadratic-tangent
(QT), quadratic-square root (QR) and quadratic-constant (QC). They are all defined when the
quadratic function changes to linear, tangent, square-root or constant function, respectively, when
the absolute value of a residual is larger then a predefined threshold T . The intentions of "breaking"
the quadratic function is generally the following: assign smaller or insignificant importance to
larger errors, while keeping the least squares criterion for the small errors. The relevant literature
about the proposal and development of these criteria for robust state estimation, is available in [8],
[9], [11], [12], [18].
All the non-quadratic criteria can be set under the same framework called the M-estimation,
proposed by Huber in [22] as a systematic way of handling outliers and introducing the concept of
robustness in maximum likelihood theory. Generally, the M-estimator is defined as:
min
x
N
∑
i=1
ρ(ri) (3.46)
or
min
x
N
∑
i=1
ψ(ri), where ψ(x) =
dρ(x)
dx
(3.47)
Thereby the ρ(x) must obey the following properties:
1. ρ(x)≥ 0
2. ρ(0) = 0
3. ρ(x) = ρ(−x)
4. ρ(xi)≥ ρ(x j), |xi|> |x j|
If one can recall the definitions of the ITL criteria, like the Minimum Error Entropy
(MEE) or the Maximum Correntropy Criterion (MCC), one can easily note strong relations with
M-estimators. This was recognized and mathematically proven in [132]. Hence, if one puts the
MCC in the general framework of M-estimation, the function ρ(r) can be defined as:
ρ(r) =
1− e(−r2/2σ2)√
2piσ
(3.48)
Therefore, it is easy to check that function ρ(r) from (3.48) satisfies all the properties of a
M-estimator. Moreover, according to 3.48 it can be observed that the Correntropy criterion is
the most similar with the so-called Welsch M-estimator [22], defined with the following objective
function: ρ(r) = c2/2
[
1− e−(x/c2)
]
. However, the proposal for a Correntropy criterion is more
powerful as it puts the approach of the Welsch M-estimator into a new theoretical perspective.
Firstly, it is no longer viewed as a mathematical construct adopted by engineering to achieve
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results that "make sense" - the Correntropy concept has a specific meaning and provides a general
interpretation, in terms of Information Theory, of the search for similarity between the pattern
of the observed values and the patterns allowed by the power flow equations. Secondly, this
interpretation opens new avenues for developing solving algorithms, as this thesis will show. And
thirdly, it allows establishing a bridge to further development associated with Information Entropy
concepts and estimation, an avenue open to an unchartered territory for which only a glimpse is
given in Chapter 6.
If the MCC is compared to the non-quadratic criteria, the most relevant is definitely the
Quadratic-Constant (QC) criterion. The QC is proposed as an attempt to introduce a threshold
of indifference, with a quadratic function for each error below a certain threshold and a flat
function beyond this value. Among the other non-quadratic criteria, the QC provides the best
suppression behavior, since it most efficiently eliminates those measurements whose residuals are
larger then the threshold [12], [18]. It is significant to mention a very recent PSSE comparative
study from [129], which reports that QC outperforms other estimators due to computational
requirements and estimation accuracy. Generally, the QC state estimator can be defined as:
min
x
JQC(x) =
m
∑
i=1
si(x) (3.49)
si(x) =
{
r2i (x) if |ri(x)| ≤ T
T 2 if |ri(x)| ≥ T
The objective function, defined as such, behaves as a quadratic function (WLS) for the residuals ri,
such that ri ∈ [−T,T ]. Otherwise, for residuals outside these boundaries ri ∈ 〈−∞,T 〉∪〈T,∞〉 the
QC is indifferent to distance, meaning that the impact of that measurement is simply eliminated
from the solution. Among these properties, one cannot hide the strong similarity of QC estimator
with the MCC estimator, proposed in this thesis. For the purpose of visualization, Figure 3.23
shows all the non-quadratic criteria and the Correntropy function (inverted and translated in order
to be more easily comparable, as in eq. (3.48)).
In addition to many similarities, there are also some key important differences, i.e.
contributions brought by the Correntropy criterion. First, lets see how QC cost function can be
written in mathematical programming form:
JQC(x) =
m
∑
i=1
[
(1−bi)r2i (x)+biT 2
]
(3.50)
where bi = {0,1},∀i ∈ {1, . . . ,m} . Hence b is an auxiliary binary variable vector, which makes
such a definition a mixed integer non-linear problem (MINLP).
After all, one defines the similarities and differences between the proposed MCC criterion
and the QC, as the most relevant among the conventional non-quadratic criteria. First of all, the
MCC and QC have the same intention of enabling bad data rejection abilities by breaking the
quadratic function to a constant value. Also, they both keep the quadratic core for the errors,
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Figure 3.23: A comparative plot of the non-quadratic criteria and the Correntropy function.
smaller than a predefined value. However, a significant difference in that sense is that Correntropy
offers much smoother transition from quadratic, through linear and finally to constant function,
while the QC abruptly changes directly from the quadratic to constant function. Due to this, QC
objective function is non-differentiable at the bounding points and therefore leaves a possibility
for occurrence of some non-differentiable local optima. On the other hand, the Correntropy is
continuous and differentiable on all of its domain. Also, the MCC does not need any auxiliary
binary variables, so it is classified as a common non-linear problem (NLP).
Moreover, the MCC estimator by definition contains a free parameter σ , i.e. size of the Parzen
window which manipulates the objective function surface and acts as a tuning parameter for
sensitivity on outliers elimination. From the perspective of non-quadratic criteria, an analogy can
be found in the break even point T . The non-quadratic criteria, as initially proposed in [8], [9],
was established with a predefined fixed value of the threshold. Later, Lo et al. [133] recognized
the necessity to variate the threshold and proposed first few iterations with the WLS and then
switched to QC with a variable breaking point. This concept of shrinking the breaking point with
a predetermined starting value and a fixed step length was obviously a substantial improvement
comparing to the fixed breakpoint approach. Finally in [10], one demonstrated that this smooth
shrinking can barely accommodate all the cases and uncertainties and therefore suggested a
strategy that varies the break-even point in order to track the upper bound of the normalized
residues of good data.
A very similar strategy is proposed in this thesis for annealing the Parzen window in order
to ensure smoothness and concavity in the area of iterative Newton’s step. More specifically,
due to complexity of the correntropy function (multi-modality) and requirements of the real
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time environment, the Newton’s method is proposed, coupled with the smooth kernel annealing
strategy. Unfortunately, this method is not able to extract the maximum information from the
conveyed measurements, i.e. it may fail and misidentify the GE.
Finally, one must emphasize that all the methods established on the non-quadratic criteria
are more like algorithmic attempts, with lack of theoretical background that would justify such
modeling and still remain tightly connected to the minimum square error. On the other hand,
the interpretation proposed in this thesis, under the light of Information Theory, gives a strong
theoretical background and justification to all these previous attempts. More than that, it offers a
novel perspective on the state estimation problem established on information theory and thus sets
a novel reference, based on an information measure, whose maximum always corresponds to the
true value.
3.4 Generalized MCC Estimator
In regard to observed inefficiencies in GE identification, this section intends to find room for
improvement for the proposed MCC criterion and avail it in order to enhance the robustness to
multiple GE.
In tests performed in section 3.3, the parameter σi, which defines the size of the Parzen
window for the ith measurement, was considered unique for all the available measurements
(σ1 = σ2 = . . . = σm = σ ). Here, an opportunity for improvement can be observed since σ plays
a key role in changing the global shape of the objective function, i.e. the final state estimation
solution. Moreover, it is reasonable to assume that the size of the Parzen widow should be
adjusted for each particular measurement, depending on its characteristics. As discussed earlier,
measurements have different impact on estimated state vector, i.e. on their own estimative. This
impact will directly depend on measurement type, location in the system, local redundancy,
relevant network parameters etc. The measurements which are more powerful and effective in
the estimation process are called leverage points. Therefore, the idea is to regulate the Parzen
window of each measurement according to its importance in the estimation process.
The same idea was followed by [1] when proposing normalization of residuals in order
to obtain zero mean random variables with variance equal to 1. More specifically, the
residuals are normalized by the corresponding diagonal entries in the residual covariance matrix
Ω= R−H(HT R−1H)−1HT . If the diagonal elements of Ω are considered to be proportional
to sensitivity of a measurement to its residual, leverage points would be characterized as low
sensitive. In the end-case of critical measurement, the estimated value is determined by its
measured value, i.e. the corresponding diagonal entry of the hat matrix is equal to 1. This solution
for the elimination of leverage effect is proved to contribute to robustness. However, when affected
by multiple GE, a failure is still possible due to the masking effect.
In any respect, the impact of Parzen window normalization is expected to contribute to
robustness of the MCC. Specifically, if the Parzen window size σi is increased, the contribution
of the corresponding measurement to the final result will be decreased and vice-versa, similarly to
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the weights in the WLS. This benefit has not been availed until now and all the Parzen windows
were set with the same bandwidth. Since all the kernel sizes σi need to keep annealing throughout
the estimation process, a scaling vector to keep a constant ratio between them is suggested. Hence,
the vector δ is introduced in order to scale the kernel size for each measurement in the vector
σ . Therefore, each σi is now determined considering the δi and the maximum residual of true
measurements. This leads to the definition of Generalized MCC (GMCC) state estimator, which
defines each kernel bandwidth σi in equation (3.30) in the following way:
σi = δi ·max
j
(
z j−h j(x)
δ j
)
, and i, j ∈ {1, . . . ,m}\{S} (3.51)
where S represents a group measurements suspected as bad data. This way, the Parzen windows
are normalized instead of normalizing the residuals. The question which still remains unanswered
is how to define the scaling vector δ . Since there is still no unique, optimal solution, two of them
are proposed and an appropriate comparative study will be performed:
• Normalized MCC (MCCN) – diagonal of the residual covariance matrix: δi =
√
Ωii
• Norma-scaled MCC (MCCH) – n-norm of the Jacobian matrix rows:
δi =
n
√√√√(∂hi
∂xi
)n
+ . . .+
(
∂hi
∂xn
)n
Hereafter, both ways of generalizing the MCC estimator are presented and subsequently tested in
the selected case studies.
3.4.1 Normalized MCC
The MCC criterion is proposed to be normalized so that kernel size for each measurement is
determined by the square-root of diagonal elements of the residual covariance matrixΩ. Therefore,
the scaling factor for each measurement is calculated as:
δi =
√
Ωii (3.52)
The same principle is used in LNRT only here it is the size of the kernels that is normalized,
rather than the residuals. An analog method for the normalization of break-point of non-quadratic
criterion was proposed in [9] and was later called the Schweppe-type GM-estimator. Although this
scaling is not expected to entirely solve the problem of multiple GE, robustness of the common
MCC criterion with a unique kernel bandwidth should be enhanced.
3.4.2 Norma-scaled MCC
Here, a novel approach for kernel size scaling is proposed, motivated by equalization of
contributions of each measurement to the cost function (in space of the state vector). More
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specifically, Figure 3.24(a) shows Correntropy function for the 3-bus DC system (the same as
in Figure 3.20(b)) which has impedance of line 1-2 10 times lower then of the other lines. Due
to this, measurements P1, P2 and P1−2 create leverage points. The Correntropy function from
Figure 3.20(b) assumes unique value of the kernel size (σ1 = . . .= σm = 0.1). It can be noted that
although the same Parzen window bandwidth are considered, contributions to the Correntropy
function of each measurement in the state vector space are obviously not equivalent. The reason
for this comes from the Jacobian matrix numerical structure, defined by measurement type,
network parameters and topology. Hence, when observing the linearized state estimation problem
z = Hx+ r, the Correntropy function between the measured and estimated values is calculated as:
JMCC(x) =
m
∑
i=1
e
−
(zi−Hix)2
2σ2i (3.53)
where Hi is ith row of the Jacobian matrix H. Therefore, contribution of each measurement to the
Correntropy function is directly conditioned by the associated Jacobian matrix row. Accordingly,
one proposes scaling of σi for each measurement according to the norm of the corresponding
Jacobian matrix row:
δi =
n
√√√√( ∂hi
∂x1
)n
+ . . .+
(
∂hi
∂xn
)n
(3.54)
(a) MCC objective function before scaling. (b) MCC objective function after scaling.
Figure 3.24: Scaling effect of Correntropy function for the 3-bus DC sample according to Jacobian
matrix structure. It can be noted that after scaling, each kernel appeared with identical bandwidth
in the state vector space.
In Figure 3.24(b), the effect of the proposed scaling of Parzen windows which uses (3.51)
and (3.54) can be seen. If comparing Figure 3.24(b) with Figure 3.24(a), scaling obviously
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decreases leveraging effect by equalizing contribution of each measurement in the Correntropy
cost function. When compared to the normalization from previous section, this solution has a
computational saving advantage since it does not require calculation of the covariance residual
matrix.
In order to demonstrate benefits of the proposed generalized Correntropy criterion, the scenario
of a single bad leverage point in measurement P1, was considered. As already depicted in
Figure 3.21, common MCC estimator (with unique σ ) fails to identify bad data in the same
scenario and ends in a local maximum. After applying the proposed vector (eq. (3.54)) for Parzen
windows scaling, masking effect is eliminated and Newton’s method manages to find the global
maximum, as obvious from Figure 3.25. Also, comparing to Figure 3.21, it is significant to observe
equilibration of particular measurements contributions in the objective function. This result is very
significant since indicates that the proposed scaling makes the MCC estimator robust to most
demanding scenarios of single gross errors. In fact, it eliminates probability of failure in case of a
single bad data. In the following section, behavior of the generalized MCC estimator is tested on
multiple GE scenarios.
Figure 3.25: 2D projection plot of the generalized Correntropy function for the 3-bus DC system
with bad leverage point in measurement P1. It is of key importance to note benefits of the Parzen
window scaling in comparison to Figure 3.21.
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3.4.3 A Comparative Study
3.4.3.1 Case Study - the 4-bus System
Both proposed generalized MCC estimators are expected to improve robust performances of a
general Correntropy criterion. In order to verify this, a comparative study is performed on the 4-
bus system case study from section 3.3.2. The summarizing results regarding the efficiency in bad
data identification are given in Table 3.13. Both MCCN and MCCH significantly outperform the
common MCC. When compared to LNRT, almost the same efficiency is achieved.
Table 3.13: Efficiency of identification of 2 GE with LNRT, MCC, MCCN and MCCH considering
10000 measurement scenarios of the 4-bus system. Although the generalization of the MCC has
contributed to robustness, the LNRT method still remains most efficient.
Wrong Correct Efficiency
LNRT 166 9834 98.34%
MCC 300 9700 97.00%
MCCN 174 9826 98.26%
MCCH 179 9821 98.21%
3.4.3.2 Case Study - 24-bus System
The state estimation methods are tested again for 3000 measurements scenarios of the 24-bus
system from Section 3.3.3. The results from Table 3.14 once again reveal significant benefits
gained by proper scaling of the Parzen windows. Moreover, in this case, the generalized MCC
estimators MCCN and MCCH both slightly outperform the conventional LNRT method in bad
data identification. According to all case studies performed, one can conclude the following:
Table 3.14: Efficiency of identification of 2 GE in active power measurements for LNRT, MCC,
MCCN and MCCH in 3000 measurement scenarios of a 24-bus system.
Wrong Correct Efficiency
LNRT 190 2810 93.67%
MCC 289 2711 90.37%
MCCN 159 2841 94.70 %
MCCH 155 2845 94.83 %
• Proper scaling of the Parzen windows brings unquestionable improvement in robustness
of the MCC estimator, when compared to the basic Correntropy criterion which considers
identical values for all Parzen windows σi, ∀i = {1, . . . ,m}.
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• Generalized MCC estimators MCCN and MCCH reach robustness that is approximately on
the same level as the LNRT.
• The MCCN and MCCH are both generalized MCC estimators that use different scaling
methods. Provided efficiency of the estimators is almost the same. The only advantage
of MCCH over the MCCN estimator is in fewer calculation requirements in regard to the
covariance residual matrix Ω.
• Generalization of the MCC estimator contributes to its robustness. However, failures are
still probable to occur, due to Newton’s algorithm + kernel annealing solver, which remains
able to be miss-led to a local maximum of the Correntropy function, instead of the global.
3.5 Conclusions - MCC State Estimator
One of key functions of a bad data processor within a state estimator is to detect the presence
of erroneous measurements, identify and finally eliminate them from the dataset or (if possible)
correct them. This problem is approached in this thesis from an information theoretic point of
view with the main purpose of extracting the maximum information possible from the available
measurement dataset. A criterion implementing this idea is the MCC – Maximum Correntropy
Criterion – a function defined in the Information Theoretic Learning context as a robust measure
of similarity. Therefore, Correntropy is used here in order to measure the similarity between
the distribution of the measured values (provided by the SCADA) and the estimate of the same
measured values.
Another way of providing an interpretation of the process is to understand that Correntropy
is associated with a metric (CIM); therefore, one can say that the Euclidean distance (simple, as
in LS, or normalized, as in WLS) is to be substituted by the CIM distance (minimizing CIM is
equivalent to maximizing Correntropy). However, this interpretation is insufficient: it obscures the
true change in paradigm brought up by the new approach, which is related to understanding the
SE problem as a problem of information, patterns and outliers.
Unlike the WLS state estimator, which considers only a L2-type norm and, in fact, minimizes
the variance of the weighted error distribution, the proposed Maximum Correntropy Criterion
(MCC) state estimator acts as if changes in the metric norms occur, from L2 through L1 to
L0 as the errors increase. Due to advantageous properties of Correntropy and CIM distance, by
generalizing the correlation concept and not depending on an Euclidean distance, the novel MCC
state estimator inherits these benefits and contributes with substantial enhancement in robustness
to bad data. One can say that the MCC estimator behaves equivalently to the WLS when the errors
are small, relative to the kernel size, i.e. when the errors remain under the quadratic part of the
Gaussian function. On the other hand, if a measurement error resides far from the origin and lies
in the region governed by the L0 norm, the Correntropy becomes simply insensitive to its value,
i.e. it is treated as an outlier. In this case, this error is in practice identified as an element of bad
data and its influence is naturally eliminated from the estimation process. This introduces a new
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degree of simplicity in the estimation process, because bad data no longer need to be eliminated
from the data set and, as a consequence, the matrices are no longer needed to be recomposed – the
bad a data remain but their influence becomes negligible - the most desirable consequence.
In the preliminary tests, the Correntropy was maximized with an evolutionary particle swarm
optimization (EPSO), which has availed extreme robust features of the novel objective function in
any GE scenario, and thus outperformed all the conventional robust estimators, which are prone to
identification failure. The MCC estimator did not reveal any cases of failure even if the strongest
leverage points were corrupted. In general, one has also realized that with strong robust features,
the novel criterion works well also with a very demanding objective function, due to multiple
local optima that emerge in the presence of bad data. In any case, the powerful EPSO method
did not have any difficulties in finding the global maximum which always corresponds to the true
solution, ignoring the deteriorating effect of GE (unless GE corrupt critical k-tuple). Unfortunately,
the EPSO cannot be considered as an industrially-acceptable solution procedure: it does not allow
scalability to large systems, due to the computational burden that emerges with the growing size
of the problem.
As an alternative solver, a computationally more acceptable and suitable for the real time
environment, the Newton-Raphson method is proposed. However, one needs to be aware of the
limitations of the Newton’s method, which do not allow it to be applied on a multi-modal objective
function which is non-concave/convex on all its domain. In order to address this issue, taking
advantage of the free parameter σ which represents the width of the Parzen window, has been
suggested. By tuning the kernel size and carefully annealing it, the objective function landscape
changes from a well behaved concave quadratic shape to a topology with eventually numerous
local optima. With these specific properties in mind, a procedure of smooth kernel annealing that
enables fast and reliable convergence can be proposed.
In other words, a sufficiently large σ reduces the MCC criterion to the WLS, i.e. it makes the
optimization easy and fast-converging (solving the traditional problem, actually). Subsequently,
the Parzen window size is smoothly annealed thus allowing a fast and reliable convergence of the
Newton’s solution. It is very important to emphasize that the optimization of the Correntropy
function embodies in itself all bad data processing functions: detection, identification and
elimination, without any additional calculations or re-processing. In addition, it is important
to understand a novel detection mechanism enabled by the MCC estimator. If the solution does not
change after a few iterations with an initial large kernel size successively annealed, one can deduce
that the available measurement vector is healthy, i.e. there is no GE corruption. In that case, the
MCC will produce a result equivalent to the WLS and the solution initially obtained is final. On
the other hand, in the presence of gross errors, the solution deviates from the initial one. Then,
a distilling process starts, the Parzen windows are decreased in multiple steps and all erroneous
measurements are progressively eliminated.
Exhaustive tests on various case studies revealed that the MCC state estimator may fail in
some GE scenarios and end up converging to a local maximum, far from the true state vector. The
iterative solution, for example, may be misled and get trapped within some concave region during
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the annealing process which finally ends up as a local optimum. Statistically, these scenarios are
not very probable to occur, but it is interesting to observe that they coincide with the failure cases
in most of the conventional methods, i.e. they are always conditioned with multiple interacting
and conforming GE, or even more if one of them is a bad leverage point. Therefore, one concludes
that MCC robust performances (using Newton as the optimizer) are very similar to estimators that
optimize a non-quadratic function of the measurement residuals as well as the well-known method
of the largest residuals elimination.
As a final conclusion, one can say that the proposed Correntropy objective function possesses
extreme robust features that place it beyond the known robust estimation criteria. However, the
adopted optimization procedure - Newton’s method + Parzen window adaptive annealing, is unable
to extract the information maximum from every case, i.e. identify correctly every bad data. The
initiation with the large kernel size equates MCC to WLS and by doing this it falls again in the
well-known trap of the masking effect among residuals the multiple interacting GE may cause. In
order to eliminate this effect, generalized Correntropy criterion is proposed which defines ratios
between each kernel size, instead of the unique kernel size for all the measurements. These ratios
can be calculated from the Jacobian matrix structure or according to diagonal of the residual
covariance matrix. In both solutions some robustness is gained, especially in the cases of single
bad leverage points, when probability of failure is reduced to zero. However, in cases of multiple
GE, generalized MCC keeps similar robustness level as the LNRT, so it is still prone to failure in
incident and conforming GE scenarios.
Although one can say that the MCC state estimator is just another non-quadratic criterion and
does not provide any significant robustness enhancement, there are multiple contributions of key
importance which can be summarized as the following:
 The Correntropy function is infinitely and continuously differentiable on all of its domain,
unlike other non-quadratic criteria proposed in the literature.
 Global maximum of the Correntropy function always corresponds to the true solution
 Most of the non-quadratic criteria lead to formulations classified as Mixed Integer
Non-Linear Problems (MINLP) due to the required binary unknowns. The MCC estimator
does not require any binary variables, which classifies it as a normal non-linear problem
(NLP).
 The MCC estimator offers a strong theoretical justification for all the previous attempts
to modify the quadratic objective function focused on gaining robustness in the estimation
process. The perspective of SE gained from the information theory point of view takes the
(hidden) true values as a reference to measure errors, while the classical methods work with
residuals, which take a set of estimated values contaminated by errors as references. The fact
that global maximum of the Correntropy function always corresponds to the true solution,
confirms this property.
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 The MCC estimator opens a new paradigm in state estimation: instead of looking at a
snapshot of measurements (with errors) and combining it with Kirchhoff Laws, it looks
at the measurement set in terms of combination of a multidimensional signal with a small
noise (small errors) and outliers (the GE) – and the process aims to reconstitute the original
signal by identifying and correcting the GE.
In summary, the adoption of Correntropy function in SE brought many novelties and
is considered to be a strong advancement, based on a theoretical principle. However, the
computational procedure using meta-heuristics is complex and unfeasible to be used in real
time – therefore, the Newton procedure was proposed. Although not fully robust, it nevertheless
opened some interesting, new avenues. In the following chapter, we will proceed to develop a
complementary approach that will compensate the limitations introduced by the proposed Newton
method.
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Chapter 4
Auto-associative Measurements
Screening and the Hybrid MCC
Estimator
The former section proposed a novel state estimator, based on the MCC, which establishes a new
reference for the estimation process founded on information theoretic paradigms. However, the
maximization procedure (based on the Newton method and the Kernel annealing strategy) has
proven to be insufficient, by itself alone, in extraction of all possible benefits from the novel
criterion. Put simply, the procedure is fast and accurate, but not sufficiently reliable in all the
GE scenarios.
The main reason for this may be found in the optimization process when using the Newton
method. This method depends on definition of a good starting point for the iterations. It is known
that the Newton iterations for maximization can only assure convergence if they develop inside a
concave region of the objective function landscape and if the global optimum is the maximum in
that region. The smooth annealing process cannot assure this at all times. The annealing process
has been demonstrated to induce a continuous change in the shape of the objective function and
the iteration step could remain trapped inside a wrong concave region from which it cannot escape.
Although this may be a rare phenomenon, its occurrence nevertheless undermines the confidence
one might have in the MCC method.
Due to these circumstances, the envisaged solution is to provide a method that would capture
the manifold from the available measurements data set and retain a stable reference point that
would enable a much more robust and efficient state estimation.
Therefore, an unconventional solution that intends to escape the classical perception of the
problem as mathematical regression in the measurement space is introduced in this section.
A special kind of Artificial Neural Networks (ANN), called Auto-associative neural networks
(AANN), are envisaged as a tool to extract all the relevant information from the available dataset,
learn the manifold and store it in their weights. These trained neural networks are intended to be
used in real time processing of available data with the main purpose of performing a data screening
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process. If they are able to perform as expected, the AANNs can be used as a strong reference
point of the MCC estimator in a hybrid state estimator. Thus high robust features are expected
to be gained, without the engagement of some excessive computational efforts that threaten the
scalability of the method.
4.1 Building Blocks - Auto-associative Neural Networks
4.1.1 Autoencoders
Auto-Associative Neural Networks (AANN), also known as Autoencoders, are feedforward
networks trained to mirror the input space S in their output. These neural networks are proposed in
order to achieve an approximation of one-to-one mapping between points of a space of dimension
m and a space of dimension n (where n < m without loss of generality). Specifically, in an
autoencoder, the first half of the neural network approximates the function f that maps the input
space to the space of compressed encoding S′, while the second half approximates the inverse
function f−1. In other words, an autoencoder is trained to display an output equal to its input.
During the training process it stores the information about the data manifold in its weights.
Figure 4.1 depicts a simple neural network with a smaller single middle layer. In general,
there is no special requirement for the architecture of an AANN, although the two halves of the
network should be built symmetrically. However, the most widely adopted architecture contains
a single hidden layer due to the fact that networks with more hidden layers have been proved to
be difficult to train [134]. In general, the accuracy of the ANN model is achieved at the cost of
training demand.
S S
S'
f f -1
Figure 4.1: Architecture of a 6-3-6 autoencoder with a bottleneck inner layer and input and output
layers of the same dimension. The inner layer contains a compressed set of values that encode
values in S in a reduced dimension space S’.
Moreover, there is no any way to define an adequate compression rate (measured as the ratio
between the number of neurons in the smallest middle layer and the number of neurons in the
inputs/output layers) a priori. In addition, there is an obvious trade-off between the compression
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rate and the accuracy of data reconstructed through the second half of an autoencoder. The decision
about the space compression rate will evidently depend on the nature of the problem and it is made
in the present-day practice simply by trials and errors.
One of first applications the autoencoders were proposed for, was the image compression.
Specifically, the first half of AANN maps the input to a reduced dimension space and the signals
available in the middle layer are used to store information about the image. In addition, weights of
the second half are required in order to reconstruct the originals [135], [136].
Furthermore, the application is extended to distinct processing techniques such as
identification and pattern recognition [137]. For instance, face images could be identified and
clustered according to sex, distinguished from non-faces, etc. [138]. A different application has
been presented in [139], [140], for the reconstruction of missing sensor signals. This belongs to
the type of missing data problems, where autoencoder properties have been used to reconstruct
some missing input data in such a way that the reconstruction appears reproduced in the output,
by minimizing the function of the input-output error.
It is interesting to observe that an autoencoder with one hidden layer and linear activation
functions performs the same basic information compression from space S to space S′ as Principal
Component Analysis (PCA) [141]. A substitution of linear with non-linear activation functions,
upgrades the autoencoder to the so-called non-linear PCA [142]. With non-linear activation
functions and multiple layers, the autoencoders chart the input space on a non-linear manifold
so that an approximate reconstruction is possible with fewer errors [143]. Moreover, the PCA does
not easily show how to do the inverse reconstruction, which is straightforward with autoencoders.
4.1.2 Missing Data Reconstruction and Bad Data Filtration with Autoencoders
The key important capability of autoencoders, intended to be adopted in this thesis for the state
estimation purposes, is the reconstruction of missing data. This ability was initially recognized
in [139], in the context of reconstruction of missing sensor signals. The main idea is to use the
autoencoder properties for the reconstruction of missing input data so that the reconstruction
appears reproduced in the output, by minimizing the function of the input-output error. In other
words, an optimization method is used to find the missing input that is most coherent with the
output provided by the autoencoder.
The training of an autoencoder is envisaged to be performed offline with an appropriate dataset.
Afterwards, if a new vector of the same data type is presented to the trained autoencoders, the
following two scenarios can occur:
Vector is consistent with the learned cluster =⇒ small input-output error
Vector is an outlier regarding the learned cluster =⇒ large input-output error
According to this behavior, the following can be concluded: if an incomplete pattern is shown to
the autoencoder, (missing components are replaced by random values), a large error will appear
between the input and the output vectors. Moreover, a trained autoencoder is expected to associate
the erroneous or missing topology with the true one, i.e. to project the available vector to the
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learned manifold, as depicted in Figure 4.2. If successful, this methodology could equally be used
for both the missing data reconstruction as well as the correction of bad data. In any case, a
reconstruction task is set to search for the missing value that will minimize a function of errors
between the input and the output vectors.
Gross Error
Missing 
variable
Figure 4.2: Illustration of autoencoder abilities for correction of gross errors or reconstruction of
missing signals.
Depending on the method used for the search of the missing value, three basic approaches are
distinguished:
• POCS – Projection Onto Convex Sets [139]: This model uses alternating linear projections
on the input and output space to converge to the assumed missing value. If an input signal is
missing, its variable can be set to a random value and this will produce a mismatch between
the input and the output. Iteratively reintroducing the output value in the input will converge
to a value that minimizes the input-output error (Figure 4.3(a)).
• Unconstrained search: this model requires an optimization algorithm to minimize the input-
output error. The unconstrained search controls the convergence by the error in the missing
signals (Figure 4.3(b))
• Constrained search: unlike the unconstrained search, the constrained search controls the
error in all the outputs of the autoencoder (Figure 4.3(c)). For instance, in [144], a genetic
algorithm is used to optimize the error function.
The same approach of missing signal restoration could be extended to the problem of
correction of bad signals. However, this task is still substantially more demanding since the
inputs which are to be reconstructed are not known a priori, as in the case of a missing signal.
First, the bad inputs need to be detected and then the erroneous inputs need to be identified.
Therefore, before the process of input reconstruction begins, the autoencoder needs to detect and
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Figure 4.3: Illustration of the algorithms. (a) POCS - the missing input is iteratively fed from the
corresponding output until convergence is achieved; (b) Unconstrained search - an optimization
algorithm searches for input values that minimize the input-output error of the missing signals;
(c) Constrained search - An optimization algorithm searches for input values that minimize the
input-output error of all signals.
identify the erroneous variables, which requires significant training accuracy and robustness. In
that case, one-to-one correspondence is needed between the input-output error of the autoencoder
and the true gross errors. After the restoration process is done, the error can be quantified and the
erroneous input substituted with the estimative provided by the autoencoder. In Figure 4.2, the
schematic illustration shows how gross errors alienate the vector from the expected manifold and
the autoencoder is called to project this outlier to the closest point on the manifold.
In order to improve the autoencoder’s abilities for projection of outliers onto the manifold,
Vincent et al. in [145] introduced a new training principle which established the so-called Stacked
95
Auto-associative Measurements Screening and the Hybrid MCC Estimator
Denoising Autoencoders. The adjective stacked comes from a principle of unsupervised training
which is performed layer-by-layer. Each layer is first trained to produce a representation of the
observed patterns for the subsequent layer, based on the representation that it receives as an
input from the layer before and by optimization of a local unsupervised criterion. This training
provides initialization of weights layer-by-layer for the global training of an autoencoder with deep
architecture. Moreover, the adjective denoising addresses the idea of autoencoder training for the
purposes of reconstruction of a repaired input from an artificially corrupted one. More specifically,
the input data are first submitted to corruption process which randomly corrupts information about
some of the components. The autoencoder is than trained to reconstruct erroneous inputs. The
training of this type produces a very robust, stable and accurate autoencoder, which is used in [145]
for image classification experiments. This approach is adopted and additionally improved in [146]
and [147].
4.1.3 Autoencoders in Power Systems - an Overview
Until now, there were not that many applications of auto-associative neural networks in power
systems. However, there are some publications which address the issue of missing signal
restoration. In [148], some models for missing sensor signal restoration are discussed in the context
of non-linear power plant operation. In addition, in [149] the autoencoders are coupled with a
wide area state predictor, as a part of a wide area controller, in order to restore the missing signals.
Report of enviable performances of autoencoders in diagnosing faults in power transformers has
recently been published [150].
In regard to the power system state estimation, there are some very interesting applications
of ANN, quite relevant to the work that is reported in this thesis. Salehfar et al. have proposed
an ANN with input data patterns identical to the target (output) patterns, and used it as a
pre-estimation filter for bad-data detection and identification in PSSE [151]. Moreover, in order
to maintain observability, identified bad data are not rejected but replaced with estimates provided
by ANN.
A similar approach was reported in [152], where a two-stage ANN was proposed. The first
part is trained to estimate the system state from the available measurements, while the second part
takes over the system state vector and reconstructs the measurement vector. All of this is envisaged
for the purpose of bad data detection and identification. Although these methods seems to work in
tested cases of multiple bad data, the authors report a need for accuracy enhancement as well as
high dependence of ANN performances in architecture and training settings.
The third and the most recent work about ANN as a filter for measurements prior to the state
estimation process is reported in [153]. The proposed concept uses historical measurements as an
input for forecasting the subsequent measurement vector. In cases when significant deflection is
detected, bad data are identified and corrected by the same ANN.
The main motivation for adopting autoencoders for power system state estimation purposes
is to maintain the information-theoretic approach and, in the meantime, escape the classical
perception of the problem as mathematical regression in the measurement space. The training
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is to be performed offline, with the available historical measurements dataset. Afterwards, a
trained autoencoder is envisaged to be used in real time in order to associate the erroneous
or missing electric signals with the true ones or at least indicate the outlier signals. Also, if
some measurements are missing from the acquired set, the autoencoders could reconstruct them
according to available measurements. If it manages to meet these expectations, the autoencoder
could be used as an auxiliary tool in power system state estimation, a pre-filer which could provide
a state estimator with filtered measurements complete and free of GE.
In addition, the autoencoders have been found to be very suitable for learning the manifold implicit
in the link between the measurements and the topology states. In that case, they are expected to
process two types of signals that exist in power system in parallel: analogue (power, voltage or
current measurements) or digital (breaker statuses). Chapter 5 of this thesis discusses this issue in
particular and focuses more on topology estimation problem.
The proof of concept developed in this thesis about the use of autoencoders for the
reconstruction of missing signals in power systems was published in [154].
4.2 Reconstruction of Analogue Measurements with Autoencoders
This section presents the capabilities of autoencoders to perform data screening in the two
following ways:
. Restoration of missing electric measurements,
. Detection, identification and correction of bad measurements.
During the training phase, which is done off-line, the autoencoders learn all the information hidden
within the available measurement database. This information is kept stored in autoencoder weights
and is being used later in real time in order to filter out the potentially corrupted measurements
received from the SCADA. The possible ways of corruption are gross errors, or simply the absence
of measurement signal. This problem is unified under terms like measurements restoration,
reconstruction or screening. However, there is a key difference between the two issues: missing
measurements or erroneous measurements. The missing values are by definition already detected
and identified. What remains to be done is to reconstruct the value in accordance with the other
available measurements. Alternatively, in case of gross error, the measurement first needs to be
detected, identified and then finally corrected. Therefore, the bad data case is found to be more
demanding and will be considered in this thesis separately and in more detail.
The capabilities of autoencoders for processing and reconstruction of electric measurements
are tested on the 4-bus system case study from Chapter 4 (described in detail in Appendix A.1).
The autoencoders architecture is defined by the reduction of the hidden layer as cca. 60% of the
input size. Neurons within the hidden layer use activation function, while the output neurons are
linear.
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4.2.1 Generation of Pseudo-measurements with Autoencoders
Pseudo-measurements in a power system are generated according to available information about
the system in order to improve the redundancy or restore observability in certain parts of the
system. They are used together with all other measurements. However, unlike the common ones
provided from the SCADA, these are obtained artificially prior to the estimation process. Hence,
pseudo-measurements are generated in order to submit missing or extra information to the state
estimator and improve the final result. Their calculation derives from external processes such as
historical data, prediction procedures, load curve assessment, calculations on an external network,
etc.
The importance of generation of external pseudo-measurements was discussed, for instance,
in [155]. Also, in [156], the generation of pseudo-measurements is based on forecasted load
data in systems with distributed generation. In [157] pseudo-measurements in distribution
systems were generated using probabilistic models on historical load data. The generation of
pseudo-measurements as an internal process, however, is not usual and has not been considered.
The idea proposed in this thesis is to train AANN to learn the manifold of available
measurement dataset. That manifold is generally defined by various factors: Kirchoff laws, load
distribution, system parameters, topology, etc. All this information resides hidden in the historical
dataset, and the task of the autoencoder is to extract it. After off-line training, the information about
the manifold is stored in autoencoder’s weights. In real time, the measurement vector acquired
from the SCADA is presented to the trained autoencoder. If the measurement vector is consistent
with the learned data, the input-output error will be insignificant. On the other hand, a large error
will indicate that the input vector is an outlier due to the learned manifold. These properties are
to be used in order to re-project this outlier vector back into the cluster and thereby correct the
corrupted inputs.
In section 4.1.2, three basic concepts for the reconstruction of missing signals with
autoencoders have been presented: POCS, the constrained and the unconstrained search. In order
to adopt the most suitable concept for a particular purpose, all three were tested on a set of
sampled cases for the 4-bus system. In total, 20000 scenarios were generated for active and
reactive power measurements (8 active power and 8 reactive power measurements), where 10000
were used for training and the other 10000 for testing. In test database, one of the inputs per
each scenario is randomly specified as missing and initialized at random value. For constrained
and unconstrained searches a meta-heuristic optimization method EPSO has been adopted for
the optimization of objective function of input-output errors. Hence, POCS, EPSO-unconstrained
and EPSO-constrained were tested on restoration of missing measurements of active and reactive
power. The preliminary objective function is defined as a sum of squares of input-output errors
(MSE):
ϕMSE(ε) =
1
N
N
∑
i=1
(zi− zˆouti )2 (4.1)
where:
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zˆout estimated output vector of the neural network, as a function of
estimated missing input vector w(zˆin) (Figure 4.10),
N number of all the inputs in case of constrained search or
number of missing inputs in case of unconstrained search.
The PDF of input-output errors in 1000 test scenarios is shown for all three methods in
Figure 4.4. The POCS algorithm is straightforward and simple, but in the case of multiple missing
values it becomes insufficiently accurate and eventually does not converge. The unconstrained
EPSO search provides results which are, due to accuracy, quite similar to POCS. The constrained
search significantly outperforms both the unconstrained search and POCS. Moreover, it is
interesting to observe that input-output errors of the constrained search are even lower than errors
obtained by inputs free of GE. In other words, the constrained EPSO search is able to project the
input vector even closer to manifold than the autoencoder itself. Moreover, the constrained search
does not require any additional computational effort when compared to unconstrained search and
provides significantly more valuable results. Therefore, it is straightforward to choose the approach
of constrained search (with EPSO algorithm) for the purposes of restoration of missing or bad
measurements.
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Figure 4.4: PDF of input-output errors for missing input restoration with: POCS, constrained-
EPSO search and the unconstrained-EPSO search. The constrained-EPSO search is shown as the
most accurate, also in comparison with the true inputs, free of GE.
4.2.2 Gross Errors Detection, Identification and Correction with Autoencoders
In the former section, it has been shown that the autoencoders are able to capture information
between the electric power measurements. In this section, the information stored within
autoencoder weights is intended to be used to detect, identify and correct bad data. The problem
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of bad data analysis is addressed in more detail in Chapter 4. In addition, a novel MCC estimator
is proposed that sheds some new light on the state estimation problem, based on information
theoretic paradigms. However, the Newton’s method with kernel annealing strategy does not allow
the global optimum in all the scenarios to be found, i.e. it fails to identify some of bad data.
The MCC estimator is designed to maximize the information content between measured and
estimated values. This section intends to test the abilities of autoencoders to estimate the
measurements in order to equip the MCC estimator with more robust features.
The preliminary tests of auto-associative neural networks (autoencoders) in the former section
hinted their ability for reconstruction of missing measurements. Moreover, they could be also used
to filter-out gross errors, only if they are able to identify them. More specifically, if the problem
is observed in a more general light (i.e. all the GE are identified), each corresponding erroneous
measurement may be proclaimed as missing and afterwards corrected through the reconstruction
process.
The following analysis investigates first capabilities of autoencoders, at least as GE detectors.
In other words, if the input measurement vector is an outlier from the learned manifold, a
trained autoencoder is expected to result in a large input-output error. If additional outliers in the
input-output errors correspond directly to bad data, this property would satisfy the identification
and, to a certain extent, the quantification of GE.
The 4 bus case study is considered with 20000 scenarios of active and reactive power
measurements. The autoencoder is composed of a single hidden layer which is reduced to cca.
60% of the input vector size, so it results with an architecture of 16-10-16.
Figure 4.5: Scatter plot of maximum absolute input-output errors of the autoencoder (depending
on load level) for test cases with and without the gross errors. It is significant to note that the cases
infected with GE are easy distinguishable, i.e. the autoencoders can be used as GE detectors.
The autoencoder was trained with 10000 samples of measurement vectors which contain normally
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distributed errors with a variance of 0.005 p.u. Two testing datasets were considered: one contains
the same Gaussian errors as the training set and the other includes an additional 1 GE per each
scenario. Gross errors are generated with a uniform distribution in the range 20 to 100 standard
deviations of the normal distribution. Figure 4.5 shows a scatter plot of maximum absolute
input-output errors depending on the system load, for both testing datasets, with and without GE.
It is significant to note a high increase of maximum error in the presence of gross errors. Also,
there is no overlap between maximum error with and without GE, so detection is in this case able
to be performed with a 100% efficiency. Regarding the system load, one needs to say that errors
do not show any dependence on load level in the system.
Now, it is interesting to observe errors of each particular input in order to examine the potential
correspondence between GE and input-output errors of the autoencoder. If such correspondence
is confirmed, it would mean that the autoencoder is able to identify and correct GE by projecting
it directly onto the manifold. Therefore, the errors corresponding to inputs contaminated with GE
and errors for inputs that are free of GE can be separated. Thus input-output errors are now plotted
for each input in Figure 4.6. It can be observed that a single GE causes a significant smearing
effect, i.e. distorts most of other outputs which correspond to true input measurements. Therefore,
if attempting to identify and filter out the bad data, such autoencoder behavior would be far from
acceptable. Put simply, an ideal scatter plot (compared to the one from Figure 4.6) would contain
blue spots as low as possible, while the red colored errors should be distinguishably larger in range
of gross errors. This type of autoencoder would be able to perfectly project every outlier onto
the manifold and to also identify and correctly quantify each GE in the process. Obviously, the
autoencoder created here does not have such identification properties. It is only able to perform
gross errors detection, while some enhancements need to be adopted for the identification and
correction of GE.
Figure 4.6: Scatter plot of absolute input-output errors per each input with and without gross
errors. It is significant to note that input-output error of the particular input does not correspond to
presence of gross errors in that input. An ideal autoencoder should keep blue errors significantly
lower than the red ones, and the red ones should be higher, representing the gross errors.
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4.2.3 Gross Errors Detection, Identification and Correction with Denoising
Autoencoders
The autoencoder training uses back-propagation algorithm to minimize the sum of squared
residuals between the output and target vectors, where target vectors are identical to the input
ones. This methods is obviously satisfactory for the purposes of learning the data manifold, but
when an outlier vector is presented in the input, it results in an outlier also in the output, i.e. it does
not manage to project the input back onto the manifold. In order to equip the autoencoder with
such skills, the previously presented concept of Denoising Auto-Associative Neural Networks
(DAANN) (or simply denoising autoencoders) has been adopted. The idea is to intentionally
corrupt the training input vectors with GE, while the target dataset is kept as original, free of GE.
The principle of the method is illustrated in Figure 4.7. This way, the autoencoder is expected to
learn not only the manifold, but also how to re-project an outlier back to the original data manifold.
In other words, DAANN is taught to be able to reconstruct the original measurements vector from
the vector contaminated by GE. This concept was proposed recently in [146] and [147] for the
purpose of improving denoising in image processing. In this thesis, it was adopted for the first time
for screening the input measurements for power system state estimation.
Figure 4.7: Training principle of a Denoising Autoencoder. Available measurements vectors z are
concentrated around the manifold. A corrupted measurement vector z˜ is generated by introducing
GE. The denoising autoencoder is thought to re-project corrupted measurements back onto the
manifold and provide estimated vector zˆDAANN .
A training set for denoising autoencoder contains 10000 scenarios, where each input is
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corrupted with 2 randomly generated gross errors, while the target set contains the same
measurements but free of gross errors. Since all the input vectors contain GE, this training set
has a corruption level of 100%.
A scatter plot of errors per each input for the autoencoder trained for denoising is shown
in Figure 4.8. A significant difference can be noted in comparison to Figure 4.6. Specifically,
by introducing the denoising concept, the desired performance of projection is significantly
improved. Errors of non-corrupted inputs (blue spots) are significantly decreased, while errors
of the corrupted inputs are kept on the level of true gross errors. In other words, the denoising
autoencoder learned not only the data manifold, but also how to project the outlier inputs back
onto the manifold. Unlike the normal autoencoders, such scatter-plot is already much closer to the
ideal one and it also looks promising for use in identification of bad data.
Therefore, the abilities of a denoising autoencoder to identify 2 GE due to a predefined threshold
were tested on the same database. It managed to correctly identify both GE in 95.6% out of
10000 cases. However, 15.2% of these suspected sets contained also some misidentified true
measurements. On the other hand, the normal autoencoder has proven to be completely unusable
for that purpose with a poor identification efficiency.
Figure 4.8: Scatter plot of absolute input-output errors per each input for the denoising
autoencoder. It is important to note a significant enhancement when comparing the same plot
for normal autoencoder shown in Figure 4.6. Errors of non-corrupted inputs are low, while the
erroneous inputs also correspond to outliers among the errors.
Figure 4.9 shows PDF of errors for the denoising and normal autoencoder. When comparing
Figures 4.9(a) and 4.9(b), the following properties that reveal superiority of the denoising concept
can be observed:
• PDF of errors contaminated by GE (red line) is clearly distinguishable from the PDF of
errors corresponding to inputs free of GE (blue line),
• In case of correct inputs (without GE), the input-output errors of DAANN are on much
lower level, the same as in case of normal AANN.
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Figure 4.9: PDF of absolute errors for non-corrupted and corrupted test datasets: (a) Normal
Autoencoder; (b) Denoising Autoencoder. The denoising autoencoder obviously outperforms the
normal one, since it clearly distinguishes PDF of errors for erroneous and true inputs.
It can be concluded that if the input vector is free of GE, DAANN performs the same as AANN.
On the other hand, when some of the inputs contain GE, DAANN significantly outperforms the
normal AANN, since it manages to project the outlier back onto the proper place on the manifold.
Therefore, the denoising training concept allows accurate manifold learning, and contributes
with significant robust features in the meantime, that seem very promising for bad measurement
screening.
4.2.4 Gross Errors Detection, Identification and Correction with Denoising
Autoencoder, MCC and EPSO
In the previous section a substantial enhancement in robust features provided by the denoising
training concept has been shown. However, the identification efficiency still fails to reach a
performance level considered to be acceptable in state estimation. In order to extract maximum
information stored in autoencoder parameters, the autoencoder is proposed to be coupled with
an optimization method to be able to fine-tune the inputs and project them as close as possible
to the true point on the manifold. In other words, an optimization method will search for the
optimum of the objective function of errors between the output and the available measurement
vector. The concept of such constrained search optimization is visualized in Figure 4.10. There
are no fixed inputs and all inputs are considered to be missing instead. The optimization method
is expected to estimate inputs so that a function of errors between autoencoder’s output zˆAANN and
available measurements is minimal. The optimization method adopted for this purpose is again
the meta-heuristic method EPSO. The only question left is a definition of the objective function. If
the square function is used, as in eq. (4.1), inputs of very poor accuracy are mostly obtained, with
104
Auto-associative Measurements Screening and the Hybrid MCC Estimator
insignificant enhancement in comparison to the denoising autoencoder itself. The reason for this
comes from the lack of robust features of the least squares (MMSE) criterion, since the euclidean
measure of similarity becomes significantly biased in the presence of GE.
Figure 4.10: Coupling of autoencoder with an optimization method in order to avail the
identification and quantification of gross errors. All the inputs are considered to be missing and the
optimization method intends to estimate the inputs in order to minimize/maximize the objective
function of errors between autoencoder’s outputs and the original measurement vector.
Therefore, once again, one proposes to avail the robust features of measures defined within the
Information Theoretic Learning (ITL) [113]. The principal idea is to maximize the information
that output of the autoencoder provides about the measurements acquired by the SCADA.
To implement this, one will minimize the CIM distance (section 3.1.1) between the available
measurements and output of DAANN. This criterion is equivalent to maximization of similarity
between these two vectors measured with Correntropy:
ϕMCC(ε) =
N
∑
i=1
e
−
(zi− zˆouti )2
2σi (4.2)
where the free parameter σ represents the size of the Parzen window, which is set to a fix value
(0.02p.u.), according to the largest error which is still not considered as gross error. Vector zˆout is
an output of the denoising autoencoder and ε is an error vector between the input measurements
and the autoencoder’s outputs ε = z− zˆout . Unlike the least squares objective function, the MCC
with EPSO, allows full employment of the robust features of a denoising autoencoder.
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Figure 4.11: PDF of absolute errors from true measurements if input measurements contain 2 GE
for all 1000 scenarios. Significant enhancement is achieved by denoising way of training. The best
accuracy is by far obtained if EPSO optimization is used to maximize the Correntropy between
the output and the original measurement vector.
Figure 4.12: Scatter plot of input-output absolute errors per each input for the denoising
autoencoder whose inputs were optimized in order to maximize the Correntropy criterion. The
desired shape of the errors scatter plot is finally obtained, with significant improvements when
compared to the same plots for a normal autoencoder (Figure 4.6) or denoising autoencoder
(Figure 4.8) .
The results are presented in Figure 4.11 through the PDF of absolute errors. A distribution
of errors for output vectors (obtained with inputs corrupted by 2 GE) from the true measurement
vector is calculated for all methods in 1000 scenarios. The worse performance shows the normal
autoencoder, which is evidently very sensitive to GE, and error smears for all outputs. A significant
improvement in robustness is provided by the concept of denoising autoencoder training. If
an optimization method is coupled to fine tune the estimated measurements due to quadratic
criterion, there is no significant enhancement of robust features. Finally, if an optimization
method maximizes information, the output of the denoising autoencoder provides about the
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available inputs, the estimated values get a substantially improved accuracy in comparison to
true measurements. This is obtained by implementation of MCC criterion, which together with
EPSO and denoising autoencoder provides an impressive robustness to multiple GE. This method
of measurements screening is denoted hereafter as DAANN-EPSO.
Scatter-plot of absolute errors for DAANN-EPSO from Figure 4.12, finally gets the desired
shape. Now, errors of inputs which are not contaminated by gross errors are reduced to close
to zero, the same as errors from inputs without any GE. On the other hand, all errors from the
contaminated inputs (red points) are in the expected range of GE [0.1,0.5], which means that the
proposed method is able to identify and, to a certain extent, also quantify the gross errors.
This is a substantial advancement in comparison to same plots for the denoising autoencoder
(Fig. 4.8), or even more when compared to the normal autoencoder (Fig. 4.6). Not only does the
proposed method manage to correctly identify bad data with 100% efficiency, but it also corrects
the erroneous measurements with remarkable accuracy. In regard to the significance of these
results, the basic idea of this chapter is to use autoencoders as measurement screening processors
prior to the estimation of the system state.
The following section addresses all the issues and possibilities of adopting autoencoders in SE
procedure as suppliers of correct information about the system in all possible scenarios.
4.3 State Estimation with Denoising Autoencoders and Maximum
Correntropy Criterion (DAANN-MCC)
The previous section demonstrates strong capabilities of auto-associative neural networks for
screening of any type of electric variables in power systems. Unlike the classical methods, which
estimate the system state according to single measurement snapshot, the proposed auto-associative
measurement processing extracts the maximum information about the system in accordance with
the entire historical dataset. This way, the autoencoder is able to perform robustly and accurately
even in cases where classical methods are theoretically unable to detect any of the bad data.
Since autoencoders just filter the measurements and do not provide final estimative of the
system state, this chapter proposes a methodology which allows the use of autoencoders as
pre-processors. More specifically, a hybrid method is established which couples auto-associative
data processor with the MCC estimator (proposed in Chapter 3). Basically, the autoencoder filters
the acquired measurement vector and forwards the results to the MCC estimator, together with
an appropriate Parzen window scaling. More specifically, the autoencoders suspect bad data and
according to this, the Gaussian kernels bandwidth of the Correntropy function will be set. In
summary, this section proposes the final state estimation methodology which incorporates all the
following specific concepts:
. Maximum Correntropy Criterion (MCC),
. Parzen window annealing,
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. Capturing data manifold with auto-associative neural networks,
. Denoising Auto-associative Neural Networks (DAANN),
. Data screening with constrained search of autoencoders inputs (DAANN-EPSO).
Hence, the hybrid methodology intends to make use of all valuable features of the adopted
concepts, with the main intention to achieve maximum of robustness, but without threating
computational feasibility.
The basic idea of coupling autoencoders with MCC estimator is to use the denoising
autoencoders as suppliers of the corrected information about the system for the MCC state
estimator. During the training process, autoencoders capture some extra knowledge about the
power system characteristics, which are generally not available to a static state estimator. This
information, captured during the training, is being extracted through the screening process and then
provided to the MCC. With this extra information, the MCC robustness is expected to be enhanced
by eliminating the failures which are probable to occur in multiple GE scenarios. Moreover, since
observability, in the classical sense, is not a prerequisite for the autoencoders, one expects from the
proposed method to allow identification and quantification of GE even in critical measurements.
On the other hand, classical (static) state estimators are not even theoretically able to identify
bad critical measurements since the corresponding residual is always equal to zero. Hereafter,
performances of the hybrid method are preliminary tested on multiple case studies. Also, the final
hybrid SE algorithm is established.
4.3.1 Preliminary Test Case Study
The 4-bus system is used as a preliminary test sample for the hybrid state estimator. The
methodology is basically conceptualized as the following: the MCC estimator (proposed in
Chapter 3), instead of the original measurements acquired from the SCADA, uses outputs of the
(denoising) autoencoders. The following case studies are considered for a complete assessment of
the method performances:
1. multiple interacting and conforming GE,
2. 1000 scenarios of 2 GE with high measurements redundancy,
3. 1000 scenarios of 2 GE with extremely low measurements redundancy,
4. bad critical measurement.
All the measurements scenarios are generated by adding zero-mean Gaussian errors (with
variance σ = 0.005p.u.) to true measurements computed using a power flow solution. The
following measurement vectors (composed of active and reactive power injections and flows and
voltage magnitudes) are used as inputs for the MCC state estimator:
– original measurements free of GE,
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– original SCADA measurements contaminated with GE,
– output from DAANN,
– output from DAANN-EPSO.
Test case 1: multiple interacting and conforming GE
The first test case represents an extreme gross errors scenario with 4 GE in the 4 injection
active power measurements with the following values {−1,1,−1,−1}, respectively. A bar chart
of residuals, associated to all used methods, is presented in Figure 4.13. As expected, a strong
smearing and masking effect is obvious in the WLS result. The LNRT method fails to identify
all the gross errors due to a masking effect that conforming GE cause among the residuals.
On the other hand, the denoising autoencoder (DAANN) itself (without EPSO) obtains much
better result and identifies correctly all the 4 GE. However, a certain lack in precision is obvious.
Finally, when EPSO is used to maximize the Correntropy between autoencoder outputs and the
original measurements (DAANN-EPSO), all 4 GE are quantified with almost perfect precision.
This corrected measurements set is then forwarded to the MCC state estimator which provides the
state vector which corresponds to the true one (DAANN-MCC).
This is quite an extreme scenario with 4 incident and conforming GE in the leverage points,
which are able to deteriorate any classical state estimation. On the other hand, the proposed hybrid
state estimator based on autoencoders and Correntropy criterion manages to successfully identify
all GE and even correct them with remarkable accuracy.
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Figure 4.13: A bar chart plot of absolute residuals of 4 methods: WLS, LNRT, DAANN,
DAANN-MCC in the presence of 4 GE. Only DAANN-MCC manages to identify and correct
them with a satisfactory precision.
Test case 2: 1000 scenarios with 2 GE - high redundancy
In order to derive a statistically more sound conclusion, 1000 measurements scenarios corrupted
with 2 GE are considered. A true measurement vector, (without GE and without the noise), is taken
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as a reference for calculation of estimation errors in order to evaluate the estimation results. For
this case study, a high measurements redundancy is assumed (2.5): 8 power injections (4 active
and 4 reactive power), 8 power flows (4 active and 4 reactive power) and 4 voltage magnitudes are
considered.
The PDFs of absolute errors are shown in Figure 4.14. It can be clearly seen how GE
strongly deteriorate error PDF for the WLS and DAANN (without EPSO). On the other hand,
DAANN-MCC results with PDF practically equivalent to the error PDF without GE. This is a
very important result since it demonstrates high immunity of the proposed method to any kind of
multiple GE. The measurement screening process with DAANN and EPSO is extremely precise
and accurate for adoption in any state estimator as a provider of high quality data, purified from
any non-normal errors.
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Figure 4.14: PDFs of absolute estimation errors (from true measurements) for WLS, DAANN
or DAANN-MCC methods. If scenarios with and without the GE are compared, a significant
deterioration of results is obvious for both WLS and DAANN. Only errors of the hybrid
DAANN-MCC method seem to remain on the level of introduced Gaussian noise.
In order to examine the obtained results in more detail, the efficiency in GE identification is
evaluated. The conventional Largest Normalized Residual Test (LNRT) method is also included
for comparison.
Identification is considered to be correct if a measurement set, suspected as erroneous, corresponds
exactly to introduced gross errors. In case of any misidentification, a failure is recorded. The
results are represented in Table 4.1. It is shown once more that LNRT and MCC estimator are
able to misidentify GE, especially if they are interacting and conforming. A significant novelty
brought by these results is: if the MCC estimator is equipped with a data pre-processor, based on
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artificial intelligence tools dealing with Correntropy, robustness to GE is substantially enhanced.
In summary, the hybrid DAANN-MCC method has successfully identified GE in all scenarios.
Table 4.1: Efficiency of 2 GE identification in 1000 scenarios. Unlike the LNRT and MCC the
DAANN-MCC method is able to correctly identify all GE, even in the incident and conforming
cases.
Wrong Correct Efficiency
LNRT 61 939 93.9%
MCC 79 931 93.1%
DAANN-MCC 0 1000 100.0%
Test case 3: 1000 scenarios with 2 GE - poor redundancy
In the former test case, the denoising autoencoder has shown impressive performance, significantly
outperforming the conventional methods. This test case further examines performances of the
hybrid method in conditions of very poor redundancy level. Even more beneficial performances of
this method are particularly expected in cases when only a few measurements are available.
In comparison to the former sample, measurements available in the 4 bus system are reduced
from 20 to just 10: P1, Q1, P4, Q4,P1−2, Q1−2, P3−4, Q3−4, V1 and V4. Accordingly, the redundancy
level is decreased from 2.5 to 1.25. In general, with low level of local redundancy more
measurements behave like leverage points, so a significant efficiency drop is expected for LNRT
and MCC.
As expected, both the LNRT and the MCC result in a high GE identification efficiency
(Table 4.2). On the other hand, the DAANN-MCC remains impeccable despite a substantial drop
in redundancy.
Table 4.2: Efficiency of 2 GE identification in 1000 scenarios considering poor measurements
redundancy. The LNRT and MCC manages to identify correctly GE in circa every fifth scenario,
while DAANN-MCC identifies correctly all the bad data.
Wrong Correct Efficiency
LNRT 787 213 21.3%
MCC 792 208 20.8%
DAANN-MCC 0 1000 100.0%
The static-state estimators, by observing only a single snapshot, receive very poor information
since the measurements/unknowns ratio is very weak in this case. Accordingly, a significant
robustness to errors cannot be expected. On the other side, during the training process the
autoencoder stores in its weight all the extractable information about the data, i.e. Kirchoff
laws, load distribution curve, network topology, node character (P-V, P-Q) or any other mutual
information between inputs. Afterwards, during the reconstruction phase (EPSO maximizes
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Correntropy function between autoencoders outputs and original measurements) the information is
backed-up in relation to acquired measurement vector. The MCC is then run with the novel vector
provided by the autoencoder and with the novel Parzen windows scaled in accordance with the
suspected measurements. This extra information conveyed by the data screening process enables
a significant enhancement of the MCC robustness.
Test case 4: bad critical measurement
The most demanding scenario in GE identification is when they appear in critical measurement.
For classical state estimators which optimize some function of residuals, even detection of such
bad data is impossible due to the fact that critical measurements always have residuals equal to
zero. Abilities of the proposed auto-associative data screening are tested here in this extreme GE
scenario.
Meters within the 4-bus system are again reduced in order to create some critical
measurements. The considered measurement set is: P1, P1−2, P1−3, P3−4, Q1, Q1−2, Q1−3, Q3−4
and V1. A single GE of 2p.u. is introduced in the critical measurement. The detailed results
of the WLS and DAANN-MCC estimation are shown in Table 4.3. The WLS Residual of the
bad measurement is equal to zero and all other residuals are low, thus making this single GE
undetectable using the χ2-test or normalized residual test. The DAANN-MCC method once again
proves remarkable robust capabilities. It identifies and very precisely corrects the bad critical
measurement. Other measurements are also very accurately estimated, so the GE is very efficiently
isolated and eliminated from the input set.
Table 4.3: State estimation results considering bad critical measurement P3−4. Residual of
the critical measurement is equal to 0, so GE is not even detectable. On the other hand,
the DAANN-MCC manages to identify and impressively accurately correct the bad critical
measurement.
measur. ztrue zbad zˆWLS rWLS zˆDAANN−MCC rDAANN−MCC
Pin j1 0.63003 0.63003 0.62465 0.00538 0.62538 0.00465
Pf low1−2 0.04187 0.04187 0.04724 -0.00538 0.04633 -0.00446
Pf low1−3 0.57203 0.57203 0.57741 0.00538 0.57906 -0.00702
Pf low3−4 -1.09460 0.90540 0.90540 0.00000 -1.09546 2.00087
An additional, more exhaustive extreme test is performed with 1000 scenarios of the
4-bus system, considering only critical measurements (redundancy level = 1). The available
measurements are: P1−2, P1−3, P3−4, Q1−2, Q1−3, Q3−4 and V1. In each scenario, a single GE
is introduced in the critical measurement Pf low3−4. The LNRT and MCC state estimators are not
able to perform any robust function in this case. However, the abilities of DAANN-MCC are once
again impressive: a successful identification of gross error in 98.7% of cases.
These results are very significant and promising, indicating an enormous potential of the
proposed method, particularly in environments like distribution grids, where lack of monitoring is
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inevitable.
4.3.2 Method Decentralization - Mosaic of Local Autoencoders
The proposed hybrid method which couples denoising autoencoders with EPSO optimization and
MCC criterion (DAANN-MCC) shows impressive robust properties in test cases from the previous
section. The only concerning issue, left undressed relates to applicability of the method for more
realistic systems of larger size. For the 4-bus system, a denoising autoencoder has considered all
the available measurements. If this model is scaled to a large system, the autoencoder may become
enormous, implying the following two main concerns:
. exponential growth of weights number with the autoencoder size,
. large number of unknowns that need to be optimized by a constrained search.
The first issue is not a big concern since the training process is performed off-line. However,
one believes that precision and flexibility of an autoencoder may become seriously harmed with its
size. A factor that can be more limiting is the constrained search with EPSO in a large dimensional
space. More specifically, since the data screening is envisaged to be performed in real time, the
computational requirements may become an insuperable burden.
A solution for the method scalability proposed in this section is in decentralization of
approaching the problem. Instead of a single global autoencoder, the concept of mosaic of local
autoencoders is established. Justification of the concept comes from the fact that any operational
change in an electric power system is evident mostly in some relatively narrow local area and
further vanishes by increasing electrical distance. Therefore, local autoencoders of reduced size,
are spread over the system to be in charge of associated local zones in the system. In this concept,
the superposition among autoencoders is preferable since a certain drop in precision is expected
towards the boarders of the local zone.
Benefits of this decentralized architecture are multiple. Firstly, the number of weights that need
to be trained in local autoencoders is drastically reduced. Also, the flexibility of the method is
enhanced in regard to re-training of the autoencoder in the cases of system structural changes.
When some of the local autoencoders alarms the presence of gross errors, they are automatically
localized to a small area. Therefore, it is sufficient to perform a constrained search only for the local
variables thus drastically reducing the computational demand. Moreover, a decentralized concept
allows for all the calculations, from training to optimization, to be performed independently and
in parallel. The decentralization method is expected to be beneficial even due to GE processing,
since the probability of an autoencoder to receive a corrupted input is significantly reduced. In
addition, the superposition of autoencoders can bring a certain redundancy in GE processing.
The proposed concept of mosaic of local autoencoders is tested on the 24-bus IEEE
system [130]. Figure 4.15 depicts the areas defined for the 7 local autoencoders, from which
they collect the available measurements of active or reactive power. All the 7 autoencoders were
trained on the denoising way, with sizes from 10 to 14 inputs of active or power measurements.
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Redundancy in the system was relatively high, considering 24 injection measurements (active and
reactive), 34 flows (active and reactive) and 4 voltage magnitudes.
Figure 4.15: Mosaic of 7 local autoencoders in the 24-bus system. Each autoencoder has some
local area which it is in charge of, including the zones of superposition.
The first test case assumes 5 gross errors in the following injective power measurements:
P3,P24,P21,P22,P23 with the following values {1,−1,1,−1,1}, respectively.
Since multiple conforming bad data are included, the LNRT and the MCC fail to identify GE due
to the masking effect. After submitting the available measurements to the local autoencoders, 5
of them (AANN1, AANN4, AANN5, AANN6 and AANN7) flagged the presence of gross errors
in their inputs. Then the EPSO optimization is run to maximize the Correntropy function and the
following results are obtained:
• AANN1 identifies GE in P3
• AANN4 identifies GE in P23
• AANN5 identifies GE in P24
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• AANN6 identifies GE in P23
• AANN7 identifies GE in P21 and P22
Therefore, all of the 5 introduced gross errors are correctly identified. In addition, due to
superposition among the autoencoders, the measurement is identified twice by autoencoders
AANN4 and AANN6. The estimation results for a particular scenario are presented as a PDF
of errors from true measurements in Figure 4.16. PDFs are estimated by the Parzen window
estimation method, using Gaussian kernel with size of σ = 0.005. One can observe how GE had
significantly deteriorated the results of the WLS and LNRT. On the other hand, errors of values
estimated by DAANN-MCC are all clustered around zero. Therefore, bad measurements are not
only identified but also quantified and corrected. This is a key difference from the LNRT method,
which only eliminates identified measurements and thus reduces redundancy and threatens system
observability.
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Figure 4.16: PDFs of errors estimated by the Parzen window method using σ = 0.005. The
WLS and LNRT are significantly harmed by GE, while DAANN-MCC successfully identifies
and corrects 5 GE.
The computational performance the method has in this particular case, required approximately
the same time as the LNRT to process bad data and provide the final solution. Although these
methods are barely comparable, due to significant difference in their concepts, it is important to
show that the DAANN-MCC method is scalable to larger problems. Outputs of an autoencoder are
obtained practically instantaneously, since it only requires evaluation of a certain number of simple
algebraic functions. Therefore, the detection process is straightforward, while the identification
and quantification of GE requires an optimization process whose computational costs are never
expected to be abundant. The main computational cost pertains to the constrained search, in this
case to the meta-heuristic method - EPSO. With the concept of local autoencoders, a constrained
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search is run only in case of GE detection and only in small areas where they are localized.
This way, a number of variables considered by EPSO is substantially reduced. In summary, the
proposed decentralized estimation architecture is expected to avail significant robustness from the
auto-associative data screening in real time.
4.3.3 DAANN-MCC State Estimation - the Algorithm
In former sections, a novel state estimation methodology is proposed and preliminarily tested
on multiple case studies. After the acquisition of valuable conclusions about the method
performances, this section proposes the final algorithm that efficiently couples the MCC estimator
(proposed in Chapter 3) and the auto-associative measurement screening process. The main
intention of the algorithm conception is to keep all of the demonstrated robust features of
autoencoders without sacrificing the precious computational resources.
The basic algorithm flow is given hereafter, followed by a principal illustration shown in
Figure 4.17. The basic idea of the algorithm is to selectively employ the computationally most
demanding auto-associative data screening in cases when it is necessary. Also, not to consider the
entire system but only the local zones suspected to be corrupted by GE. The core of the method
is the MCC estimator which is computationally efficient and also reliable in most of the cases.
In relatively rare scenarios when the MCC estimator failure is suspected, the decentralized data
screening process is activated. After the identified bad measurements have been corrected, they
are submitted again to the MCC to re-estimate the state.
However, it is not necessary to consider now the entire system, if knowing that the effect of GE
in a power system remains limited locally, i.e. inside a relatively small sub-system. In other words,
using the fact that GE propagate poorly in state estimation result, computational requirements of
the method may be substantially reduced by performing the re-estimation only on to the so-called
bad data pockets. This property becomes of particular importance as the size of the power system
increases. Hence, according to bad data suspected from the global MCC, a bad data pocket can be
defined as a sub-network for which it is guaranteed that contains a GE.
Definition of data pockets is performed according to measurements/state adjacency algorithm
proposed in [92]. Specifically, using the Jacobian matrix structure, state variables adjacent to the
suspect measurement set are selected. Afterwards, following again the Jacobian matrix structure,
suspected measurements set is extended by those measurements which are functions of the
selected state variables. Finally, the bad data sub-network is formed by the final set of suspected
measurements and states. In case multiple pockets are overlapping, they will be automatically
merged in a single bad data pocket.
In these critical scenarios, when MCC failure is suspected and autoencoders are activated for
measurement screening, the estimation process will lead to two possible solutions: one from the
initial global MCC estimation, and the other one from the local MCC which considers only bad
data pockets. Among these two, the final solution is selected according to the larger value of
the Correntropy function. This is justifiable by the fact that global maximum of the Correntropy
function always corresponds to the true solution (unless in case of bad critical k-tuple).
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Algorithm 2 DAANN-MCC state estimator algorithm (fig. 4.17)
1: GE detection by processing all the available measurements with the mosaic of local
autoencoders
2: Topology processing and observability analysis
3: Global MCC state estimation - results with xˆMCC, zˆMCC = h(xˆMCC)
4: if MCC or any autoencoder detected GE then
5: Use the measurement/state adjacency algorithm to build a bad data pocket around each
suspected measurements
6: if MCC identified a single GE within each of the bad data pockets then
7: xˆ f inal = xˆMCC
8: go to END:
9: Perform bad data screening on the bad data pockets which results with the corrected
measurements vector zˆDAANN−EPSO.
10: if GE identified by MCC SMCC are identical to GE identified by DAANN SDAANN then
11: xˆ f inal = xˆMCC
12: else
13: Perform local MCC estimation on the bad data pockets using the relevant zˆDAANN−EPSO
and appropriate Parzen window scaling which results with xˆDAANN−MCC
14: if Correntropy(xˆMCC)>Correntropy(xˆDAANN−MCC) then
15: xˆ f inal = xˆMCC
16: else
17: xˆ f inal = xˆDAANN−MCC
18: END:
There are some important properties of this method which deserve additional attention. Firstly,
in the scenarios free of GE, the proposed method will perform equivalently to the WLS method.
Detection of GE is performed by a mosaic of autoencoders, which enables detection of eventual
bad critical measurements. Since the MCC always succeeds to identify a single GE or multiple
non-interacting GE, one has a reason to doubt the MCC solution only when multiple interactive
GE occur. Therefore, after the gross errors have been identified by the MCC estimator, the local
zones of interactive measurements are defined. If only a single GE is identified within each zone,
the GE are non-interactive so MCC is not prone to failure and its solution can be accepted as the
final one. On the other hand, if multiple interactive GE are identified by the MCC, the estimation
process focuses on a specific local zone and an auto-associative screening is performed. After
the suspected bad measurements are corrected, they are submitted to the second MCC estimator
which is run locally, only considering measurements and state variables inside the local area where
the misidentified GE may be located, i.e. inside the bad data pockets. Moreover, if autoencoders
identified the same GE as the global MCC, the local MCC estimation is not necessary and the state
vector estimated by the first MCC is accepted as the final solution.
In the following sections, performances of the proposed algorithm are tested and compared
with other relevant estimators in multiple representative case studies.
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4.3.4 Testing of the Method Performances
The algorithm for the proposed DAANN-MCC estimator is tested in this section on the three
representative test systems. Once again, the results were confirmed on a small 4-bus system
in comparison to all other state estimators analyzed through this thesis and a more exhaustive
testing is performed on the 24-bus system. Finally, the 118-bus IEEE system is considered, as a
large-enough network to prove the scalability of the method.
4.3.4.1 Case Study - 4-bus System
Performances of the proposed hybrid state estimation method are tested in 10000 scenarios on
the 4-bus system (more about the system in Appendix A.1). Each measurement scenario contains
2 randomly generated gross errors only in active power measurements (in order to increase the
frequency of interacting and conforming GE occurrences). The computational requirements are
not analyzed in this case study since they are not concerning.
The following key remarks are derived from results on efficiency in GE identification, reported
in Table 4.4:
– The pure static estimator, LNRT and MCC are prone to failure when multiple GE are
incident and conforming. In other cases, which are the vast majority, they manage to
successfully identify GE and eliminate their distorting effect from the final solution.
– The proposed DAANN-MCC estimator successfully identifies GE in all the 10000
scenarios, i.e. unlike the LNRT and the MCC, it is able to identify even multiple conforming
GE.
– The superiority of the DAANN-MCC estimator is considerable in one more ability of key
importance: unlike the static estimators which eliminate the bad data, this estimator is able
to quantify the GE and correct the measurement vector without deteriorating the redundancy
level.
Table 4.4: Efficiency in identification of 2 GE in 10000 measurement scenarios of the 4-bus
system. The LNRT and MCC estimators fail to identify incident and conforming GE, while
DAANN-MCC outperforms them with impeccable performance.
Wrong Correct Efficiency
LNRT 641 9359 93.59%
MCC 1169 8831 88.31%
DAANN-MCC 0 10000 100.00%
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4.3.4.2 Case Study - IEEE 24-bus System
The novel hybrid state estimation method is tested here on a significantly larger system - the 24-bus
IEEE RTS system (Appendix A.2). The 10000 measurement scenarios are generated as the test
dataset, including 2 GE, generated only in incident active power measurements. The special focus
in the performance analysis is put on the computational requirements, since they are a prerequisite
for this network size.
Table 4.5: Efficiency of identifying 2 interactive GE in active power measurements considering
10000 measurement scenarios of the 24-bus system. The proposed DAANN-MCC estimator is
impeccable in GE identification, unlike the LNRT and MCC estimators which are misidentifying
incident and conforming GE scenarios.
Wrong Correct Efficiency
LNRT 783 9217 92.17%
MCC 1524 8476 84.76%
DAANN-MCC 0 10000 100.00%
The GE identification efficiency results from Table 4.5 are confirming the results obtained
in the previous case study (the 4-bus system). It is more important however to observe the
computational performance results presented in Tables 4.6 and 4.7. Hence, it can be concluded that
this remarkable robustness is not achieved due to some unreasonable computational requirements.
Most of the required computing time is spent on the auto-associative data screening with DAANN
and EPSO. According to this, it is important to note that the represented results correspond to the
most demanding scenarios, when GE are incident. If non-incident cases were included in the test,
the computational costs would be much lower, since the EPSO search is not activated in these
cases.
Table 4.6: Computational performance results for state estimation of the 24-bus system with 2 GE.
The computational time of the hybrid estimator (DAANN-MCC) is larger then MCC at the cost
of computational force spent on the auto-associative measurements screening (DAANN-EPSO).
This is the worse possible computational performance of the DAANN-MCC estimator since only
incident GE are considered.
mean(tω ) [s] std(tω ) [s] min(tω ) [s] max(tω ) [s]
WLS 0.1261 0.0233 0.0910 0.2000
LNRT 0.5088 0.1640 0.2610 1.8270
MCC 0.4837 0.1099 0.3090 0.9300
DAANN-EPSO 0.7004 0.2989 0.3400 1.4550
DAANN-MCC 1.3048 0.6104 0.7983 2.2421
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The results of the other end-case test sample, free of GE (Table 4.7), are also very indicative
in understanding the computational performances of the proposed method. Hence, in a case free
of GE, the estimation process is effectively reduced to a classical WLS estimation, which is in that
case also the most preferable solution. Autoencoders are used in these cases only in the detection
process, which is straightforward, while data screening by EPSO is never run. This is obvious
from negligible computational requirements of DAANN-EPSO whilst the DAANN-MCC method
is on the same level of order as the WLS.
Table 4.7: Computational performance results for state estimation of the 24-bus system, if
measurements are free of GE. It is significant to observe that DAANN-EPSO processing employs
negligible computational force since it only performs detection, while the screening process is
never run. The computational effort of the DAANN-MCC estimator is on the same level of order
as the WLS.
mean(tω ) [s] std(tω ) [s] min(tω ) [s] max(tω ) [s]
WLS 0.1239 0.0199 0.0960 0.1750
LNRT 0.1652 0.0221 0.1250 0.2230
MCC 0.1638 0.0258 0.1200 0.2330
DAANN-EPSO 0.0400 0.0040 0.0350 0.0550
DAANN-MCC 0.2071 0.0348 0.1590 0.3950
In summary, the proposed hybrid estimation method will be as computationally demanding as
the MCC estimator in most of the scenarios. Only in less probable cases, when failure of the MCC
is suspected, additional computational costs are expected. However, thanks to the decentralized
method architecture, an increase in time requirements for solving these demanding cases will
be relatively modest since it does not depend on size of the system, but rather on the number
of identified GE and their position in the system. The following case study should confirm the
scalability of the method for a larger system.
4.3.4.3 Case Study - IEEE 118 Bus System - Proof of Scalability
In order to prove scalability of the proposed hybrid state estimator, based on Correntropy and
autoencoders, in this section it is tested on a large-enough network - the IEEE 118-bus system. The
testing database includes 100 measurements scenarios with 2 GE generated among the incident
active power measurements.
The results of GE identification efficiency, reported in Table 4.8 repeat the conclusions
derived from smaller systems. All the failure cases of LNRT and MCC, which mostly occur
when interacting GE are conforming, are all successfully solved by the DAANN-MCC estimator,
demonstrating impeccable performance.
More significant results in this case study relevant to computational performances of the
methods are presented in Table 4.9. Firstly, it is important to emphasize that the reported results
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are considering only incident GE. In other words, these result represent the worst possible
computational performance of the DAANN-MCC method. Since in these cases, the MCC
estimator is at a larger risk of failure, the method employs measurements screening procedure
based on autoencoders and meta-heuristic EPSO optimization. As can be observed from results,
most of additional computational costs are spent on data screening (DAANN-EPSO). It is of key
importance that these costs are not increasing by the network size, but keep on the same level
of order thanks to the localized scheme. Some extra time may be consumed by the local MCC
but negligibly comparing to the global MCC. Moreover, local data screening is performed only in
cases when bad data suspected by the global MCC and the autoencoders are not the same. In all
other cases (non-interactive GE, single GE, or without GE), the screening process is not performed
so the method ends with a common MCC estimation.
Table 4.8: Efficiency of identification of 2 interactive GE in active power measurements
considering 100 measurement scenarios of the 118-bus system.
Wrong Correct Efficiency
LNRT 9 91 91.00%
MCC 16 84 84.00%
DAANN-MCC 0 100 100.00%
Table 4.9: Computational performances for SE of the 118-bus system. If the results for the 24-bus
system 4.6 are observed, computational requirements of the DAANN-EPSO screening remains
approximately on the same level of order.
mean(tω ) [s] std(tω ) [s] min(tω ) [s] max(tω ) [s]
WLS 0.7219 0.0875 0.5530 0.9080
LNRT 2.8221 0.4422 2.2860 4.4500
MCC 2.2642 0.8749 1.2570 4.1310
DAANN-EPSO 0.9584 0.3897 0.4280 2.1223
DAANN-MCC 3.9129 1.3195 2.3521 5.571
From the results obtained in this case study, it can finally be concluded that all concerns
regarding the scalability of the proposed hybrid DAANN-MCC state estimator and its feasibility in
the real time, are eliminated. This is mostly achieved by decentralized architecture of autoencoder
mosaic and selective activation of the measurement screening process. In other words, the
computational time of the proposed hybrid method will be larger than the computational time
of the common MCC estimator only in relatively rare cases, when the MCC failure is suspected
and a modest amount of extra-time is sacrificed for the processing that contributes with extreme
robustness in any possible GE scenario.
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4.4 Conclusions - Auto-associative Information Theoretic SE
The MCC estimator, as proposed in Chapter 3, obviously did not guarantee reaching the maximum
of the Correntropy function. The Correntropy function was proved to possess high robust
properties, but the solver method that was used (Newton’s method + Parzen window annealing)
did not ensure finding the global optimum in all the scenarios.
Under the information theoretic learning perspective, this chapter proposes an unconventional
method that enables a detachment from the classical approach of mathematic regression and offers
an unbiased reference for the MCC estimator. The technique is built around a main tool, constituted
by auto-associative neural networks (or autoencoders), able to learn the supporting manifold of
the solutions of the power flow equations coupled with other information. After an offline training
process, the trained autoencoder is used in real time to screen the reported measurements so that
the erroneous inputs are corrected and the eventually missing input signals are reconstructed.
Data inputs in the autoencoder are projected to a different space (usually with reduced
dimension, at the hidden layer level) and re-projected back to the original one. If the input is
coherent with the manifold learned during the training process, it is re-projected back to the
same surface or its close vicinity (to account for small noise and training error). If not, a large
input-output difference should become evident. This allows the detection of outliers and provides
an attempt of correction of erroneous values (including missing values).
However, this process, taken in a raw manner, also cannot achieve the sufficient precision in the
projection process. Therefore, this chapter showed that it is possible to adopt a denoising procedure
for autoencoder training that substantially improves their capabilities for GE identification.
Furthermore, in order to enable a precise correction of the corrupted data, autoencoders were
coupled with an optimization process thus maximizing Correntropy, this time between the output
vector and the measurement set acquired by the SCADA. This causes the information that
autoencoders provide to be maximized, which leads to a very precise data screening process.
Moreover, the autoencoders learn manifold of the data derived from the entire historical dataset
and not only by a single snapshot. This enables the identification of GE even in most demanding
scenarios, when the conventional methods are not even theoretically capable to propose an
acceptable solution. By quantifying gross errors, bad measurements can be precisely corrected,
so that observability is not threatened by measurement elimination. In a way, the classical
observability requirement is not a pre-requisite for the new method. The lack of classical
observability is compensated by extra knowledge about the power system behavior, learned during
the training phase.
The main concern about the proposed pre-processing of measurements is the possible
computational burden of the technique, which would threaten its feasibility of application in large
scale problems. As a solution to this problem, a new concept is offered: the migration from a
single and global architecture to a mosaic of distributed local autoencoders. This decentralized
architecture of the method drastically reduced computational requirements, and even increased
flexibility and robustness.
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The contributions provided by the proposed auto-associative decentralized data screening and
correction process are summarized hereafter:
 The adoption of Auto-Associative Neural Networks for measurements screening before
being supplied to a state estimator.
 The adoption of the Denoising training concept in order to enhance the robustness of
autoencoders in the identification of GE.
 The reconstruction of missing measurements and quantification of GE by coupling
autoencoders with EPSO in a constrained search. The objective function representing
the screening criterion is Correntropy, evaluated between the autoencoder output and the
measurement set acquired by the SCADA.
 The decentralized architecture for the auto-associative data screening that eliminates
computational burden in applicability to large scale systems – producing the so-called
mosaic. Also, this concept represents an important step towards the integration with the
modern power system concepts.
After the testing of all the expected properties of the proposed decentralized methodology for
measurement screening and correction, a coupling with the MCC estimator as a new and coherent
SE model has been presented in this chapter. This model is built as a hybrid method that makes
use of all the valuable features of the MCC criterion in order to achieve an extremely efficient
and robust estimation of the power system state. It is a clever blend of information theoretic
learning concepts, auto-associative neural networks and the evolutionary optimization, which is
taking advantage of distributed architecture concept. In summary, the final contributions of this
chapter are the following:
 A new concept of State Estimation based on distributed architecture and artificial
intelligence tools dealing with the information content of data through the Correntropy
function has been developed.
 The novel hybrid state estimator shows extreme robustness to any GE scenarios, even if they
occur in critical measurements and therefore it has a superior performance over the most of
the existing robust estimators. Also, it is important to note that precious computational force
is being selectively and reasonably engaged depending on the detected bad data scenario.
 The basic trick in the technique is the use of autoencoders as suppliers of a corrected image
of the system to the SE procedure – i.e., as if the correction lenses are used before the actual
perception process is activated, therefore providing a clearer picture, except for blurring
which is due to noise or gross errors.
 Extreme robust features that include identification and correction of the following most
concerning GE scenarios: multiple interacting and conforming gross errors, bad leverage
points and bad critical measurements.
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Since both the data processor and the state estimator use maximum Correntropy as a criterion,
the method is called the hybrid DAANN-MCC state estimator.
One type of gross errors, however, was left out in this analysis and the model proposal: the
topology errors. They are induced by erroneous or missing breaker status information. So far, the
topology has been assumed to be known and certain. This issue will be addressed in more detail
in the following chapters.
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Chapter 5
Auto-associative Topology Estimator
Apart from power and voltage measurements, the information about the topology of an electric
power system is required in order to carry out a state estimation procedure, or any supervisory
and control action in real time operation. The topology is determined by statuses of all breakers
existing in a system (i.e., any type of switching devices that influence the network connection),
which are in practice represented by binary variables since a breaker can only be in an open or
closed state (OFF or ON). Hence, after the breaker statuses are determined for all substations
throughout the system, a bus/branch model may be built and a power flow or a state estimation can
be run.
The erroneous information about a breaker status may lead to inappropriate or even potentially
dangerous control decisions. All the state estimation models discussed in this thesis so far assume
a correct power system topology. Such a conventional approach should however be questioned:
breaker statuses are provided by signals arriving to the SCADA and, as any other measurement,
they are prone to gross errors or may simply be missing due to following reasons: malfunction of
the isolation switches, unreported breaker manipulation, mechanical failures of signaling devices,
signal transmission failure, etc. In these cases, heuristic rules are often adopted in order to
restore the missing value. Alternatively, a breaker status discovery may be attempted with specific
topology estimation procedures, which require simultaneous consideration of the breaker status
binary variables and the complex non-linear functions that describe power flows. This issue was
early recognized and various methods have been proposed for the consideration of topological
binary variables within the state estimation procedure.
It is not necessary to emphasize that system topology directly affects the electrical values
in a system. In this thesis, a hypothesis that the information about topology lays hidden or is
disseminated in values of the analog electric measurements has been formulated. A process of
information extraction aimed at topology learning may therefore be conceived to reveal distributed
information. Hence, this thesis intends to perceive topology estimation from an information theory
point of view, as opposed to most of the conventional mathematical programming methods.
A tool adopted for capturing the information between analog measurements and binary
breaker status variables is the Auto-Associative Neural Network (autoencoder). The idea is to
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train the neural networks offline in order to learn the manifold implicit in the link between
the power flow equations and the topology states. This implies a training procedure sweeping
many possible topologies and not only variations on electric values. In the on-line situation, the
learned information can rapidly be used to decide on the system topology, taking in account the
available measurements. This has been developed in order to achieve a more robust and flexible
topology state estimator, independent from any state estimation procedures and able to meet the
new challenges of modern power system grids.
The problems addressed, researched and intended to be solved in this section are the following:
– Is an autoencoder able to learn information about the system topology hidden in the analog
measurements?
– Is it possible to reconstruct a missing breaker status by extracting the information stored in
the weights of a trained autoencoder?
– Is the concept of local autoencoders justifiable, i.e. is it possible to locally reconstruct the
unknown topology with a performance comparable to the global autoencoder (trained with
data from the whole system)?
– Is the autoencoder model a feasible alternative to reconstruction of missing switch status
signals?
Most of the research work proposed in this section is already published in the papers [154]
and [158]. One may note some difference in the results reported in the thesis for some seemingly
same case studies. This is mostly due to the use of a different database, generated for this thesis
for the purposes of conformity with all the tests included in the thesis. However, the qualitative
conclusions are unaffected.
5.1 Breaker Status Reconstruction with Autoencoders - the Concept
Proposal
Most of the conventional topology state estimation methods are based on mathematical
programming and require a solution of an optimization problem. A new point of view, advocated
in this thesis, relates to information theory and pattern recognition. The rationale behind this is in
the fact that electrical variables pertain to a manifold, which is defined by Kirchhoff Laws, load
distribution, parameters and characteristics of the system, etc. The shape of this manifold also
changes with the state of binary variables related to the topology (i.e., a different topology implies
a different solution set). In other words, one can say that values of the topology variables are
hidden (or equivalently, their information is diffusely included) in the analog electrical variables.
Thus, distinct manifolds are associated to distinct topologies.
As already demonstrated in section 4.2, an autoencoder is able to learn the manifold defined
by the given measurements. Due to significant results obtained in regard to reconstruction and
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filtration of analog measurements, there is no reason to believe that the same approach could not
be applied to binary variables of a system topology or a breaker status. Equally to an autoencoder
captured in its weights relations between the provided electric measurements, it is also expected to
manage to link each measurement vector to a particular topology. In that sense, a simple addition
of topology variables to the autoencoder’s inputs is suggested. For example, in addition to power
measurements, topology binary variables which assimilate the values -1 and 1 for open and closed
breaker status, respectively. This way, during the training process, each measurement snapshot is
associated to a certain binary code, which represents a particular topology. Values -1 and 1 are
chosen as suitable for the tanh activation function used in the hidden layer of an autoencoder.
After the autoencoder is trained, it will be used in real time for detection and correction of
eventual inconsistencies in the system topology, or for the reconstruction of potentially incomplete
topology information. For instance, if one of the breaker statuses is missing, a binary variable is
intended to be reconstructed with the constrained search method, (Figure 4.3(c)) which is also
used for reconstruction of analog measurements. The optimization criterion is a function of the
complete input-output vector distance (error ε). The optimization method used in this thesis
is EPSO (the same is adopted in section 4.2 for analog measurements). As previously named
in [154] and [158], this method will be further referred to as the self-tuning breaker estimation.
Nevertheless, any suitable optimization procedure may be used instead of EPSO: for instance,
in [144] a genetic algorithm is employed.
Therefore, when a breaker status signal is missing, the EPSO is used to reconstruct it by
searching for an appropriate input value in order to minimize the function from equation (4.1).
The status is then obtained by rounding the value to the closest integer value. In order to test the
capabilities of such an auto-associative topology state estimator, a preliminary experiment was
performed on the IEEE RTS 24-bus system [130]. The system topology is varied via the addition
of 10 breakers in the lines as represented in Figure 5.1.
A database used for the training and testing of autoencoders in all the experiments with the
IEEE 24-bus system was generated with the following considerations:
a) Insertion of breakers in 10 locations of the network and random, independent status
definition for each of the (210 = 1024 topologies);
b) Design of a cumulative load curve using data from [130], based on which load levels are
sampled with a large variety of scenarios from valley to peak (ratio maximum/minimum
power = 100%/34%);
c) Simulation of load variations by adding a Gaussian perturbation with standard deviation
σ = 5%
d) Generation of a large set of scenarios and power flow calculation results by using the
Optimal Power Flow (OPF);
e) Simulation of actual measurements by adding a Gaussian perturbation to power flow
solutions, with σ = 0.5% or 0.005p.u, (1p.u. corresponds to 100MVA).
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Figure 5.1: IEEE RTS 24-bus system with indication of the branches where 10 switches were
introduced.
5.1.1 Global Self-tuning Autoencoder - the Proof of Concept
In order to be able to reconstruct the entire system topology, all the available measurements were
used as inputs to the single autoencoder. Thus, it is called the Global autoencoder. Autoencoder’s
architecture is set to a single hidden layer with an activation function tanh, while the output layer
is linear. The size of the hidden layer is set to approximately 60% of the number of inputs/outputs.
The training of the autoencoder is performed using 10000 measurements vector, generated with
random breaker status and load scenarios. The measurement vector is composed of active/reactive
power injections in all the nods (2×24), active/reactive power flows measurements in all the lines
(2×34) and 10 breaker statuses, what makes in total 2×24+2×34+10= 126 inputs. Obviously,
this case study assumed to have a large data redundancy.
After the global autoencoder is trained, the test experiment is conducted by sampling the 10000
scenarios with a diverse active and reactive power measurements and switch status data. For all the
10000 snapshots, 10 sets of trials have been defined, with a fixed number of breaker status signals
(1 to 10) proclaimed as missing in each set. Therefore, a total of 550000 of breaker statuses have
been reconstructed. It is important to note that system topology is defined by signals from all the
10 breakers. Accordingly, if one of the breaker statuses is wrongly estimated, it will invalidate the
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entire network topology. In addition, wrong topology may result from the simultaneous erroneous
identification of several breakers. Hence, 10000 topology reconstructions were considered with 1
to 10 missing breaker status signals.
Table 5.1: Results from applying the Global autoencoder in reconstruction of 1-10 missing breaker
statuses. In breaker status reconstruction, the stability of efficiency is not dependent on the number
of missing signals. However, topology reconstruction significantly deteriorates with an increasing
number of missing signals.
No missing
signals
Breaker status reconstruction Topology reconstruction
Wrong Correct Efficiency Wrong Correct Efficiency
1 165 9835 98.35% 165 9835 98.35%
2 318 19682 98.41% 309 9691 96.91%
3 413 29587 98.62% 405 9595 95.95%
4 571 39429 98.57% 542 9458 94.58%
5 777 49223 98.45% 727 9273 92.73%
6 1007 58993 98.32% 925 9075 90.75%
7 1256 68744 98.21% 1118 8882 88.82%
8 1503 78497 98.12% 1330 8670 86.70%
9 1898 88102 97.89% 1652 8348 83.48%
10 2330 97670 97.67% 1955 8045 80.45%
Total 10238 539762 98.14% 9128 90872 90.87%
Table 5.1 summarizes the statistical results related to the correct recovery of individual breaker
status and the entire system topology. The results are promising and show significant capabilities of
autoencoders to cope with the reconstruction of unknown breaker status from the available power
measurements. As expected, the efficiency of a breaker status reconstruction does not variate
with the augmentation of the number of missing signals. This also proves that the test case is
sufficiently large. Regarding the topology reconstruction, the efficiency significantly deteriorates
with a number of missing signals. This is expected considering that all the 10 breakers need to be
correct in order to consider a correctly reconstructed topology. Finally, it can be concluded that the
concept seems promising mostly due to an average breaker reconstruction efficiency of 98.14%,
or even more in regard to 80.45% of topology reconstruction efficiency without any information
about the breaker statuses.
5.1.2 Benefits from the Penalty Term
Unlike the analog measurements, the breaker status signal is a digital variable, so only 2 integer
values, e.g. -1 and 1, are acceptable as a solution. Therefore, the optimization result should be
restricted to one of these two values in order to avoid the ambiguous solutions (around 0) to be
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obtained by the model. For this purpose, one proposes a penalty term to be added to the objective
function ϕ(ε) from equation (4.1), in order to favor the result in a vicinity of the two possible
integer values of the topology variable and penalize the real values in between. The new proposed
objective function ψ is defined as the following:
ψ(ε) = ϕ(ε)+ k
S
∑
i=1
(1− x2i ) (5.1)
where:
ε the vector of errors between the input and output of the autoencoder,
S the number of switch status signals,
xi a real-valued signal output from the autoencoder associated to a breaker status signal i,
k the penalty scaling coefficient,
ϕ(ε) the objective function from equation (4.1).
Figure 5.2: Example of the effect of the penalty coefficient k in the shape of the objective function
to be minimized: a higher k raises the value in the center of the interval [−1,1] and displaces the
global minimum from this region to the correct value 1. Without penalty, the minimum is at a
negative value and rounding leads to an incorrect answer.
Addition of the penalty term changes the shape of the objective function by pushing the
minimum values as close as possible to -1 or 1. For instance, Figure 5.2 shows a representative
objective function for a single sensor missing. In this figure, the x-axis represents the input variable
x in the range [−1,1], and the y axis represents value of the cost function ψ(ε) in the last iteration,
as a function of x (equation 5.1), for three values of penalty scaling coefficient k = {0,0.5,1}.
In the represented case, it can be observed that the penalty had contributed to the reconstruction
success. More specifically, an optimization to recover the missing signal, without the penalty term
(coefficient k= 0 in equation 5.1) would give an optimum close to the center (blue dashed line) but
slightly leaning to the left. Rounding this value to the closest extreme would give a reconstructed
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signal of -1. With k = 0.5 and k = 1, one already has a definition of x = 1 as the optimum, which
is the correct solution in this particular case.
In order to test the real benefits of the proposed penalty term, the same trained Global
autoencoder is applied to the same test dataset with the penalty term included in the objective
function. Results from Table 5.2 reveal notable benefits regarding both breaker and topology
reconstruction efficiencies compared to results from Table 5.1. The difference is visible the most in
the case of 10 missing breakers, where the penalty term had increased the topology reconstruction
efficiency from 80.45% to 83.70%.
All the experiments have led to the conclusion that already a moderate coefficient k is enough
to ensure good corrective effects, induced by the penalty term. Since augmenting the coefficient k
until 1 does not deteriorate the efficiency, in this and all the future experiments the coefficient k is
set to 1.
Table 5.2: Breaker status and topology reconstruction with the Global autoencoder, including the
penalty term. The results prove significant benefits of the penalty term.
No missing
signals
Breaker status reconstruction Topology reconstruction
w/o Penalty w/ Penalty w/o Penalty w/ Penalty
Efficiency Efficiency Efficiency Efficiency
1 98.35% 98.69% 98.35% 98.69%
2 98.41% 98.73% 96.91% 97.52%
3 98.62% 98.86% 95.95% 96.71%
4 98.57% 98.81% 94.58% 95.44%
5 98.45% 98.72% 92.73% 93.93%
6 98.32% 98.67% 90.75% 92.63%
7 98.21% 98.54% 88.82% 90.69%
8 98.12% 98.44% 86.70% 88.81%
9 97.89% 98.31% 83.48% 86.67%
10 97.67% 98.09% 80.45% 83.70%
Total 98.14% 98.48% 90.87% 92.48%
5.1.3 Global vs. Local Autoencoder
The proposed auto-associative topology estimator resides in the paradigm that an autoencoder
is able to extract information about the system topology from the available electric values. If
the entire system is observed, most of the available measurements are relevant for topology
identification. However, some burdens of such a global model need to be noted. A number of
weights that need to be trained in an autoencoder will grow exponentially with the size of the
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power system. Also, the number of breakers, or possible topology variants may pose a significant
challenge in the topology estimation process.
Therefore, after the preliminary method proposal, the intention is to eliminate the identified
limitations by decentralization of the method, motivated by the following issues:
. impact of a breaker status change on the power and voltage measurements is the strongest
in the narrow local area and vanishes with increasing electrical distance from a breaker,
. power system topology manipulation is restricted to a local area, e.g. a single substation or
a single feeder.
In regard to these issues, information about breaker status has relatively strong local properties,
i.e. local electric values are expected to be highly informative, while some remote measurements
are expected to be less relevant. Moreover, in a particular case study, the status of each breaker is
defined independently and the identification of topology as a whole does not facilitate the task, but
rather broadens the dimensionality of the problem.
Figure 5.3: IEEE RTS 24-bus system with 10 breakers and indication of the areas of measurement
collection used for training of 10 local autoencoders.
In accordance with these arguments, it can be speculated that an autoencoder based on local
information should reach at least as good performances as the global autoencoder. A new term,
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Local Autoencoder, relates to AANN which relates to topology of a sub-network considering a
reduced set of data. For example, in a particular case study on the 24-bus system with 10 breakers,
a local autoencoder would be in charge of a single breaker, while considering measurements
from the local surrounding. In contrast, a global autoencoder uses the whole set of measurements
available at the SCADA in order to perform breaker status recognition and, in theory, it is supposed
to address the status of all breakers in the system. Therefore, instead of a single global autoencoder,
multiple local autoencoders would be defined which should all together be able to reconstruct
system topology in a decentralized way.
The described concept is tested in the same case study used in section 5.1.1. Since each breaker
status is defined independently, 10 local self-tuning autoencoders are defined for the 10 breakers.
Obviously, inputs for each autoencoder need to be chosen from measurements close to a particular
breaker. Thus, only active/reactive power measurements from the lines and buses incident to a
breaker are considered. This results in a mosaic of local autoencoders, as depicted in Figure 5.3.
The results of reconstruction from 1 to 10 missing signals with 10 local autoencoders (the
penalty term included) are given in Table 5.3. If compared to Table 5.2, it becomes evident that
the mosaics of local autoencoders exhibit considerable superiority over the global autoencoder
approach. More efficient average signal reconstruction (98.48% to 99.48%) results in significant
improvement in topology reconstruction, which is especially becomes evident with 10 missing
signals when efficiency of 91.07% is achieved, compared to 83.7% of the global model.
Table 5.3: Results from applying 10 local self-tuning autoencoders in recomposition of 1-10
missing breaker status. The results are obtained with consideration of the penalty term. A
significant improvement is visible when compared to the global model results from Tables 5.1
and 5.2.
No missing
signals
Signal reconstructions Topology reconstructions
Wrong Correct Efficiency Wrong Correct Efficiency %
1 99 9901 99.01% 99 9901 99.01%
2 187 19813 99.06% 187 9813 98.13%
3 287 29713 99.04% 285 9715 97.15%
4 363 39637 99.09% 360 9640 96.40%
5 469 49531 99.06% 464 9536 95.36%
6 562 59438 99.06% 557 9443 94.43%
7 629 69371 99.10% 624 9376 93.76%
8 719 79281 99.10% 708 9292 92.92%
9 817 89183 99.09% 805 9195 91.95%
10 906 99094 99.09% 893 9107 91.07%
Total 5038 544962 99.08% 4982 95018 95.02%
Apart from accuracy, a significant gain is also obtained regarding the training requirements.
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For example, the global autoencoder with architecture of 126-60-126 has 15120 weights to be
trained in total. At the same time, the sizes of local autoencoders range from the minimum of
13-8-13 to a maximum of 19-14-19, which makes 3588 weights in total. Hence, around 4 times
fewer weights need to be trained in the local model and all AANN can be trained in parallel.
Furthermore, the local concept allows for more flexibility in the case of a frequently changing
dynamic system. In regard to the constrained search optimization, in the case of multiple missing
signals, a global autoencoder requires a very demanding multivariate search. Alternatively, in case
of a local concept, this problem is split in multiple independent unknowns. This significantly
accelerates the search and makes the result accurate. Finally, the global concept is more difficult to
be applied on large scale systems due to exponentially rising training requirements. The concept
of a mosaic of local autoencoders is however directly scalable to systems of any size.
In summary, the topology estimation problem obviously needs to be approached locally.
Benefits that can be gained over a Global concept are resumed here one more time:
 Reduced training time, due to a reduction of weights to be trained,
 Reduced number of unknown variables which are being reconstructed by the unconstrained
optimization,
 Improved missing signal efficiency, which is a result of the former two issues,
 Increased robustness to bad data,
 Increased flexibility of the model and scalability to large-scale systems.
5.1.4 Competitive vs. Self-tuning Local Autoencoder Scheme
The proposed model of local self-tuning autoencoders has provided very promising results, and
seems quite general and applicable to any system. However, a method proposed in [150] for
transformer fault diagnosis was recognized as a possible alternative that may be even more suitable
for the problem of topology reconstruction. The Competitive auto-associative scheme, is proposed
in this thesis for application in power system topology estimation (as reported in [158]).
The competitive auto-associative scheme is used in [150] for recognition of transformer faults.
In general, this method may be used for any pattern recognition problem in the following way:
autoencoder is trained for each pattern with the corresponding features. Afterwards, in the real
time, a new feature vector is presented to all trained autoencoders and the one which results in the
least input-output error is proclaimed a winner, indicating thus a recognized pattern.
The main idea behind the novel concept is to perceive topology estimation as a pattern
recognition problem, where each topology defines a manifold in the space of available electric
variables. As illustrated in Figure 5.4(a), manifolds for topologies A and B are learned by the two
corresponding autoencoders. When a new point is presented to the both, the one which results
in a smaller input-output error indicates that the point pertains to its manifold. An autoencoder
is labeled for a particular topology and is trained with measurements which correspond to that
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topology. The recognition stage relies on the fact that only a specific autoencoder will resonate with
an unclassified sample, while others will show a significant auto-association error (Figure 5.4(b)).
In other words, when a pattern of relevant measured data is shown to all trained autoencoders,
one of them will respond with a very small error (the input vector will be in tune with one of the
patterns learned by the autoencoders), thus indicating the unknown topology.
(a) Manifolds of two distinctive topologies. (b) Competitive autoencoders for topology estimation.
Figure 5.4: Illustration of a competitive auto-associative topology estimation scheme: (a) Two
manifolds defined by topologies A and B, learned by autoencoders. The autoencoder whose
manifold is closer to a new point will respond with substantially smaller input-output error
then the autoencoder which identifies this input as an outlier; (b) Scheme for the competitive
auto-associative topology estimator.
In order to evaluate the novel concept, it was tested using the same case study of a 24-bus
system with 10 breakers from Figure 5.1. If a global model is used, 1024 competitive global
autoencoders for 1024 topologies would be required. A model of this type is obviously not
sustainable in large scale, so it is decentralized and localized the same as in the previous section.
Since each breaker can take 2 possible states (topologies), it is associated with two autoencoders:
one trained with local data when the status is closed, and the other trained for the status open.
Afterwards, when a relevant measurements vector is presented to the autoencoders, the one
with lower input-output errors should indicate the correct breaker status. Boarders for the input
measurements selection are the same as shown in Figure 5.3, i.e. the same as in the self-tuning
method. Unlike the self-tuning concept, there are now 2 autoencoders trained per each breaker,
and the number of inputs is decreased by 1, since there is no need for a breaker status signal on
the input.
The results presented in Table 5.4 reveal a substantial efficiency improvement when compared
to the self-tuning model. With an average breaker status reconstruction efficiency of 99.97%,
the topology is estimated correctly in 99.72% of cases without any prior knowledge of breaker
statuses. This is an impressive improvement when compared to 91.07% of the self-tuning model.
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Moreover, it is of key importance to note that a competitive scheme provides an enormous gain
regarding the computational efficiency. For example, reconstruction of the competitive scheme is
practically instantaneous, since the computational time necessary to obtain an output of a neural
network is practically negligible. On the other hand, the self-tuning model requires an optimization
method which may pose an insuperable burden for a state estimation pre-processing applicability.
Table 5.4: Results from application of 10 local competitive autoencoders in recomposition of 1-10
missing breaker status. Enormous efficiency enhancement is achieved comparing to the self-tuning
model from Table 5.3.
No missing
signals
Signal reconstructions Topology reconstructions
Wrong Correct Efficiency Wrong Correct Efficiency
1 3 9997 99.97% 3 9997 99.97%
2 5 19995 99.98% 5 9995 99.95%
3 8 29992 99.97% 8 9992 99.92%
4 11 39989 99.97% 11 9989 99.89%
5 14 49986 99.97% 14 9986 99.86%
6 15 59985 99.98% 15 9985 99.85%
7 18 69982 99.97% 18 9982 99.82%
8 24 79976 99.97% 24 9976 99.76%
9 26 89974 99.97% 26 9974 99.74%
10 28 99972 99.97% 28 9972 99.72%
Total 152 549848 99.97% 152 99848 99.85%
The three analyzed auto-associative concepts: Global self-tuning, Local self-tuning and Local
Competitive are illustrated in Figure 5.5. After the testing of methods in topology reconstruction
of the 24-bus system with 10 breakers the following can be summarized:
 The results of the most challenging topology estimation efficiency with 10 unknown
breakers: 83.70%, 91.07% and 99.72% for global self-tuning, local self-tuning and
competitive models, respectively.
 Global model is not only less accurate when compared to local, but also much more
computationally demanding and thus barely applicable in large scale systems.
 When compared to the self-tuning model, the proposed competitive scheme offers a
significant improvement in efficiency without any trade-offs.
 Competitive model requires more autoencoders to be trained, but unlike the self-tuning
model, the topology estimation process is practically instantaneous and independent of the
system size.
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Based on the results from preliminary tests, it can be concluded that the competitive auto-
associative model seems most promising for application in the real topology estimation procedure.
The derived conclusions are verified hereafter in more demanding and more realistic case studies.
(a) Global self-tuning autoencoder (b) Mocaic of local self-tuning autoencoders
(c) Mocaic of local competititve autoencoders
Figure 5.5: Illustration of auto-associative topology estimation concepts: (a) Global self-tuning
concept; (b) Mosaic local self-tuning concept; (c) Mosaic local competitive concept.
5.2 Competitive Auto-associative Mosaic - Method Verification
In the former section, the competitive auto-associative mosaic method is shown to be superior
to self-tuning regarding both topology estimation and the computational efficiency. This section
performs more exhaustive tests in order to verify the method and justify its contributions to power
system topology estimation.
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5.2.1 Identification of a Single Breaker Status - High Redundancy
In order to investigate the results from the former section in more detail, the performance of the
method is tested on reconstruction of each particular breaker status. Table 5.5 presents the status
identification results for each of the 10 breaker locations on a sample of 10000 distinct scenarios.
The results confirm that a competitive scheme performs superior to all 10 breakers. The table also
reveals architectures of each autoencoder in the self-tuning model. The competitive autoencoders
have one input/output less then the self-tuning ones, because the breaker status signal does not
need to be included.
Table 5.5: Comparison of the self-tuning and competitive models for topology identification with
local autoencoders.
B
re
ak
er Self-tuning Competitive
Input/
Output
Hidden
layer
Wrong Correct Efficiency Wrong Correct Efficiency
1 15 10 0 10000 100.00% 0 10000 100.00%
2 19 14 1 9999 99.99% 0 10000 100.00%
3 17 12 162 9838 98.38% 17 9983 99.83%
4 15 12 0 10000 100.00% 0 10000 100.00%
5 15 12 0 10000 100.00% 0 10000 100.00%
6 15 10 0 10000 100.00% 0 10000 100.00%
7 17 12 0 10000 100.00% 0 10000 100.00%
8 11 8 381 9619 96.19% 7 9993 99.93%
9 13 8 277 9723 97.23% 0 10000 100.00%
10 17 12 0 10000 100.00% 0 10000 100.00%
Total 821 99179 99.18% 24 99976 99.98%
It may also be observed that the degree of difficulty for the breaker status disclosure from
the measured analog data is not the same for all of the breakers. The reasons behind this
fact still deserve further investigation, but the problem is likely to be related to the selection
of a measurement set selected for inputs of each autoencoder. An optimization procedure for
composing such a set of most relevant measurements would undoubtedly be an useful method
upgrade.
In regard to the estimation imperfection of some autoencoders, one needs to consider that
the cause of failure may be also in the ambiguity of the breaker status cases. For example, it is
possible that active/reactive power flow in the breaker line approximates to zero, although the
breaker is closed. In these cases, breaker status is barely identifiable, since power flows in all the
system almost do not change at all by opening/closing the specific breaker. In order to examine the
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possibility of such cases to occur, a scatter plot in Figure 5.6 shows active/reactive power flows
measured through the line where a particular breaker is located for breakers 4, 5, 8 and 9. Points
for closed and open breaker statuses are blue and red, respectively. It can be observed that in cases
of breakers 4 and 5, open and closed breaker statuses are clearly separated and status identification
seems trivial. Trivial means that even a heuristic method should not have difficulty in discovering
a breaker status only by knowing the active/reactive power flows in the particular breaker lines.
(a) Breaker 4 (line 11-13) (b) Breaker 8 (line 17-18)
(c) Breaker 5 (line 12-23) (d) Breaker 9 (line 19-20)
Figure 5.6: Scatter plot of active-reactive power flow in the breaker line for ON and OFF status
of breakers 4, 5, 8 and 9. It is important to observe an overlap between ON and OFF scenarios of
breakers 8 and 9, while in the case of breakers 4 and 5 scenarios are easily distinguishable.
On the other hand, for the breakers 8 and 9 (Figures 5.6(b) and 5.6(d)) a certain overlap
between the scenarios with an open or closed breaker can be noted. This means that cases when
the breaker is closed and the power flow through the relevant line approaches zero, are probable to
occur. However, if the breaker status is open, the power flow through its line is obviously zero but
it does not mean that other electrical variables correspond to the closed breaker status with a zero
flow. In other words, the power flow through the breaker line is not the only relevant information
and other electrical values could also contribute to breaker status identification. For example, if a
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breaker is closed, and the flow through it is zero, voltage magnitudes on the incident buses need to
be equal. On the other hand, open breaker status does not guarantee equality of voltage magnitudes
on the incident buses. For the same four breakers, a scatter plot of voltage magnitudes on incident
nodes for open and closed (OFF and ON) breaker status is presented in Figure 5.7. Information
content in voltage magnitudes about breaker status is evident.
(a) Breaker 4 (line 11-13) (b) Breaker 8 (line 17-18)
(c) Breaker 5 (line 12-23) (d) Breaker 9 (line 19-20)
Figure 5.7: Scatter plot of voltage magnitudes incident to breakers for ON and OFF breaker status
for breakers 4, 5, 8 and 9. The purpose of the plot is to visualize the information about a breaker
status which is hidden in the incident voltage magnitudes.
If a breaker line power flow is known, it seems trivial to identify a breaker status. This
hypothesis is tested in the following case study by comparing the competitive autoencoders to
a heuristic method. More specifically, the heuristic method represents quite a primitive way of
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breaker status identification according to breaker power flow only. It defines boundary limits for
the active/reactive power flow when the breaker is closed. If active and reactive power flows of the
breaker line are within or outside the limits, the breaker is identified as closed or open, respectively.
On the other hand, besides the power flow through the breaker, the autoencoder considers all
incident active/reactive injection and power flows plus voltage magnitudes on the buses incident
to a breaker. The autoencoder is expected to perform at least as good as the heuristic method. The
comparative results are shown in Table 5.6. The case study is the same as for the results from
Table 5.5, except that the competitive additionally considers voltage magnitude measurements.
It is important to note that knowledge about the power flow through the breaker allows the
application of a quite primitive heuristic method which is able to perform almost as efficiently as
the autoencoders. It can also be noted that the heuristic method does not provide an upper boundary
for breaker reconstruction efficiency. For example, in case of the breaker 9, heuristic method is
confused in 18 cases, while competitive autoencoders always manage to correctly identify the
breaker status. This indicates that more than a power flow through breaker is needed for a breaker
status reconstruction. In other words, the rest of the measurements are not just redundant with the
breaker power flow but can provide some additional information. For example, open breaker status
will mostly result in some discrepancy in incident voltage magnitudes, while closed breaker status
with a zero flow implies equivalent voltages.
Table 5.6: A primitive heuristic method against the competitive autoencoders in breaker status
reconstruction. If power flows through the breakers are available, a heuristic method is able to
perform as well as the autoencoders.
Breaker
Competitive AANNs Heuristic
Wrong Correct Efficiency Wrong Correct Efficiency
1 0 10000 100.00% 0 10000 100.00%
2 0 10000 100.00% 0 10000 100.00%
3 3 9997 99.97% 2 9998 99.98%
4 0 10000 100.00% 0 10000 100.00%
5 0 10000 100.00% 0 10000 100.00%
6 0 10000 100.00% 0 10000 100.00%
7 0 10000 100.00% 0 10000 100.00%
8 16 9984 99.84% 1 9999 99.99%
9 0 10000 100.00% 18 9982 99.82%
10 0 10000 100.00% 0 10000 100.00%
Total 19 99981 99.98% 21 99979 99.98%
Another issue of key importance is that the heuristic method is applicable only in cases
when power flow through the breaker is available, otherwise, a more sophisticated method should
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be used. Some of the classical methods, based on mathematical programming are expected to
solve such a problem, but only if system is observable in the breaker surrounding. On the other
hand, autoencoders do not require observability in a classical sense since they only extract
the information about topology through available electric measurements without requiring a
mathematical model of a system. Therefore, the proposed method is expected to be especially
contributive in cases of full observability lack or poor measurements redundancy. This is intended
to be demonstrated in the subsequent case studies.
5.2.2 Identification of a Single Breaker Status - Flows Through Breakers are not
Available
Results discussed in the former section seem quite concerning, given that a primitive heuristic
method is capable to estimate breaker status almost as efficiently as the proposed method. This
is not strange, since breaker status reconstruction seems quite trivial if active/reactive power
flows through the breaker are assumed to be available. More specifically, the power flow through
the breaker line mostly contains a direct information about the breaker status. This information
is a prerequisite for a heuristic method, and the intention of the test case presented here is to
demonstrate that this is not a prerequisite for autoencoders. For that purpose, it is assumed that
active/reactive power flows through all the 10 breakers are simply not available.
Table 5.7: Results of breaker status estimation with competitive autoencoders without availability
of breaker power flows. If compared to results from Table 5.6, the deterioration of accuracy is
insignificant despite the exception of the direct information. Also, if voltage magnitudes from the
incident nodes are available, a slight improvement is achieved.
Breaker
w/o |Vi| and |Vj| w/ |Vi| and |Vj|
Wrong Correct Efficiency Wrong Correct Efficiency
1 0 10000 100.00% 0 10000 100.00%
2 76 9924 99.24% 31 9969 99.69%
3 33 9967 99.67% 7 9993 99.93%
4 0 10000 100.00% 0 10000 100.00%
5 0 10000 100.00% 0 10000 100.00%
6 0 10000 100.00% 0 10000 100.00%
7 0 10000 100.00% 0 10000 100.00%
8 34 9966 99.66% 30 9970 99.70%
9 0 10000 100.00% 0 10000 100.00%
10 0 10000 100.00% 0 10000 100.00%
Total 143 99857 99.86% 68 99932 99.93%
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Table 5.7 provides results of a particular breaker status reconstruction for two measurement
sets: one considers only incident power measurements; and the other additionally includes incident
voltage measurements (|Vi| and |Vj| for breaker in the line i− j). It can be noted that, despite the
absence of key information, only a slight degradation in the result for the breakers 2, 3 and 8 can
be observed, regarding the results from Tables 5.6 and 5.5. For the other breakers, impeccable
efficiency is maintained. Also, as expected, the consideration of voltage magnitude information
has slightly contributed to efficiency enhancement in the critical cases. Results of this experiment
imply two significant conclusions:
• Autoencoders manage to capture all relevant information about the breaker status in their
weights, and the competitive scheme provides a robust breaker status reconstruction.
• Consideration of voltage magnitude measurements reveals a sensor fusion capacity of an
autoencoder. In other words, the proposed auto-associative topology estimation could be
applied to any kind of measurements which provide information about topology, i.e. it can
be even used with PMU measurements.
5.2.3 Identification of a Single Breaker Status - Remote Measurements Only
An additional experiment is performed in order to test performance of competitive autoencoder
in an extreme case of low local measurement redundancy. Here, all the most relevant, adjacent
local measurements, selected for inputs of local autoencoders in the former examples (Figure 5.3)
are assumed in this study to be unavailable. Instead, only remote power flow measurements are
employed, from the second order of adjacency of each breaker. For example, Figure 5.8 indicates
14 active and reactive power flow measurements considered for inputs of the 2 autoencoders
in charge of the breaker number 6. The measurement availability for the other 9 breakers is
determined in the same manner.
Figure 5.8: Partial representation of the IEEE RTS 24 system, with indication of measurements
selection for reconstruction of breaker 6. Flow measurements are available only for solid, red lines
and not for dashed lines — only remote measurements are considered.
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It is of key importance to mention that in this case study the lack of observability in the breaker
surrounding was provoked. In other words, each particular breaker resides in the middle of an
unobservable island. Therefore, any of the post-processing topology estimators, or any method
based on mathematical system modeling is not able to work in this case.
Table 5.8: Reconstruction of 10 breaker statuses, considering only remote measurements. Despite
the fact that each breaker is in the middle of unobservable island, the method is very efficient
for most of the breakers. Superiority of competitive model over self-tuning is once again
demonstrated.
B
re
ak
er Self-tuning Competitive
Input/
Output
Hidden
layer
Wrong Correct Efficiency Wrong Correct Efficiency
1 13 10 3536 6464 64.64% 2232 7768 77.68%
2 19 15 1479 8521 85.21% 1051 8949 89.49%
3 21 17 1837 8163 81.63% 1235 8765 87.65%
4 19 15 1604 8396 83.96% 286 9714 97.14%
5 15 12 3191 6809 68.09% 2504 7496 74.96%
6 15 12 19 9981 99.81% 0 10000 100.00%
7 13 10 3244 6756 67.56% 2697 7303 73.03%
8 11 9 1474 8526 85.26% 468 9532 95.32%
9 13 10 4668 5332 53.32% 4449 5551 55.51%
10 11 9 168 9832 98.32% 119 9881 98.81%
Total 21220 78780 78.78% 15041 84959 84.96%
The results in Table 5.8 demonstrate breaker reconstruction efficiency when considering only
remote measurements. Once again, superiority of the competitive scheme against the self-tuning
model is justified. What is much more indicative is that even when the most relevant information
is unavailable, the method is able to achieve a very high efficiency. Moreover, it is important to
understand that any classical method that relies on mathematical model of the power system is not
able to work in this case due to lack of observability.
The method efficiency significantly variates from breaker to breaker, thus raising again
concerns about the issue of detecting the most informative input measurements. Namely,
information about a breaker status is spread throughout the analog measurements, depending on
the system parameters and topology. Breakers with high reconstruction efficiency (breaker 6) are
expected to have high spread of information about the status, while poor efficiency in case of other
breakers indicate that the information is very narrowly concentrated to the local measurements.
These results have raised an interest in development of a method for defining the most relevant
input measurements selection regarding the topology variable of interest.
146
Auto-associative Topology Estimator
From the results obtained in this case study, the following conclusions can be derived:
• The proposed competitive auto-associative topology estimator is very robust in regard to the
available measurement redundancy,
• Unlike the conventional topology estimators, the proposed model does not require system
observability as a prerequisite, so it can be very useful in weakly monitored systems (e.g.
distribution networks).
• A breaker status reconstruction efficiency will greatly impact the spread of information
about topology through the available power (and/or voltage) measurements.
• Incidence is not a unique criterion for relevance of a measurement for breaker status
reconstruction. A method should be developed to provide a measurement set which is the
most informative about the breaker status.
• Finally, it is now safe to say that the competitive scheme is far superior to the self-tuning
model.
5.2.4 Robustness of the Competitive Model to Gross Errors
Performance of the proposed auto-associative topology estimator method is additionally verified
by submitting it to a stress test of robustness to bad data. More specifically, in each of 10000
test case scenarios, each local autoencoder is contaminated with 1 to 5 randomly generated gross
errors, uniformly distributed in [−0.2,−0.1]∪ [0.1,0.2]p.u. As expected, results from Table 5.9
demonstrate a deterioration of estimation efficiency with an increase in number of GE. In addition,
robustness obviously significantly varies from breaker to breaker. For example, some of the
autoencoders preserve a very high performance and remain almost immune to 5 gross errors,
which is an impressive result since 5 GE make almost 30% of the inputs. On the other hand,
breaker number 8 for instance appears to be very sensitive to gross errors and collapses already in
presence of 5 gross errors in the input.
It can be observed that the performed test is quite exaggerated since the probability of 5 GE
to occur in a narrow local region is quite low probable. It would be more realistic to observe gross
error occurrence in the system as a whole. In that case, the local models, as the proposed one, are
in general more robust then the global ones.
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Table 5.9: Analysis of gross errors impact on the efficiency of breaker status identification.
Inputs of each autoencoder are corrupted with 1-5 gross errors. The results reveal very high
robustness, and some autoencoders maintain the same efficiency even when almost 30% of inputs
are corrupted with GE.
B
re
ak
er Number of GE
0 1 2 3 4 5
Breaker reconstruction efficiency
1 100.00% 99.17% 97.31% 94.89% 92.98% 90.72%
2 100.00% 93.60% 89.40% 86.30% 84.23% 82.42%
3 99.83% 89.83% 82.67% 78.48% 75.49% 74.44%
4 100.00% 99.89% 99.58% 99.35% 99.01% 98.51%
5 100.00% 100.00% 100.00% 99.97% 99.95% 99.89%
6 100.00% 100.00% 100.00% 100.00% 100.00% 99.99%
7 100.00% 99.93% 99.84% 99.78% 99.56% 99.45%
8 99.93% 78.47% 67.35% 62.86% 59.71% 57.60%
9 100.00% 95.76% 92.10% 89.30% 86.66% 84.12%
10 100.00% 100.00% 99.99% 99.96% 99.91% 99.90%
Total 99.94% 95.67% 92.82% 91.09% 89.75% 88.70%
Section 4.2.3 proposed a concept of Denoising Auto-Associative Neural Networks (DAANN),
which have been proven to be very robust and efficient in filtration of bad data. Unlike the normal
autoencoder, a denoising autoencoder is not trained with the same input and target vectors. Instead,
the input is corrupted with gross errors, while target vectors remain free of GE. With this type of
training, DAANN learns not only the manifold, but also how to re-project the corrupted input onto
the manifold. Such performance is expected to also contribute to robustness of the competitive
topology estimation scheme.
In order to test the hypothesis, 20 competitive denoising autoencoders are trained for the same
case study and tested on the dataset corrupted by 1 to 5 GE. Results are presented in Table 5.10
and the summarized comparative results are presented in Figure 5.9. It is evident that a significant
improvement in robustness is gained by the denoising way of autoencoders training. For the
corruption with 5 GE, the average efficiency of DAANN is 94.38% in comparison to 88.70% of the
normal AANN. The advancement becomes even more evident when the entire system topology
is observed. It is significant to observe the results for the breaker 8, where in the presence of 5
GE a normal autoencoder remains practically unusable (57.60%) while the denoising autoencoder
achieves the efficiency of even 91.49%. Also, it is important to note that the denoising training did
not lose the performances in the scenarios free of GE.
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Table 5.10: Impact of GE on the efficiency of breaker status identification with competitive
denoising autoencoders. It is important to note a substantial improvement in comparison to the
performance of normal autoencoders from Table 5.9.
B
re
ak
er Number of GE
0 1 2 3 4 5
Breaker reconstruction efficiency
1 100.00% 99.41% 97.73% 96.17% 94.17% 92.53%
2 99.94% 97.96% 95.47% 92.82% 91.05% 89.14%
3 99.58% 96.65% 94.16% 90.62% 88.95% 86.75%
4 100.00% 99.98% 99.95% 99.88% 99.78% 99.67%
5 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
6 100.00% 100.00% 100.00% 100.00% 99.99% 100.00%
7 100.00% 99.97% 99.91% 99.80% 99.71% 99.58%
8 99.82% 97.77% 95.90% 93.72% 92.42% 91.49%
9 99.76% 95.69% 92.38% 88.45% 86.44% 84.61%
10 100.00% 100.00% 99.99% 100.00% 99.99% 99.98%
Total 99.91% 98.74% 97.55% 96.15% 95.25% 94.38%
Figure 5.9: Gross error impact on the competitive autoencoder efficiency in signal reconstruction
and system topology estimation. If the concept of denoising autoencoders is adopted, robustness is
significantly improved, especially in the case of topology estimation. With 5 GE, the 10 DAANN
couples manage to correctly estimate the topology in 92.3% of cases.
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5.2.5 Proof of the Method Generality
The proposed method is tested on a variety of different considerations that can affect the topology
estimation efficiency. However, all the previous tests were performed using the same dataset of
measurements generated by the optimal load flow calculation and considering a predefined load
distribution (as given in [130]). Accordingly, the following questions have been raised:
– Is an autoencoder able to provide diligent results for any possible scenario in a power
system?
– How is the proposed method expected to respond in some unexpected scenario like outage
of a line, load or generator?
– What if power dispatch strategy is changed, or a new cable, load or generator is connected
to the grid?
All these questions are quite reasonable for any real, dynamic power system. Due to former
tests, an autoencoder is capable to learn the data manifold, but what if a measurement vector
scenario is far from the manifold and does not contain any bad data. This type of a vector would
not be coherent with the autoencoder and the result of topology estimation becomes uncertain. For
example, autoencoders are good in interpolation but if an outlier vector is presented to the input,
they will respond with a significant input-output error, similar to the case of gross error presence.
If none of the competitive autoencoders is coherent with the provided measurements vector, the
reconstruction results will obviously be unsuccessful.
The case study performed here aims to prove that an autoencoder can be trained in such a
way to be able to handle any scenario probable to occur in a real power system. In that regard,
an autoencoder is intended to be trained with a comprehensive dataset, and then tested with data
obtained from a specific load and generator scenario. The training dataset is generated with an aim
to cover the most possible generation-load scenarios, i.e. the following was assumed:
• Each load was independently set from 30% to 100% with a uniform distribution,
• Active power production of each generator is randomly and independently set to a value in
the range of minimum to maximum production with a uniform distribution,
• Certain number of cases include the outage of a randomly chosen generator and/or load,
• Reactive power production of each generator is independently and randomly set to a value
in range of minimum-maximum production with a uniform distribution,
• Certain number of cases include an outage of randomly chosen generator and load,
• Statuses of the 10 breakers are defined randomly in each scenario and independently for
each particular breaker.
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When autoencoders are trained with random measurement scenarios, they are expected to learn
at least the Kirchoff laws, in addition to some specific characteristics of a system. Afterwards, a
test dataset is the same one used in all the former tests, generated using the optimal power flow
and the specific load curve from [130]. Results of 10 breaker status reconstructions, considering
full redundancy, are shown in Table 5.11. Obtained results prove the applicability of the method
without concerns about specific events which may appear as outliers and harm the proposed
competitive auto-associative topology estimator. In other words, it is shown that, if trained
properly, the autoencoders are able to efficiently estimate breaker status independently of the
scenario that may occur in the system.
Any other structural change in a power system can also be easily considered by the proposed
method. Namely due to local decentralized model, a structural change will impact only a few of
the autoencoders which can than be extended, restructured and re-trained. Finally, the concept is
assessed as very flexible and easily scalable to large-scale systems. In the mean time, it is very
robust in all barely predictable events like gross errors or unscheduled generation-load scenarios.
Table 5.11: Proof of autoencoder’s generosity - test of autoencoders trained with general dataset
which covers most of the probable load flow scenarios. The results indicate that the autoencoders
are able to estimate breaker status with sufficient accuracy in any generation-load scenario.
Breaker
Competitive AANN
Wrong Correct Efficiency
1 0 10000 100.00%
2 111 9889 98.89%
3 188 9812 98.12%
4 0 10000 100.00%
5 0 10000 100.00%
6 0 10000 100.00%
7 0 10000 100.00%
8 26 9974 99.74%
9 104 9896 98.96%
10 0 10000 100.00%
Total 429 99571 99.57%
5.3 Topology Estimation in Substations - Split Bus Problem
In the former section, a topology estimation method is tested on quite a rudimentary sample.
Topological variability of the system is simplified, being reduced to 10 breakers positioned in
10 power lines. In order to consider a more realistic case, a step back needs to be observed.
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In fact, topology of an electric power system is defined by the status of circuit breakers
within substations. Each substation may have different breaker configurations like: single-bus,
double-bus/double-breaker, breaker-and-a-half, etc. After all breaker statuses are known, one can
build a simplified, bus/branch model in which each substation is represented by the smallest
possible number of buses. Such a simplified model is more similar to the system model used
so far with fixed number of buses and 10 switches (Figure 5.1).
This section intends to apply the proposed auto-associative topology estimation method to
the level of complex breaker arrangement within substations. This problem is addressed hereafter
as the Split bus problem. Therefore, instead of a single breaker status reconstruction, observed in
section 5.1, one will zoom into a substation and try to discover its topology. Therefore, the abilities
of this type of a topology estimation method are directly conditioned with location of power flow
meters. In fact, there are two possible measurement schemes:
• External - power flow meters are located outside of the substation, measuring the external
power flows and internal measurements are not available,
• Internal - each circuit breaker is associated to a power flow meter, so both internal and
external measurements are available.
Figure 5.10: Two measurements schemes for a double-bus/double-breaker breaker arrangement
with a bus tie breaker at a substation i. Left: external measurements - power flow meters are located
out of the substation; Right: internal measurements - each circuit breaker has an associated power
flow meter.
Figure 5.10 illustrates a substation topology with a double-bus/double-breaker scheme with
both external and internal power flow meters scheme. In this regard, the most important issue is that
it is impossible to identify a status of each particular breaker only with external measurements. It
is only possible to determine topology of a substation which is compatible to the available external
measurements. On the other hand, if one wants to deal with breakers, an additional information
provided by the internal meters is needed.
In practice, internal power flow measurements are common, but the information which is
generally transmitted to the state estimator comes mostly from the outside of the substation. Once
again, it is important to emphasize that internal power flow information allows the identification of
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Figure 5.11: Configurations of a substation with 4 circuit breakers which are indistinguishable
from the external power measurements.
the statuses of all breakers within each substation. On the other hand, the external measurements
cannot identify a specific topology but only a group of them which results in the same external
electric values. For the purpose of clarity, Figure 5.11 shows 7 different configurations of a
substation with 4 circuit breakers, which all result in identical external measurements. Hence,
these 7 configurations are indistinguishable if only external measurements are known.
The research work proposed in this section is also reported in [154] and [158]. The breaker
status reconstruction problem, analyzed in section 5.1 can be seen as a proof of concept, and this
section accommodates the same approach to a more realistic split bus problem. The method will
be tested for both internal and external measurements configurations.
5.3.1 Topology Estimation in Substations - External Measurements
The work on a breaker status reconstruction performed in section 5.1, will be verified here on the
split bus problem. For the proof of concept, a representative substation sample was chosen. It is
the bus 15 from the IEEE RTS 24-bus system, which is now considered to be a substation with a
breaker arrangement as shown in Figure 5.12. The substation scheme is double bus/double breaker
plus a breaker-and-a-half-breaker for the connection of the generator.
If the status of each particular breaker is observed, a large number of possible substation
configurations may be considered (27 = 128). However, one assumes that power flow meters
are located outside of the substation, i.e. only external power measurements are available.
As discussed earlier, it is not possible to identify all the breaker statuses only with external
measurements, but a group of different status configurations which result in identical external
measurements. Therefore, a single representative from a group of indistinguishable topologies is
considered, so only 35 topologies are taken into account for the substation 15. In general, such an
external split bus problem is defined considering the following assumptions:
. A substation is assumed to be a black box,
. Only external information is used; i.e. measurements of power flows through circuit breakers
are not available,
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. Multiple topologies which are indistinguishable from external measurements are merged to
a single representative topology,
. The objective is to determine the substation topology which implies a global network
topology consistent with the external measurements.
For the purpose of training and testing the autoencoders, the database was generated by
superposing a noise signal over the load flow results. Settings of the network parameters (load
curve and generation rates) are identical to the ones described in section 5.1.
5.3.1.1 Global vs. Local Self-tuning Model for the Split Bus Problem
In order to verify the conclusions derived from a single breaker status identification, the self-tuning
auto-associative methodology will now be tested on the split bus problem. For the purpose of
breaker status reconstruction, the self-tuning model searched between the combinations of open
or closed breakers statuses. Now, in the case of substation 15, it will search between the 35 possible
topologies.
Figure 5.12: Connection scheme of substation 15. Red-shade denotes the area of measurement
consideration for local autoencoder.
The global concept takes into account all the available power measurements, resulting in
large autoencoder size of 125-60-125. Once again, the local model should test the hypothesis
that a change in a substation topology has a strong local character. In that regard, a small local
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autoencoder (33-20-33), collecting only local information (Figure 5.12), is expected to perform,
at least as efficiently as an autoencoder trained with measurement data of the entire system.
Results of the entire substation topology reconstruction for global and local autoencoder are
presented in Table 5.12. Both autoencoders take into account only active and reactive power
measurements. It is very significant that a local autoencoder, which is almost 4 times smaller,
is able to perform almost as efficiently as the global one (79.25% against 84.89%). Although
this result seems logical, the local model is expected to be even superior due to a more focused
and less demanding training process. The reason why the local model still lags behind may be
due to a choice of most relevant inputs, which are determined by guess, i.e. by an engineering
common sense. Obviously, some information about the topology variable of the substation 15
remains outside of the red-shaded area in Figure 5.12. In that regard, a more sophisticated method
should be proposed in order to extract the maximum information from the available measurement
set, i.e. to select input measurements which are the most informative about the substation topology.
This issue addressed in detail in Chapter 6.
Table 5.12: Reconstruction efficiency of substation 15 topology with a global and local self-tuning
autoencoder.
Wrong Correct Efficiency
Global 1511 8489 84.89%
Local 2075 7925 79.25%
5.3.1.2 Competitive Model and Topology Cells for the Split Bus Problem
Section 5.1 has already discussed some deficiencies of the self-tuning model and proposed an
alternative method called competitive, which has been shown to be substantially superior due to
multiple aspects. For example, in order to identify a topology in the real time the self-tuning
model requires an optimization method to reconstruct the unknown values. In the case of
abundant topology variants, a significant challenge emerges for such an optimization in real time
environment. Accordingly, it may become a relevant trade-off between the identification accuracy
and the computational requirements.
On the other hand, the competitive scheme provides topology estimation practically
instantaneously and is also expected to be more efficient. Therefore, the intention is to adopt
the same concept in the split bus problem. This is done by approaching the topology estimation
problem from the pattern recognition point of view. Hence, the following steps are proposed to be
taken:
1. All the considerable topologies will be identified from the available measurement dataset.
2. For each topology, a single autoencoder will be trained with the corresponding dataset.
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3. In real time, the relevant measurement vector will be presented to all autoencoders. The
one which appears coherent with the data, i.e. responds with the smallest input-output error,
"wins the competition" and indicates the estimated substation topology.
As is illustrated in Figure 5.4, each topology defines a different manifold in the space of power
measurements, which is captured through the training concept from each particular autoencoder.
When a new measurements vector is presented to all autoencoders, the one which corresponds to
the closest manifold is expected to respond with the smallest input-output vector, and indicate the
most probable topology along the way.
For a single breaker, a competitive scheme is reduced to the simplest level, i.e. only two options
are possible: open or closed breaker. For a group of breakers in a substation, a competitive scheme
may be much more complex due to numerous topology concepts. For the purpose of concept
generalization, the term Topology Cell (TC) is defined which refers to a topology entity defined
by a group of breakers considered by the same competitive scheme. Hence, the most primitive
topology cell can be a single breaker with 2 corresponding autoencoders. The other end-case
would be when a topology cell representing an entire system which can take numerous topologies.
Moreover, a topology cell of the observed substation 15 will correspond to 35 competitive
autoencoders for 35 topologies distinguishable from external measurements. Results in Table 5.13
indicate an enormous improvement in comparison to the self-tuning autoencoders. Only in 14
test case scenarios out of 10000, competitive autoencoders failed in identification of the entire
substation topology. Moreover, it is impressive that only 26 incident active and reactive power
measurements, external to the substation, are enough for such an efficient topology estimation.
Therefore, in comparison with the local self-tuning model, the efficiency in topology estimation
of the substation 15 is improved from 79.25% to an impressive 99.86% (Table 5.12).
Table 5.13: Results of competitive substation topology identification for substations 1, 2, 9,
10, 13, 15 and 16, considering only external measurements. Topology cell is associated to an
entire substation and the number of required autoencoders is equal to the number of topologies,
distinctive from external measurements.
Model parameters Substation topology reconstruction
Substation No TC N
o
AANN
No
topologies
Wrong Correct Efficiency
SE 1 1 21 21 0 10000 100.00%
SE 2 1 21 21 0 10000 100.00%
SE 9 1 52 52 24 9976 99.76%
SE 10 1 52 52 3 9997 99.97%
SE 13 1 21 21 0 10000 100.00%
SE 15 1 21 21 14 9986 99.86%
SE 16 1 37 37 0 10000 100.00%
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The proposed competitive scheme is now tested for some other representative substations in
the 24-bus system. Due to limited number of topologies which can be distinguished from external
measurements, only substations with more complex configurations are considered, i.e. with 3 or
more incident lines. For all the substations, the internal circuit breaker arrangement is assumed to
belong to a double-bus/double-breaker scheme, with the addition of a bus tie breaker, as depicted in
Figure 5.10. A single topology cell is defined for each substation, so the number of autoencoders
is equal to the number of topologies that a substation can take, regarding the complexity of the
substation arrangement, i.e. number of incident lines, loads and generators.
Results presented in Table 5.13 show an impressively high topology estimation efficiency for
all the substations observed. Topology reconstruction is impeccable in most of the cases, while a
few failures are noted in more complex substations. In addition, computational requirements for
this topology estimation procedure are practically negligible. These results are very significant
since they prove the applicability of the novel competitive auto-associative topology estimator,
which is able to be very efficient, even without any prior knowledge about breaker statuses and
without any measurements within the substations.
5.3.2 Topology Estimation in Substations - Internal Measurements
This section intends to test the competitive auto-associative methodology in scenarios when
measurements internal to a substation are also available. More specifically, the previous section
assumed that power flow meters are located only outside of the substation. Here, measurement
configuration is defined in a way that each circuit breaker has associated a meter that measures
power flow through it (right side of Figure 5.10).
Table 5.14: Results of competitive topology identification for substations 1, 2, 9, 10, 13, 15 and
16 considering the internal power flow measurements. It is notable that the efficiency method
significantly depends on substation complexity.
Model parameters Substation topology reconstruction
Substation No TC N
o
AANN
No
topologies
Wrong Correct Efficiency
SE 1 1 136 136 193 9807 98.07%
SE 2 1 136 136 277 9723 97.23%
SE 9 1 602 602 4020 5980 59.80%
SE 10 1 602 602 3109 6891 68.91%
SE 13 1 136 136 1889 8111 81.11%
SE 15 1 136 136 468 9532 95.32%
SE 16 1 288 288 704 9296 92.96%
The method is tested on the same substation cases as in the previous section, but due to
availability of internal power flows, a number of topology variants was drastically increased. In
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addition, there is no prior knowledge about the circuit breaker statuses. Results are presented
in Table 5.14. Since a single topology cell is defined over the entire substation, the number of
required autoencoders is equal to the number of expected topologies. For more complex substation
arrangements, the abundance of autoencoders may become concerning due to feasibility issues in
more realistic circumstances. However, this should not be a big issue, since local autoencoders are
quite reduced in size, so the training process is not demanding at all and it is also performed offline.
The reconstruction/estimation process which is run online is always straightforward, independent
of the number of autoencoders. On the other hand, one should be much more concerned with a drop
in efficiency which is substantial with an increase in substation complexity. This is particularly
notable in the results for substations 9 and 10, which, in comparison to other substations, require
significantly more autoencoders.
Figure 5.13: Decentralized scheme of competitive autoencoders for substation topology
reconstruction using the example of a sample substation with double-bus/double-breaker
configuration. For 17 topology cells {TC1,...,TC17} there are 34 autoencoders in charge of
identification of their topologies.
In the performed test, a single topology cell is associated to an entire substation. In regard
to this, it can be observed that the arrangement of topology cells directly defines the number of
required autoencoders, and accordingly, is also expected to impact the efficiency of the method.
Therefore, the estimation performances are decided to be tested for the other end-case of topology
cells arrangement, i.e. a single topology cell is associated to each circuit breaker, instead of
the entire substation. Also, one topology cell is set to be in charge of the bus-tie breaker, so
the cases when the bus is split can be distinguished from the cases when only a single-bus
scheme is considered. This dispersed TC arrangement is illustrated for a sample substation with a
double-bus/double-breaker configuration in Figure 5.13.
The results of a substation topology estimation, with an alternative TC arrangement (without
changing any other method parameters or input data) are presented in Table 5.15. When compared
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to results from Table 5.14, it is important to note the enormous saving in the number of required
autoencoders. For example, in the cases of most complex substations 9 and 10, the number of
autoencoders is reduced approximately 12 times (from 602 to 50). The efficiency of topology
estimation is improved for some substations, and a drop in efficiency is not significant for the
others. A conclusion can be derived that a dispersion of TC through a substation results in drastic
saving in computational and memory requirements of the training process, while the estimation
efficiency is on average kept on the same level.
Table 5.15: Results of topology estimation, considering internal measurements, with the dispersed
competitive autoencoders scheme. In comparison to results of a single topology cell from
Table 5.14, the efficiency is improved in some cases but with substantially fewer number of
autoencoders.
Model parameters Substation topology reconstruction
Substation No TC N
o
AANNs
No
topologies
Wrong Correct Efficiency
SE 1 21 42 136 899 9101 91.01%
SE 2 21 42 136 847 9153 91.53%
SE 9 25 50 602 3669 6331 63.31%
SE 10 25 50 602 2849 7151 71.51%
SE 13 21 42 136 2921 7079 70.79%
SE 15 21 42 136 1667 8333 83.31%
SE 16 25 50 288 2556 7444 74.44%
In summary, the tests performed in this section revealed the importance of topology cells
arrangement in performances of the proposed topology estimation method. In other words, a point
is raised that the competitive autoencoder scheme needs to be optimally defined according to
dependencies among topology variables. A principal idea is to divide the topology estimation
problem into multiple problems of smaller size, with an intention to minimize the number of
required competitive autoencoders and to also enhance the estimation reliability. Therefore, it can
be concluded that a proper method for TC arrangement optimization would be of key interest for
the upgrade towards an industrially-acceptable methodology. A concept that provides the answer
to this challenge is proposed in the subsequent chapter.
5.4 Conclusions Derived - Auto-Associative Topology Estimator
This section proposes a novel power system topology estimator based on a mosaic of
local Auto-Associative Neural Networks (AANN or Autoencoders). The main idea is to use
autoencoders to capture the mutual information between the electric and the binary topological
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variables associated to the circuit breaker statuses. The main issues on which the proposed
methodology is established on can be summarized as the following:
• Information on breaker statuses in a power network is embedded in values of electric analog
variables of the system.
• An autoencoder is able to extract information about the system topology and capture the
manifold of available analog electric measurements through the training process.
• The information extracted from the dataset is stored in the autoencoder weights during the
training process, which is performed offline.
• The trained autoencoder is used in real time for the reconstruction (estimation) of unknown
breaker status, related to available measurement vector and the information deposited in its
weights.
In comparison to the existing topology estimation methodologies, the proposed concept can
be characterized as unconventional, a priori method that is independent to any classical estimator.
First of all, the method resides on the hypothesis that the information on a breaker status is
hidden in the values of electric analog variables of the system. Also, another hypothesis of key
importance is that a particular network topology will constrain the solutions of Kirchhoff Laws
to a specific pattern. This being so, one approaches the topology estimation problem from the
pattern recognition point of view. Therefore, if both analog measurements and digital breaker
status values are submitted to the autoencoder, it is expected that it may learn the affiliation of
each binary code with a corresponding pattern defined by a set of analog measurements. This
pattern is characteristic for each topology state and corresponds to the manifold of possible power
flow solutions conditioned by each topology.
This chapter developed a comparison between a global centralized approach and the adoption
of a mosaic of local estimators in a decentralized fashion, very parallel to the concept developed
in Chapter 4.
The first approach discussed has used all the available analog (power and voltage
measurements) and relevant binary electric signals (breaker status) for the training of a single
autoencoder. The reconstruction of some of the unknown (or bad) signals is performed in real time
by a constrained search optimization (using EPSO). This model can be characterized as global
since all the available data about the system, available at the SCADA, are being considered at
once. The preliminary tests showed very promising results. However, the remaining concern is the
applicability of such method to larger problems. Although training is to be performed offline, the
exponential growth in the number of weights needed to be trained threatens the feasibility of an
accurate neural network tuning. Furthermore, the computational costs of the constrained search
(optimization procedure) may become insuperable for more complex topology arrangements.
Finally, it is generally more difficult for the global model to keep the required level of reliability in
diverse scenarios, i.e. it can barely respond to challenges like: optimal response to all the possible
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operational scenarios, robustness to gross errors or flexibility to structural changes of a power
system.
Generally, when observing the effects of a breaker status change on any type of electric
variables, it can be noted that they are limited to a very local area. This raises the hypothesis that the
reconstruction of a breaker status signal could be performed considering only some local power
and voltage measurements instead of all data available about the system. Therefore, a general
model of a mosaic of local autoencoders has been established: local autoencoders are distributed
throughout the system in a way that each one is in charge of a particular topology cell - a single
breaker or a group of breakers. This idea of disseminating the localized topology estimators makes
a substantial step towards the decentralization of the estimation processes. This issue is of key
significance for building an environment suitable for the coming modern power system concepts.
In general, the benefits of decentralization and localization of the particular model are multiple:
. drastic reduction of the training requirements,
. robustness to gross errors,
. enhancement of estimation efficiency,
. flexibility regarding operational and structural changes in an electric power system.
The model of the constrained search over the autoencoder inputs is identified in this thesis
as the self-tuning. It has already been used in Chapter 4 for the reconstruction and correction of
analog measurements. With an appropriate adjustment of the objective function (Correntropy) it
is used in this chapter very efficiently for the reconstruction of binary breaker status signals. The
computational costs demanded by the constrained search are considered to be the main drawback
of this method.
Motivated by this observation, an alternative approach to this problem was investigated. Each
network topology constrains the data to a specific pattern, so the estimation of topology may be
perceived as a pattern recognition problem. This has resulted in a scheme denoted as competitive
autoencoders, adopted from [150] and applied for the first time in this thesis for the estimation
of power system topology. For each topology possible in a given topology cell, an autoencoder
is trained with the relevant dataset. After capturing the manifolds described by each topology,
a set of autoencoders is organized in a real time competitive scheme: the measurement vector
acquired by the SCADA is submitted to all the autoencoders and the one which displays the
most coherent behavior (responds with the lowest input-output error) indicates that topology
associated to it is the most probable one. In all the performed tests, the competitive scheme
significantly outperformed the self-tuning model, regarding both topology estimation efficiency
and computational requirements.
The novel scheme of local competitive autoencoders was also tested in complex breaker
arrangements such as substations. Two types of measurement configurations were considered in
particular: measurements external to substations and internal measurements of the power flow
associated to each breaker. The method is shown to be high efficient in both measurement
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configurations. An extreme value of the method is especially recognized in specific cases when
available measurement sets are scarce and do not relate to the interior scheme of substations.
These circumstances are expected to occur more frequently in distribution grids, where nowadays
the need for topology estimation becomes more and more demanding.
In summary, the general contributions brought by the proposed power system topology
estimator are multiple:
 The topology estimation problem is perceived from information theoretic perspective: the
information about breaker statuses in a power network is embedded in the pattern of electric
variables.
 The establishment of a general decentralized scheme of local autoencoders: this architecture
brings about multiple advantageous properties regarding suitability with modern power
system concepts.
 The competitive topology estimation scheme is extremely suitable for the real-time
environment - it estimates the topology practically instantaneously, with a negligible
computational cost.
 The contributions of the proposed topology estimator are particularly valuable for the most
demanding cases, when the metering infrastructure is scarce and does not provide enough
redundancy even for the observability of the system.
The proposed topology estimator is built to be compliant with the present trends in the
evolution of the distributed state estimation ([57], [58], [61]), in a direction compatible with the
modern power system concepts, namely smart grids and micro-grids.
All the models were built and tested assuming a given architecture for the data collection. The
definition of input data sets was based on engineering judgment. A question remains unanswered:
is it resorted to the best possible set, in terms of information content, when the topology is tried to
be derived out of a collection of measurements? The following chapter provides an answer to this
challenge.
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Chapter 6
Statistical Observability in Power
Systems
In the process of power system state estimation, apart from topology processing, bad data
processing and state estimation (in the narrow sense), there is one more issue to be addressed: the
observability analysis. Put simply, the network observability analysis will determine, according
to a given set of measurements and their locations, if a unique solution can be found for the
system state. In other words, a network with n state variables and m observed measurements,
where m > n, is declared to be non-observable if a system with n independent equations cannot
be built. Alternatively, if a system of equations, including all the state variables, can be solved,
then the network is considered to be observable. Hence, a classical definition of observability is
conceptualized as binary (or Boolean): the system either is or is not observable.
Subsequently, the estimation process for non-observable networks can only be solved for an
observable subsystem - the so-called observable island, which corresponds to n′< n state variables.
Due to insufficiency of the available observations, one refers to non-observable state variables
(n−n′) and the associated structural elements of the network. In that case, the traditional approach
is primarily concerned with observability restoration. The mostly used technique for this purpose
is generation of pseudo-measurements.
In Chapters 4 and 5, a novel way of processing of electric variables has been proposed. The
proposed method performs measurement screening in order to identify bad data and reconstruct
their assumed true values. The main reconstruction tool is the auto-associative neural network that
extracts information from available variables during training process and stores it in its weights.
The efficiency of this extraction process depends on many method parameters, but one of most
important factors will be the selection of input data vector. In Chapters 4 and 5, the selection of a set
of local measurements was based on a simple engineering judgment: the measurements which are
electrically closest to the variables of interest are chosen as the most relevant. This criterion seems
logical and is probably not so far from the optimum. However, it evidently lacks the theoretical
justification which could provide the appropriate upgrade and complete the proposed approach.
The main question that addresses this problem is - Which input set of electric variables is the most
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informative about a particular topology? This chapter is a first attempt to provide a partial answer
to this question and results with a new way of reasoning about power system observability.
The new perspective given in this chapter uses the information theoretic descriptor called
Mutual Information, in order to detect the most informative measurements for estimation of some
variables of interest. MI generally measures a decrease in uncertainty of a variable by observing
another variable. The proposed concept offers a novel perspective in observability of an electric
variable. By measuring the information that one electric variable contains about another, it also
provides a quantification of the observability degree. In other words, the intention is to measure
the relevance of measurements for observing other electric variables.
Unlike the classical concept defined on {0,1}, this representation by mutual information
expresses observability within the range [0,1]. Hence, instead of asking if a variable is observable
or not, one will be concerned about how much of it is observable. In fact, the gain in information
about a variable by knowing another variable will be measured. This way, the new concept intends
to deal with observability in a way free from the algebraic requirements for solving a system of
equations – therefore, it is called Statistical Observability. It must be underlined that this concept is
not proposed to substitute the traditional model: it will serve as a complement and support, since
it enables an accurate reconstruction of missing values or generation of pseudo-measurements
which contribute to system observability. Moreover, the concept of observability, explored in this
chapter, does not refer to system observability but to variable observability. It clearly is a way of
generalizing the otherwise well established concept of observability, having in mind that a system
can only be observed if all state variables can be known, i.e. observed. Although understanding
the possible objections from researchers that would like to reserve the term observability as a
system characteristic, this thesis nevertheless will adopt the definition of statistical observability
of variables. In the text, the expression statistical observability will be used with this meaning.
The work presented within this chapter is particularly concerned with topological
observability. Mutual information is being used as a criterion for definition of the mosaic of
local autoencoders, which are expected to outperform the manually-defined autoencoders from
Chapter 5. The same concept is also assessed as suitable to determine an optimal level of
decentralization, i.e. size of the topology cells, as proposed in Chapter 5. In any respect, the
statistical observability concept is straightforward for any other type of variables and generally
contributes to automation and efficiency of the established models.
6.1 Mutual Information - a General Overview
Mutual information measures a decrease in uncertainty of a random variable by observing another
variable. In other words, it measures the amount of information the two variables contain about
each other (this may be generalized to multiple variables or vectors).
In general, if two random variables X and Y are independent, it means that each variable
does not contain any information about the other one, so joint entropy H(X) is equal to the sum
of particular entropies (equation (3.11)). Alternatively, if any dependency exists between them,
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joint entropy is decreased by Mutual Information (MI) I(X ,Y ) between X and Y , or information
shared by X and Y . Hence, MI quantifies the intersection of H(X) and H(Y ), or in other words, it
quantifies the reduction of uncertainty in X , after observing Y : I(X ,Y ) = H(X)−H(X |Y ). Also,
the same result can be obtained from the other side: I(X ,Y ) = H(Y )−H(Y |X). It is important
to say that MI is always greater or equal to zero and is upper bounded by minimum of the two
entropies min{H(X),H(Y )}.
Mutual information can also be defined as a special case of Kullback–Leibler divergence. Let
p(x) and q(x) be two different probability densities. Kullback-Leibler divergence between them is
defined, for the continuous and the discrete case, respectively:
DKL(p‖q) =
∫
p(x) log
(
p(x)
q(x)
)
dx (6.1)
DKL(p‖q) =∑
x
p(x) log
(
p(x)
q(x)
)
(6.2)
Therefore, Shannon’s Mutual information is obtained as the Kullback–Leibler divergence
between the joint PDF p(X ,Y ) and product of the marginals p(X)p(Y ) [115]:
I(X ,Y ) = DKL(p(X ,Y )‖p(X)p(Y )) =
∫∫
p(x,y) log
(
p(x,y)
p(x)p(y)
)
dxdy (6.3)
For the two discrete variables X and Y it holds:
I(X ,Y ) =
N
∑
j=1
N
∑
i=1
p(xi,y j) log
p(xi | y j)
p(xi)
=
N
∑
j=1
N
∑
i=1
p(xi,y j) log
p(xi,y j)
p(xi)p(y j)
(6.4)
It is significant to observe that if the product and the joint are equal, then variables are independent,
thus the Mutual Information is zero and the equation (3.11) holds.
Now, if Renyi’s entropy is considered, the corresponding Renyi’s divergence or order-α
divergence between p(x) and q(x) is defined as:
Dα(p‖q) = 1α−1 log
∫
p(x)
(
p(x)
q(x)
)α−1
dx (6.5)
The Renyi’s order-α Mutual Information can be derived as divergence between the joint
distribution and the product of marginal distributions p(X)p(Y ):
Iα(X ,Y ) = Dα (p(X ,Y )‖p(X)p(Y )) = 1α−1 log
∫∫
p(x,y)
(
p(x,y)
p(x)p(y)
)α−1
dxdy (6.6)
For the Renyi’s quadratic mutual information between X and Y , it holds:
I2(X ,Y ) = log
∫∫ p2(x,y)
p(x)p(y)
dxdy (6.7)
In the case of two discrete variables X and Y , Renyi’s quadratic mutual information is calculated
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as:
I2(X ,Y ) = log∑
j
∑
i
p2(xi,y j)
p(xi)p(y j)
(6.8)
Mutual information can also be calculated for the multivariate case. Let X be the n-dimensional
random vector X , with joint distribution pX() and pX j as marginal density of the j-th component
of X . Then quadratic Renyi’s mutual information between the components is evaluated as [115]:
I2(X) = log
∫ ∞
−∞
· · ·
∫ ∞
−∞
p2X(x1, . . . ,xn)
∏nj=1 px j(x j)
dx1 . . .dxn (6.9)
Among the presented definitions of Mutual Information, the quadratic Renyi’s mutual
information will be adopted for the purpose of consistency with other concepts used in this thesis.
In any case, there are not specific benefits from using Renyi’s definition, so Shannon’s definition
could also be used without a significant discrepancy between the results.
6.2 Mutual Information for Local Autoencoder Determination
Chapter 5 of this thesis proposed a power system topology estimator, based on competitive
auto-associative neural networks with a decentralized local architecture. The main hypothesis this
estimator is built on is: the network topology conditions the shape of the manifold which holds a
continuous set of solutions of the equations and defines the state variables. Therefore, the electric
variables, like the measurements of power or voltage, are expected to contain the information
about the underlying network topology. One could say that the topology information is hidden in
the values of the available measurements. This hidden information is proposed to be extracted in
Chapter 5 by the auto-associative neural networks.
When addressing this problem, an important question still remained unanswered: Which input
measurements are most informative about the particular topology? The heuristic answer to this
question, offered in Chapter 5, cannot be satisfactory: the initial criterion for definition of mosaic
of local autoencoders was simply based on topological adjacency, i.e. on the belief that the impact
of changing a breaker status is retained mostly in incident measurements.
In this section, one intends to offer a more theoretically justifiable answer to this question via
systematic identification of variables which are most affected by a change in the breaker status. In
other words, the objective is to evaluate the informational content the available measurements
provide about a particular topology cell and accordingly define the autoencoders which are
expected to perform more efficiently. A theoretical background suitable for this purpose is found
again in the Information Theory, i.e. in the Mutual Information criterion, referred to in the previous
section.
Among many feature selection methods available in the literature, the reasons for selecting MI
are multiple. Most of the existing methods are based on sensitivity analysis, linear transformations
or principal component analysis. Unlike most of the well-established methods, MI possesses two
key properties:
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. Ability to measure an arbitrary relationship between variables,
. Invariance under an invertible, linear space transformations.
The first property refers to the fact that information-theoretic methods also consider nonlinear
relationships between random variables, unlike the conventional descriptors that use second-order
statistics for comparison of linear relationship between random variables.
By recognizing these properties, one intends to use mutual information between topology
variables and measurements in order to build a more efficient auto-associative topology estimator.
In fact, the selection of measurements for an auto-associative topology estimator is nothing more
than a selection of features for a classifier. Accordingly, it must be noted that the adoption of MI
for feature selection is not novel. The first proposal of this type, published in [159], uses MI as a
criterion for selecting features for a general supervised neural network learning. A more detailed
overview about the adoption of MI, as a feature selection criterion, is available in Appendix B.2.
The intention of feature selection, in general, is to evaluate a set of candidate features and
select a subset that is most informative for a particular classification problem. The benefit of such
pre-processing is the satisfaction of trade-offs between training requirements and classification
efficiency.
In general, the feature selection problem can be formulated as the following: if an initial set
F of n features is given, the subset S ⊂ F with k < n features that is maximally informative
about the classes C is intended to be found. In the framework of Information Theory, the term
maximally informative is incorporated through Maximum Mutual Information (MMI) criterion
between features and the class - I(C,S). An equivalent criterion can be determined with minimum
conditional entropy of the class by knowing the subset S of features - H(C|S).
Therefore, aim of the MI feature selection is to find the subset S of features which results
with maximum value of MI with the considerable classes. It is very important to understand that
theoretically, one should take into account the interaction between groups of attributes and not
only maximize the criterion in respect to a single feature. In other words, the group of k best
features does not necessary make the best group with k features. In addition, a group of several
features acting simultaneously can appear to be very relevant while the individual features alone
do not contribute at all. Therefore, an ideal feature selection algorithm should take into account
multivariate mutual information I(C,S) for all subsets S⊂ F . Unfortunately, the criterion is barely
implementable on that way due to the following computational burdens:
. The computing effort needed for multivariate mutual information processing exponentially
grows with an increase in the number of features (see the equation (6.9)),
. The consideration of all possible subsets requires
(n
k
)
calculations of MI, where n is total
number of features and k (k < n) is a predefined number of features in a subset S.
Therefore, certain criterion approximations need to be done, in order to satisfy the trade-off
between computational requirements and relevancy of the criterion. For that purpose, multiple
solutions were proposed in the relevant literature, as Appendix B.2 explains in detail. All the
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proposed criteria intend keep relevance of the criterion despite introduced approximations. This
is principally obtained by maximization of information provided by individual features, and
meanwhile minimization of redundant information between the features.
In the particular auto-associative state estimation, from Chapter 5, one needs to be aware
that efficiency of the method depends also on the autoencoder architecture and efficiency of the
training process, so it is not only about quality of the input data. According to the performed
preliminary case studies, it can be derived that quantification of the redundant information among
measurements spends precious computational efforts, without any significant gain in estimation
efficiency. Therefore, it can be concluded that consideration of individual features is only enough
for building an efficient mosaic of autoencoders. In other words, the proposed MI formulation
for measurements selection ignores redundant information that multiple measurements contain
about a topology variable and considers only individual contributions. Hence it is only necessary
to calculate MI for all the measurements, and select the k best according to the MI ranking.
The Renyi’s quadratic Mutual Information from (6.8) is adopted for calculation of MI between
topology variable, associated to the topology cell T , and the particular measurement z. If one
assumes them to be discrete variables and estimates joint distribution p(z, t) and marginals p(t) and
p(z), information contained in the measurement z about the topology variable T can be calculated
as:
I(T,z) = log∑
j
∑
i
p(zi, t j)2
p(zi)p(t j)
(6.10)
The following sections report some case studies and analyze abilities and contributions
of using Maximum Mutual Information (MMI), as a criterion for defining competitive local
autoencoders for the topology estimation problem.
6.2.1 Case Study - a Single Breaker Status
In order to demonstrate the benefits of adopting the new measurement selection criterion,
the method will be tested on the same case study analyzed in Chapter 5 with 10 breakers
added in the 24-bus system (Figure 5.1). The results are compared with the ones obtained by
autoencoders determined according to engineering judgment criterion. There is a reason to expect
that measurements which contain high mutual information are electrically close to the breakers.
However, the mutual information is expected to be a more relevant criterion and thus contribute to
enhancement of efficiency in topology estimation.
The mutual information index between the active and reactive power measurements and
the topology variables (status of each switch) was calculated for the same database used in
section 5.2. Figures 6.1 and 6.2 illustrate a map of mutual information for active and reactive
power measurements for the most representative breakers 6 and 9. The edge colors are associated
with power flow measurements and node color with power injection. One can say that these figures
represent an Observability Map of a breaker status, in the information theoretic sense.
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Figure 6.1: Mutual information maps for active (left) and reactive power (right) regarding
breaker 6. Edge color corresponds to power flow measurements, while node color is associated
with power injection. There is a significant spread of mutual information with the breaker 6, unlike
the breaker 9 (Figure 6.2). Maximum MI is contained in the active and reactive power flow through
line 14-16.
Figure 6.2: Mutual information maps for active (left) and reactive power (right) regarding
breaker 9. Edge color corresponds to power flow measurements, while node color is associated
with power injection. Information about the breaker is limited almost exclusively to the
active/reactive power flow in line 19-20.
It is significant to note the high spread of information about breaker 6, while in the case of
breaker 9, the information is limited to quite a local area, i.e. it is almost exclusively kept in the
power flow through the breaker (line 19-20). In addition, a high similarity is evident between
MI maps of active and reactive power. However, it is particularly interesting to note the high
informational content about breaker 6 in the reactive power injection in node 14. This result is
justifiable if one knows that a synchronous condenser is connected to bus 14 and is set for the
purpose of voltage regulation.
It is also logical that measurements of power flow through the breaker contain the largest
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mutual information with the breaker status. Answer to the question why the active/reactive power
flow measurement through the breaker line has the most mutual information with the particular
breaker status lays in the following relation:
• P f lowi− j = 0 ⇒ breaker i− j is open;
• P f lowi− j > 0 ⇒ breaker i− j is closed.
where P f lowi− j and Q
f low
i− j are the active and reactive power flows in the line i− j.
Table 6.1: Mutual information between breaker statuses and measurements of active and reactive
power flows in particular breaker lines. It is important to note that for most of the breakers, at
least active or reactive power flow through the breaker contains maximum information about the
breaker status, i.e. contains maximum possible value of mutual information.
Breaker (T ) measurement (z) MI(z,T )
1
P f low1−2 0.963
Q f low1−2 1.000
2
P f low3−9 0.989
Q f low3−9 1.000
3
P f low5−10 0.954
Q f low5−10 0.984
4
P f low11−13 1.000
Q f low11−13 0.887
5
P f low12−13 1.000
Q f low12−13 0.916
6
P f low14−16 1.000
Q f low14−16 0.977
7
P f low15−21 1.000
Q f low15−21 0.952
8
P f low17−18 0.995
Q f low17−18 0.971
9
P f low19−20 0.971
Q f low19−20 0.943
10
P f low21−22 1.000
Q f low21−22 0.986
170
Statistical Observability in Power Systems
Therefore, these measurements mostly contain a direct information about the breaker status.
This is also evident from the value of mutual information that is equal to 1.0 for most of the
power flows through the breaker. More specifically, the variable that defines the breaker status
can take values of 0 or 1 with the same probability and the entropy of such an event is equal
to 1. Since mutual information is upper bounded by the minimum entropy of the two variables,
theoretically maximum MI value in this case is 1. Therefore, if a measurement contain MI of 1, it
means it contains a direct information about the breaker status. If knowing such variable, there is
no need for some sophisticated breaker status reconstruction method, but only a heuristic method
is sufficient, as demonstrated in section 5.2.1. However, as it is discussed before, it is possible that
power flow is zero although the breaker is closed. These scenarios are expected to deteriorate the
informational content about the breaker status to a value below 1.
For all the 10 breakers, Table 6.1 shows values of mutual information between each particular
breaker and associated measurements of active and reactive power flow through them. It can be
noted that, for each breaker, at least one of the active or reactive power flow measurements reaches
the maximum value of 1. Exceptions are the breakers 3, 8 and 9, for which ambiguous power flow
scenarios are probable to occur.
Table 6.2: Comparison of a single breaker status reconstruction results, obtained by two different
input measurement sets. One is defined by the engineering judgment and the other by the
MI criterion. It can be observed that the MI criterion is able to contribute to breaker status
reconstruction efficiency.
Breaker
Engineering judgment Mutual Informations
Wrong Correct Efficiency Wrong Correct Efficiency
1 0 10000 100.00% 0 10000 100.00%
2 0 10000 100.00% 0 10000 100.00%
3 17 9983 99.83% 2 9998 99.98%
4 0 10000 100.00% 0 10000 100.00%
5 0 10000 100.00% 0 10000 100.00%
6 0 10000 100.00% 0 10000 100.00%
7 0 10000 100.00% 0 10000 100.00%
8 7 9993 99.93% 5 9995 99.95%
9 0 10000 100.00% 0 10000 100.00%
10 0 10000 100.00% 0 10000 100.00%
Total 24 99976 99.98% 7 99993 99.99%
According to the presented MI maps, one can already observe that there is no one-to-one
correspondence between the geometrical adjacency with the breaker and mutual information.
Thus, the results produced by MI and engineering judgment are expected to be, at least, somewhat
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different. In order to justify the hypothesis, 10 couples of competitive local autoencoders are built
according to mutual information criterion and used for the estimation of 10 breakers statuses in
10000 scenarios. The results are shown in Table 6.2 in comparison to the ones obtained for the
same case study in section 5.2.1. As expected, the maximum MI criterion contributed with slight
efficiency improvement for the breakers whose status reconstruction was not impeccable. The
difference of measurement selection by MI and the engineering judgment strategy is illustrated
in Figure 6.3, with breaker 8 as the representative case. This figure shows once more that the
most informative measurements are not necessarily in the adjacent nodes and lines, which is also
confirmed by the topology estimation results.
Figure 6.3: Measurements selected for autoencoder inputs with Engineering judgment and Mutual
Information criterion (Left: active power, Right: reactive power). This figure aims to indicate
how different is measurement selection according to maximum mutual information criterion in
comparison to the selection made by engineering common sense.
One could argue that this was not a representative test for the novel measurement selection
criterion, since power flows through breakers which contain direct information about breaker
statuses, were available. Relevance of the criterion should be tested on a not so trivial case
study. Thus, a much more demanding test case from section 5.2.3 is analyzed, where only
measurements remote to each breaker are considered as available. This is a type of a stress test:
the task is to extract the maximum information from data which are not adjacent to the breakers.
The engineering approach, used in Chapter 5, employed measurements from the second order
adjacency, i.e. available measurements which are electrically closest to each breaker. Table 6.3
compares these results with the ones obtained using autoencoders defined by the MI criterion.
As expected, the benefits from a novel criterion are much more significant for all the breakers in
this case study. The proposed MI criterion evidently provides more information (still hidden) to
autoencoders then it is contained in the second level of adjacency. Moreover, these results prove
once more that most relevant measurements are not necessary also electrically closest to a breaker.
It is important to emphasize that any other conventional topology estimator cannot be even run in
this case study, since observability is not satisfied in the breaker surrounding.
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These results are very significant since they prove the benefits of the mutual information
criterion to the particular method, beyond the self-evident theoretical justification. This provides
a key upgrade of the proposed topology estimator, since it allows an automatic and efficient
autoencoder definition, without the requirement for any user-defined guesses.
Table 6.3: Comparison of engineering judgment and mutual information as criteria for defining
autoencoders in a scenario when only measurements remote to the breakers are available. It is
significant to note that the MI criterion conveys much more information, resulting in substantially
more efficient breaker status reconstruction.
Breaker
Engineering judgment Mutual Information
Wrong Correct Efficiency Wrong Correct Efficiency
1 2232 7768 77.68% 677 9323 93.23%
2 1051 8949 89.49% 552 9448 94.48%
3 1235 8765 87.65% 87 9913 99.13%
4 286 9714 97.14% 142 9858 98.58%
5 2504 7496 74.96% 1155 8845 88.45%
6 0 10000 100.00% 0 10000 100.00%
7 2697 7303 73.03% 2559 7441 74.41%
8 468 9532 95.32% 359 9641 96.41%
9 4449 5551 55.51% 3206 6794 67.94%
10 119 9881 98.81% 94 9906 99.06%
Total 15041 84959 84.96% 8831 91169 90.17%
The relevance of the mutual information criterion in autoencoder performance is investigated
in more detail for the two most representative samples: breakers 6 and 9. The idea is to investigate
sensitivity in topology estimation efficiency on the amount of MI conveyed on the inputs. The
ranking of 10 measurements, sorted in a descending order by their mutual information with the
breaker status, is shown in Figures 6.4 and 6.5 for breakers 6 and 9, respectively. As it may
already have been noted in the MI maps (Figures 6.1 and 6.2), it is evident that breaker 6 has
vastly more impact on the other electric variables than breaker 9. In other words, one can say
that it spreads out more information through the available measurements. Particularly, the only
significant information sharing from breaker 9 is noted in the active and reactive power flows
through it (power flow through the line 19-20).
After calculating the measurement ranking, a sensitivity analysis of topology estimator
performance on the value of MI is tested. This is performed in the following way: a set of 15
consecutive measurements, ranked by MI, were selected to serve as input to autoencoders. The first
experiment included 15 best ranked measurements. Subsequent 10 experiments were performed
with an offset of 1 measurement in a way that the best measurement from the subsequent
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experiment set is excluded, and the best one, which is still not considered, is added to the set. For
example, in the second test, the first ranked measurement is excluded and the 16th measurement
is included. Therefore, the autoencoder is always of the same size, only the window of included
measurements over the ranking scale is moved successively towards lower-ranked, progressively
excluding the best ranked measurement, while including a one more measurement with lower
ranking.
Figure 6.4: Ranking of measurements according to MI criterion regarding breaker 6. The red line
represents efficiency of breaker 6 status reconstruction through the described sensitivity analysis.
It is of key interest to observe that reconstruction efficiency is kept at 100% despite the 10 most
relevant measurements about breaker 6 are considered as unavailable.
Figure 6.5: Ranking of measurements according to MI criterion regarding breaker 9. The red line
represents efficiency of breaker 9 status reconstruction through the described sensitivity analysis.
It is significant to note that the efficiency abruptly decreases after the first two measurements
are assumed to be unavailable. It is significant that topology reconstruction efficiency is strongly
dependent on the amount of mutual information provided by inputs.
The results of breaker status identification efficiency for all the 11 experiments is depicted in a
red line in Figures 6.4 and 6.5 for the breakers 6 and 9, respectively. It is important to deduce that
breaker reconstruction efficiency is strongly related to the amount of MI. For example, in case of
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breaker 9, one can observe that the exclusion of the 2 best-ranked measurements severely hampers
the efficiency of the breaker status reconstruction. This is in accordance with the MI ranking which
reveal that the 3rd-ranked measurement already contains very poor information about the status of
breaker 9. On the other hand, the autoencoders associated to breaker 6 (Figure 6.4) manage to
preserve an impeccable performance even without all the 10 best-ranked measurements. If the MI
ranking of breaker 6 is observed, this result is easy justifiable due to a large spread of information
about its status throughout the available variables.
The most important conclusion derived from these results is: the autoencoder performance is
strongly dependent on the amount of mutual information provided by the inputs. This implies that
mutual information is a very suitable criterion for definition of local autoencoders in the proposed
auto-associative competitive topology estimator.
6.2.2 Case Study - a Substation Topology
The proposed measurement selection criterion based on mutual information is tested here on the
split bus problem, i.e. the estimation of substation topology (section 5.3), defined by complex
arrangements of circuit breakers. The calculation of MI is the same as for a single breaker, only
instead of the 2 possible statuses (0 = open; 1 = closed), the topology variable associated to a
more complex topology cell takes multiple discrete values.
For the purpose of establishing a comparative study and testing the benefits of the MI criterion,
the same case studies are used as in section 5.3. All the method parameters remain the same,
only instead of engineering judgment, MI is considered for defining measurements of local
autoencoders.
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Figure 6.6: Mutual information maps for topology of substation 15. Left: active power. Middle:
reactive power. Right: Voltage magnitudes. It is important to note that measurements with
significant mutual information are not necessarily adjacent to substation 15.
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The Mutual Information between a topology variable and all available measurements
evaluates, in fact, the level of observability about a particular topology. Accordingly, one can say
Figure 6.6 displays a map of observability for the inner topology of substation 15 (figure 5.12),
which can take 35 topologies (possible connection modes) that can be distinguished from external
measurements. Three maps correspond to active power, reactive power and voltage measurements,
respectively. It is interesting to observe that measurements with high mutual information are not
at all necessarily incident with node 15. By knowing all the system parameters, it is interesting to
observe these results from the electrotechnical point of view. Specifically, it is evident that power
injections which react much more to a topology change are in the P-V nodes, i.e. nodes which
contain generator units. On the other hand, in the P-Q nodes, where the injection corresponds
to the load rate, mutual information on topology is negligible since the system load changes
independently of the topology. Also, as expected, the most relevant information about topology
in substation 15 is contained in the voltage magnitude of bus 15.
It can be observed that in the case of a single breaker, mutual information was never beyond
1 and now it may reach major values. This can be explained by the fact that MI is, by definition,
upper-bounded by the minimum value of entropy of the two considered variables. For a single
breaker, the associated topology variable is binary (open or closed), so its maximum entropy
is equal to 1. In the particular case of substation 15, topology variable can take values of 1
to 35, so its estimated entropy is approximately equal to 4.5. Accordingly, the maximum value
that mutual information can theoretically contain about topology of substation 15 is equal to 4.5.
However, since there is no such a highly informative measurement, the maximum value of MI in
this particular case equals to approximately 2.8.
Table 6.4: Test of mutual information criterion for substation topology estimation with external
measurements configuration. For all substations, autoencoders defined by mutual information
managed to perform at least as efficiently as the one based on engineering judgment.
Engineering Judgment Mutual information
Substation Wrong Correct Efficiency Wrong Correct Efficiency
SE 1 0 10000 100.00% 0 10000 100.00%
SE 2 0 10000 100.00% 0 10000 100.00%
SE 9 24 9976 99.76% 19 9976 99.76%
SE 10 3 9997 99.97% 1 9999 99.99%
SE 13 0 10000 100.00%1 0 10000 100.00%
SE 15 14 9986 99.86% 10 9990 99.90%
SE 16 0 10000 100.00% 0 10000 100.00%
According to mutual information that each available measurement contains about the
substation topology, measurements are being selected for the inputs of competitive autoencoders.
Such input selection is expected to be more fruitful in any case other than the one that follows
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a criterion of adjacency, the engineering judgment. This hypothesis is confirmed with the results
from Table 6.4 which compares these two approaches, considering only external measurements.
For all the observed substations, the MI criterion enabled a more efficient topology estimation, if
it was below 100% efficient.
Table 6.5: Test of mutual information criterion for substation topology estimation considering
internal measurements. For all substations, autoencoders defined by mutual information manage
to perform at least as efficiently as the ones defined based on engineering judgment.
Engineering Judgment Mutual Information
Substation No AANNs Wrong Correct Efficiency Wrong Correct Efficiency
SE 1 42 899 9101 91.01% 86 9914 99.14%
SE 2 42 847 9153 91.53% 133 9867 98.67%
SE 9 50 3669 6331 63.31% 2251 7749 77.49%
SE 10 50 2849 7151 71.51% 1415 8585 85.85%
SE 13 42 2921 7079 70.79% 517 9483 94.83%
SE 15 42 1667 8333 83.31% 654 9346 93.46%
SE 16 50 2556 7444 74.44% 1106 8894 88.94%
The same experiment is repeated for the case which considers power flow meters internal to
substations. The results from Table 6.5 indicate that the MI criterion contributes to an enormous
improvement of efficiency in topology estimation for all the substation samples.
All results reported in this section justify MI as a proper criterion for the definition of proposed
auto-associative topology estimator. In other words, the selection of electric variables which
contain a maximum MI with topology variables results in a substantial improvement of topology
estimation efficiency. Moreover, it offers a systematic and automated way for defining the mosaic
of local autoencoders without any user-defined parameters. The following section proposes a
methodology for solving another key important concern - arrangement of the topology cells.
6.3 Mutual Information for Optimal Topology Cell Arrangement
The maximum mutual information criterion provides a mechanism for an automatic definition
of most informative inputs regarding the topology of a group of circuit breakers, i.e. a topology
cell (TC). In respect to the proposed competitive autoencoders scheme, a number of required
autoencoders will be directly defined by configuration of TC, i.e. by a number of topologies it
could take. In the previous chapter, it was demonstrated that the definition of topology cells in a
substation had a drastic impact on a number of autoencoders needed to be trained, as well as on
the final estimation results. However, until now, TC arrangement was defined by a guess and this
section intends to provide a proper methodology for the resolution of this problem.
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In a decentralized local concept of local autoencoders mosaic, the most elementary TC can be
a single breaker. Alternatively, in a global scheme, a single TC corresponds to the entire power
system. In reality, an optimal solution is expected to be found somewhere in between, i.e. topology
cell may be attributed to a substation, or to some specific groups of circuit breakers. Since all
these solutions evidently lack some theoretical justification, the intention is to adopt a criterion for
optimal topology cell arrangement in order to provide high performances in regard to computation
requirements and estimation efficiency.
For example, in a substation with n circuit breakers, the maximum number of configurations
is theoretically 2n, provided that breaker statuses change independently. If TC includes all the
breakers, 2n autoencoders are required. Alternatively, if there are n autoencoders for n breakers,
only 2×n autoencoders are sufficient.
The solution for topology cell arrangement is offered again from an information theoretic
point of view. The main idea is the following: the topology variables which contain a significant
information flow between each other need to be grouped in the same topology cell. For example,
lets assume a trivial case of 2 breakers which always take opposite statuses, i.e. two topologies are
possible: (0,1) or (1,0). If one TC is associated to each breaker, 4 autoencoders will need to be
trained. On the other hand, if two TC are merged in one, just 2 autoencoders are required. Hence,
the principal intention is to minimize number of considerable topology alternatives. Thus, such
optimization of TC arrangement is expected to contribute with a double benefit: improve topology
estimation efficiency and reduce computational and memory requirements.
Therefore, the idea is to group breakers whose statuses are, at a certain extent, dependent
into the same topology cell. A logical choice for measuring of such dependency between the
discrete topology variables is the Mutual Information. Let T1 and T2 represent two discrete
topology variables associated to topology cells TC1 and TC2, respectively. Renyi’s Quadratic
Mutual Information for the two topology cells T1 and T2 is then calculated as follows:
I(T1,T2) = log∑
j
∑
i
p(t1i, t2 j)2
p(t1i)p(t2 j)
(6.11)
The proposed strategy is to define a TC arrangement on such a way that MI between them
is minimal. As it was previously discussed, the calculation of multivariate mutual information
is computationally very demanding, so a greedy algorithm is proposed (algorithm 3), which
considers only MI for pairs of variables. The idea is to initiate the TC arrangement on the way
that each topology cell corresponds to a single breaker. In the subsequent steps, TC couples which
contain significant mutual information are being merged to a single TC. This process is iteratively
continued until there is no any significant mutual information value between the newly formed
topology cells. This way, the number of topology alternatives is expected to be minimized and
accordingly computational and memory requirements proportional to number of autoencoders.
For the purpose of clarity, the proposed algorithm for optimum TC arrangement is
demonstrated on the sample of substation 1. A scheme of circuit breakers for the substation 1 is
presented in Figure 6.8. If one assumes that the status of each circuit breaker is defined completely
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Algorithm 3 Optimization of topology cells arrangement by the mutual information criterion.
1: Initialize arrangement of TC: 1 breaker = 1 TC
2: Calculate MI between all the pairs of TC variables
3: while any TC couple contains some considerable MI value do
4: Merge TC with considerable MI into a single TC
5: Calculate MI between all the recent TC variables
6: END:
independently to the others, the MI between all the TC will be zero. In that scenario, the TC
arrangement optimization algorithm will end just after the initialization and the proposed solution
will correspond to the largest possible number of topology cells (as in Figure 5.13). Accordingly,
for the 211 = 2048 possible configurations of 11 breakers, only 42 autoencoders will be required.
However, in this particular case study, only 136 distinguishable topologies of substation 1 are
considered. Figure 6.7 indicates MI between all the possible couples of topology cells, separately
for the cases when a bus-tie breaker is open and closed. After the first iteration, the following TC
pairs are merged: {2,3}, {4,5}, {6,7}, {8,9}, {10,11}, {12,13}, {14,15}, {16,17}, {18,19},
{20,21}. The final arrangement results with 11 topology cells as illustrated in Figure 6.8. The
cases of closed bus tie breaker (no split bus) are reduced to a single-bus scenario and each
incident line can be connected or disconnected to the bus. When the bus-tie breaker is open,
three autoencoders are required for each possible line connection scenario: connected to bus 1,
connected to bus 1’ or disconnected. This TC arrangement requires finally only 27 autoencoders
for estimation of topology in substation 1. One can observe that any further merging or unmerging
will increase the number of possible topology alternatives. In other words, the TC arrangement,
suggested by the proposed algorithm, should correspond to the minimal number of autoencoders.
Figure 6.7: Mutual information between topology cells for the initial arrangement in substation 1.
Left: bus-tie breaker closed - no split bus. Right: bus-tie breaker open - split bus.
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Figure 6.8: Optimized topology cell arrangement and scheme of competitive autoencoders in
substation 1. With 11 topology cells, a minimal number of autoencoders is achieved.
Table 6.6: Results of substation topology estimation with initial topology cells arrangement and
after the arrangement is optimization. The proposed algorithm for optimization of TC arrangement
contributes with improvement in topology estimation efficiency reduces number of required
autoencoders.
before TC optimization after TC optimization
Substation
No
breakers
No
topologies
No
AANNs
Efficiency
No
AANNs
Efficiency
SE 1 11 136 42 99.14% 27 99.73%
SE 2 11 136 42 98.67% 27 99.76%
SE 9 13 602 50 77.49% 32 79.14%
SE 10 13 602 50 85.85% 32 85.96%
SE 13 11 136 42 94.83% 27 95.30%
SE 15 11 136 42 93.46% 27 97.28%
SE 16 13 288 50 88.94% 32 94.54%
The proposed algorithm for TC arrangement is tested for all the observed substations. For
the purpose of comparability, two TC arrangements: initial arrangement with a largest possible
number of topology cells and the arrangement proposed by the MI optimization procedure. The
results in Table 6.6 indicate a significant efficiency gain after the topology cells are optimally
arranged according to the proposed MI criterion. Detailed results for each topology cell of
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Table 6.7: Detailed topology estimation results for substation 1, using optimized arrangement of
topology cells.
TC Wrong Correct Efficiency
Bus-tie breaker 1 0 10000 100.00%
No split bus
2 0 5641 100.00%
3 0 5641 100.00%
4 0 5641 100.00%
5 0 5641 100.00%
6 0 5641 100.00%
Total: NO Split bus 0 5641 100.00%
Split bus
7 0 4359 100.00%
8 12 4347 99.72%
9 11 4348 98.72%
10 0 4359 100.00%
11 4 4355 99.91%
Total: Split bus 27 4332 99.38%
TOTAL 27 9973 99.73%
substation 1 are represented in Table 6.7.
The proposed method for optimization of topology cell arrangement offers a significant
upgrade for the novel auto-associative topology estimator from Chapter 5 in regard to the following
benefits:
 Reduction of computational and memory requirements, due to minimization of the required
number of autoencoders.
 Provides an automatic settings for the topology estimator, eliminating needs for some
user-defined guesses.
 Enhancement of the topology estimation efficiency.
6.4 Mutual Information - a Measure of Statistical Observability
The mutual information is proposed in this chapter as a criterion for selecting measurements which
are most relevant for consideration of the auto-associative topology estimator. One can also say,
from an information theoretic point of view, that mutual information quantifies observability of the
system topology. Since mutual information is a general measure of information between variables,
this concept may be extended to any other electric variable. Hence, if one wants to improve the
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estimation of some electric variable, a mutual information map will directly indicate the locations
from which most of the information can be retrieved. This is another key issue within the proposed
paradigm of approaching state estimation from an information theoretic point of view. The novel
concept of perceiving observability in power systems is called Statistical Observability (SO).
In comparison to the classical observability analysis, the statistical observability is essentially
different in its nature and is not proposed as an alternative, but more as a supplement. The classical
observability analysis has a task to determine the possibility of finding a unique solution (state
estimate) of a system of equations, regarding the available set of measurements. Thus, it gives an
answer to the question if a system is observable or not, considering the type and location of the
available measurements, as well as topology of the system. This concept of observability is binary
and allows definition of function O, as a way of mapping the available measurements onto {0,1}.
This is an outcome-focused definition: when a set of measurements M is such that a single state
vector can be estimated, O(M) = 1 and the system is observable. Alternatively, if O(M) = 0, the
system is not fully observable and the analysis proceeds with a definition of observable islands
and non-observable parts of the system.
The proposed concept of Statistical Observability resides on completely different paradigms,
borrowed from the Information Theory. For example, the SO of a variable is not dependent on
the analytical solution of a system of equations, but on the information flow among the electrical
variables, calculated from the available dataset. Moreover, it maps to [0,1] (instead of {0,1})
expressing the amount of information provided about a particular variable of interest. It also
measures a level of impact one variable has on the other, given the available dataset, so it is also
very related to sensitivity analysis. Unlike the classical analysis of sensitivity, the SO captures
more than just electric rules: it may also uncover additional information hidden in a historical
dataset, like load curves, electric power dispatch, etc.
Similarly to a classical observability analysis, SO is run prior to the estimation process. It
allows to systematically identify which variables are most valuable to be considered for estimation
of some unknown value. This is important information for the estimation methods proposed in this
thesis, which rely on information theoretic descriptors.
In any case, the SO concept can have a broad range of applications in state estimation. For
example, it can suggest where some new measurement devices need to be installed in order to
enable an efficient reconstruction of a variable of interest. Also, it may be an important upgrade to
processes like gross error identification, reconstruction of missing measurements or generation of
pseudo-measurements.
In order to demonstrate the relevance of the proposed SO concept, some representative
statistical observability maps (or mutual information maps) are analyzed, considering one-to-one
MI values with active power, reactive power and voltage magnitudes, respectively. Figure 6.9
illustrates SO maps for the active power injection in bus 21, which effectively corresponds to
active power generation in bus 21. It is significant to observe the high spread of information
through all the nodes which contain power loads and power generation. This could be explained
by the following: the generator from bus 21, due to its operational costs (dataset is generated by
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OPF), covers the peak of the electric power dispatch and closely follows the load variation. An
insignificant level of MI with Pin j1 is obtained only in nodes with constant power injection.
Figure 6.10 illustrates another sample of the SO maps for voltage magnitude measurement in
bus 3. Since it is a P-Q bus type, it means that its voltage magnitude is not being regulated, i.e.
it is just a result of a particular load flow. Now, it must be more clear why a significant mutual
information is detected with active and reactive power injections and voltage magnitudes in other
P-Q nodes.
Figure 6.9: Observability map for active power injection in bus 21, in regard to active power (left),
reactive power (middle) and voltage magnitudes (right).
Figure 6.10: Observability map for voltage magnitude measurement in bus 3, in regard to active
power (left), reactive power (middle) and voltage magnitudes (right).
In summary, in regard to the traditional perception of observability, the SO cannot be definitely
seen as an alternative, but more as a complementary analysis. The classical observability analysis
is concerned with sufficiency of the available measurement set for solving the system of equations
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that result in estimative of state of the entire system. On the other hand, statistical observability
does not regard at all the algebraic requirements for state estimation procedure. It captures
information that exists among measurements through the historical dataset and supports system’s
observability by enabling screening and reconstruction of measurements acquired at the certain
moment.
The novel concept of Statistical Observability announces a broad field of applications
in electric power systems. However, one cannot disregard some limitations of the concept
presented in this chapter. Mutual information, as a main descriptor of statistical observability, was
calculated only for pairs of measurements since a straightforward multivariate model requires an
unreasonable computational effort. This simplification is to some extent acceptable for the purpose
of topology estimation but may not be justifiable in some other, more complex applications.
Therefore, it is admissible that some other information theoretic descriptor may be proposed in
the future as a more suitable solution. Further research on these issues goes beyond the envisaged
contents of this thesis.
6.5 Conclusions - the Statistical Observability
This thesis establishes a novel decentralized methodology, based on a mosaic of local
auto-associative neural networks for screening electric variables and estimation of topology. An
issue that was left unaddressed before this chapter deals with the optimization of decentralized
SE architecture for the purpose of an efficient extraction of maximum information. Specifically,
if the problem of topology estimation is observed, a key question asks about the best selection
of input electric variables for achieving the most efficient topology estimation in a power system.
Logically, the selection of input variables must have an important impact on the performance of
autoencoders.
Therefore, one intends to set a criterion in order to automatically select most informative
measurements about the system topology. For that purpose, another information theoretic measure
is borrowed, called Mutual Information. It quantifies the information that one variable contains
about another thus decreasing the uncertainty about it. When focusing on the problem of topology
estimation, the idea is to select a group of measurements that contain maximum information about
the statuses of a group of breakers.
The mosaic of autoencoders defined in Chapter 5 was based on a hypothesis that a change
in a breaker status will impact power flows and node voltages mostly in a local area. In order
to theoretically justify this assumption based on engineering judgment and allow a systematic
definition of the decentralized model, the maximum mutual information criterion is proposed. The
result from the experiments have shown that the intensity of impact of topological change is not
necessarily limited to adjacent nodes and lines, but strongly depends on the amount of MI provided
to the inputs.
The most valuable indicator about the relevance of the criterion is the significant improvement
in topology estimation efficiency when the engineering judgment criterion is substituted by the
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maximum mutual information criterion. Not only that it evidently allows building better intelligent
systems, but it also offers a strong theoretical background and eliminates the need for any
user-defined guesses.
For auto-associative topology estimator proposed in Chapter 5, the maximum mutual
information criterion offers a mechanism for an automatic definition of an optimal scheme of
competitive local autoencoders. According to the mutual information between all the topological
variables and between the analog measurements and the topological variables, one can optimize
the number of autoencoders and their borders in regard to topology estimation efficiency. This
concept offers a significant support to all the methodologies proposed in this thesis.
Furthermore, even larger capabilities need to be emphasized, if considering possibilities for
extension of the concept to any type of electric variable. Generally, MI provides information
that can be used to reconstruct a corrupted variable. In that sense, a new general paradigm
called Statistical Observability is established. Unlike the classical definition of observability, this
approach is not dependent on the analytical solution of a system of equations, but rather on
informational content of a joint probability distribution resulting from the solution of power flow
equations. Although it is not a binary concept (observable/unobservable), it provides quantification
in [0,1] about how much of it is observable. In any case, the statistical observability cannot be
envisaged as an alternative for the classical observability analysis. It must be understood as a tool
that supports the observability assessment and improves redundancy by enabling the generation of
pseudo-measurements or the reconstruction of any missing electric variable.
In conclusion, the Statistical Observability concept, in a certain way, closes the main paradigm
established in this thesis that has a key role in perceiving the power system topology from an
information theoretic point of view. It also paves the way towards many other applications, not
necessarily only in the area of power system analysis. Future work on this concept should be
aimed at the extension of the concept to multivariate cases, and is expected to bring yet more
improvement in quality for the most challenging applications.
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Chapter 7
Conclusions
7.1 General Conclusions
The main goal of this thesis is to establish new paradigms for state estimation, in line with the
modern trends in evolution of power systems. Nowadays, we are witnessing some fundamental
operational changes that power systems are undergoing, mostly due to the following: deregulation
of the electricity market; activation of distribution grids by a rapidly growing penetration of
distributed generation; growth of the installed power in stochastic energy sources on all voltage
levels; development of infrastructure ready to accept electric vehicles; integration of modern power
system operational concepts like micro-grids or smart-grids. It is evident that all these issues will
have severe impacts on the operation and control of the power system on all voltage levels. The
power system state estimator, as one of core functions of EMS and DMS, also needs to be subjected
to some conceptual changes in order to be suitable for the new environment. The novel challenges
that a modern state estimator is expected to meet are the following: the extension of state
estimation to distribution grids; the increasing requirements for distribution system monitoring;
the growing implementation of PMU measurements; the increased requirements of accuracy; the
shorter refreshing time period about the system state. The conventional static state estimation
models, which solve a global system of equations through certain function of residuals, cannot be
considered as a satisfactory solution for meeting these requirements.
Motivated by all the aforementioned issues, this thesis proposes a set of novel and
unconventional concepts which are used to build a state estimator with high level of robustness,
reliability and flexibility. The novel state estimator follows a paradigm different from the classical
approach currently followed by the industry: instead of a single global state estimator, this thesis
proposes a set of semi-autonomous local estimators that rely on local information and that are
operated using concepts from Information Theory rather than just applying the classical Kirchhoff
Laws.
Therefore, the metrics and descriptors incorporated in the methods and from which the
entire valuable features are inherited, are all borrowed from Information Theory and Information
Theoretic Learning. Because of this, one can say that this thesis intends to shed a new light on the
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state estimation problem by approaching it from information theoretic point of view. Moreover,
this thesis establishes ways to move from traditional global concepts, defined as mathematical
programing problems, towards decentralized and localized models that perceive state estimation
as a problem dealing with information. Therefore, the main hypothesis set as a foundation of
this work assumes that information theoretic paradigms may offer a fruitful background for the
establishment of a modern state estimator, able to meet the most demanding relevant challenges.
The state estimator is a complex system that produces an image of reality based on a perception
gathered by sensors and translated into measurements, and whose values are inputs to the SCADA
at the control center. The state estimation in a system without noise is fairly simple. The traditional
approaches consider the presence of noise in data with a relatively small amplitude, and this
assumption allowed the estimation systems with reasonable accuracy to be built.
However, when the signal-to-noise ratio decreases, it is known that the estimation becomes
less reliable. In power systems, the presence of a large noise component is usually translated into
the sentence “presence of gross errors”. This thesis has addressed the issue of a measurement set
contamination by gross errors. Furthermore, the concept of gross error is extended beyond the
magnitude evaluation in two additional ways: a) the absence of measurements (when supposed to
be present); b) the errors in topology information.
A first general conclusion from the thesis work presented may be summarized in the following
way: the adoption of Information Theoretic Learning concepts allowed one to address the diversity
of aspects related to gross errors, in the broad definition referred to above, and a unified perspective
with practical results. The following sections will address the major contributions of the thesis in
depth, highlighting the main conclusions in each of the main topics addressed.
7.2 A New Hybrid State Estimator Based on Correntropy
The cornerstone of this thesis is a paradigm adopted from the Information Theoretic Learning: a
framework that enables the estimation of information theoretic descriptors directly from the data in
order to use them in the adaptation of linear or nonlinear filters and machine learning applications.
A particular interest in this thesis is focused on the Correntropy function - a novel measure of
similarity, whose robust features are well-recognized in machine learning and signal processing.
It is for the first time adopted in the power system analysis throughout this thesis. The criterion
of maximum Correntropy enables a powerful fusion of a straightforward, fast and robust static
state estimator with a decentralized mosaic of local data filters that contribute to robustness and
reliability of the method without excessive sacrificing of precious computational resources.
After decades of research attempts to improve robustness in state estimation, it can be generally
concluded that robustness in bad data processing is gained at the cost of computational efficiency.
In other words, a high level of estimation robustness usually leads to a lack of feasibility in
real time environment. The proposed hybrid estimator, based on Correntropy (Maximum
Correntropy Criterion) and auto-associative local data screening, has managed to overcome
this trade-off thanks to its decentralized and localized architecture, i.e. it offered extremely
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high robustness scalable even to large-scale systems. The benefits of this method become
particularly evident in cases when successful processing of bad data is seriously threatened by
poor redundancy or even lack of system observability. Unlike the conventional estimators, the
proposed method is able to identify and correct gross errors even in critical measurements. In
regard to other known methods, it is important to emphasize, that the novel estimator does not
perform worse in any state estimation segment. More specifically, when measurements are free of
gross errors, it will behave in the same way as the least squares estimator. Moreover, in case of a
single gross error or multiple non-interactive gross errors, the MCC estimator will naturally detect,
identify and eliminate their harmful impact on the final solution. Finally, the gross errors scenarios,
which are the toughest to be identified by most of the traditional estimators, will be treated with
engagement of specific data screening, also based on information theoretic criteria. Computational
requirements of this processing is efficiently limited, independent on the system size, by focusing
it only on the narrow local corrupted subsystem. Therefore, the proposed hybrid method avails
the best features from its components, by a selective adaptation according to severity of a specific
problem.
Furthermore, the MCC criterion allowed the development of a new diagnosis tool that signals
the "healthy state" of data by confirming the solution did not change through the process of
kernel annealing. This forms a basis for a detection phase in the state estimation process, which
guarantees that only suspect data sets are sent for further analysis through the subsequent phases of
identification and quantification. The function of gross error quantification is selectively activated
through a decentralized measurements screening with mosaic of local autoencoders. This results
with a substantial stride in robustness enhancement, which does not threaten real time feasibility.
The adoption of MCC criterion became, therefore, not only an algorithmic trick but a fully based
theoretical tool, in its own right.
7.3 Decentralized Topology Estimator
The information theoretic perspective on power system state estimation was extended to a
problem of erroneous or incomplete topology information. The same measurement pre-processing
methodology is used here in order to capture the information between the electric and the
binary topological variables associated to the circuit breaker statuses. This work showed that a
decentralized architecture, based on competitive, auto-associative local estimators, allows
a remarkably efficient reconstruction of entire topologies, with computational investments
that are practically negligible. The benefits of the method, in regard to the existing conventional
solutions, are especially relevant in occasions when only measurements external to a substation
are available, or when the redundancy level is poor in a subnetwork of interest.
A key procedure of the proposed topology estimator is performed offline, when the architecture
is being built according to the available historical dataset. In order to address this issue, an
important paradigm is again borrowed from the Information Theory, which allows an automatic
definition of the architecture aiming to extract a maximum of information from available data.
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The criterion of Maximum Mutual Information allowed an efficient decentralization, i.e.
definition of the borders of the most relevant local areas. This enabled a more efficient
intelligent system, in the sense to satisfy the trade-off between efficiency and consumption of
computational and memory resources.
The properties of adopted mutual information criterion are used to establish foundations of
a more valuable general concept called Statistical Observability. All concepts proposed in this
thesis are relying on some amount of extractable information, among any type of electric variables,
weather measurements of power and voltage, topological variables or network parameters. Unlike
the classical definition of observability, that is concerned with the analytical solution of a
system of equations, the Statistical Observability concept relies on information content of
joint probability distributions resulting from the available dataset. It is important to emphasize
that the novel concept does not offer an alternative, but more a supplemental tool that is able to
convey a better starting point for a fast and efficient power system state estimation.
7.4 Information Theoretic Power System Analysis
All the concepts adopted by this thesis for the state estimation purposes may be characterized
as an attempt to approach state estimation functions from a perspective of information theory.
Furthermore, they all have one mission in common: the establishment of framework for a
decentralized and distributed system analysis, which is considered of key importance in regard
to modern trends in power systems: micro-grids, smart grids, intelligent agents, etc. All the key
contributions this thesis brings to the theory of power system state estimation are systematically
resumed hereafter:
. The adoption of Information Theoretic paradigms in state estimation opens the way towards
some new perspectives in power system analysis.
. A novel state estimator based on Maximum Correntropy Criterion.
. A decentralized measurements screening built on mosaic of local autoencoders, evolutionary
particle swarm optimization (EPSO) and the Correntropy function.
. A novel, fast and robust hybrid state estimator which couples the former two concepts.
. A novel decentralized topology estimator, based on competitive auto-associative neural
networks. It is characterized by negligible computation requirements and high robustness
regarding redundancy level and gross errors.
. The establishment of statistical observability concept, which forms a new stepping stone in
definition of optimal architectures for an efficient decentralized estimator.
. The proposal of decentralized local state estimation architecture, which may represent
a substantial step towards the integration with the modern power system concepts as
micro-grids and smart-grids.
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7.5 Publication of Results
The work addressed in this thesis was reported to the scientific community in scientific articles
published in most prestigious international journals and by presentation at conferences. In
Appendix D a list of publications that resulted from the work described can be found.
7.6 Discussion about Future Work Perspectives
The main scope of this thesis was to establish new paths in power system state estimation, that
intend to meet the challenges that modern power systems are coping with. However, a number
of issues was left unaddressed. The identification of some of these aspects forms the basis of
our future work proposal. Among many aspects that could be discussed, the following visions of
possible and needed future developments should be emphasized:
– All the proposed methods were tested on system samples that are more identifiable with
transmission grids. Although they are also conceptualized for implementation in distribution
state estimation, special aspects that may emerge in such cases have not been presented in
particular detail. Therefore, future engagement related to these paradigms would be to adapt
or to test the developed methods specifically for distribution networks or even a low voltage
environment.
– We are witnessing an increasing penetration of PMU measurements that will incontestably
cause a revolution in the monitoring and state estimation of a power system. Although
they are still not installed to a considerable extent, it is reasonable to expect soon a need
for a hybrid estimator that will process in parallel both SCADA and PMU measurements.
Moreover, in a perhaps not so distant future, when the PMUs reach observability and
redundancy by themselves, the relevance of traditional SCADA measurements will be
challenged. With PMUs only, state estimators will in fact turn to be linear and much simpler.
The research reported in this thesis does not specifically address these scenarios. However,
all the proposed methodologies have proved to be suitable for processing any type of electric
variables. Accordingly, it would be significant to specifically investigate capabilities of the
methods proposed in this thesis for processing of PMU measurements and their fusion with
the SCADA measurements.
– The concept of statistical observability, established in Chapter 6, opens a new perspective for
quantification of interaction among electric variables and provides key support in efficiency
and automation of the proposed data processing. However, mutual information, in the form
adopted, shows insuperable computational limitations in multivariate cases. Due to these
reasons, the thesis proposed the use of a simplified greedy algorithm, which processes
measurements one by one when forming the most relevant group. Alternatively, it is well
known that the set of n best individual measurements does not necessary form the best vector
of n measurements. This is considered to be an important research topic to extend the mutual
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information concept to multivariate contexts or to propose some other descriptor that will
be able to take into account multivariate cases. This is expected to significantly contribute
to improvement of the proposed decentralized model.
This thesis paves the way towards some new perspectives established on a strong theoretical
justification: the application of Information Theory concepts. This can be considered a novelty in
theory of state estimation in power systems. All the methods are built with strong decentralized
and localized architecture, envisaged for compatibility with modern power system concepts.
Accordingly, future applications of this work in many aspects of power system analysis are
expected to be rooted in the methodologies proposed in this thesis.
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Appendix A
Network Test Cases and Database
Generation
This Appendix provides details about the electric power networks used as test case studies in this
thesis. It also describes the methodology for generation of measurement set for the power system
state estimation. It mostly contains active/reactive power flows, active/reactive power injections
and voltage magnitude measurements.
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Figure A.1: PDF of gross errors in relation to Gaussian-distributed noise with standard distribution
of σ = 0.01p.u.. GE are uniformly distributed in the range of 20-200 standard deviations of the
normal errors.
Most of the case studies in this thesis include some GE in measurements dataset in order
to test the robustness of the estimators. A gross error is defined by a value of 20-200 standard
deviations of the Gaussian-distributed errors. Therefore, GE are generated according to the
probability density function, as presented in Figure A.1. The green line determines assumed
Gaussian distribution of noise, i.e. PDF of expected errors of measurements readouts. The red
line represents uniform distribution of GE. After GE are generated according to the assumed PDF,
they are added to a randomly selected measurement.
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A.1 4-bus Test System
A.1.1 Network Parameters
Testing of the MCC state estimator from Chapter 3 and the hybrid auto-associative MCC state
estimator from Chapter 4 was performed on the 4-bus AC system from [128]. Figure A.2 presents
single-line diagram of the system. Locations of the power flow meters were considered differently
for various levels of measurements redundancy. Characteristics of the buses and parameters of the
power lines are given in Tables A.1 and A.2, respectively.
Figure A.2: Single-line diagram of the 4-bus system.
Table A.1: Buses characteristics of the 4-bus test system.
bus type
Vn
[kV]
PD
[MW]
QD
[MVAr]
PG
[MW]
QGmin
[MVAr]
QGmax
[MVAr]
Bs [MVAr at
V = 1.0 p.u.]
Vsp
[p.u.]
1 REF 230 50 30.99 0 -100 100 0 1.02
2 PQ 230 170 105.35 - - - 0 -
3 PQ 230 200 123.94 - - - 0 -
4 PV 230 80 49.58 318 -100 100 0 1
Table A.2: Branches characteristics of the 4-bus test system.
Branch i− j R X Bsh a
bus i bus j [p.u.] [p.u.] [p.u.]
1 2 0.01008 0.0504 0.1025 -
1 3 0.00744 0.0372 0.0775 -
2 4 0.00744 0.0372 0.0775 -
3 4 0.01272 0.0636 0.1275 -
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A.1.2 Measurements Generation
Each measurement scenario is synthetically generated from the solution of a converged power
flow. Afterwards, Gaussian-distributed random errors were added to the power flow solution in
order to mimic the real measurements. Hence, measurements generation procedure includes the
following steps:
• Load level generated randomly with uniform distribution in the range [30%,100%].
• Load on each bus is randomly modified from the base case within the range of ±10%.
• Zero-mean Gaussian errors are added to the power flow solution, with standard deviation
of σ = 0.005p.u. (1 p.u. corresponds to 100 MVA) for both power and voltage magnitude
measurements.
• If considering the gross errors, they were generated uniformly with the magnitude of 20-200
standard deviations of Gaussian errors and added to a randomly selected measurement.
A.2 IEEE 24-bus Test System
A.2.1 Network Parameters
The network sample with 24 buses is based on the IEEE RTS 24-bus system from [130], with
slight modifications. Single-line diagram of the system is illustrated in Figure A.3. All network
parameters required to run a power flow calculation of the 24-bus system are given in Tables A.3
and A.4.
Table A.3 contains the following information relevant to the buses:
bus type
PQ active and reactive injections are known and fixed
PV active power is known, while generator regulates reactive power in order to
reach the specified point voltage Vsp
REF reference node
Vn voltage level
Vn voltage level
PD active power demand
QD reactive power demand
PG active power generation
QGmin minimum reactive power generation
QGmax maximum reactive power generation
Bs shunt susceptance
VSP voltage magnitude set-point
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Table A.4 contains the following information relevant to network branches:
bus i, j two end nodes of a branch
R resistance
X reactance
Bsh line charging susceptance
a transformer off nominal turns ratio
Figure A.3: IEEE RTS 24-bus system [130].
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Table A.3: Buses characteristics of the IEEE 24-bus test system.
bus type
Vn
[kV]
PD
[MW]
QD
[MVAr]
PG
[MW]
QGmin
[MVAr]
QGmax
[MVAr]
Bs [MVAr at
V = 1.0 p.u.]
Vsp
[p.u.]
1 PV 138 108 22 172 -50 80 0 1.035
2 PV 138 97 20 172 -50 80 0 1.035
3 PQ 138 180 37 - - - 0 -
4 PQ 138 74 15 - - - 0 -
5 PQ 138 71 14 - - - 0 -
6 PQ 138 136 28 - - - -100 -
7 PV 138 125 25 240 0 180 0 1.025
8 PQ 138 171 35 - - - 0 -
9 PQ 138 175 36 - - - 0 -
10 PQ 138 195 40 - - - 0 -
11 PQ 230 - - - - - 0 -
12 PQ 230 - - - - - 0 -
13 REF 230 265 54 285.3 0 240 0 1.02
14 PV 230 194 39 0 -50 200 0 0.98
15 PV 230 317 64 215 -50 110 0 1.014
16 PV 230 100 20 155 -50 80 0 1.017
17 PQ 230 - - - - - 0 -
18 PV 230 333 68 400 -50 200 0 1.05
19 PQ 230 181 37 - - - 0 -
20 PQ 230 128 26 - - - 0 -
21 PV 230 - - 400 -50 200 0 1.05
22 PV 230 - - 300 -60 96 0 1.05
23 PV 230 - - 660 -125 310 0 1.05
24 PQ 230 - - - - - 0 -
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Table A.4: Branches characteristics of the IEEE 24-bus test system.
Branch i− j
R [p.u.] X [p.u.] Bsh [p.u.] abus i bus j
1 2 0.0026 0.0139 0.4611 -
1 3 0.0546 0.2112 0.0572 -
1 5 0.0218 0.0845 0.0229 -
2 4 0.0328 0.1267 0.0343 -
2 6 0.0497 0.192 0.052 -
3 9 0.0308 0.119 0.0322 -
3 24 0.0023 0.0839 0 1.03
4 9 0.0268 0.1037 0.0281 -
5 10 0.0228 0.0883 0.0239 -
6 10 0.0139 0.0605 2.459 -
7 8 0.0159 0.0614 0.0166 -
8 9 0.0427 0.1651 0.0447 -
8 10 0.0427 0.1651 0.0447 -
9 11 0.0023 0.0839 0 1.03
9 12 0.0023 0.0839 0 1.03
10 11 0.0023 0.0839 0 1.02
10 12 0.0023 0.0839 0 1.02
11 13 0.0061 0.0476 0.0999 -
11 14 0.0054 0.0418 0.0879 -
12 13 0.0061 0.0476 0.0999 -
12 23 0.0124 0.0966 0.203 -
13 23 0.0111 0.0865 0.1818 -
14 16 0.005 0.0389 0.0818 -
15 16 0.0022 0.0173 0.0364 -
15 21 0.0126 0.098 0.206 -
15 24 0.0067 0.0519 0.1091 -
16 17 0.0033 0.0259 0.0545 -
16 19 0.003 0.0231 0.0485 -
17 18 0.0018 0.0144 0.0303 -
17 22 0.0135 0.1053 0.2212 -
18 21 0.0066 0.0518 0.1090 -
19 20 0.0102 0.0792 0.1666 -
20 23 0.0056 0.0432 0.0910 -
21 22 0.0087 0.0678 0.1424 -
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A.2.2 Measurements Generation
Most of the test case studies of this thesis consider multiple measurements scenarios in order to
derive a statistically-sound conclusion, as well as to generate database that is used for training
and testing of neural networks. Each measurement scenario is generated from the solution of
a converged power flow calculation and by adding Gaussian-distributed random errors to the
obtained true values of active/reactive power and voltage magnitudes that are considered to be
available. Distribution of the load level is determined by the data provided by [130], which follows
the PDF shown in Figure A.4.
Hence, each measurements scenario generated for the 24-bus system involves the following:
• Load level determined from the load curve from figure A.4,
• Load on each bus is randomly modified from the base case within a range of ±10%.
• On the converged power flow solutions zero-mean Gaussian errors were added, with
standard deviation of 0.005 p.u. (for the system base power of 100 MVA) for both power
and voltage magnitude measurements.
• If considering gross errors, they are generated uniformly with the magnitude of 20−200
standard deviations of the Gaussian errors and added to a randomly chosen measurement.
Regarding the level of redundancy, i.e. measurements that are selected from the power flow
results and assumed to be available for the state estimation process, various test samples were
considered through the thesis.
Figure A.4: PDF of load level used for the 24-bus system.
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A.3 IEEE 118-bus Test System
Scalability of the proposed hybrid state estimation method, based on correntropy and
auto-associative data screening, was tested on the IEEE 118-bus system, as the large-enough
network. All the network details are available in [160]. Measurements generation was performed
the same way as for the IEEE 24-bus system.
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Information Theoretic Learning
Criteria in PSSE
B.1 MSE and Correntropy - Differences and Similarities
The MSE criterion is defined for the two random variables X , Y and the error variable E = Y −X
as:
MSE(X ,Y ) = E[(X−Y )2] =
∫∫
x,y
(x− y)2 fXY (x,y)dxdy =
∫
e
e2 fE(e)de (B.1)
where fXY (x,y) is joint PDF and fE(e) is the marginal distribution of errors. Therefore, in case of
N observations of a variable, the Minimum Mean Square Error (MMSE) criterion, or simply least
squares, the following term is minimized:
1
N
N
∑
i=1
(xi− yi)2 = 1N
N
∑
i=1
(ei)2 (B.2)
The Correntropy function for the same variables X and Y is defined as:
υ(X ,Y ) = E[Gσ (X−Y )] =
∫∫
x,y
Gσ (x− y) fXY dxdy =
∫
e
Gσ (e) fE(e)de (B.3)
The Information Theoretic Learning proposes estimation of Correntropy, directly from samples:
υˆ(X ,Y ) =
1
N
N
∑
i=1
Gσ (yi− xi) = 1N
N
∑
i=1
Gσ (ei) (B.4)
Hereafter, MSE and Correntropy are compared as the two alternative similarity measures. The
MSE quadratically increases by moving away from the x = y line, so samples that are far away
from the mean value of the error distribution will have an amplified impact on the function value.
This explains why the MMSE estimator is optimal for the Gaussian distributed residuals, but also
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why it is not suitable for the other error distributions, particularly if it is non-symmetric, has a
nonzero mean or contains outliers.
Correntropy is also a similarity measure, but unlike the MSE which is definitely a global
measure, it can be attributed as a local measure. Local properties are embedded by the Gaussian
kernel bandwidth, which regulates the space around the x = y line, from where the samples
will contribute to the value of the similarity measure. Impact of the samples which are located
outside of the local zone, defined by the kernel bandwidth σ , practically vanishes from the
Correntropy function. These properties are particularly beneficial when Maximum Correntropy
Criterion (MCC) is applied to errors with a non-Gaussian distribution.
Another property of the Correntropy function of key importance for the adoption as the novel
state estimation criterion is the following: when the Parzen window (Gaussian kernel bandwidth)
size is being increased, local similarity measure becomes global, i.e. Correntropy approaches
quadratic function. In other words, when the Parzen window σ tends to infinity, the MCC estimator
becomes equivalent to the MMSE (least squares) estimator. A proof for this property is provided
hereafter.
If one looks at the equations (B.1) and (B.3) it is sufficient to prove that Gaussian function
Gσ (e) approaches quadratic function, when kernel bandwidth large enough [113]. Hence,
assuming that the kernel size is very large, the errors of samples will be substantially smaller
compared to the kernel size, thus allowing the second-order Taylor series expansion of the
Gaussian function around zero to be a valid approximation:
Gσ (e)≈ Gσ (0)+G′σ (0)e+G′′σ (0)e2/2 (B.5)
Also, due to the kernel function being symmetric and differentiable, its first-order derivative at
zero is equal to zero, G′σ (0) = 0 , so it holds:
Gσ (e)≈ Gσ (0)+G′′σ (0)e2/2 (B.6)
Therefore, let σ→σ ′,σ ′maxi ei, i.e. let the Parzen window size of the Correntropy function
be set to a value substantially greater than the maximum error. In that case, equation (B.6) holds,
so MCC criterion can be written as the following:
max
i
υˆ(X ,Y ) = max
i
1
N
N
∑
i=1
Gσ ′(ei) = max
i
1
N
N
∑
i=1
(Gσ ′(0)+G′′σ ′(0)e
2
i /2) (B.7)
The first term from equation (B.6) is Gσ ′(0) = 1/(σ
√
2pi), i.e. a positive constant. The second
term contains second derivative of Gaussian kernel at 0, i.e. G′′σ ′(0) which is a negative constant
since Gaussian is concave around zero. Therefore, it is straightforward to derive that maximization
of the Correntropy function with σ → σ ′ is equivalent to minimization of the mean square error.
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B.2 Mutual Information - a Criterion for Feature Selection
This thesis proposes a decentralized power system topology estimation based on auto-associative
neural networks. In order the build a more efficient intelligent system, Chapter 6 proposes
maximum mutual information as a criterion for selecting electric variables that are the most
informative about a particular topology. This appendix brings a brief overview about using mutual
information as a criterion for the feature selection problem.
As previously mentioned, the intention of a feature selector is to evaluate a set of candidate
features and select a subset that is most relevant for a particular classification problem. The first
work that suggests the adoption of MI as a criterion for selecting features for a general supervised
neural network learning was published in [159]. Among many other feature selection methods,
the reasons to select only the MI are multiple. There are various methods in the literature, mostly
based on sensitivity analysis, linear transformations or principal component analysis. However,
unlike the majority of well-accepted feature selection criteria, one of the key important properties
of MI are capturing arbitrary relationship between variables and invariance under the invertible,
linear space transformations. The main problem in that sense is calculation of MI in multivariate
cases, due to excessive computational requirements. For example, it is well known that a group
of k best features is not necessarily the best group of k features, since features are mostly not
independent variables, and contain some information among themselves. In that regard, relevant
research work has resulted in multiple variants of greedy algorithms that include also, in different
ways, the mutual information between the measurements and minimize the redundant information
for the classifier.
Battiti [159], as a pioneer in MI feature selection, suggested two terms that need to be used in
order to substitute the calculation of multivariate mutual information I(C,S) (between classes C
and set of features S) for all the subsets S⊂ F :
. I(C, fi) - mutual information between a particular feature fi and the class variable C
. I( fi, fs) - mutual information between individual candidate features fi and individuals from
the subset of selected features fs.
With this simplification, computationally heavy calculation is substituted with a series of simply
solvable terms, but with a certain loss in information measure accuracy. The proposed Mutual
Information Feature Selector (MIFS) is in fact an incremental search greedy algorithm that selects
features one by one. After the first feature is chosen, which corresponds to the maximum I(C, fi),
further features are being selected by maximizing the following criterion:
I(C, fi)−β ∑
fs∈S
I( fi, fs) (B.8)
where parameter β regulates the relative importance of the MI between the candidate features and
the group already-selected features S with respect to the MI with the output class. In other words,
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this criterion intends to maximize information that feature contains about the classes and in the
meantime minimize redundancy between the selected features.
This approach, initially proposed in [159] was later improved in articles [161]–[166]. Kwak
and Choi in [162] proposed an enhancement of the MIFS method, called MIFS-U (Mutual
Information Feature Selector under Uniform Information Distribution), which performs a better
estimation of the mutual information between the input attributes and output classes. Additional
representative improvements of these methods are Adaptive MIFS (AMIFS), proposed in [164],
or the min-redundancy max-relevance (mRMR) criterion from [165]. All these feature selectors
have in common the left-hand side term from the equation (B.8) which measures the individual
relevance of the feature, and the right-hand side term which estimates the redundancy of the ith
feature with respect to the subset of previously selected features. Difference is in relationship
between these two terms in order to minimize the approximation error from the multivariate MI.
More specifically, the problem of the expression from eq. (B.8) is recognized in [166] due to
incomparability of the two terms, and the user-defined parameter β which regulates their ratio.
Accordingly, the solution is proposed using the fact that the MI between the two random variables
is higher than zero and bounded from above by the minimum of their entropies:
0≤ I( fi, f j)≤min{H( fi),H( f j)} (B.9)
Accordingly, upper bound is proposed in [166] to normalize the MI between the candidate feature
and the already selected features. The resulting criterion is called Normalized MIFS (NMIFS):
I(C, fi)− 1|S| ∑fs∈S
NI( fi, fs) (B.10)
where |S| is the size of the group of selected features and the NI stands for Normalized Mutual
Information:
NI( fi, fs) =
I( fi, fs)
min{H( fi),H( fs)} (B.11)
In this criterion (eq. (B.10)), the second term of redundancy penalization is adaptive and eliminates
the necessity for the user-defined parameter β . The MI feature selection was most recently
addressed in [167], [168]. Moreover, in [119], mutual information is introduced as a criterion for
training of a pre-processing feature extractor, using the benefits of Information Theoretic Learning.
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Auxiliary Methods
C.1 Line Search - the Armijo Rule
In section 3.2.5 the algorithm for the MCC state estimation is proposed. The core of the adopted
solver is the Gauss-Newton method with an adaptive process of annealing the Parzen windows of
the Correntropy function. Preliminary tests of Correntropy maximization have indicated eventual
convergence problems, caused by inappropriate size of the iterative step.
Accordingly, in order to improve the search progress and eliminate convergence instability,
a line-search optimization method which adapts the Newton’s iterative step size is decided to be
adopted. As it is reported in [169], large variety of methods are developed for optimizing the step
size of the gradient search. Such methods are built on a trade-off between the fast progress in the
objective function and time consumption needed to optimize the step size. Also, an important issue
for performances of a line search algorithm is the terminating condition.
For the particular MCC state estimation with Gauss-Newton method, any additional
computational demand is not welcome due to requirements of the real time feasibility. Therefore,
a fast and not necessarily precise line search should be adopted. A very primitive step size update
method called the Backtracking Line Search is used. More specifically, the initial step length is
taken with α = 1, and then it was being iteratively contracted until a termination criterion is
satisfied. As a suitable criterion for that purpose the Armijo rule [170] is used, i.e. step size
contraction is terminated if the following is satisfied:
JMCC(xk +α∆xk)> JMCC(xk)+ c1α [∇JMCC(xk)]∆xk (C.1)
where c1 is a constant defined on 〈0,1〉 (it is usually set to a small value, in this thesis c1 = 10−4
is used) and α is the coefficient for the step size adaptation. Contraction of the step size α is being
performed by the contraction factor ρ (in this thesis, ρ = 2 was used). Therefore, the algorithm
used in this thesis for adaptation of the Newton’s method step is the following:
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Algorithm 4 Line Search
Choose α0 > 0,ρ ∈ 〈0,1〉 ,c ∈ 〈0,1〉 ;
Set α = α0;
while JMCC(xk +α∆xk)≤ JMCC(xk)+ c1α [∇JMCC(xk)]∆xk do
αk+1 = ραk
Update the state vector by the Newton’s step adapted by αk:
xk+1 = xk +αk∆xk
C.2 Importance Sampling
In section 3.3.3, performances of the MCC estimator are tested on the 24-bus system. In order
to derive a statistically-sound conclusion, an enormous number of GE test scenarios should
be considered, what is barely feasible in some reasonable time. Therefore, the intention is to
decrease required number of scenarios, without mitigating the statistical values. For that purpose,
a technique from statistics is used called importance sampling.
Importance sampling relies on the distortion of the PDF (and Cumulative Density Function
(CDF)), during which it increases the probability of important events at the cost of irrelevant ones.
It also aims at reducing the variance without changing the expected value.
More specifically, let p be the PDF of failure, and a new distribution function p∗ is called
importance distribution. If the indicator function is I = {0 : failure,1 : success}, importance
sampling modifies it to the following:
I∗ =

0 · 1− p f ail
1− p∗f ail
, failure
1 · p f ail
p∗f ail
, success
(C.2)
Since the probability of estimation failure is not an a priori known value, it is
assumed that failure is conditioned only with incidence and conformity of gross errors
p f ail = pincidence · pcon f ormity. Also, probability that 2 GE are conforming is also very difficult
to be quantified. Thus, distortion is performed to the probability of incidence between two
measurements, instead of probability of failure. These assumptions are obviously not very precise
and introduce certain losses in the scenarios number reduction. However, this should not be
concerning since intentions of the performed analysis are more of comparative nature.
The probability of incidence is obtained by diving number of incident measurement couples with
the total number of measurement couples:
pincidence =
Ninc(m
2
) = Ninc
m!
(m−2)! ·2!
= 10.65% (C.3)
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where Ninc is total number of incident measurement couples. Incidence probability distortion is
assumed to p∗incidence = 80%.
Now, the parameters and a stopping criterion of the Monte Carlo method need to be
determined. Let F(x) be a test function, which in this particular case measures estimator failure
(F(x) = I(x) = 0 : failure;1 : success). In the Monte Carlo method, the expectation of the test
function E(F) is estimated, based on a random sampling of N system states, or N scenarios:
Eˆ(F) =
1
N
N
∑
i=1
F(xi) (C.4)
where xi is ith sampled vector from probability distribution p(x) and Eˆ(F) is an estimate of the
expectation E(F). Variance of the sampling process V (F) is also estimated as:
Vˆ (F) =
1
N−1
N
∑
i=1
[
F(xi)− E¯(F)]2 (C.5)
Obviously, the uncertainty in the estimate of E(F) is inversely proportional to the sample size
N and a stopping criterion for a Monte Carlo process is defined via the definition of a relative
uncertainty, based on a variation coefficient β :
N =
V (F)
β Eˆ(F)2
(C.6)
where β 2 =
V (Eˆ(F))
Eˆ(F)2
. Therefore, the reduced number of samples N, for a given precision β , is
directly conditioned with a variance V (F). In a particular case study, when precision of β = 5%
was assumed, it resulted in N = 3760 required samples.
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Appendix D
The Relevant Published Work
The main part of the research work presented in this thesis resulted in publications published in
scientific journals or international conferences. Some articles were submitted and are still under
the revision process. Hereafter, a list of all relevant work can be found, according to the form as
their are published, regardless of whether it has or is expected to be published.
Articles published in journals
 V. Miranda, J. Krstulovic, H. Keko, C. Moreira, and J. Pereira, “Reconstructing Missing
Data in State Estimation With Autoencoders,” IEEE Transactions on Power Systems, vol.
27, no. 2, pp. 604–611, 2012.
 J. Krstulovic, V. Miranda, A. Simões Costa, and J. Pereira, “Towards an Auto-Associative
Topology State Estimator,” IEEE Transactions on Power Systems, vol. 28, no. 3, pp.
3311–3318, 2013.
Papers submitted to journals
 C. Silva, J. Krstulovic, J. Hora, V. Palma, V. Miranda, and J. C. Principe “Extracting
topology information from electric values: a comparison of models,” submitted to IEEE
Transactions on Power Systems
 V. Miranda, J. Krstulovic, and J. Pereira, “On the application of Correntropy to State
Estimation in the presence of gross errors,” in submission to IEEE Transactions on Power
Systems
 V. Miranda, J. Krstulovic, and A. Simões Costa, “The statistical observability of topology
in power networks,” in submission to IEEE Transactions on Power Systems
Conference papers
 P. N. Pereira Barbeiro, J. Krstulovic, H. Teixeira, J. Pereira, F.J. Soares, J.P. Iria,
“State Estimation in Distribution Smart Grids Using Autoencoders,” PEOCO, Langkawi,
Malaysia, 2014
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The Relevant Published Work
 J. Krstulovic, V. Miranda, H. Keko, and J. Pereira, “Descoberta da topologia do sistema na
ausência de sinais com redes neurais autoassociativas,” IV Simpósio Brasileiro de Sistemas
Elétricos, Goiânia, 2012.
 V. Miranda, J. Krstulovic, J. Hora, V. Palma, and J. C. Príncipe, “Breaker status
uncovered by autoencoders under unsupervised maximum mutual information training,”
17th International Conference on Intelligent System Applications to Power Systems Tokyo,
Japan, July 1-4, 2013.
 J. Krstulovic, and V. Miranda, “Selection of measurements in Topology Estimation with
Mutual Information,” submitted to IEEE International Energy Conference, Energycon,
Dubrovnik, 2014.
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