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7 Mailles et ensembles de Sidon
Jean–Pierre Kahane
Le terme d’ensemble de Sidon est apparu en 1957, en liaison avec une
e´tude sur les fonctions moyenne–pe´riodiques borne´es [4]. Une proprie´te´ en
e´tait signale´e comme “condition de maille”, et je me suis souvent demande´ si
cette condition e´tait ame´liorable, ou si elle e´tait ne´cessaire et suffisante. Le
pre´sent article re´pond ne´gativement a` ces deux questions.
La partie 1 contient les de´finitions et les principaux e´nonce´s. La partie 2
donne une construction d’ensembles quasi–inde´pendants qui e´tablit que la
condition de maille est iname´liorable. Les parties 3, 4 et 5 montrent que,
meˆme conside´rablement renforce´e, elle est loin de garantir qu’un ensemble
est de Sidon ; ces parties font appel a` l’outil de se´lection ale´atoire introduit
par Katznelson et Malliavin en 1966 [6], et conside´rablement de´veloppe´ par
Bourgain dans sa the´orie des de´finitions e´quivalentes des ensembles de Sidon
[1] [7] ; elles se re´fe`rent pour l’essentiel a` l’e´tude des ensembles de Sidon faite
par Pisier en 1981 [10]. La partie 6 lie condition de maille et ensembles d’ana-
lyticite´, en s’inspirant de [6]. Un appendice de´taille les calculs de probabilite´s
utilise´s dans l’article.
Mon inte´reˆt pour les ensembles de Sidon s’est re´veille´ a` l’occasion du
colloque organise´ a` Orsay en janvier 2005 en l’honneur de Myriam De´champs.
Les travaux de Myriam De´champs appartiennent a` l’histoire des ensembles
de Sidon, qu’il s’agisse de contributions originales ou de mises au point [2] [3]
[7]. Lors du colloque j’avais annonce´ sans en avoir la preuve que la condition
de maille n’e´tait pas suffisante pour avoir un ensemble de Sidon. La mise
au point a e´te´ laborieuse et elle a be´ne´ficie´ de l’aide vigilante de Myriam
De´champs pour de´busquer les failles et les erreurs. Je lui dois beaucoup, a`
la fois comme inspiratrice et comme premie`re lectrice et correctrice de cet
article.
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1 De´finitions et principaux re´sultats
Soit G un groupe abe´lien compact et Γ son dual, qui est un groupe abe´lien
discret. Soit Λ une partie de Γ, et S ≥ 1. On dit que Λ est S–Sidon si, pour
tout polynoˆme “trigonome´trique”
P (g) =
∑
γ∈Λ
aγ γ(g) (aγ ∈ C) ,
on a ∑
|aγ| ≤ S sup
g∈b
|P (g)| .
On dit que Λ est Sidon s’il est S–Sidon pour un S convenable. On connaˆıt
maintenant un grand nombre de de´finitions e´quivalentes [11] [8] [7].
Parmi les ensembles de Sidon se trouvent les ensembles quasi–inde´pendants,
dont voici la de´finition : Λ est quasi–inde´pendant si la relation∑
γ∈Λ
εγ γ = 0 (εγ ∈ {−1, 0, 1})
n’a lieu que lorsque tous les εγ sont nuls.
On appellera maille dans Γ tout ensemble de la forme
(1.1) M = M((γj)j=1,2,...k, E) =
k∑
j=1
{njγj} ,
ou` les γj (j = 1, 2, . . . k) sont des e´le´ments de Γ et les (nj)j∈(1,2,...k) appar-
tiennent a` un ensemble E dans Zk. Quand M est de la forme (1.1) avec
|nj| ≤ h pour tout j, nous dirons que M est une k–maille de hauteur h. Il
y a ge´ne´ralement plusieurs e´critures de la forme (1.1) pour un ensemble M
donne´ ; k et h de´pendent de l’e´criture.
Au sens ge´ne´ral, on dira qu’une partie Λ de Γ ve´rifie une condition de
maille si l’on a
(1.2) |Λ ∩M | ≤ H(k, E)
pour toute mailleM , H(·, ·) e´tant une fonction convenable. On a e´crit |Λ∩M |
pour le cardinal de Λ ∩M , et ce sera la notation utilise´e dans la suite.
Si Λ est Sidon, Λ ve´rifie une condition de maille avec
(1.3) H(k, E) = Ck log(1 + sup
(nj)∈E
(|n1|+ · · ·+ |nk|))
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ou` C ne de´pend que de Λ. De plus, si Λ est S–Sidon, C ne de´pend que de S.
C’est la condition de maille de [4].
Nous allons voir dans la partie 2 que cette condition de maille est iname´liorable
en plusieurs sens : on ne peut pas remplacer dans (1.3) la fonction log par
une fonction qui soit o(log), ni remplacer la norme ℓ1 de (n1, n2, . . . nk) par
une norme substantiellement plus petite. Voici le re´sultat.
The´ore`me 1. Soit Γ un groupe abe´lien discret contenant des e´le´ments d’ordre
arbitrairement grand. Alors Γ contient un ensemble quasi–inde´pendant Λ tel
que pour tout entier k il existe une k–maille M de hauteur 1 ve´rifiant
(1.4) |Λ ∩M | ≥ 1
4
k log2 k .
Ce the´ore`me doit eˆtre mis en rapport avec un re´sultat de Pisier, la propo-
sition 7.3 de [10], qui e´tablit une proprie´te´ analogue lorsque Γ est le groupe
dual de TN de fac¸on qualitative et non constructive, tandis que la preuve du
the´ore`me 1 est une construction explicite et e´le´mentaire.
L’hypothe`se que Γ contient des e´le´ments d’ordre arbitrairement grand est
essentielle. En effet, on sait par une autre proposition de Pisier que, dans le
groupe Γ dual de G =
∞∏
j=1
(Z/pjZ), ou` (pj) est une suite borne´e d’entiers, on
peut attacher a` tout ensemble de Sidon Λ une constante K telle que, pour
tout sous–groupe fini H de Γ, on ait
(1.5) |Λ ∩H| ≤ K rang(H)
(corollaire 3.3 de [10] ; quand pj = p fixe´, c’est un re´sultat de Malliavin–
Malliavin [9]). Il s’ensuit que pour toute k–maille M on a |Γ ∩M | ≤ Kk.
Par ailleurs, la condition de maille est loin d’eˆtre suffisante pour qu’un
ensemble soit Sidon. Meˆme conside´rablement renforce´e, elle ne garantit rien
de tel. C’est ce que montrent les the´ore`mes 2 et 3, dont les preuves sont
donne´es dans les parties 4 et 5.
The´ore`me 2. Soit p premier, Γ le groupe dual de G = (Z/pZ)N, et w(x)
une fonction croissante de x(≥ 1), telle que
(1.6) w(x) ≥ 1 et lim
x→∞
w(x) =∞ .
Il existe alors une partie Λ de Γ, non Sidon, telle que pour tout entier k ≥ 1
et toute k–maille M on ait
(1.7) |Λ ∩M | ≤ kw(k) .
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The´ore`me 3. Soit Γ = Z, et w(x) comme dans le the´ore`me 2. Il existe alors
une partie Λ de Z, non Sidon, telle que, pour tout couple (h, k) d’entiers
positifs et toute k–maille M de hauteur h on ait
(1.8) |Λ ∩M | ≤ kw(kh)
La me´thode de se´lection ale´atoire utilise´e pour ces the´ore`mes et exprime´e
par le lemme de la partie 3 est inspire´e de la note de Katznelson et Malliavin
[6] relative a` la “conjecture de dichotomie” : ou bien Λ est Sidon, ou bien c’est
un ensemble d’analyticite´. La partie 6 rappelle la de´finition d’un ensemble
d’analyticite´, et ame´liore le the´ore`me 2 dans le cas p = 2 sous la forme que
voici :
The´ore`me 4. Quand p = 2, l’e´nonce´ du the´ore`me 2 est valable en rem-
plac¸ant “non Sidon” par “d’analyticite´”.
Le cas p = 2 n’a rien de spe´cial, sinon la relative facilite´ d’e´criture des
calculs.
L’appendice donne des estimations de distributions classiques, utilise´es
dans l’article.
2 Une construction d’ensembles quasi-inde´-
pendants. Preuve du the´ore`me 1
Nous allons d’abord nous placer dans la maille {−1, 0, 1}n de Zn (n–maille
de hauteur 1) et y construire un ensemble quasi–inde´pendant (q · i·) lorsque
n est une puissance de 2.
Lorsque n = 2, les vecteurs colonnes de la matrice(
1 1 1
1 −1 0
)
sont q · i· . Ve´rifions–le en de´tail. En effet, si
ε1
(
1
1
)
+ ε2
(
1
−1
)
+ ε3
(
1
0
)
=
(
0
0
)
avec εj ∈ {−1, 0, 1}, on a d’abord ε1 = ε2 (seconde ligne), puis ε3 = 0 modulo
2 donc ε3 = 0 (premie`re ligne), puis ε1 = ε2 = 0 (inde´pendance de
(
1
1
)
et(
1
−1
)
).
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Lorsque n = 2ν , on va construire par re´currence des matrices Aν a` 2
ν
lignes et Nν colonnes, dont les colonnes sont dans {−1, 0, 1}n et sont q · i·.
Pour ν = 1, c’est fait, avec N1 = 3. On passe de Aν a` Aν+1 par le proce´de´
figure´
Aν+1 =
Aν Aν Iν
Aν −Aν 0
ou` Iν est la matrice unite´ 2
ν × 2ν . Montrons que les colonnes de Aν+1 sont
q · i· lorsque celles de Aν le sont. Une relation line´aire a` coefficients −1, 0 ou
1 entre les colonnes de Aν+1 s’e´crit, en posant n = 2
ν et N = Nν ,
Aν(ε
1
1, ε
2
1, . . . ε
N
1 )
t + Aν(ε
1
2, ε
2
2, . . . ε
N
2 )
t + Iν(ε
1
3, ε
2
3, . . . ε
n
3 )
t = 0
Aν(ε
1
1, ε
2
1, . . . ε
N
1 )
t −Aν(ε12, ε22, . . . εN2 )t = 0
(εkj ∈ {−1, 0, 1}). En ajoutant, on voit que les lignes de Iν(ε13, ε23, . . . εn3 )t sont
nulles modulo 2, donc nulles, donc ε13 = ε
2
3 = · · · = εn3 = 0. Il en re´sulte
Aν(ε
1
1, ε
2
1, . . . ε
N
1 )
t = Aν(ε
1
2, ε
2
2, . . . ε
N
2 )
t = 0
et la quasi–inde´pendance des colonnes de Aν entraˆıne que tous les ε
k
j sont
nuls . Les colonnes de Aν+1 sont donc bien q · i·.
Calculons Nν . Partons de N0 = 1. La construction donne
Nν = 2Nν−1 + 2ν−1
soit
2−νNν = 2−(ν−1)Nν−1 +
1
2
= · · · = N0 + ν
2
donc
Nν = 2
ν−1(2 + ν) .
Cela suffit a` montrer que la condition de maille (1.2)–(1.3) est iname´liorable
au sens pre´cise´ dans la partie 1, et pour donner une minoration de la constante
C de (1.3) lorsque Λ est q · i· :
c ≥ 1
2 log 2
.
Pour de´montrer le the´ore`me 1, on choisit dans Γ une suite (βj)j≥1 tre`s
dissocie´e dans le sens suivant : il n’y a pas de relation line´aire non triviale du
type
∑
njβj = 0 (somme finie) avec nj ∈ Z et |nj| ≤ Nν quand 2ν ≤ j < 2ν+1
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(ν ≥ 1). L’hypothe`se faite sur Γ permet de construire une telle suite par
re´currence. Pour
ν−1∑
i=1
Ni < ℓ ≤
ν∑
i=1
Ni
on de´finit le vecteur ligne (γℓ) comme
(γℓ) = (β2ν , β2ν+1, . . . β2ν+1−1)Aν .
La suite cherche´e est (γℓ)ℓ≥1. Elle est q · i· parce que toute expression de la
forme
∑
εℓγℓ (εℓ ∈ {−1, 0, 1}) s’e´crit
∑
njβj avec |nj | ≤ Nν quand 2ν ≤ j <
2ν+1. Elle a Nν termes dans la maille
M = {
∑
εjβj ; εj ∈ {−1, 0, 1} ; 2ν ≤ j < 2ν+1} ;
M est une k–maille de hauteur 1 lorsque k ∈ [2ν , 2ν+1[, et alors
Nν >
1
4
k log2 k, ce qui e´tablit (1.4) et de´montre le the´ore`me. 
Si l’on se restreint aux valeurs de k qui sont des puissances de 2, on peut
minorer |Λ ∩M | par 1
2
k log2 k au lieu de
1
4
k log2 k.
3 Se´lections et inde´pendance dans (Z/pZ)ν.
Un lemme
Soit p un nombre premier, ν un entier ≥ 1, X = (Z/pZ)ν et (Ω, P )
un espace de probabilite´. Donnons–nous α, 0 < α < 1, et associons–lui
l’e´chantillon (= suite de v · a · i · i · d·) α(x, ω) (x ∈ X, ω ∈ Ω) de loi de
Bernoulli B(1, α) et l’ensemble
(3.1) Λ(ω) = {x ∈ X : α(x, ω) = 1} .
Ainsi |Λ(ω)| a pour loi B(pν , α) et l’on a (voir (7.9))
(3.2) P (
1
2
pνα ≤ |Λ(ω)| ≤ 3
2
pνα) > 1− 2e− 132pνα
Choisissons un entier ℓ, 1 ≤ ℓ ≤ pν
2ν
, et prenons
(3.3) α = 2ℓνp−ν ;
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ainsi
(3.4) P (ℓν ≤ |Λ(ω)| ≤ 3ℓν) > 1− 2e− 116 ℓν .
Donnons–nous maintenant β, 0 < β < 1, et associons–lui l’e´chantillon
β(x, ω) (x ∈ X,ω ∈ Ω) de loi B(1, β), inde´pendant des α(x, ω). Soit
(3.5) λ(ω) = {x ∈ X : α(x, ω)β(x, ω) = 1} .
Ainsi λ(ω) est une partie de Λ(ω) et |λ(ω)| a pour loi B(pν , αβ). Nous allons
montrer que, si β est bien choisi, la probabilite´ que λ(ω) soit un syste`me libre
dans l’espace vectoriel X est voisine de 1.
Pour construire λ(ω), on peut commencer par choisir k = k(ω) ale´atoire
de loi B(pν , αβ), puis disposer au hasard sur X k points λ1, λ2, . . . λk. Fixons
|λ| = k ; alors, pour j < k,
P (λ1, . . . λj+1 lie´ |λ1, . . . λj libre) = p
j − j
pν − j < p
j−ν
donc
P (λ lie´ | |λ| = k) < p−ν(1 + p+ · · ·+ pk−1) < pk−ν .
Il s’ensuit que
P (λ lie´) <
∑
k
P (|λ| = k)pk−ν
et le second membre peut s’e´crire p−ν(E(pZ))p
ν
, Z e´tant une v · a· de loi
B(1, αβ), donc
P (λ lie´) < pν(1− αβ + αβp)pν < p−ν exp(αβ(p− 1)pν) .
Ce dernier terme est infe´rieur a` p−ν/2 si αβ(p− 1)pν < 1
2
ν log p, soit, compte
tenu de (3.3), β < 1
4
log p
(p−1)ℓ . Choisissons de´sormais
(3.6) β =
1
4pℓ
.
Ainsi P (λ lie´) < p−ν/2.
De´composons (Ω, P ) en un produit (Ωα, Pα)× (Ωβ , Pβ), les α(x, ω) e´tant
de´finis sur Ωα et les β(x, ω) sur Ωβ . On a
Eα(Pβ(λ lie´)) = P (λ lie´) < p
−ν/2
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donc
Pα(Pβ(λ lie´) > p
−ν/4) < p−ν/4
et on sait, par (3.4), que
Pα(ℓν ≤ |Λ(ω)| ≤ 3ℓν) > 1− 2e− 116 ℓν .
Or
p−ν/4 < 1− 2e− 116 ℓν
de`s que ν ≥ 16. Sous cette condition, on peut choisir un point dans Ωα, donc
choisir Λ, de fac¸on que l’on ait a` la fois ℓν ≤ |Λ| ≤ 3ℓν et Pβ(λ lie´) < p−ν/4.
Λ e´tant ainsi choisi, soit A une partie de Λ. On a
Pβ(A ⊂ λ) = β |A| ,
Pβ(A 6⊂ λ) ou λ lie´) < 1− β |A| + p−ν/4 ,
donc, si |A| ≤ Kν et βK ≥ p−1/4, A est libre. La seconde condition est ve´rifie´e
lorsque K ≤ Kℓ avec (suivant (3.6))
(3.7) Kℓ =
1
4
log p
log(4pℓ)
Exprimons le re´sultat.
Lemme. Soit p premier, ν entier ≥ 16 et 1 ≤ ℓ ≤ pν
2ν
. Il existe alors dans
(Z/pZ)ν une partie Λ telle que ℓν ≤ |Λ| ≤ 3ℓν et que toute partie de Λ de
cardinal infe´rieur ou e´gal a` Kℓν soit libre dans (Z/pZ)
ν (espace vectoriel sur
Z/pZ).
4 Preuve du the´ore`me 2
Ici G = (Z/pZ)N, Γ est le dual de G, G et Γ sont des espaces vectoriels
sur le corps Z/pZ. Soit (βi) (i ∈ N) la base canonique de Γ, c’est–a`–dire
βi(x) = xi quand x = (x0, x1 · · · ) ∈ G. On re´partit les βi en blocs Bℓ disjoints
de cardinaux |Bℓ| = νℓ ≥ 16 tendant vers l’infini (ℓ = 2, 3, 4, . . .). J’indiquerai
plus loin (formule (4.3)) comment choisir les νℓ en fonction de w(·). Les
βi ∈ Bℓ engendrent un sous–espace Γℓ de Γ isomorphe a` (Z/pZ)νℓ , et d’apre`s
le lemme chaque Γℓ contient un Λℓ tel que
ℓνℓ ≤ |Λℓ| ≤ 3ℓνℓ
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et que toute partie de Λℓ de cardinal infe´rieur ou e´gal a` Kℓνℓ est libre (Kℓ
e´tant de´fini en (3.7)).
De´finissons Λ comme la re´union des Λℓ. Comme
|Γℓ ∩ Λ|/rang Γℓ ≥ ℓ ,
qui n’est pas borne´, Λ n’est pas de Sidon ([10], [9], voir (1.5)).
Soit M une k–maille, M ∩ Λ = A et M ∩ Λℓ = Aℓ. On veut montrer que
(4.1) |A| =
∑
|Aℓ| ≤ kw(k) .
Comme les Aℓ appartiennent a` des sous–espaces Γℓ inde´pendants, le rang
de leur re´union A est la somme de leurs rangs. Re´partissons les ℓ en deux
classes, U et W , suivant que
Aℓ < Kℓνℓ (ℓ ∈ U)
ou
Aℓ ≥ Kℓνℓ (ℓ ∈ W ) .
Si ℓ ∈ U on a rang Aℓ = |Aℓ| et, si ℓ ∈ W , rang Aℓ ≥ Kℓνℓ puisque toute
partie de Aℓ de cardinal ≤ Kℓνℓ est libre. Comme rang A ≤ rang M ≤ k,
on a
k ≥
∑
U
|Aℓ|+
∑
W
Kℓνℓ .
Si W est vide, on a |A| ≤ k et (4.1) est ve´rifie´e. Supposons donc W non vide.
On a toujours |Aℓ| ≤ |Λℓ| ≤ 3ℓνℓ, donc∑
W
|Aℓ| ≤
∑
W
Kℓνℓ sup
W
3ℓ
Kℓ
.
et finalement
(4.2) |A| =
∑
U
|Aℓ|+
∑
W
|Aℓ| ≤ k sup
W
3ℓ
Kℓ
.
Quand ℓ ∈ W on a
k ≥ rang Aℓ ≥ Kℓνℓ
donc (4.2) entraˆıne (4.1) lorsque
(4.3)
3ℓ
Kℓ
≤ w(Kℓνℓ) .
C’est la condition que nous imposons pour le choix des νℓ ; elle garantit (4.1),
ce qui ache`ve la preuve du the´ore`me 2. 
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5 Preuve du the´ore`me 3
La preuve du the´ore`me 3 s’inspire de celle du the´ore`me 2, mais comme
ici Γ = Z la notion de rang d’une partie de Γ doit eˆtre remplace´e par un
substitut. La me´thode est e´vidente : elle consiste a` e´taler dans Z des copies
d’ensembles du type (Z/pZ)ν et d’y se´lectionner des parties de cardinal com-
parable a` ℓν, pour des valeurs diffe´rentes de p, ν, ℓ. Mais on est force´ de
pre´ter attention aux de´tails.
Pour toute partie finie B de Γ et tout entier impair q, de´signons par Vq(B)
l’ensemble des combinaisons line´aires d’e´le´ments de B a` coefficient entiers tels
que q ≥ 2 sup |coefficients| + 1. C’est une |B|–maille de hauteur 1
2
(q − 1).
On dira que Vq(B) est bien e´tale´ si toutes ces combinaisons line´aires sont
distinctes. On a alors
|Vq(B)| = q|B| .
On va de´finir en fonction de w(·) des suites croissantes au sens large
ℓj (ℓj > 1), pj (nombres premiers) et νj (entiers ≥ 16) (j = 1, 2, . . .). Obser-
vons que dans le lemme on peut remplacer Kℓ, donne´ par (3.7), par
1
8
lorsque
4ℓ < p. Pour profiter de cette commodite´ imposons
(5.1) 4ℓj < pj
Pour ν1 + ν2 + · · ·+ νj−1 < i ≤ ν1 + ν2 + · · ·+ νj posons
(5.2) q(i) = 2νj
(
pj − 1
2
)2
+ 1 .
De´finissons par induction une suite d’e´le´ments βi de Γ (i = 1, 2, . . .) assez
rapidement croissante pour que les combinaisons line´aires
(5.3)
∑
miβi, mi ∈ Z, |mi| ≤ 1
2
(q(i)− 1)
(i = 1, 2, . . .) soient toutes distinctes. Soit
Bj = {βi : ν1 + ν2 + · · ·+ νj−1 < i ≤ ν1 + ν2 + · · · νj} .
Les conditions (5.2) et (5.3) impliquent que chaque Vpj(Bj) est bien e´tale´.
Appliquons la base canonique de (Z/pjZ)
νj sur Bj , et (Z/pjZ)
νj , identifie´
a` l’ensemble des combinaisons line´aires des e´le´ments de la base canonique
a` coefficients entiers compris entre −1
2
(pj − 1) et 12(pj − 1), sur Vpj(Bj).
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De´signons par Λj la partie de Vpj(Bj) qui est l’image dans cette application
de la partie de (Z/pjZ)
νj fournie par le lemme. Ainsi
ℓjνj ≤ |Λj| ≤ 3ℓjνj
et (en tenant compte de (5.1)) toute partie de Λj de cardinal ≤ 18νj est
l’image d’une partie libre de (Z/pjZ)
νj . Nous conviendrons d’e´crire qu’une
telle image est “inde´pendante”.
Ve´rifions que, si A′ est une partie “inde´pendante” de Vpj(Bj) et si pj ≥ p
impair, on a
(5.4) |Vp(A′)| = p|A′| .
En effet, les e´le´ments de Vp(A
′) s’e´crivent
∑
a∈A′
maa, soit
(5.5)
∑
a∈A′
ma
∑
ν1+···+νj−1<i≤ν1+···+νj
ni(a)βi ,
avec |A′| ≤ νj , |ma| ≤ p−12 et |ni(a)| ≤ pj−12 , donc ils sont de la forme
(5.3), et la construction des βi garantit que Vp(A
′) est bien e´tale´. De plus,
l’inde´pendance assure que les combinaisons line´aires dans (Z/pjZ)
νj dont les
(5.5) sont les images sont distinctes, d’ou` (5.4).
On aura besoin de (5.4) sous l’hypothe`se plus large que A′ est une re´union
finie de A′j qui sont des parties “inde´pendantes” de Vpj(Bj) (j = j0, j0+1, . . .),
avec pj0 ≥ p. En effet, les e´le´ments de Vp(A′) sont toujours de la forme (5.3),
et leur nombre est
|Vp(A′)| =
∏
j
|Vp(A′j)| = p
P |A′j | = p|A
′| .
Posons de´sormais Λ =
⋃
j≥1
Λj . Etant donne´M , k–maille de hauteur h, soit
A = Λ ∩M, Aj = Λj ∩M .
Nous nous proposons de montrer que, par un choix convenable des suites
(pj), (νj) et (ℓj), ne de´pendant que de w(·), on a la conclusion du the´ore`me 3,
c’est–a`–dire
(5.6) |A| =
∑
|Aj| ≤ kw(kh) .
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Il nous restera a` ve´rifier ensuite que Λ n’est pas Sidon.
Estimons se´pare´ment les sommes des Aj correspondant a` j ≤ k et a` j > k.
Comme |Aj | ≤ |Λj| ≤ 3ℓjνj, on a
(5.7)
∑
j≤k
|Aj| ≤ 3ℓk
∑
j≤k
νj .
Pour j > k, de´signons par A′j une partie de Aj “inde´pendante” maximale.
Distinguons les deux cas :
U : |Aj | ≤ 18νj
W : 1
8
νj < |Aj | ≤ 3νjℓj
D’apre`s le lemme, A′j = Aj dans le cas U et |A′j | ≥ 18νj dans le cas W (graˆce
a` (5.1)). De´composons en conse´quence la somme
∑
j>k
en
∑
U
+
∑
W
:
∑
U
|Aj| =
∑
U
|A′j |
∑
W
|Aj| ≤ 3
∑
W
νjℓj ≤ 24
∑
W
ℓj|A′j | ≤ 24 sup
W
ℓj
∑
W
|A′j |
Comme |A′j| ≤ |M | ≤ (2h + 1)k, on a dans le cas W νj ≤ 8(2h + 1)k.
Finalement
(5.8)


∑
j>k
|Aj| ≤ X
∑
j>k
|A′j|
X = sup(1, sup
νj≤8(2h+1)k
ℓj)
Pour utiliser (5.8), posons A′ =
⋃
j>k
A′j et p = pk. La formule (5.4)
s’applique : |Vp(A′)| = p|A′|. D’autre part les e´le´ments de Vp(A′) s’e´crivent∑
a∈A′
maa avec |ma| ≤ 12(p− 1) et, si la base de la maille M est (γ1, γ2, . . . γk),
chaque a ∈ A′ s’e´crit ∑
1≤i≤k
ni(a)γi avec |ni(a)| ≤ h. Ainsi les e´le´ments de
Vp(A
′) sont de la forme ∑
1≤i≤k
∑
a∈A′
mani(a)γi .
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Les coefficients des γi sont majore´s en module par
1
2
(p−1)h|A′|. Leur nombre,
pour un i fixe´, est majore´ par ph|A′|, donc
(5.9) |Vp(A′)| ≤ (ph|A′|)k .
L’e´valuation de |A′| repose sur l’ine´galite´, venant de (5.4) et (5.9),
p|A
′| ≤ (ph|A′|)k .
En majorant |A′| dans le second membre par (2h+ 1)k, on obtient
(5.10) |A′| ≤ k
(
1 +
(k + 1) log(2h+ 1)
log p
)
(p = pk)
Reste a` regrouper (5.7), (5.8) et (5.10) pour obtenir (5.6), moyennant un
choix convenable des pj, νj et ℓj .
On choisit pk = pk(h, k) de fac¸on que (5.10) entraˆıne
|A′| ≤ 1
2
k w1/2(hk) ,
les νj = νj(h, k) de fac¸on que∑
j≤k
νj ≤ 1
2
k w1/2(hk) ,
et enfin les ℓj = ℓj(h, k) de fac¸on que 1
o) 4ℓj < pj (c’est la condition (5.1))
2o) 3ℓk ≤ w1/2(hk), de fac¸on que (5.7) entraˆıne∑
j≤k
|Aj | ≤ 1
2
k w(hk) ,
3o) X dans (5.8) ve´rifie X ≤ w1/2(hk), de fac¸on que∑
j>k
|Aj | ≤ 1
2
k w(hk) .
En gros, les pj croissent tre`s vite, les νj lentement et les ℓj tre`s lentement.
On a obtenu ∑
|Aj| ≤ k w(hk) ,
l’ine´galite´ (5.6) voulue.
Pour voir que Λ n’est pas Sidon, il suffit de ve´rifier que le crite`re de Pisier
([10], [7] p. 483) n’est pas ve´rifie´, c’est–a`–dire que pour tout δ > 0 il existe
une partie de Λ, soit Λδ, dont toute partie quasi–inde´pendante a moins de
δ|Λδ| e´le´ments. Cela a bien lieu en prenant pour Λδ un Λj avec j assez grand

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6 Ensembles d’analyticite´. Preuve du
the´ore`me 4
On de´signe par A(Γ) l’ensemble des transforme´es de Fourier des fonctions
inte´grables sur G : A(Γ) = FL1(G). Quand Λ ⊂ Γ on de´signe par A(Λ)
l’espace des restrictions a` Λ des fonctions appartenant a` A(Γ). On a toujours
A(Λ) ⊂ c0(Λ), espace des fonctions de´finies sur Λ et tendant vers 0 a` l’in-
fini. L’une des de´finitions des ensembles de Sidon est l’e´galite´ de ces espaces
comme ensembles : A(Λ) = c0(Λ).
On dit qu’une fonction F de´finie sur un intervalle re´el ouvert I contenant
O “ope`re dans A(Λ)” si, pour toute f ∈ A(Λ) a` valeurs dans I on a F ◦ f ∈
A(Λ). Il est ne´cessaire pour cela que F (O) = O et que F soit continue en O, et
c’est suffisant lorsque Λ est Sidon. En tout cas il est suffisant que F (O) = O
et que F soit analytique au voisinage de O.
On dit que Λ est “ensemble d’analyticite´” si les seules fonctions qui
ope`rent dans A(Λ) sont les fonctions analytiques nulles en O. La conjec-
ture de dichotomie de Katznelson est qu’une partie de Γ est soit Sidon, soit
ensemble d’analyticite´ ([5] p. 112). L’article [6] de Katznelson et Mallia-
vin est une ve´rification de cette conjecture dans un cadre ale´atoire sous la
forme d’une proprie´te´ presque suˆre. Le the´ore`me 4 est une variante de leurs
re´sultats. On s’est borne´ au cas G = (Z/2Z)N non seulement pour simpli-
fier les e´critures, mais aussi parce que c’est le cadre naturel pour tester la
conjecture de Katznelson, toujours ouverte.
Revenons donc a` la partie 3, avec maintenant X = (Z/2Z)ν ; (Ω, P ) est un
espace de probabilite´, α(x, ω) (x ∈ X, ω ∈ Ω) un e´chantillon de loi B(1, α),
et Λ = Λ(ω) = {x ∈ X : α(x, ω) = 1}.
Soit Y le groupe des caracte`res sur X , note´ multiplicativement, et σ =
σ(ω) la mesure de de´compte sur Λ :
σ =
∑
x∈Λ
δx .
La transforme´e de Fourier de σ est
(6.1) σˆ(y, ω) =
∑
x∈Λ(ω)
y(x) =
∑
x∈X
α(x, ω)y(x) .
Pour y = 1, on trouve |Λ(ω)|, et (3.2) s’e´crit
(6.2) P
(1
2
2να ≤ σˆ(1, ω) ≤ 3
2
2να
)
> 1− 2 exp(−2ν−5α) .
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Pour y 6= 1, il y a autant de x pour lesquels y(x) = 1 que pour y(x) = −1. La
dernie`re somme dans (6.1) est donc la diffe´rence de deux v ·a· inde´pendantes
de lois B(2ν−1, α). D’apre`s (7.10) et (7.11), si
(6.3) 0 < λ ≤ (2ν−1α(1− α))1/2
on a
P (|σˆ(y, ω)| > 2λ(2να(1− α))1/2) ≤ 2 e− 12λ2 ,
d’ou`
(6.4) P
(
sup
y 6=1
|σˆ(y, ω)| > 2λ(2να)1/2
)
≤ 2ν+1e− 12λ2 .
Choisissons comme dans la partie 3 α = 2ℓν2−ν puis K < 1
4
log 2
log 8ℓ
(cf. for-
mules (3.3) et (3.7)), ce qui assure qu’avec une probabilite´ supe´rieure a` une
puissance ne´gative de ν, a` savoir (8ℓ)−Kν − 2−ν/4, toute partie de Λ(ω) de
cardinal ≤ Kν est libre. Choisissons λ = 10ν1/2 (valeur permise par (6.3)).
Alors, avec une probabilite´ positive on a

σˆ(1, ω) ≥ ℓν
sup
y 6=1
|σˆ(y, ω)| ≤ 20ν1/2(ℓν)1/2
donc σ est une mesure positive, porte´e par Λ, telle que
(6.5) sup
y 6=1
|σˆ(y, ω)| ≤ 20√
ℓ
σˆ(1, ω) .
On choisit ℓ > 400 et on fera ensuite tendre ℓ vers l’infini. On sait qu’une
ine´galite´ du type (6.5) entraˆıne que la re´union des Λ correspondants est un
ensemble d’analyticite´ [5]. De´taillons le calcul, qui est facile. De´sormais ω est
choisi pour avoir (6.5), et on e´crit σ pour σ(ω).
Choisissons un entier ρ < ν, et conside´rons ρ caracte`res inde´pendants
y1, y2, . . . yρ. Posons
f = y1 + y2 + · · ·+ yρ
v = exp
(
iπ
4
f) = 2−ρ/2(1 + y1)(1 + y2) · · · (1 + yρ)
µ = vσ .
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On a pour tout y ∈ Y
µˆ(y) =
∑
y′y′′=y
vˆ(y′)σˆ(y′′)
= vˆ(y)σˆ(1) +
∑
y′y′′=y, y′′ 6=1
vˆ(y′)σˆ(y′′)
≤ 2−ρ/2σˆ(1) + 2ρ/2 sup
y 6=1
|σˆ(y)|
≤ σˆ(1)(2−ρ/2 + 20√
ℓ
2ρ/2
)
Or, comme σ = µv−1,
σˆ(1) ≤ sup
y
|µˆ(y)| ‖v−1‖A(Λ) ,
d’ou`
‖v‖A(Λ) = ‖v−1‖A(Λ) ≥
(
2−ρ/2 +
20√
ℓ
2ρ/2
)−1
Choisissons ρ = log2
√
ℓ
20
; on obtient
‖v‖A(Λ) ≥ 1
2
2ρ/2 .
Comme ‖f‖A(Λ) ≤ ‖f‖A(X) = ρ, on a finalement
(6.6)


‖f‖A(Λ) ≤ ρ
‖ exp iπ
4
f‖A(Λ) ≥ 1
2
2ρ/2
Reportons–nous maintenant a` la partie 4, dans laquelle on a construit
Λ comme une re´union de parties Λℓ de blocs Γℓ isomorphes a` (Z/pZ)
νℓ
(ℓ = 2, 3, 4, . . .) ; moyennant un choix convenable des νℓ, a` savoir (4.3), la
conclusion du the´ore`me 2 est valide. En prenant ci–dessus ν = νℓ et en trans-
portant la fonction f sur Γℓ, on obtient une fonction fℓ ∈ A(Λ) pour laquelle
(6.6) a lieu avec ρ = log2
√
ℓ
20
, et d’apre`s un crite`re connu [5] cela montre que
Λ est un ensemble d’analyticite´. 
7 Appendice : estimation de distributions
On appelle sous–gaussienne de type τ une variable ale´atoire centre´e X
dont la transforme´e de Laplace ve´rifie
E(euX) ≤ e 12u2τ2 (u ∈ R) .
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On sait que cela donne un bon controˆle de la distribution
(7.1)
{
P (X > λτ) ≤ inf
u
exp
(
1
2
u2τ 2 − λuτ
)
= e−
1
2
λ2
P (|X > λτ) ≤ 2e− 12λ2
Il est inte´ressant pour certains calculs de disposer d’une version locale, que
voici. On dira qu’une v · a· centre´e X est sous gaussienne de type τ//h (de
type τ relativement a` l’intervalle (−h, h)) si
(7.2) E(euX) ≤ e 12u2τ2 quand − h ≤ u ≤ h .
Le calcul pre´ce´dent montre que les ine´galite´s (7.1) sont valables lorsque
(7.3) 0 < λ < τh .
Premie`re application, aux sommes de v · a· inde´pendantes.
Si les v·a· centre´esXj sont sous–gaussiennes de types τj//h et inde´pendantes,
leur somme X = X1 + · · · + XN est sous–gaussienne de type τ//h avec
τ 2 = τ 21 + · · ·+ τ 2N , et (7.1) s’e´crit
(7.4)


P
(
X1 + · · ·+XN > λ(τ 21 + · · ·+ τ 2N)1/2
)
≤ e− 12λ2
P
(
|X1 + · · ·+XN | > λ(τ 21 + · · ·+ τ 2N)1/2
)
≤ 2e− 12λ2
Seconde application, aux v · a· de Bernoulli.
Soit 0 < α < 1. Commenc¸ons par ve´rifier l’ine´galite´
(7.5) αe(1−α)u + (1− α)e−αu ≤ e2α(1−α)u2
sous la condition
(7.6) − 1|2− 4α| ≤ u ≤
1
|2− 4α| .
Quand α = 0 ou 1, (7.5) a lieu, et en tous cas (7.5) s’e´crit
αeu + 1− α ≤ exp(2α(1− α)u2 + αu) .
Sous cette forme, le premier membre est une fonction affine de α, et il suffit
de ve´rifier que le second membre est concave sur [0, 1] quand u est fixe´ selon
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(7.6). Or ce second membre est de la forme eA et la condition de concavite´
est A′2 + A′′ ≤ 0, soit ici
((2− 4α)u2 + u)2 − 4u2 ≤ 0
ou encore
((2− 4α)u+ 3)((2− 4α)u− 1) ≤ 0
ce qui a lieu d’apre`s (7.6).
Nous venons de montrer que, si Y est une v · a· de loi B(1, α), Y − α est
sous–gaussienne de type 2
√
α(1− α)// 1|2−4α| .
Il re´sulte de (7.4) que, si Y est une v · a· de loi B(N,α), on a
(7.7)
{
P (Y −Nα > 2λ√Nα(1 − α)) ≤ e− 12λ2
P (|Y −Nα| > 2λ√Nα(1 − α)) ≤ 2e− 12λ2
lorsque
(7.8) 0 < λ <
√
Nα(1− α)
|1− 2α|
et en particulier quand 0 < λ ≤√Nα(1− α).
Supposons 0 < α < 1
2
. Le choix de λ = 1
4
√
Nα donne
(7.9) P (|Y −Nα| > 1
2
Nα) ≤ 2 e− 132Nα .
Nous nous sommes servis de cette ine´galite´ dans la partie 3.
Conside´rons enfin une v ·a· Z de la forme Y −Y ′, ou` Y et Y ′ sont deux v ·a·
inde´pendantes de meˆme loi B(N,α). C’est une v ·a· centre´e, sous–gaussienne
de type 2
√
2Nα(1− α)// 1|2−4α| (0 < α < 1), donc
(7.10) P (|Z| > 2λ
√
2Nα(1− α) < 2 e− 12λ2
sous la condition
(7.11) λ <
√
Nα(1− α)
|1− 2α| .
Nous nous sommes servis de cela dans la partie 6.
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