A simple first moment argument shows that in a randomly chosen k-SAT formula with m clauses over n boolean variables, the fraction of satisfiable clauses is at most 1−2 −k +o(1) as m/n → ∞ almost surely. In this paper, we deal with the corresponding algorithmic strong refutation problem: given a random k-SAT formula, can we find a certificate that the fraction of satisfiable clauses is at most 1 − 2 −k + o(1) in polynomial time? We present heuristics based on spectral techniques that in the case k = 3, m ≥ ln(n) 6 n 3/2 and in the case k = 4, m ≥ Cn 2 find such certificates almost surely. Our methods also apply to a variety of further problems such as hypergraph coloring.
Introduction and Results
The k-SAT problem -given a set of k-clauses, i.e. disjunctions of k literals over a set of boolean variables, decide whether there exists an assignment of the variables that satisfies all clauses -is the generic NP-complete problem. In addition to the decision version, the optimization version MAX k-SAT -given a set of k-clauses, find an assignment that satisfies the maximum number of clauses -is of fundamental interest as well. However, Håstad [17] has shown that there is no polynomial time algorithm that approximates MAX k-SAT within a factor better than 1 − 2 −k , unless P = N P . Hence, it is NP-hard to distinguish between instances of k-SAT in which a (1 − ε)-fraction of the clauses can be satisfied, and instances in which every truth assignment satisfies at most a (1 − 2 −k + ε)-share of the clauses for any ε > 0. Indeed, Håstad's NP-hardness result is best possible, as by picking a random assignment, we can satisfy a (1 − 2 −k )-fraction of the clauses in polynomial time.
These hardness results motivate the study of heuristics for k-SAT or MAX k-SAT that are successful at least on a large class of instances. From this point of view, the satisfiability problem is interesting in two respects. First, one could ask for heuristics for finding a satisfying assignment (in the case of k-SAT) or a "good" assignment (in the case of MAX k-SAT). This problem has been studied e.g. by Flaxman [10] , who has shown that in a rather general model of random satisfiable formulas a satisfying assignment can be found in polynomial time almost surely (cf. also [21] for an extension to semirandom formulas). Secondly, one can ask for heuristics that can refute a k-SAT instance, i.e. find a certificate that no satisfying assignment exists; of course, in the worst-case this problem is coNP-complete. In this paper, we deal with the second problem. More precisely, we present strong refutation heuristics, i.e. heuristics that certify that no assignment satisfying considerably more than the trivial (1 − 2 −k )-fraction of the clauses exists. One motivation for studying this problem is the relationship between the existence of strong refutation heuristics and approximation complexity pointed out by Feige [7] .
In order to analyze a heuristic rigorously, we need to specify on which type of instances the heuristic is supposed to work properly. In this paper, we consider a standard model of random instances of MAX k-SAT. Let V = {x 1 , . . . , x n } be a set of n boolean variables. Then, there are (2n) k possible k-clauses over the variables V . If 0 < p < 1, then we let Form n,k,p be a random set of k-clauses obtained by including each of the (2n) k possible clauses with probability p independently. Hence, the expected number of clauses in Form n,k,p is Theorem 1. Suppose that p ≥ ln(n) 6 n −3/2 . Let ε > 0 be an arbitrarily small constant. There is a polynomial time algorithm 3-Refute that satisfies the following conditions.
-Correctness: For any MAX 3-SAT instance ϕ, the output of 3-Refute(ϕ) is an upper bound on the number of satisfiable clauses. -Completeness: If ϕ = Form n,3,p , then almost surely 3-Refute(ϕ) ≤ (7 + ε)n 3 p.
Since the number of clauses of Form n,3,p is (8 + o(1))n 3 p almost surely, 3-Refute does indeed certify almost surely that not more than a 7 8 + ε fraction of the clauses can be satisfied by any assignment. Note that the value of p required for Theorem 1 is by a factor of ln(n) 6 larger than that required by the heuristic of Feige and Ofek [9] (which does not provide strong refutation). Moreover, the following result addresses MAX 4-SAT. 4-Refute almost surely provides a certificate that not more than a 15 16 +O( 1 n √ p ) fraction of the clauses can be satisfied. The second order term O( 1 n √ p ) gets arbitrarily small as n 2 p grows. Theorem 2 applies to the same range of p as the best previously known refutation heuristics [6, 8] for 4-SAT, but provides strong refutation.
The algorithms for Theorems 1 and 2 build on and extend the techniques proposed in [6, 14] . For instance, 4-Refute constructs several graphs from the input formula ϕ = Form n,4,p . To each of these graphs, 4-Refute applies a subroutine that tries to certify that the graph has "low discrepancy"; i.e. every set of vertices spans approximately the expected number of edges. This subroutine in turn relies on computing the eigenvalues of a certain auxiliary matrix. Finally, if all graphs have passed the discrepancy check, then we conclude that the input formula ϕ does not admit an assignment that satisfies more than 15n 4 p + c 1 n 3 √ p clauses. The MAX 3-SAT algorithm for Theorem 1 proceeds similarly, but is a bit more involved. Though in contrast to [6, 14] we obtain strong refutation heuristics, the algorithms and the proofs in the present paper are considerably simpler.
The techniques that the algorithms 3-Refute and 4-Refute rely on yield heuristics for a variety of further hard computational problems, e.g. for hypergraph problems. Recall that a k-uniform hypergraph H consists of a set V (H) of vertices and a set E(H) of edges. The edges are subsets of V (H) of cardinality k. An independent set in H is a set S ⊂ V (H) such that there is no edge e ∈ E(H) with e ⊂ S. The independence number α(H) is the number of vertices in a maximum independent set. Moreover, H is called κ-colorable, if there exists κ independent sets S 1 , . . . , S κ in H such that S 1 ∪ · · · ∪ S κ = V (H). The chromatic number χ(H) is the least integer κ ≥ 1 such that H is κ-colorable.
In analogy with the Form n,k,p model of random k-SAT instances, there is the H n,k,p -model of random kuniform hypergraphs: the vertex set of H n,k,p is V = {1, . . . , n}, and each of the n k possible edges is present with probability 0 < p < 1 independently. Krivelevich and Sudakov [20] have solved the combinatorial problem of determining the probable value of the independence number and of the chromatic number of random hypergraphs. The following two theorems deal with the algorithmic problem of refuting that a 3-uniform hypergraph has a large independent set, or that a 4-uniform hypergraph is κ-colorable. Theorem 3. Let ε > 0 be arbitrarily small but fixed. Suppose that p = f /n 3/2 , where ln
There is a polynomial time algorithm 3-RefuteInd that satisfies the following conditions. Organization of the paper. We start with the algorithm 4-Refute for Theorem 2 in Section 2. 4-Refute is a bit simpler than the algorithm 3-Refute for Theorem 1, which comes in Section 3. We sketch the heuristics for Theorems 3 and 4 in Section 4.
In Section 2.2 we peresent the heuristic for Theorems 2. The main tool is a procedure for certifying that a random bipartite graph is of low discrepancy. This procedure is the content of Section 2.1.
Discrepancy in Random Bipartite Graphs
Throughout, we let V 1 = {v 1 , . . . , v n } and V 2 = {w 1 , . . . , w n } be two disjoint sets consisting of n labeled vertices each. We consider bipartite graphs G with bipartition (V 1 , V 2 ), i.e. the vertex set of G is V 1 ∪ V 2 , and all edges of G have one endpoint in V 1 , and one in V 2 . If S 1 ⊂ V 1 and S 2 ⊂ V 2 , then we let E G (S 1 , S 2 ) denote the set of edges in G that connect a vertex in S 1 with a vertex in S 2 . Furthermore, B n,p denotes a random bipartite graph obtained by including each possible edge {v i , w j } with probability p independently. The aim in this section is to prove the following proposition. 
Let G be a bipartite graph with bipartition
2. BipDisc(B n,p ) outputs "low discrepancy" almost surely.
(1) entails that the number |E G (S 1 , S 2 )| of edges from S 1 to S 2 in G deviates from its expectation |S 1 ||S 2 |p "not too much". The crucial point is that BipDisc certifies that Eq. (1) holds for all sets S 1 , S 2 .
BipDisc is based on computing the eigenvalues of a certain auxiliary matrix. Given a graph B with bipartition (V 1 , V 2 ), we let A = A(B) = (a ij ) i,j=1,...,n be the matrix with entries a ij = 1 if {v i , w j } ∈ E(B), and a ij = 0 if {v i , w j } ∈ E(B). Let J denote an n × n matrix with all entries equal to 1. Then, we let M = M (B) = pJ − A(B). Furthermore, let M = sup{ M ξ : ξ ∈ R n , ξ = 1} denote the norm of M . On input B, M can be computed in polynomial time up to an arbitrarily small additive error (e.g. by computing the largest eigenvalue of the positive semidefinite matrix M T M ). The next lemma shows what M has to do with discrepancy certification.
Lemma 6. Let B be a graph with bipartition
Sketch of proof. Let ξ i be the characteristic vector of S i , i.e. the j'th entry of ξ 1 (resp. ξ 2 ) is 1 if v j ∈ S 1 (resp. w j ∈ S 2 ), and 0 otherwise.
In the case np ≥ ln(n) 7 /n, one can show that M ≤ O( √ np) almost surely (via the "trace method" from [13] ). Hence, in this case, by Lemma 6 we could certify that (1) holds almost surely just by computing M (B n,p ) . In the case np = O(1), however, we almost surely have that M (B n,p ) = Θ(ln n), i.e. M (B n,p ) is much too large to give the bound (1). The reason is that in this case, there will be vertices of degree up to Θ(ln n) in B = B n,p (cf. [19] for a more detailed discussion). Following an idea of Alon and Kahale [3] , we avoid this problem by removing all edges that are incident with vertices whose degree is too high (at least 10np, say). This leads to the following algorithm.
Algorithm 7. BipDisc(G)
Input: A bipartite graph G = (V 1 , V 2 , E). Output: Either "low discrepancy" or "fail".
1. If the number of vertices in G that have degree > 10np is > n exp(−c 2 np), then output "fail" and halt.
Here c 2 > 0 is a sufficiently small constant (cf. Lemma 8 below). 2. If the number of edges in G that are incident with vertices of degree > 10np is larger than c 3 n 2 p exp(−c 2 np), where c 3 > 0 is a sufficiently large constant, then halt with output "fail". 3. Let G be the graph obtained from G by deleting all edges that are incident with vertices of degree > 10np.
√ np for a certain constant c 4 , then output "fail" and halt.
4. Output "G has low discrepancy".
The analysis of BipDisc is based on two lemmas.
Lemma 8.
There are constants c 2 , c 3 > 0 such that whp. B = B n,p has the following properties.
Let S be the set of all vertices that have degree
> 10np in B. Then |S| ≤ n exp(−c 2 np).
The number of edges in B that are incident with at least one vertex in S is
≤ c 3 n 2 p exp(−c 2 np).
Lemma 9.
There is a constant c 4 > 0 such that whp. the random bipartite graph B = B n,p enjoys the following property. Let B be the graph obtained from B by deleting all edges that are incident with vertices of
Lemma 8 follows from a standard computation. The proof of Lemma 9 is based on estimates on the eigenvalues of random matrices from [3] (cf. Appendix A).
Proof of Proposition 5. Let G = B n,p , and let S i ⊂ V i for i = 1, 2. Moreover, let S be the set of vertices of degree > 10np in G. Suppose that BipDisc(G) answers "low discrepancy". Then, by Lemma 6,
Moreover, because of Step 2 of BipDisc, we have
,as otherwise Step 1 would have failed. Thus, (1) holds for S 1 , S 2 . Finally, Lemmas 8 and 9 imply that BipDisc(B n,p ) outputs "low discrepancy" almost surely.
The Refutation Heuristic for 4-SAT
Throughout this section, we let V = {x 1 , . . . , x n } be a set of n propositional variables. Moreover, we assume that n 2 p ≥ c 0 for a sufficiently large constant c 0 .
Let ϕ be a set of 4-clauses over V . To employ the procedure BipDisc from Section 2.1, we construct 16 bipartite graphs G (1) , . . . , G (16) 
, where V i = V ×V ×{i} (i.e. V 1 , V 2 are disjoint copies of V ×V ). Each graph G (i) corresponds to one of the 16 possible ways to place the negation signs in a 4-clause: in G (i) , the edge {(x i 1 , x i 2 , 1), (x i 3 , x i 4 , 2)} is present iff the clause l i 1 ∨l i 2 ∨l i 3 ∨l i 4 is contained in ϕ, where l i j is either x i j orx i j , according to the negation signs in Table 1 . For instance, the edge {(x i 1 , x i 2 , 1), (x i 3 , x i 4 , 2)} is in G (7) iff the clause x i 1 ∨x i 2 ∨x i 3 ∨ x i 4 occurs in ϕ. Thus, each clause of ϕ induces an edge in one of the graphs G (i) , and each edge results from a unique clause. The algorithm for Theorem 2 is as follows.
Algorithm 10. 4-Refute(ϕ)
Input: A set ϕ of 4-clauses over V . Output: An upper bound on the number of satisfiable clauses. Table 1 . Clause types and unsatisfied clauses in the case of 4-SAT. 1 . If the number of clauses in ϕ is larger than 16n 4 p + n 3 √ p, then return the total number of clauses in ϕ as an upper bound and halt. 2. Compute the graphs G (i) for i = 1, . . . , 16 and run BipDisc(
answers "fail" for at least one i, then return the total number of clauses in ϕ and halt. 3. Return 15n 4 p + c 1 n 3 √ p, where c 1 is a sufficiently large consant.
Let us first prove that 4-Refute outputs an upper bound on the number of clauses that can be satisfied.
Lemma 11.
There is a constant c 2 > 0 such that the following holds. Let ϕ be a set of 4-clauses such that BipDisc(G (i) ) answers "low discrepancy" for all i. Then there is no assignment that satisfies more than |ϕ| − n 4 p + c 2 n 3 √ p clauses of ϕ.
Proof. Consider an assignment that sets the variables T ⊂ V to true, and F = V \ T to false. We shall bound the number of edges in the graphs G (i) that correspond to unsatisfied clauses. Let A i ⊂ V 1 and B i ⊂ V 2 be the sets defined in Table 1 for i = 1, . . . , 16. Then, in the graph G (i) , the edges corresponding to unsatisfied clauses are precisely the A i -B i -edges. Thus, invoking Proposition 5, we have the following bound on the number of unsatisfied clauses:
where c 2 , c 3 are suitable constants.
Proof of Theorem 2. The correctness claimed in the theorem follows from Lemma 11. Since by Chernoff bounds (cf. [18, p. 26] ) the total number of clauses in Form n,4,p is at most 16n 4 p + o(n 3 √ p) almost surely, the completeness follows from Proposition 5.
Remark 12.
Though this issue is not addressed explicitly in that paper, a strong refutation heuristic could also be obtained from the techniques presented in [6] . However, the approach in the present paper has some advantages. First of all, the algorithm is much simpler both to execute and to analyze. Secondly, the bound on the number of satisfiable clauses that could be obtained using the techniques in [6] is not as precise as those obtained in Theorem 2. Indeed, the approach in [6] can only be used to show that the fraction of satisfiable clauses is ≤ 15 16 + ε for an arbitrarily small but fixed ε > 0. By contrast, the Theorem 2 gives a the bound
where the second order term tends to 0 as n 2 p grows.
Random MAX 3-SAT
While our refutation heuristic for 4-SAT is based on certifying that certain (bipartite) graphs are of low discrepancy, the heuristic for 3-SAT needs to certify that a couple of triple systems are of low discrepancy. In Section 3.1, we describe the procedure for certifying low discrepancy in triple systems. Then, in Section 3.2, we show how to employ this procedure in order to refute MAX 3-SAT strongly.
Discrepancy in Triple Systems
Let V = {x 1 , . . . , x n } be a fixed set of cardinality n. In this section, we consider triple systems over V , i.e.
For 0 < p < 1, we obtain the random triple system S n,p by including each triple in V 3 with probability p independently. The aim of this section is to prove the following propostion.
Proposition 13.
For each ε > 0 there is a polynomial time algorithm TripleDisc ε that satisfies the following conditions.
-For each triple system S ⊂ V 3 the output of TripleDisc ε (S) is either "low discrepancy" or "fail". If the output is "low discrepancy", then S has low discrepancy w.r.t. ε. -If p ≥ ln(n) 6 n −3/2 , then the output of TripleDisc ε (S n,p ) is "low discrepancy" almost surely.
To certify that the triple system S ⊂ V 3 is of low discrepancy, the algorithm TripleDisc constructs three projection graphs G ij , 1 ≤ i < j ≤ 3. The vertex set of G ij is V , and the edge {x, y} is present in G ij iff there is a triple (z 1 , z 2 , z 3 ) ∈ S with x = z i and y = z j , or x = z j and y = z i . Thus, if S = S n,p , then the edge {x, y} is present in G ij with probability p ∼ 2np independently of all other edges, so that G ij is distributed as a binomial random graph G n,p .
We say that a graph G = (V, E) has low discrepancy w.r.t. ε if for all X ⊂ V of cardinality εn ≤ |X| ≤ (1 − ε)n we have
where E G (X) is the set of edges in G with both endpoints in X, and E G (X, Y ) is the set of edges in G with one endpoint in X and the other in Y . One ingredient to the algorithm TripleDisc for Proposition 13 is to certify that the graphs G ij are of low discrepancy. The following lemma provides us with a polynomial time algorithm for this problem.
Lemma 14.
Let ε > 0. Suppose that p ≥ 1/n 1/2 . There is a polynomial time algorithm A that satisfies the following conditions.
-Correctness: For any graph G = (V, E), the output of A(G) is either "low discrepancy" or "fail". If the output is "low discrepancy", then G has low discrepancy w.r.t. ε. -Completeness: If G = G n,p , then the output of A(G) is "low discrepancy" almost surely.
The proof of Lemma 14 is based on the relationship between graph discrepancy and eigenvalues (cf. [5] ) and results on the eigenvalues of random symmetric matrices [13] .
In order to certify that the triple system S has low discrepancy, it is, however, not sufficient to check that the projection graphs G ij are of low discrepancy. Therefore, in addition to the projection graphs, one could consider the product graph G π = (V × V, E π ), which is defined as follows: an edge {(a 1 , b 1 ), (a 2 , b 2 )} is in E π iff there exists a z ∈ V such that there are two different triples (a 1 , a 2 , z), (b 1 , b 2 , z) ∈ S. Note that in contrast to the projection graphs G ij , the product graph G π is not distributed as a binomial random graph (the edges do not occur independently). If the projection graphs G ij and the product graph G π all have low discrepancy, then S is of low discrepancy as well.
However, for the values of p in Proposition 13, we do not know a direct way to derive bounds on the eigenvalues of the adjacency matrix of the product graph (e.g. it seems difficult to apply the methods in [3, 8, 14] ). Therefore, instead of dealing with the product graph and its adjacency matrix, we consider the matrix A = A(S, p) defined as follows. For 0 < p < 1 and c 2 ) . Since A is symmetric and real-valued, the matrix has n 2 real eigenvalues λ 1 ≥ · · · ≥ λ n 2 . We let A = max{λ 1 , −λ n 2 } signify the norm of A.
If S ⊂ V 3 , x ∈ V , and i ∈ {1, 2, 3}, then the degree of x in slot i is d x,i = |{(z 1 , z 2 , z 3 ) ∈ S : z i = x}|. We say that S is asymptotically regular if d x,i = (1 + o(1))n −1 |S| for all x, i. Equipped with these definitions, we can state the following sufficient condition for S being of low discrepancy.
Lemma 15.
Let f = pn 3/2 , and suppose that ln 6 n ≤ f = o(n 1/2 ). If S is a triple system that satisfies the following four conditions, then S is of low discrepancy w.r.t. ε > 0.
S is asymptotically regular. 3. The three projection graphs of S are of low discrepancy with respect to
The proof can be found in Appendix B. As by Lemma 14 we can check in polynomial time whether the conditions in Lemma 15 hold, we obtain the following algorithm.
Algorithm 16. TripDisc ε (S)
Input: A set S ⊂ V 3 . Output: Either "low discrepancy" or "fail". In order to prove Proposition 13, it remains to establish that the algorithm is complete. A standard application of Chernoff bounds (cf. [18, p. 26] ) shows that the random triple system S = S n,p with p as in Proposition 13 satisfies Conditions 1-2 in Lemma 15 almost surely. Moreover, the third condition holds almost surely by Lemma 14. Thus, it suffices to show that Condition 4 holds almost surely. The rather technical proof of the following lemma is based on the trace method from [13] (cf. Appendix C).
Lemma 17.
Let f ≥ ln(n) 6 , and let p = f n −3/2 . If S = S n,p , then A = A(S, p) ≤ ln 5 n · f almost surely. Table 2 . Clause types and unsatisfied clauses in the case of 3-SAT.
The Refutation Heuristic for 3-SAT
Let ϕ be a set of 3-clauses over the variable set V = {x 1 , . . . , x n }. To apply the procedure TripDisc from Section 3.1, we construct 8 triple systems S (1) , . . . , S (8) ⊂ V 3 from ϕ, each corresponding to one of the 8 possible ways to set the negation signs in a 3-clause. In the triple system S (i) , the triple (x i 1 , x i 2 , x i 3 ) ∈ V 3 is present iff the clause l i 1 ∨l i 2 ∨l i 3 occurs in ϕ, where either l i j = x i j or l i j =x i j , according to the negation signs for the clause types in Table 2 . For instance, in S (3) the triple (
Thus, the clauses in ϕ and the triples in S (1) , . . . , S (8) are in one-to-one correspondence.
Algorithm 18. 3-Refute(ϕ, ε)
Input: A set ϕ of 3-clauses over V . Output: An upper bound on the number of satisfiable clauses.
1. Compute the triple systems S (i) and run TripDisc ε/8 (S (i) ) for i = 1, . . . , 8. If the output is "fail" for at least one i, then return the total number of clauses in ϕ as an upper bound and halt. 2. Return (7 + ε)n 3 p. Table 2 instead of Table 1 , we can prove Theorem 1 using a similar argument as in the proof of Lemma 11.
Finally, considering

Remark 19.
Though it is not stated explicitly in that paper, the approach in [14] can be used to obtain a strong refutation heuristic that certifies that at most a ( 7 8 + ε)-fraction of the clauses can be satisfied almost surely. However, the methods in [14] only apply to somewhat bigger values of the clause probability p (namely, p ≥ n −3/2+δ , δ > 0 fixed) than those addressed in Theorem 1. Furthermore, the algorithm and the analysis that we have presented in the present paper are considerably simpler.
Hypergraph Problems
Let H = (V, E) = H n,4,p be a random 4-uniform hypergraph with vertex set V = {1, . . . , n}. Let κ be an integer, and suppose that p ≥ c 0 κ 4 n −2 for a sufficiently large constant c 0 . The algorithm 4-RefuteCol for Theorem 4 is randomized. On input H, the algorithm obtains a set S ⊂ V 4 of ordered 4-tuples as follows (recall that the edges E are not ordered). If e = {x 1 , x 2 , x 3 , x 4 } ∈ E, then there are 4! = 24 possibilities to order the vertices x 1 , x 2 , x 3 , x 4 . Let T (e) be the set of the 24 possible ordered tuples. Letting p 0 = 1 − (1 − p) 1/24 , we choose the set ∅ = X e ⊂ T (e) of tuples that we include into S to represent e according to the distribution
Thus, each edge e ∈ E gives rise to at least one tuple in S. The choice of the sets X e is independent for all e ∈ E. Furthermore, we include each tuple (x 1 , x 2 , x 3 , x 4 ) ∈ V 4 such that |{x 1 , x 2 , x 3 , x 4 }| < 4 into S with probability p 0 independently. A trite computation shows that if H = H n,4,p , then the resulting set S = S(H) of 4-tuples is distributed so that every possible 4-tuple in V 4 is present with probability p 0 independently.
be two disjoint copies of V . Having computed S = S(H), 4-RefuteCol constructs a graph G with bipartition (V 1 , V 2 ) in which the edge { (x 1 , x 2 , 1), (x 3 , x 4 , 2)} is present iff (x 1 , x 2 , x 3 , x 4 ) ∈ S. If H = H n,4,p , then G is a random bipartite graph B n 2 ,p 0 . To this graph G, 4-RefuteCol applies the procedure BipDisc. If BipDisc answers "low discrepancy", then 4-RefuteCol answers "H is not κ-colorable". Otherwise, the output is "fail".
To prove the correctness of the algorithm, consider an independent set I of H, and let I 2 ) = ∅. Hence, if BipDisc(G) outputs "low discrepancy", then (1) implies that #I < n/κ (provided that c 0 is large enough), so that χ(H) > κ. The completeness follows from Prop. 5.
The heuristic 3-RefuteInd(H) for Theorem 3 transforms the hypergraph H into a triple system using in a similar manner as 4-RefuteCol (cf. Section 4). Then, 3-RefuteInd(H) applies the procedure TripleDisc.
A Proof of Lemma 9
Given a graph G with bipartition (V 1 , V 2 ) , we let G be the graph obtained from G by deleting all edges that are incident with vertices of degree > 10np in G. Furthermore, we let A = A(G ) be the n × n-matrix whose ij'th entry is 1 if v i , w j are adjacent in G , and 0 otherwise. We need the following lemma from [3] (Lemma 3.3 in that paper).
The next lemma shows that e = 1 −1 1 is "almost" an eigenvector of A almost surely.
Proof. Letting d v denote be the degree of v ∈ V 1 in the graph G and d v the degree of v in G, we have
Since d v is binomially distributed with parameters n and p, we conclude that
Furthermore, as the random variables d v are mutually independent, the variance of X is
. Therefore, Chebyshev's inequality entails that
thereby proving the lemma.
Proof of Lemma 9. Let G = B n,p . By Lemma 20 and Lemma 21 we may assume that
because Jξ = 0. Further,
Combining (2) and (3), we obtain α = O( √ np). Finally,
B Proof of Lemma 15
Let S = S n,p be a random triple system with p = f /n 3/2 and f ≥ ln 6 n as well as f = o(n 1/2 ). Let X be an arbitrary subset of V with |X| = αn and ε ≤ α ≤ 1 − ε and Y = V \ X. For z ∈ V let M z = (X, X, {z}) and M = {(B, C) | B, C ∈ M z for a z ∈ V , and B = C},
We proceed in two steps.
Step 1: We show that asymptotically m = α 4 f 2 n 2 = α 4 s 2 /n.
Step 2: We show that asymptotically |(X, X, X)| = α 3 s.
From
Step 2 the claim follows: By low discrepancy of the projections of S we have asymptotically that
and we get 
C Proof of Lemma 17
Remember A has the following definition. For 0 < p < 1 and b 1 , b 2 , z ∈ V we let
.
Each possible triple occurs in S with probability p. Therefore we have that for all
We need this later on. Let λ 1 ≥ . . . ≥ λ n 2 be the eigenvalues of A. Let λ denote the norm A = max{λ 1 , −λ n 2 } of A. The trace of any matrix is the sum of the elements on the main diagonal of A and we have
for any integer k ≥ 1. As the Eigenvalues of A are all real we have for even k that
and therefore especially that
. We show below that there exists an even k = k(n) that
in this case Markov's inequality implies that
which is the lemma. We proceed to show (10) . We have
In case we have an 1 ≤ i < k such that (b i , b i+1 ) = (c i , c i+1 ) or in case we have (b k , b 1 ) = (c k , c 1 ) the whole product of the a's evaluates to 0. We ignore these cases in the sequel and assume that
The definition of the a's yields
Performing the multiplications between the brackets we get 2 k terms X j and
where each X j has the appearance 
This sum can be shortened to
Fix B with |B| = b, Z with |Z| = z, and let X j = B β 1 · B γ 1 · . . . · B β k · B γ k be a term corresponding to B and Z. We show if z > k/2 or b > k + 2 then there exists a factor B δ inside X j which occurs only once. In this case we have that E[X j ] = 0 by (9) as this B δ is independent from the remaining factors of X j . Going along X j from left to right there are exactly z slots where an element from Z occurs for the first time. At each such slot we get 2 B's which do not occur to the left in X j . Thus we get at least 2z different B's in X j . In order that each of these 2z B's occurs at least twice in X j we must have that 2k ≥ 4z or z ≤ k/2.
Again we go from left to right over X j . The first two B-factors can use maximally 4 elements from B for the first time. All the remaining B-factors use at most two elements from B for the first time. This is because two elements are already determined by the predecessor. Thus except for the first two B-factors we need at least b − 4 different B-factors. Altogether we need at least 2 + (b − 4) = b − 2 different B-factors. Again we must have that 2(b − 2) ≤ 2k or b ≤ k + 2 in order that each of these different B-factors occurs at least twice in X j .
Let B α be a factor which occurs exactly r-times with r ≥ 2 in X j . Then we have that which is independent from X j , B, and Z. Therefore we only need to show that Given b, each B with |B| = b is obtained at least once by first picking a subset of b elements from V , ≤ n b possibilities to choose, and second by placing the elements picked into 2k slots, ≤ b 2k possibilities. As we can assume b ≤ 2k we have at most n b (2k) 2k possibilities. Similarly we can bound the number of sequences Z with |Z| = z by n z z k and for z ≤ k we get a bound of n z k k . Therefore we have We calculate next that n b+z · (2p) max{2z,b−2} ≤ (2f ) max{2z,b−2} · n 2 .
First, let 2z > b − 2 then we have that b ≤ 2z + 1 and n b+z · (2p) max{2z,b−2} ≤ n 3z+1 (2p) 2z = n 3z+1 (2f n 1/2 /n 2 ) 2z = n(2f ) 2z .
Second let b − 2 ≥ 2z then z ≤ b/2 − 1 and we get n b+z · (2p) max{2z,b−2} ≤ n b+b/2−1 (2p) b−2 = n b+b/2−1 (2f n 1/2 /n 2 ) b−2 = n 2 (2f ) b−2 .
As b ≤ k + 2 and z ≤ k/2, we have max{2z, b − 2} ≤ k and we need to show
There is no restriction on k by now and we pick k as the smallest even integer ≥ ln n. For n sufficiently large we now get
which yields (11) and the lemma.
