Abstract : This paper deals with a software modification strategy allowing on-line detection of transient errors. Being based on a set of rules for introducing redundancy in the high-level code, the method can be completely automated, and is therefore particularly suited for low-cost safety-critical microprocessor-based applications. Experimental results are presented and discussed, demonstrating the effectiveness of the approach in terms of fault detection capabilities. .
I. INTRODUCTION
The increasing popularity of low-cost safety-critical computer-based applications in new areas (such as automotive, biomedical, telecontrol) requires the availability of new methods for designing dependable systems. In particular, in the new areas where computerbased dependable systems are currently being introduced, the cost (and hence the design and development time) is often a major concern, and the adoption of commercial hardware (e.g., based on Commercial Off-The-Shelf or COTS products) is a common practice. As a result, for this class of applications software fault tolerance is an extremely attractive solution, since it allows the implementation of dependable systems without incurring the high costs coming from designing custom hardware or using hardware redundancy. On the other side, relying on software techniques for obtaining dependability often means accepting some overhead in terms of increased code size and reduced performance. However, in many applications, memory and performance constraints are relatively loose, and the idea of trading off reliability and Philippe Cheynet is with TIMA laboratory, 46 av. Félix Viallet, 38031 Grenoble, France (telephone: +33 476574628, e-mail: philippe.cheynet@imag.fr). Bogdan Nicolescu is with TIMA lab. (telephone: +33 476574628, e-mail: bogdan.nicolescu@imag.fr). Raoul Velazco is with the CNRS (French Agency of Scientific Research). He is the head of "Circuit Qualification" research group at TIMA (telephone: 33 4 7657 46 89, e-mail: raoul.velazco@imag.fr Maurizio Rebaudengo is with the Dip. di Automatica e Informatica of Politecnico di Torino, corso Duca degli Abruzzi 24, I-10129 Torino, Italy (telephone: +39 011 564 7069 e-mail reba@polito.it). Matteo Sonza Reorda is with the Dip. di Automatica e Informatica of Politecnico di Torino (telephone: +39 011 564 7055 e-mail sonza@polito.it). Massimo Violante is with the Dip. di Automatica e Informatica of Politecnico di Torino, (telephone: +39 011 564 7092 email violante@polito.it).
speed is often easily acceptable. Finally, when building a dependable system, designers need simple and reliable mechanisms for assessing whether the whole system has the required dependability properties, and any solution able to provide by construction the desired fault detection rate is warmly welcome.
Several approaches have been proposed in the past to achieve fault tolerance (or just safety) by modifying the software, only. The proposed methods can mainly be categorized in two groups: those proposing the replication of the program execution and the check of the results (e.g., Recovery Blocks [1] and N-Version Programming [2] ) and those based on introducing some control code into the program (e.g., Algorithm Based Fault Tolerance (ABFT) [3] , Assertions [4] , Code Flow Checking [5] ). None of the mentioned approaches is at the same time general (in the sense that it can be used for any application, no matter the algorithm it implements) and automatic (in the sense that it does not rely on the programmer skill for its effective implementation). Therefore, none of the above methods is suitable for the implementation of low-cost safety-critical microprocessor-based systems.
To face the gap between the available methods and the industry requirements, we propose a new approach which is based on introducing data and code redundancy according to a set of transformations performed on highlevel code for detecting errors affecting both data and code. The first idea implemented by the proposed transformation rules is that any variable used by the program must be duplicated and the consistency between the two copies must be verified after any read operation on the variable. In this way, any fault affecting the storage elements containing the program data is detected. The second idea is that any operation performed by the program must be repeated twice and the results of the two executions must be verified for coherency. In this way any fault affecting the storage elements containing the code or the processor executing the program is detected. Finally, some rules are proposed to verify that the execution flow is the expected one. The main novelty of this strategy lies in the fact that is based on a set of simple transformation rules, so their implementation on any high-level code can be completely automated. This frees the programmer from the burden of guaranteeing the application robustness against errors and drastically reduces the costs for its implementation.
The approach presented in this paper is intended to face the consequences of errors originating from transient faults, in particular those caused by charged particles hitting the circuit [6] . This kind of fault is increasingly likely to occur in any integrated device due to the continuous improvements in the VLSI technology, which reduces the size of the capacitance storing information and increases the operating frequency of circuits. The result is a significant increase in the chance that particles hitting the circuit can introduce a misbehavior.
Notice that in this paper we do not consider the issue of eliminating software bugs. We assume that the code is correct, and the faulty behavior is only due to transient faults affecting the system.
Being based on modifying the high-level code, only, the method is completely independent on the underlying hardware, it does not require any hardware duplication or modification (apart from some overhead in the required memory), and it possibly complements other already existing error detection mechanisms.
To provide the reader with experimental evidence of the effectiveness of the method, we developed a prototypical tool implementing the transformation rules and applied it to some simple benchmark application programs. We then performed a set of fault injection experiments to quantitatively evaluate the fault detection capabilities of the modified code. For the purpose of the experiments we performed, we focused on a particular error type, called upset or bit-flip, which results in the modification of the content of a memory cell within a circuit. This perturbation is the result of the ionization provoked by either incident charged particles or daughter particles created from the interaction of energetic particles (i.e., neutrons) and atoms present in the silicon substrate. However, the method we propose is able to detect a much wider set of transient errors, e.g., those affecting combinational blocks of logic, or affecting multiple memory bits at the same time. The experimental results we gathered show that the method is able to detect any error affecting the data, while the coverage is over 99% for faults affecting the code.
The paper is organized as follows. Section 2 outlines the transformation rules, and provides some examples of modified code. Section 3 describes the fault injection environment we exploited for gathering the experimental results, which are presented in Section 4. Section 5 draws some conclusions.
II. TRANSFORMATION RULES
In this section we describe the basic ideas behind a set of transformation rules to be applied to the high-level code. These transformations introduce data and code redundancy, which allow the resulting program to detect possible errors affecting storage elements containing data or code. To preserve the redundancy introduced in the hardened program, compiler optimization flags should be disabled.
The transformation rules described in the following were first introduced in reference [7] , where preliminary results obtained through fault injection experiments are presented. All the examples are made on C programs, although rule principles are not limited to this programming language and can be easily extended to other languages.
A. Transformations targeting faults affecting data
The idea behind this class of rules is to duplicate every variable in the program and to check for the consistency of the two copies after each read operation on the variable. As an example, Fig. 1 reports the code, in both the original and modified versions, implementing a sum operation between two variables. The error() procedure is in charge of signaling the presence of an error. Every fault occurring during program execution can be detected as soon as the variable becomes the source operand for an instruction. Errors affecting variables after their last usage are not detected, since they are guaranteed not to modify the program behavior.
The reader should note that the above class of transformation rules is able to detect any error affecting the circuit's memory elements, no matter the number of affected bits and the real location of the storage element (e.g., processor register, cache element, memory cell).
B. Transformations targeting faults affecting code
To detect faults affecting the code, we exploit two ideas. The first is to execute any operation twice, and then verify the coherency of the resulting execution flow. Since most operations are already duplicated due to the application of the rules introduced in the previous subsection, this idea mainly requires the duplication of the jump instructions. In the case of conditional statements, this can be accomplished by repeating twice the evaluation of the condition, as illustrated by the example in Fig. 2 .
Original version
Modified version The second principle aims at detecting those faults modifying the code so that incorrect jumps are executed (either by transforming an instruction into a jump instruction, or by modifying the operand of an existing jump instruction), resulting in a faulty execution flow. This is obtained by associating an identifier to each basic block in the code. An additional instruction is added at the beginning of each block of instructions. The added instruction writes the identifier associated to the block in an ad hoc variable (named global execution flag, or gef), whose value is then checked for consistency at the end of the block. Fig. 3 reports an example of application of this rule.
Modified version {/* begin of basic block */ … }/* end of basic block */ {/* begin of basic block #371 */ gef = 371; … if(gef!=371) error(); }/* end of basic block */ The entire approach is summarized in Fig. 4 . For the purpose of this figure, statements were divided in two types:
• statements affecting data exclusively.
• statements affecting the execution flow.
On the other hand, faults can be divided in two types depending on the way they transform the program:
• faults changing a data or an instruction without changing the code execution flow • faults changing the execution flow.
Statements affecting data, only
Statements affecting the execution flow Faults that do not change the execution flow
• Rule #1: every variable x must be duplicated:
let x1 and x2 be the names of the two copies • Rule #2: every write operation performed on x must be performed on x1 and x2 • Rule #3: after each read operation on x, the two copies x1 and x2 must be checked for consistency, and an error detection procedure should be activated if an inconsistency is detected.
Faults changing the execution flow
• Rule #6
1.The basic blocks composing the code are identified 2.an integer value k i is associated with every basic block i in the code 3.a global execution check flag (gef) variable is defined; a statement assigning to gef the value of k i is introduced at the very beginning of every basic block i; a test on the value of gef is also introduced at the end of the basic block.
• Rule #4: For every test statement the test is repeated at the beginning of the target basic block of both the true and (possible) false clause. If the two versions of the test (the original and the newly introduced) produce different results, an error is signaled.
• Rule #5: an integer value k j is associated with any procedure j in the code • Rule #6: immediately before every return statement of the procedure, the value k j is assigned to gef (see rule #6); a test on the value of gef is also introduced after any call to the procedure. 
III. EVALUATING THE EFFICIENCY OF THE PROPOSED APPROACH
In this section we outline the environment that we set up to evaluate the effectiveness of the proposed software hardening method. In particular, Sub-section III . A describes the prototypical tool performing the automatic implementation of the transformation rules on C language programs, while Sub-section III.B describes the fault injection environment that we exploited to evaluate the fault detection capabilities of the modified programs. 
A. Transformation tool
We built a prototypical tool able to automatically implement the above transformation rules. The tool can potentially work on any program in C language, although some limitations of the current version can prevent its application when some unsupported features are used. The tool has been developed by means of the Bison and Flex freeware compiler construction tools developed in the frame of the GNU Project [8] and comprises about 4,800 lines of C code.
B. The fault injection environment
In order to assess the effectiveness of the proposed transformation rules, we resorted to a set of fault injection campaigns. They have been performed on a prototypical board (called in the following Transputer board) which has been originally designed for carrying out the injection of upset-like transient faults. This board, developed at TIMA laboratory within the frame of the MPTB international satellite project 1 , was initially designed to provide evidence of the intrinsic robust tolerance of digital artificial neural networks. The satellite carrying MPTB boards was launched at the end of 1998 and is still operational. Further details about the results obtained by this project can be found in [9] .
The Transputer board mainly includes:
• a T225 transputer (a reduced instruction set microprocessor with parallel capabilities). The T225 is the main core of the board, being in charge of all the operations related with data transfer to/from the user and the implementation of test programs; • a 4 Kbyte PROM, containing the executable code of the programs related with the operation of the board (boot, result transfer, program loading) • a 32 Kbyte SRAM, used for the storage of T225 program workspaces, programs and data. The last 2 Kbytes are reserved to data transfer to/from the user;
• an anti-latchup circuit, for the detection of abnormal power consumption situations and the activation of the corresponding recovering mechanisms;
• a watch-dog system, refreshed every 1.5 seconds by the T225, which has been included in order to avoid system crashes due to events arising on critical targets such as the T225 internal memory cells (registers or flip-flops) or the external SRAM memory areas associated to the program modules (process workspaces). actual applications executing in a radiation environment, we performed the injection of single faults on randomly selected bits belonging to the code and data area. The injection mechanism is implement by a dedicated process, which runs in parallel with the tested program. The two programs (the injection program and the program under test) are loaded in the prototype board memory and launched simultaneously. The injection program waits for a random duration, then chooses a random address and a random bit in the memory area used by the program under test and inverts its value. After each injection, the behavior of the program is monitored, the fault is classified, and the results are sent to the PC acting as a host system. The adopted technique allows performing injection experiments with a low degree of intrusiveness. It adds about 400 bytes of additional code (for injection purposes) to the program under test. Moreover, thanks to the T225 features, the time spent during context switching between the injection and the application process (and therefore the time overhead for injecting faults) is negligible.
IV. EXPERIMENTAL RESULTS

A. Fault injection experiments
The experiments we performed are based on carrying out extensive fault injection sessions on three benchmark programs: • Evaluation of the overhead in terms of slow-down with respect to the original version by running the original and modified codes with the same input values on the Transputer board described in Subsection III.B. The figures we measured range from 2.1 to 2.5 times for the three benchmark programs.
• Realization of two fault injection sessions for each benchmark: one on the original version of the program, the other on the modified one. Each fault injection session is split in two experiments. During the first one, faults are injected in the memory area containing the code; during the other, faults are injected in the memory area containing the program data. The number of faults injected in each session was 1,000 for the original version of the programs. In the modified version we injected a number of faults obtained by multiplying 1,000 by the memory size increase factor, thus accounting for the higher probability that a fault affects the memory. Faults were classified in the following categories according to their effects on the program:
• Effect-less: The injected fault does not affect the program behavior.
• Software detection: The rules presented in Section II detect the injected fault.
• Hardware detection: The fault triggers some hardware mechanism (e.g., illegal instruction exception, watch dog).
• No answer: The program under test triggers some time-out condition, e.g., because it entered an endless loop.
• Wrong answer: The fault was not detected in any way and the result is different from the expected one.
Obviously, the goal of any fault detection mechanism is to minimize the number of faults belonging to the last category. Table I and Table II report the results of fault injection experiments performed on the memory area containing the code and the data, respectively. Due to the increase in the code and data size, the number of effect-less faults significantly increases in all cases. The hardware detection mechanism implemented by the Transputer processor (a watch-dog) accounts for the relatively high number of faults affecting the code which are detected in this way.
The main observation issued from the analysis of these results is that the number of undetected faults producing wrong program results is nearly reduced to zero when faults affecting the code are considered. Indeed, 45.5% of faults injected in the original program induced wrong answers, while for the modified code, while for the modified code less than 10% of such faults were observed. When faults affecting the data are considered, they are all detected in the modified program. Note that for the original program around 80% of faults injected on data areas led to wrong program results.
From these experiments we can conclude that only a few of injected faults (around 0.2% in the average) escaped the software detection mechanisms. The effectiveness of the proposed method for upset fault detection is thus proved. 
B. Radiation testing results
To get more confidence on the approach efficiency, we performed preliminary radiation testing with an equipment based on a Californium fission decay source (available at ONERA/DESP, Toulouse, France). It is important to note that during these tests, only the Transputer board program memory was exposed to the effects of the particles issued from the Cf252 fission. Due to schedule constraints, only one of the benchmark programs, the matrix program, was used during the radiation experiments. The goal was to collect experimental data about the number of upsets detected by the implemented software rules and to identify possible upsets escaping these rules. Table III reports the obtained results. To allow an easy comparison of radiation data with fault injection data, we have included results of a fault injection experiment having approximately the same number of upsets. The analysis of these data can be summarized as follows:
• About one half of the upsets were innocuous for the matrix multiplication program.
• Among the remaining upsets 86% were detected by the implemented software mechanisms.
• Around 5% of upsets triggered the hardware detection mechanisms.
• About 2% of the total number of upsets proved to be undetected. Although this number still remains very small in absolute, it corresponds to a measured escape rate about 8 times higher than the one obtained with the fault injection experiments. We are currently performing an in-depth analysis of the results to provide an explanation of this phenomenon.
• Very few upsets led the program to no answer situations. Comparison between data obtained from fault injection experiments and from radiation testing for the modified matrix multiplication program.
The comparison of fault injection data to radiation testing results, put in evidence the effectiveness of the studied approach. Nevertheless, more complete ground testing is needed to draw firm conclusions about the suitability of the studied technique for guaranteeing safe operation of critical applications. Indeed, the adopted fault injection approach do not accurately reproduce real upsets occurring under radiation (e.g., faults cannot be injected during the execution of an instruction).
V. CONCLUSIONS
We described a new technique for attaining safety in a microprocessor-based application. The technique is exclusively based on modifying the application code and does not require any special hardware requirement. Since it is based on simple transformation rules to be applied to the high-level code, the method can be easily automated and is completely independent of the underlying hardware. We recently performed more extensive fault injection experiments to support this claim, whose results can be found in [10] . The experimental results reported in this paper, gathered by performing fault injection experiments as well as radiation testing on both the original and the hardened version of a set of benchmark programs, show that the method is very effective in reaching a high fault detection level. As a consequence, we can conclude that the method is suitable for usage in those low-cost safety-critical applications, where the high constraints it involves in terms of memory overhead (about 4 times) and speed decrease (about 2.5 times) can be balanced by the low cost and high reliability of the resulting code.
We are currently working to evaluate the proposed approach on some real industrial applications. At the same time, a new version of the rules is under study to reduce both the overheads and the escape rate and to detect a wider range of errors.
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