Compressor performance prediction models, based on integral conservation of mass, momentum and energy with empirical loss terms, are important tools in early design stages. Two such models from literature are compared to numerical results for an automotive turbocharger radial compressor with a vaneless diffuser and a volute. Results show that these models are less accurate than fully three-dimensional numerical RANS CFD calculations at low impeller speeds and choke, but can compete at high impeller speeds. Of the two impeller models, one gives a more accurate prediction than the other. The diffuser and volute models investigated here show large differences to the CFD calculations at off-design conditions. A comparison of the impeller loss terms to CFD entropy increase indicates also possibilities for improvement in the impeller models.
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INTRODUCTION AND BACKGROUND
Fast and reliable zero-(0D) and onedimensional (1D) performance prediction models for centrifugal compressors are important tools in compressor design. Their main advantages are fast computation time and a relatively low number of input parameters. These make them suited for early design optimization tasks and when they are part of a larger system, such as a boosting system for an internal combustion engine. Performance prediction models exists in several degrees of the level of detail. A common way to classify them, as described e.g. in Japikse (2009) , Harley et al. (2013) and Schneider et al. (2015) , is by the number of flow zones assumed in the impeller. The number of zones varies from zero to two. Models which calculate a global compressor performance without any break-down into components such as impeller, diffuser, or volute are then classified as zero-zone (called 'data-driven global model' in Japikse (2009) ). An example is the model by Casey and Robinson (2013) , where the compressor map is estimated from the dimensionless flow coefficient, work coefficient, and blade Mach number at design point. This is done by assuming that well-designed compressors for a common purpose (e.g. turbocharging) will have similar designs, and thus the efficiency and work coefficient at other points in the map can be extrapolated from already existing designs. Single-zone models treat the impeller flow as an average flow, usually between an inlet station and an outlet station. The work input can be calculated from the conservation of rothalpy. Empirically estimated loss terms are subtracted, with different terms for different types of losses. Common sets of loss terms are presented in the works by Galvas (1974) , Oh et al. (1997) , Gravdahl and Egeland (1999) , and Aungier (1995) . The sets described by Aungier and Oh et al. will also be used in this paper. Two-zone models are based on the jet-wake model by Dean and Senoo (1960) for rotating diffusers, consisting of a loss-free jet at the pressure side due to the Coriolis acceleration, and a wake with losses along the blade suction side. The conservation of mass, momentum, and energy is calculated separately for both flows, and the loss terms are subtracted. Compared to single-zone models, additional input is needed, namely the relative size of the jet and wake flows. It can be specified as a mass flow fraction or as a velocity ratio as proposed by van den Braembussche (2013) . Mixing between these two occurs at the impeller exit. The impeller flow can also be estimated using an analogy to two elements in series (TEIS) as proposed by Japikse et al. (2006) . The two elements are either nozzles or diffusers, depending on the mass flow and rotational speed. This way, the extensive experimental data in the literature on diffuser flow can be applied to centrifugal compressor impellers.
The predictive value of single-zone models have been validated using experimental data. Table 1 gives an overview over the impeller size and design flow parameters used in the studies. Oh et al. (1997) compare their model to two different compressors: the measurements by Eckardt (1975 Eckardt ( , 1976 , as well as their own KIMM impeller. In Aungier (1995) , the dimensions and work coefficients of the compressors for validation are not given. The flow coefficients are in the range φ = 0.012...0.159, and the blade tip Mach numbers in the range Ma 2 = 0.5...1.38. It is further reported that the agreement of the model is 'generally excellent' for a hundred tested different designs, while it is described as 'good' for turbocharger stages of pressure ratios up to 4.2 (attributed mainly to uncertainty in the measurements). As one can see from these dimensions, the compressors are relatively large compared to e.g. automotive turbocharger compressors. It would therefore be interesting to investigate how a set of loss models performs for a small turbocharger compressor.
Earlier work in this area has been done by Harley et al. (2013) , Schneider et al. (2015) , and Sundström et al. (2016) . Harley et al. compare the single-zone loss model collections by Galvas (1974) , Oh et al. (1997), and Aungier (1995) The wake size is estimated by iterating through relative flow angles at the impeller exit, with a fixed jet-wake velocity ratio of ν = 0.2. A minimum wake size is imposed through the diffusion ratio; its value is derived from CFD data. The CFD wake is defined as having a lower entropy than the mass average at this station (i.e. the impeller outlet). The authors find that the error in total pressure ratio prediction of the analytical model is of the same order of magnitude as the one of the CFD calculation.
In Sundström et al. (2016) , the loss model set by Gravdahl and Egeland (1999) is compared to Large Eddy Simulation data for a truck-sized turbocharger compressor with ported shrouds. This loss model set contains fewer variable terms than the other sets discussed here, with many losses assumed to be constant. The authors find that the ported shroud has a significant effect on the loss accounting. Many impeller losses are incorporated into the mixing of port backflow and inlet flow at mass flows lower than the design point. These can be estimated using an isobaric mixing process. This paper builds onto the previous research by attempting to compare the different impeller model loss types to CFD results. Its structure is as follows: First, the compressor and the numerical setup are described. The loss coefficients for the impeller, diffuser, and volute are compared to their respective counterparts from CFD. Then, the assumptions made to be able to compare impeller loss models and CFD results are described. The different impeller losses are compared to CFD losses. Finally, the paper is concluded.
COMPRESSOR AND NUMERICAL SETUP
The compressor used in this analysis is part of a passenger car turbocharger. Its geometrical properties of the compressor used are given in Tab. 2. Experimental data from hot gas stand measurements was supplied by BorgWarner. The measure- ments were carried out according to the SAE (1995) Turbocharger Gas Stand Test Code for the full compressor including impeller, diffuser, and volute. Measurement accuracies are conforming to the requirements from this standard, i.e. maximum deviations of ±1% of the true value for the mass flow, and of ±0.5% for pressures, temperatures, and impeller speed. The steady-state RANS calculations were performed using the CFD code STAR-CCM+. The domain contains an inlet pipe (L = 10D), the full impeller, the diffuser, the volute, and an outlet pipe (L = 10D). The properties of the numerical setup are given in Tab. 3, and an excerpt of the numerical domain is shown in Fig. 1a . From Tab. 2, it can be seen that the turbulence model is specified as the SST model, but walls are treated using wall functions due to their high y + values. The effective turbulence model is therefore a k − ε model. The numerical methodology used is the same for all operating points, even those that are located on a positively sloped speedline and can therefore be regarded as unstable. For some of these points in an unstable region, the accuracy of the CFD is relatively bad as will be shown later. For more details on the numerical setup, the reader is referred to Sundström et al. (2015) . A grid sensitivity study was carried out for the operating point at design conditions,ṁ * norm = 0.56, Fig. 1b . When interpreting the of the grid sensitivity study, one should be aware that the wall treatment changes from a wall function for the three coarser grids to resolved walls for the finest grid due to the lower y + values. This is probably the reason that values for TPR and η are not monotonically increasing as the grid is refined. Experimental results are also shown in Fig. 1b as black square for a theoretical infinitely fine grid, 1/ √ M = 0. One can see that in the investigated operating point, the TPR is predicted relatively well both by the M = 1.2 · 10 6 and the M = 4.2·10 6 cell grids, while coarser grids underestimate the measured TPR. The Richardson 2nd order extrapolation also declines at fine grids due to the difference in wall treatment and should also be treated with caution. For the efficiency η, finer grids overestimate the measured value. A likely explanation is the assumption of adiabatic walls, while there is heat addition from the turbine on the hot gas stand. As for the TPR, a change in trend is recognizable where the wall treatment changes. For the computation of the whole map, the grid size M = 1.1 · 10 6 was chosen, since it appears to be a reasonable compromise between accuracy and computational time. The time per operating point with this grid is approximately three hours on six cores, given that good initial conditions are available for most operating points. Figure 2a shows a comparison of the results from the CFD (red stars) with experimental data from a hot gas stand (blue circles). The model results are also shown, but will be discussed later. Mass flows shown are normalized with the choke mass flow at highest speed, and impeller speeds are normalized relative to speedline N = 1. The numerical model predicts the total pressure ratio, shown in Fig. 2 , very well at low speeds. The root mean squared error (RMSE) for the speedlines up to and including N = 1.14 is RSME = 0.02, while for the the highest four speedlines, it is RSME = 0.1. At these speedlines, the CFD consistently overestimates the total pressure ratio. The maximum error of the CFD prediction of the total pressure ratio is ∆TPR = 0.219, which is a relative error of 6.12%.
In the efficiency plot, Fig 2b, only the three speedlines N = 0.62, N = 1, and N = 1.31 are shown for readability. The CFD overpredicts the result in all operating points except at the choke line. The errors in predicted efficiency become smaller with higher speeds. They are largest close to the respective design mass flow and smaller at surge and choke, with the exception of the data point named before. All together, the comparison of the total pressure ratio of the experimental and CFD data gives confidence in the correctness of the CFD flow field calculation at low to medium impeller speeds. Higher impeller speeds as well as the work input extraction from the CFD are more problematic.
RESULTS
Integral Impeller, Diffuser, and Volute Indicators
In the aforementioned Figs. 2a and 2b, the compressor map and efficiency predicted by the Aungier (1995) and Oh et al. (1997) models are also shown. For the Oh et al. model, the two lowest mass flows at the highest speed are not displayed since the wake prediction used does not produce reasonable results in this region. We can see that the 1D models give very similar results at low speeds, with the outlet pressure being slightly underestimated. The RSME values of the lowest four speedlines are RSME = 0.09 for both the Aungier and the Oh et al. models. Both models are less accurate than CFD in this operating regime. The Aungier model predicts a stronger drop in TPR as one approaches the surge line. At speeds N = 1.32 and N = 1.41, the Aungier model is more accurate than the CFD for operation not too close to the choke line. Both models are unable to capture the strongly negative slope close to the choke line. Since there are several operating points located at the choke line, the model RMSE values for the higher four speedlines are still larger than the CFD ones, with RSME = 0.1 for CFD, RSME = 0.23 for the Aungier model, and RSME = 0.33 for the Oh et al. model. The 1D model prediction of the efficiency has errors with the same order of magnitude as the CFD prediction. These models perform better than CFD at low speeds and close to surge, but worse at medium speeds and close to choke. The combination of a too high predicted pressure ratio with a too low predicted efficiency suggests that the external losses (work input not converted to stagnation pressure increase such as inlet recirculation, disk friction, and clearance losses, see Aungier (1995) ) close to choke are not estimated well by the 1D models. An investigation into the losses by component is shown in Fig. 3 . The components considered here are the impeller, the vaneless diffuser, the volute funnel, and the volute exit cone. The loss models for the impeller are described in the works of Aungier (1995) and Oh et al. (1997) , respectively. Both collections use the same models for the stator components: For the vaneless diffuser, the equations of conservation for mass, radial momentum, angular momentum, and energy were integrated using an outward marching scheme. Axial and circumferential symmetry is assumed here. The volute models are based on the works by Weber and Koronowski (1986) . In order to compare the model enthalpy loss coefficients to the results from CFD, the entropy was mass flow averaged at the respective inlet and outlet stations of these components. The entropy increase can then be transformed into an enthalpy increase at constant pressure using the respective component outlet pressure and a first order Taylor series approximation:
The highest two speedlines are excluded from this analysis, since the error in the CFD total pressure ratio is already large and thus the CFD results are not trustworthy. Considering the impeller results, Fig. 3a , one can see that the model collections differ substantially in their predicted losses. The Aungier collection predicts higher losses in all operating points, where the difference is highest at high impeller speeds. The highest losses occur at low speeds close to the surge line for both collections. A difference in trends can also be observed: Due to the lack of a choke or shock loss relation, the Oh collection loss coefficients decrease monotonically with increasing mass flow along a speedline. The Aungier collection loss coefficients have a clear minimum for all high N speedlines, while the loss coefficient curve is flat near choke at low speeds. The CFD results show similar trends as the Aungier collection, but the U-shape with a minimum at design mass flows is more pronounced. At low speeds near surge, the value of the loss coefficients estimated from CFD is close to the value from Aungier. At high speeds, it is lower, which can also explain a part of the difference in total pressure ratio at higher speeds. Altogether, one can conclude that for this impeller, the Aungier loss collection matches the CFD impeller results much better than the Oh et al. collection.
In the vaneless diffuser, see conditions, the diffuser results differ although the same model is used. The model losses increase monotonically with decreasing mass flow along every speedline; this is a result of the longer flow path in the diffuser, giving higher friction losses. Comparing the model results to CFD results, one also observes an increase of λ VLD when approaching the surge line in the CFD. The levels of the λ VLD values are, however, lower in the CFD than in the model. Furthermore, a slight uptick in CFD losses can also be seen at mass flows close to choke. At low speeds and low mass flows, the loss coefficient from the CFD calculations is approximately half as high that from the model. This is the main reason for the lower predicted compressor TPR in this operating regime. One problem here could be the assumption made above that since CFD predicts the stage pressure ratio very well, it will also accurately predict diffuser inlet and outlet conditions. It is as of now not possible to test this assumption due to lack of diffuser pressure and temperature measurements. Especially the kink in the CFD loss curves at low speeds and low mass flows stands out. The averaging procedure applied to the CFD data introduces additional possible error sources. This is especially true if there is backflow present, since the mass flow averaging was used and regions of reverse flow are thus weighted negatively. A switch to area averaging did affect the result slightly. A possible problem in the model data is the boundary layer thickness imposed at the diffuser inlet. Following Aungier (2000) , the thickness of a flat plate turbulent boundary layer with the same length as the full blade meridional length was used. Resulting boundary layer thicknesses at the inlet were δ 99 = 0.7...1.2 mm, meaning the inviscid core fills approximately half the diffuser at the inlet. A short test with different boundary layer thicknesses was found to affect the result quite strongly. It should also be noted here that in a subsequent study Sundström et al. (2017) for a similar compressor of larger size, the same method used here found generally good agreement between CFD and 1D model. The study by Harley et al. (2013) for a smaller compressor, on the other hand, reports similar discrepancies for the vaneless diffuser as observed in this study. This indicates that the compressor size plays a role in determining how accurate the diffuser losses can be estimated using the described methodology. Next, the volute losses will be compared. As with the diffuser, the losses are based on the same model in both collections, and the difference between the collections is an effect of the different inlet conditions. The volute is divided into two parts here: the funnel which encloses the diffuser (model by Weber and Koronowski (1986) ), and the exit cone (model by Aungier (2000)). The model losses for the volute funnel, see Fig. 3c , are strongly driven by the assumed complete loss of the meridional velocity head. This head in turn grows more than linearly with mass flow, since a higher mass flow also results in lower density at the diffuser outlet. A fraction of the angular momentum is also assumed to be lost. This fraction is large if the compressor operation is far away from its design line, and near zero if it operates at design conditions. Starting from the lowest mass flow, the decreasing losses of tangential momentum and the increasing losses of meridional momentum lead to an approximately constant funnel loss. The skin friction losses in the volute are of one order of magnitude smaller than the sum of the tangential and meridional head loss. Thus, the volute funnel loss curve are flat at low mass flows. In the results from CFD, the effect of the right-sizing of the volute can be observed. The volute losses have a minimum at or around the respective design mass flow for each speedline. The value of the minimum is close to the value predicted by the model. They then increase towards surge due to associated diffusion losses in the funnel, and towards choke due to the dissipation of the meridional velocity as swirl in the volute. At low speeds close to choke, the difference between CFD and model is largest. The opposite picture emerges from the exit cone losses, Fig. 3d : at low speeds close to choke, the losses are predicted very well by the model. The same is true for mass flows close to surge at all speeds. At high speeds and high mass flow, the (relative) difference between model and CFD is largest. Due to the overall lower level of the exit cone losses, however, these results are of minor importance for the overall compressor performance prediction. Overall, one can conclude that for this compressor, the Aungier model collection works well for the impeller, while the Oh et al. collection predicts too low impeller losses at high mass flows. The main reason for the divergence in predicted performance between CFD and model seem to be the stator components, however. The diffuser model predicts too high losses at low mass flows, while the volute funnel model predicts too high losses at high mass flows and low speeds especially. Improving these parts could be a worthwhile future endeavor with a potentially high benefit.
Comparison of Model Losses to Numerical Data
In the following, a comparison of the loss terms from the 1D impeller model to CFD data will be attempted. A direct comparison is not possible, since the CFD solution has no clear distinction between the causes of the pressure loss. In order to facilitate a comparison, the numerical model of the impeller is divided into four control volumes: From inducer to throat, the throat itself, from throat to the trailing edge, and from the trailing edge to the mixing plane. We assume that: Incidence and diffusion loss occur between the leading edge and the throat. Shock losses occur at the throat. Losses due to pressure gradients between hub and shroud, as well as suction side and pressure side, occur between the throat and the trailing edge. The mixing losses occur after the trailing edge. In all control volumes, the skin friction losses are extracted from the wall shear stress and subtract them. The other entropy increase is then assumed to match the losses for the respective control volume. Figure 4a summarizes the assumptions for the loss estimation from the CFD data schematically. At this point, one should also note that the turbulence in the CFD is also modeled using a two-equation eddy viscosity turbulence model, the SST k − ω model. Thus, entropy increase originating from e.g. shear layers is mainly a function of the chosen model, and not the numerical solution to the Navier-Stokes equations. If there are flow characteristics for which the turbulence model is not calibrated, a more accurate solution can be expected through e.g. using Large Eddy Simulation.
The model losses due to incidence are shown in Fig. 4b , and compared to the entropy increase after subtracting skin friction in the numerical results between leading edge and throat. Both models, as well as the CFD show a strong loss increase with decreasing mass flows. The CFD result loss curve has the steepest slope, followed by the Aungier model slope, and finally the Oh et al. slope. It also ranks consistently above the Aungier model curve by a difference of about ∆λ Inc = 0.03...0.04. Comparing the incidence loss terms to the total impeller loss, Fig. 3a , one can see that the incidence loss is responsible for about half the total impeller losses at the surge line; at the choke line, this fraction reduces to about a quarter. While the exact ratio varies, this general observation is true for both models as well as the CFD results. Estimated throat losses can be seen in Fig. 4c . Since the Oh et al. collection does not contain any losses related to shocks, it is not shown here. The Aungier collection contains two impeller losses that can be attributed to compression shocks: a choke loss for the entropy increase due to the shock, and a loss due to the interaction of shocks at the suction side with the boundary layer. We decided to attribute both losses to the throat here, although the shocks can also appear after the throat, and a part of the losses due to shock-induced boundary layer separation are also expected downstream the throat. In both CFD and Aungier model, throat losses are zero at low mass speed and mass flow, and increase non-linearly with increasing mass flow. The magnitude of the loss coefficient is similar, ranging from λ Thr = 0...0.4. At low speeds, the CFD losses show a slight decrease also at the choke line, while they increase monotonically towards choke at high speeds. In the Aungier collection, the shock and shock-BL interaction losses increase monotonically at all speedlines with increasing mass flow. Compared to the incidence losses, the throat losses are thus only of similar importance at high mass flows. The absence of any shock-related losses in the Oh et al. collection is a major factor in its overprediction of the impeller performance at high mass flows. Blade loading losses are an effect of the pressure gradient from suction to pressure side, as well as the adverse pressure gradient on the downstream parts of the suction side boundary layer, see Aungier (2000) . The model losses are compared to CFD entropy increase from the throat to the trailing edge. Results are shown in Fig. 4d . The Aungier model return blade loading losses that increase towards the surge line at low speeds, while they are flat at higher speeds. The level also increases with higher speeds for the same mass flow. The Oh et al. model gives blade loading losses that increase towards surge at all speedlines, and are at a lower level than the Aungier losses. CFD results in this section show exactly the opposite trend, increasing from low mass flows towards high mass flows. At low N and low mass flows, the calculated blade loading losses from CFD become negative; this is an effect of the averaging procedure used for highly non-uniform flows. At medium mass flows around the design point, the CFD losses correspond approximately to the Oh et al. model. At choke and high speeds, the CFD losses increase strongly, which could be due to a shock-induced boundary layer separation as mentioned above. Mixing losses at the impeller outlet are calculated by the mass flow average entropy increase between trailing edge and a control surface with a diameter of D mixed = 1.13D 2 , since it was concluded by Johnston and Dean (1966) (and numerically confirmed for this case) that jet and wake are approximately mixed out at this station. Results are shown in Fig. 4e . Both model losses increase strongly towards lower mass flows, and tend towards zero at choke. The CFD losses show similar values and trends for operation close to surge, but do not decrease to zero for high mass flows. Instead, there is a minimum jet-wake mixing loss level, and a slight increase in losses even at the choke margin. This minimum loss level is a result of the constant wake area ratio at high mass flows, see Sanz (2016) . It was also shown in Schneider et al. (2015) . The last loss component analyzed here, presented in Fig. 4f , is the skin friction. It is extracted from the CFD using the wall shear stress. Thus, it is mainly a function of the imposed wall function and the near wall velocity. Both models, on the other hand, use the analogy to turbulent (attached) pipe flow by calculating a passage hydraulic diameter. The Reynolds-dependency of the friction coefficient, where the blade speed has a negative exponent, leads to lower friction loss coefficients at higher speeds. For higher mass flows, the model losses increase due to the higher relative meridional velocity w m . The CFD results, on the other hand, show an approximately constant friction loss coefficient of around λ Sf = 0.15...0.2, with a slight increase at choke.
CONCLUSIONS
Centrifugal compressor performance prediction models by Aungier (1995) and Oh et al. (1997) were compared to RANS CFD data for a small turbocharger compressor. The results show that CFD is more accurate at low impeller speeds and at choke. At high impeller speeds, both TPR predictions by 1D models and CFD contain large errors. Comparing the different compressor components, it was found that the Aungier model for the impeller is in this case more accurate than the Oh et al. model. The diffuser and volute funnel model used introduce large errors at low mass flows (diffuser) and high mass flows (volute funnel), where they overestimate the losses significantly. Comparing the different loss terms in the impeller to CFD data is only possible using strong assumptions, namely that the entropy increase in a part of the blade passage is fully attributable to a single loss term. However, the results indicate that there is room for improvement of the loss model collections especially for jet-wake mixing and skin friction at high mass flows.
