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Overcoming the Fixed-Spectrum Obstacle in Decentralized Control
F. Liu1 and A. S. Morse1
Abstract— It is well known that the “fixed spectrum” of
a jointly controllable, jointly observable, multi-channel linear
system is an obstacle to its stabilization with decentralized
control. In this paper, it is constructively shown that a system’s
fixed spectrum is not in fact an obstacle to its stabilization,
provided that distributed control with message passing is used
and that the graph of the network on which the system is
defined is strongly connected. This is true for both continuous-
time and discrete-time systems. Moreover, these observations
still hold if transmission delays are present on the network, at
least for discrete-time systems.
I. INTRODUCTION
In a recent paper, it was shown that any jointly con-
trollable, jointly observable, continuous-time, multi-channel
linear system defined on a network with a strongly connected
neighbor graph can be exponentially stabilized with any
prescribed convergence rate using a linear time-invariant,
continuous-time, distributed observer based feedback control
[1]. Meanwhile, it is known from the results of classical de-
centralized control theory [2] that in the absence of message
passing on the network, stabilization of such a multi-channel
linear system may be impossible because of the obstacle
caused by the system’s fixed spectrum. These observations
prompt a number of questions. What type of information
should be passed across a system’s network for the system to
be exponentially stabilizable at a prescribed convergence rate
with linear time-invariant distributed control? What addition
assumptions need to be made if the graph of the network is
only weakly connected? What is the effect of transmission
delays across the network? These are the main questions to
be addressed in this paper.
A. Background
By an n-dimensional, continuous-time, m-channel linear
system is meant a linear system of the form
x˙ = Ax+
m∑
i=1
Biui, yi = Cix, i ∈m (1)
where, n and m are positive integers, m = {1, 2, . . . ,m},
x ∈ IRn, and for each i ∈ m, ui ∈ IRpi and yi ∈ IRqi are
the control input to channel i and the measured output from
channel i respectively. Here A, the Bi, and the Ci are real-
valued, constant matrices of appropriate sizes. The discrete-
time counterpart of (1) is an m-channel linear system of the
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form
x(t+ 1) = Ax(t) +
m∑
i=1
Biui(t)
yi(t) = Cix(t), i ∈m, t ∈ {0, 1, 2, . . . } (2)
where A, the Bi, and the Ci are real-valued, constant
matrices of appropriate sizes. In either case, it is assumed
that system is jointly controllable and jointly observable; that
is, the matrix pairs
(A, [B1 B2 . . . Bm]) and


C1
C2
...
Cm
 , A

are controllable and observable, respectively. Throughout this
paper, the abbreviated notation {A,Bi, Ci;m} is occasion-
ally used when referring to either the continuous-time system
defined by (1) or the discrete-time system defined by (2).
In the sequel, it is presumed that either system (1) or (2)
is to be controlled by m agents, labeled 1 through m, with
the understanding that for i ∈ m, agent i can measure the
output signal yi and has access to the control input ui. In
the case of distributed control, it is further assumed that each
agent i can also receive information from its “neighbors”,
where the specification of who agent i’s neighbors are is part
of the problem formulation. The set of agent i’s neighbors,
excluding itself, is denoted by Ni. The neighbor graph of the
system, written N, is a directed graph on m vertices, with an
arc from vertex j to vertex i just in case agent j is a neighbor
of agent i. It is assumed that each agent’s neighbors do not
change with time. Thus N in this paper is a stationary graph.
In the context of multi-channel linear systems, the dis-
tinction between decentralized control and distributed con-
trol is that in the case of decentralized control there is
no communication between agents whereas in the case of
distributed control there is. Distributed control is thus less
restrictive than decentralized control but more restrictive
than centralized control. It is worth pointing out that both
of the terms “decentralized” and “distributed” refer to the
information pattern available to agents, yet the actual design
of controllers in both cases are invariably centralized.
B. Fixed Spectrum
As defined in [2], the fixed spectrum of the continuous-
time multi-channel linear system (1) or its discrete-time
counterpart (2), written Λfixed, is the set of eigenvalues of the
matrix A+B1F1C1+B2F2C2+· · ·+BmFmCm which don’t
change as the real-valued matrices F1, F2, . . . , Fm range
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over all possible matrices of appropriate sizes. It is known
that Λfixed is actually a subset of the closed-loop spectrum
of (1) under decentralized control, for all possible finite-
dimensional, time-invariant, continuous-time {respectively,
discrete-time}, linear decentralized controls, not just output
feedback laws of the form ui = Fiyi, i ∈ m [2]. A more
explicit characterization of Λfixed is also known. To explain
what it is, use will be made of the following notion. For
each subset S = {i1, i2, . . . , is} ⊂ m whose elements are
ordered as i1 < i2 < . . . < is, write
BS =
[
Bi1 Bi2 · · · Bis
]
and CS =

Ci1
Ci2
...
Cis

The following result, which applies to both continuous-time
and discrete-time multi-channel linear systems, is established
in [3].
Proposition 1: Let A, Bi, and Ci, i ∈ m, be the coef-
ficient matrices of an m-channel linear system. A complex
number λ ∈ Λfixed if and only if for some subset S ⊂m,
rank
[
λI −A BS
Cm−S 0
]
< n
where m− S is the complement of S in m.
Obviously the condition for the above mentioned system
to have no fixed spectrum is that
rank
[
λI −A BS
Cm−S 0
]
≥ n
for all λ ∈ σ(A) and all subsets S ⊂m, where σ(·) denotes
the spectrum.
Before concluding this section it is worth noting that the
fixed spectrum of a multi-channel linear system may not
necessarily be an obstacle to its stabilization if one broadens
the class of decentralized controls beyond those which are
just linear and time-invariant. For example, it is known
that if periodic decentralized control is admissible [4], [5],
the fixed-spectrum obstacle can be overcome provided that
none of the eigenvalues in Λfixed are what have been termed
“quotient fixed modes” [6].
C. Motivation and Objectives
In [1] it was shown that any jointly controllable, jointly
observable continuous-time, multi-channel linear system de-
scribed by (1) along with a strongly connected neighbor
graph can be exponentially stabilized with any prescribed
convergence rate using a distributed observer-based feedback
control analogous to the well-known state estimator-based
feedback control used to regulate a conventional centralized
linear system. The results of [1] clearly demonstrate that the
obstacle to the effective control of a multi-channel linear
system caused by its fixed spectrum can be overcome by
allowing the passing of appropriate data among neighboring
agents across the system’s neighbor graph, provided that the
graph is sufficiently connected.
The objectives of this paper are to identify the essen-
tial techniques for overcoming the fixed-spectrum obstacle,
namely state space extension and distributed control, and
to introduce a simple approach for doing this without nec-
essarily building a distributed observer. First, an explicit
characterization of the type of data to be transmitted will
be described and an “extended system” taking local con-
troller dynamics into account will be defined in §II. Second,
sufficient conditions will be derived in §III for the extended
system to have no fixed spectrum and to be exponentially
stabilized with any given convergence rate using a linear
time-invariant distributed control; this will be done not just
for strongly connected neighbor graphs, but also for weakly
connected neighbor graphs. Third, in the discrete-time case,
the question of bounded transmission delays across the
network will be addressed in §IV.
II. INFORMATION PATTERN
The aim of this section is to specify the information which
is sufficient for each agent to know in order to overcome the
obstacle to the effective control of a multi-channel linear
system caused by its fixed spectrum. This will be done only
for continuous-time systems; analogous results apply to the
discrete-time case. To begin with, an issue about the kind
of information that might be passed across the network will
be illustrated with an example. Then the key techniques for
overcoming the fixed-spectrum obstacle are discussed and an
extended system employing these techniques is devised.
A. Example
Suppose each agent i ∈ m receives its neighbors’ mea-
sured outputs yj , j ∈ Ni. It is natural to think that this
might be sufficient information for each agent to know in
order to be able to implement local dynamic controllers to
stabilize (1) at a prescribed convergence rate, at least for the
case when the neighbor graph is strongly connected. The
following example illustrates that this is not necessarily the
case.
Suppose we are given a jointly controllable and jointly
observable three-channel linear system with coefficient ma-
trices
A =
1 0 00 1 0
0 1 1
 , B1 =
10
0
 , B2 =
01
0
 , B3 =
10
0

C1 =
[
1 0 0
0 0 1
]
, C2 =
[
0 1 0
]
, C3 =
[
0 1 0
]
(3)
and a cyclic neighbor graph shown in Figure 1. If each
2
1
3
Fig. 1: The neighbor graph of the 3-channel system in (3).
agent j ∈ m can share only its measurement signal yj
with its neighbors, the signal available to each agent is
y¯1 = column{y1, y2} , [y′1 y′2]′, y¯2 = column{y2, y3},
and y¯3 = column{y3, y1}. The problem then is to use decen-
tralized control to stabilize the three-channel linear system
{A,Bi, C¯i; 3} with augmented output matrices, where C¯1 =
block column{C1, C2}, C¯2 = block column{C2, C3}, and
C¯3 = block column{C3, C1}. It is easy to check that
rank
[
I −A B1 B3
C¯2 0 0
]
= 2 < 3
It follows from Proposition 1 that system {A,Bi, C¯i; 3} has
a fixed eigenvalue at λ = 1. This example demonstrates that
sharing only the measurement outputs yi across the neighbor
graph N is not sufficient to overcome the fixed-spectrum
obstacle to the effective control of a jointly controllable and
jointly observable multi-channel linear system, even though
N is strongly connected. That is, the sole technique of
distributed control does not work.
The main result of [1] suggests that we can overcome
the fixed-spectrum obstacle by introducing dynamics to each
channel. Let us try the simplest dynamics which is to add
a number of auxiliary integrators to each channel. This
technique is called “state space extension”, which is also
used in the extended decoupling problem [7]. As noted in [2]
and in §VI of [7], without message passing between agents,
the technique of state space extension may still result in a
system with a fixed spectrum.
From the three-channel system example and the discussion
above, it is clear that neither distributed control nor state
space extension is sufficient to overcome the fixed-spectrum
obstacle with linear time-invariant local controllers. So both
of them are essential. Next, an extended multi-channel linear
system will be built by means of adding auxiliary integrators
to each channel and allowing each agent to share the states
of its local integrators with its neighbors.
B. Extended System
Suppose in forming its local control, each agent i ∈ m
makes use of a bank of ni ≥ 0 integrators modeled by
the equation z˙i = vi, where vi ∈ IRni is a local feedback
signal to be determined. Meanwhile, each agent i receives
the signals zj from its neighbors j ∈ Ni through message
passing. If Ni = {j1, j2, . . . , j|Ni|} with j1 < j2 <
· · · < j|Ni|, where |Ni| denotes the number of elements in
Ni, let zNi , column{zj1 , zj2 , . . . , zj|Ni|}. Admissible local
feedback to both ui and vi is thus any linear combinations
of yi, zi, and zNi .
To proceed, for each i ∈ m, define u¯i , column{ui, vi}
and y¯i , column{yi, zi, zNi}. The relationship between the
u¯i and the y¯i can then be described by the m-channel, n¯-
dimensional linear system
˙¯x = A¯x¯+
m∑
i=1
B¯iu¯i, y¯i = C¯ix¯, i ∈m (4)
where n¯ , n+
∑m
i=1 ni, x¯ , column{x, z1, z2, . . . , zm} ∈
IRn¯,
A¯n¯×n¯ =
[
A 0
0 0
]
, B¯i =
[
Bi 0
0 Ei
]
, C¯i =
Ci 00 E′i
0 E′Ni

(5)
Here Ei , block column{0n1×ni , . . . , 0ni−1×ni , Ini×ni ,
0ni+1×ni , . . . , 0nm×ni} ∈ IRna×ni where na ,
∑m
i=1 ni =
n¯ − n is the total number of auxiliary integrators, and for
each S = {i1, i2, . . . , is} ⊂ m with i1 < i2 < · · · < is,
ES , [Ei1 Ei2 . . . Eis ].
III. DYNAMIC DISTRIBUTED CONTROL
In this section, it will be shown that the fixed-spectrum
obstacle to controlling a jointly controllable and jointly
observable multi-channel linear system can be overcome by a
combination of state space extension and distributed control.
This will be done only for continuous-time systems; anal-
ogous results apply to discrete-time systems. In particular,
sufficient conditions will be given on the number ni of
integrators at each channel i in order for the extended system
(4) to be guaranteed to have no fixed spectrum. This will be
done first in §III-A for the case when the neighbor graph is
strongly connected and then in §III-B for the case when the
neighbor graph is only weakly connected.
A. Strongly Connected Neighbor Graph
Suppose that the neighbor graph is strongly connected so
that the information from any agent can reach any other
agent. In light of Proposition 1, it is reasonable to expect that
when the numbers ni of the local integrators are large enough
to compensate for the rank deficiency induced by the fixed
eigenvalues of (1), the corresponding extended system (4)
will have no fixed spectrum. The following theorem makes
this precise.
Theorem 1: Let {A,Bi, Ci;m} given by (1) be an n-
dimensional, jointly controllable and jointly observable m-
channel linear system with a strongly connected neighbor
graph. Let {A¯, B¯i, C¯i;m} given by (4) be its extension
which includes models of ni-dimensional local open-loop
controllers z˙i = vi, i ∈m. If
ni ≥ n− minS⊂m
λ∈σ(A)
rank
[
λIn −A BS
Cm−S 0
]
, i ∈m (6)
the extended system {A¯, B¯i, C¯i;m} has no fixed spectrum.
Theorem 1 thus gives a lower bound on the dimensions of
the local controllers needed for the distributed stabilization
of (1) to be possible, though the knowledge of the lower
bound requires centralized information. While this bound
is sufficient, it is not necessary. If the neighbor graph has
stronger connectivity, for example if there are two vertex-
disjoint paths from any vertex to any other vertex, the lower
bound on the right-hand side of (6) can be further reduced.
In the case when (1) has no fixed spectrum, the lower bound
is zero.
Proof of Theorem 1: For S ⊂m, let NS ,
⋃
i∈S Ni. With
suitable elementary row and column operations, it is not hard
to see that
rank
[
λI − A¯ B¯S
C¯m−S 0
]
= rank
[
λIn −A BS
Cm−S 0
]
+
rank ES + rank
[
Em−S ENm−S
]
(7)
If S = m, as {A,Bi, Ci;m} is jointly controllable, it
holds for any λ ∈ lC that
rank
[
λI − A¯ B¯m
]
= rank [λIn −A Bm] + rank Em
= n¯
Similarly, if S = ∅, as {A,Bi, Ci;m} is jointly observ-
able, it holds for any λ ∈ lC that
rank
[
λI − A¯
C¯m
]
= rank
[
λIn −A
Cm
]
+ rank Em = n¯
If S is a nonempty proper subset of m, m − S is also
a nonempty proper subset of m. As the associated neighbor
graph is strongly connected, there exists i ∈ Nm−S ∩S such
that
rank
[
Em−S ENm−S
] ≥ ∑
i∈m−S
ni + min
i∈m
ni
By (6) and (7), it holds for any λ ∈ lC that
rank
[
λI − A¯ B¯S
C¯m−S 0
]
≥ rank
[
λIn −A BS
Cm−S 0
]
+∑
i∈S
ni +
∑
i∈m−S
ni + min
i∈m
ni
≥ n¯
Therefore, by Proposition 1, the extended m-channel lin-
ear system {A¯, B¯i, C¯i;m} has no fixed spectrum.
In order to discuss spectrum assignment of a multi-
channel linear system with distributed control, the concept
of a “transfer matrix graph” is needed. The transfer matrix
graph of an m-channel linear system {A,Bi, Ci;m} is a
directed graph which has m vertices, one for each channel,
and has an arc from vertex j to vertex i whenever the
transfer matrix Ci(λI − A)−1Bj from channel j’s input
signal uj to channel i’s output signal yi is nonzero. If a
multi-channel linear system has no fixed spectrum and its
transfer matrix graph is strongly connected, then by Theorem
5 of [8] the closed-loop spectrum of the system can be freely
assigned with decentralized control. To apply this result to
the extended system (4), it is necessary to more explicitly
relate the connectivity of the transfer matrix graph of (4) to
the connectivity of the transfer matrix graph and neighbor
graph of (1). To do this, use will be made of the notion
of the “union” of two directed graphs. By the union of two
directed graphs with the same number m of vertices is meant
the directed graph with m vertices, whose set of arcs is the
union of the arc sets of the two graphs comprising the union.
Lemma 1: The transfer matrix graph of the extended
system (4) is strongly connected if and only if the union of
the transfer matrix graph and neighbor graph of the original
system (1) is strongly connected.
Proof of Lemma 1: Let M¯ denote the transfer matrix
graph of the extended system. Let M and N denote the
transfer matrix graph and neighbor graph of the original
system, respectively. In view of (5), for i, j ∈ m, i 6= j,
C¯i(λI−A¯)−1B¯j 6= 0 if and only if either Ci(λI−A)−1Bj 6=
0 or E′NiEj 6= 0. Thus M¯ has an arc from vertex j to vertex
i if and only if the graph union M∪N has an arc from vertex
j to vertex i.
Remark 1: When the conditions in Theorem 1 are sat-
isfied, the extended system {A¯, B¯i, C¯i;m} has no fixed
spectrum and its transfer matrix graph is strongly connected.
It follows from [8] that there exist matrices F¯i, i ∈ m,
of appropriate sizes such that the m-channel linear system
{A¯ +∑mi=1 B¯iF¯iC¯i, B¯i, C¯i;m} is controllable and observ-
able through any channel. Therefore, with suitably designed
controllers [9], the closed-loop spectrum of {A¯, B¯i, C¯i;m}
can be freely assigned. It means that the closed-loop system
can be exponentially stabilized at any prescribed convergence
rate with a linear time-invariant distributed control. Note
that if the extended system has no fixed spectrum and its
transfer matrix graph is not strongly connected, free spectrum
assignment can only be achieved with a certain constraint
on the symmetry of the spectrum. This constraint is that the
closed-loop spectrum must be partitioned into η symmetric
sets of complex numbers, where η is the number of strongly
connected components in the transfer matrix graph of the
extended system [8]. Before proceeding, we would like to
point out that while the linear time-invariant controllers
can be implemented in a distributed manner, they require
“centralized designs”, i.e., designs with the knowledge of
all coefficient matrices of the system. In view of the fact
that centralized designs are implicitly assumed in essentially
all decentralized control and distributed control algorithms
involving feedback, such as the work in [1], [2], [8], we think
it is highly unlike, if not impossible, to avoid centralized
designs unless very restrictive assumptions are added to the
problem formulations.
B. Weakly Connected Neighbor Graph
Suppose the neighbor graph N is not strongly connected,
but only weakly connected. Then there exists at least one
nonempty proper subset S ⊂ m such that there are no arcs
in N from the vertices in S to the vertices in m − S , i.e.,
Nm−S ∩S = ∅ or Nm−S ⊂m−S. It follows from (7) that
given such a subset S, rank
[
λIn¯ − A¯ B¯S
C¯m−S 0
]
≥ n¯ for all
λ ∈ lC if and only if
rank
[
λIn −A BS
Cm−S 0
]
≥ n, ∀λ ∈ σ(A) (8)
By Proposition 1, for the extended system {A¯, B¯i, C¯i;m}
given by (4) to have no fixed spectrum, it is necessary
that (8) holds for every nonempty proper subset S ⊂ m
which satisfies Nm−S ∩ S = ∅. Therefore, by its con-
trapositive, a necessary condition on N for the extended
system {A¯, B¯i, C¯i;m} to have no fixed spectrum is that
Nm−S ∩ S 6= ∅ for every nonempty proper subset S ⊂ m
which does not satisfy (8). If (6) holds, this necessary
condition on N is also sufficient, as implied by the proof
of Theorem 1. We have proved the following result.
Theorem 2: Let {A,Bi, Ci;m} given by (1) be an n-
dimensional, jointly controllable and jointly observable m-
channel linear system with a weakly connected neighbor
graph. Let {A¯, B¯i, C¯i;m} given by (4) be its extension
which includes models of ni-dimensional local open-loop
controllers z˙i = vi, i ∈ m. If (6) holds, then the extended
system {A¯, B¯i, C¯i;m} has no fixed spectrum if and only if
Nm−S ∩ S 6= ∅ for every subset S ⊂m which satisfies
rank
[
λIn −A BS
Cm−S 0
]
< n for some λ ∈ σ(A) (9)
Note that Theorem 2 reduces to Theorem 1 when N is
strongly connected.
Following the same argument as in Remark 1, when the
conditions in Theorem 2 and Lemma 1 are satisfied, the
closed-loop system can be exponentially stabilized at any
prescribed convergence rate using centralized designed linear
time-invariant distributed controllers.
IV. TRANSMISSION DELAYS
So far it has been assumed that there are no delays in the
transmission of information to each agent i from each of its
neighbors. Although this is an unrealistic assumption, one
can certainly conceive of situations when the delays actually
encountered are negligibly small. Nonetheless, concern about
the effects of delays is reasonable. Prompted by this, in
this section the question of transmission delays is addressed
under some mild assumptions. This will be done only for
discrete-time systems where delays can easily be modeled
using standard lifting techniques. It will be assumed that
there is an integer-valued upper bound d on the delays which
occur across all arcs on the network. Thus the information
that agent i receives from its neighbor j is the delayed state
zj(t − δ) for some integer-valued delay δ ∈ [0, d]. In this
section, it will be shown that in order for our method to
take care of all possible scenarios of bounded transmission
delays across any strongly connected networks, an adjust-
ment is both necessary and sufficient. To incorporate this
adjustment into our method, some additional assumptions
on what each agent needs to know are specified at the
beginning of §IV-A. What the adjustment is and how to
systematically implement it in state space are explained as
well in §IV-A. In §IV-B, it will be demonstrated through an
example that this adjustment is necessary for our method
of overcoming the fixed-spectrum obstacle to work in all
configurations of strongly connected neighbor graphs with
bounded transmission delays. In §IV-C, it will be made clear
that why the adjustment is also sufficient and how it enables
us to handle all these configurations.
A. Adjustment
Assume each agent i ∈m knows the maximum transmis-
sion delay d and is aware of the exact time when each of its
neighbor j’s state vector zj is generated, possibly through
a timestamp attached to zj . For example, at time t, agent i
receives zj(t−1) from its neighbor j, then agent i knows not
only the value of zj(t−1) but also the time t−1 associated
with it.
Roughly speaking, the idea of the adjustment is that
all agents try to “hold” the states of themselves and their
neighbors to match up to the maximum delay d across
the network before “releasing” them as part of measured
signals. So instead of including the current state of itself
and the states just received from its neighbors into its current
measurement signal, each agent holds those states until they
are delayed by exactly d units of time since their generation,
and then makes these maximally delayed states available for
measurement. In other words, with the knowledge of the
maximum transmission delay d and the time when each of
its neighbors’ state vector is generated, agent i keeps track
of the maximally delayed values zi(t− d) and zNi(t− d) at
any time t and deploys them into its measured signal y˜i(t).
The next example shows how to implement this adjustment
using state space extension.
Consider a jointly controllable and jointly observable
three-channel discrete-time system
x(t+ 1) = Ax(t) +
3∑
i=1
Biui(t)
yi(t) = Cix(t), i ∈ {1, 2, 3}, t ∈ {0, 1, 2, . . . } (10)
with a strongly connected neighbor graph representing Ni =
{2} for i ∈ {1, 3} and N2 = {1, 3}, as shown in Figure 2.
21 3
𝑧2(𝑡) 𝑧2(𝑡 − 2)
𝑧1(𝑡 − 1) 𝑧3(𝑡 − 2)
Fig. 2: The neighbor graph of the 3-channel system in (10) with transmission
delays.
Suppose each agent i’s controller is
zi(t+ 1) = vi(t), i ∈ {1, 2, 3} (11)
and at each time t, agent 1 receives z2(t), agent 2 receives
z1(t− 1) and z3(t− 2), while agent 3 receives z2(t− 2).
As the maximum transmission delay in the three-agent
network above is two time units, i.e., d = 2, agents extend
their state space as follows. First, let wiδ denote a copy of
agent i’s state with δ units of time delays. That is, wiδ(t)
equals zi(t − δ) numerically, where i ∈ {1, 2, 3} and δ ∈
{1, 2}.
Agent 1 receives z2(t). Now instead of using z1(t) and
z2(t) directly as part of its measured signal, agent 1 does
the following.
y˜1(t) = column{y1(t), w12(t), w22(t)} (12)
where w12(t+ 1) = w11(t), w11(t+ 1) = z1(t) (13)
w22(t+ 1) = w21(t), w21(t+ 1) = z2(t) (14)
Agent 2 receives
w11(t) = z1(t− 1), w32(t) = z3(t− 2) (15)
Similarly to what agent 1 just did, agent 2 does the following.
y˜2(t) = column{y2(t), w22(t), w12(t), w32(t)} (16)
where w22(t+ 1) = w21(t), w21(t+ 1) = z2(t) (17)
w12(t+ 1) = w11(t) (18)
Agent 3 receives
w22(t) = z2(t− 2) (19)
It does the following.
y˜3(t) = column{y3(t), w32(t), w22(t)} (20)
where w32(t+ 1) = w31(t), w31(t+ 1) = z3(t) (21)
Equations (10) – (21) define an extended three-channel
linear system with state x˜(t) = column{x(t), z1(t), z2(t),
z3(t), w11(t), w21(t), w31(t), w12(t), w22(t), w32(t)}, in-
puts u˜i(t) = column{ui(t), vi(t)}, and outputs y˜i(t) =
column{yi(t), wi2(t), wNi,2(t)}, i ∈ {1, 2, 3}. Recall that
numerically wid(t) = zi(t− d) for i ∈ {1, 2, 3} and d = 2,
thus y˜i(t) = column{yi(t), zi(t− d), zNi(t− d)}.
In the general case of an m-channel system, the above
implementation of the adjustment leads to an extended
system of the following form. Suppose each agent i ∈ m
has an ni-dimensional local open-loop controller zi(t+1) =
vi(t), where vi(t) ∈ IRni is a local feedback signal to be
determined. Then define u˜i(t) , column{ui(t), vi(t)} and
y˜i(t) , column{yi(t), zi(t−d), zNi(t−d)}. The relationship
between the u˜i(t) and the y˜i(t) can be described by the m-
channel, n˜-dimensional linear system
x˜(t+ 1) = A˜x˜(t) +
m∑
i=1
B˜iu˜i(t)
y˜i(t) = C˜ix˜(t), i ∈m, t ∈ {0, 1, 2, . . . } (22)
where n˜ , n¯ + dna, x˜(t) , column{x(t), z(t), z(t − 1),
. . . , z(t − d)} ∈ IRn˜, z(t) , column{z1(t), z2(t), . . . ,
zm(t)} ∈ IRna ,
A˜n˜×n˜ =
A 0 00 0 0na×na
0 Idna 0
 , B˜i =
Bi 00 Ei
0 0dna×ni

C˜i =
Ci 0 00 0ni×dna E′i
0 0 E′Ni
 (23)
B. Necessity
It will be shown with an example that in the absence
of the adjustment, the method of overcoming the fixed-
spectrum obstacle given by Theorem 1 does not work for
some strongly connected network with bounded transmission
delays.
Consider the three-channel system (10). The local con-
trollers and the strongly connected neighbor graph are given
by (11) and Figure 2, respectively. Without the adjustment
in §IV-A, the agents’ local measured signals are y¯1(t) =
column{y1(t), z1(t), z2(t)}, y¯2(t) = column{y2(t), z2(t),
z1(t − 1), z3(t − 2)}, and y¯3(t) = column{y3(t), z3(t),
z2(t − 2)}, respectively. So the corresponding extended
system is
x¯(t+ 1) = A¯x¯(t) +
3∑
i=1
B¯iu¯i(t)
y¯i(t) = C¯ix¯(t), i ∈ {1, 2, 3}, t ∈ {0, 1, 2, . . . } (24)
where x¯(t) = column{x(t), z1(t), z2(t), z3(t), z1(t − 1),
z2(t− 1), z3(t− 1), z2(t− 2), z3(t− 2)},
A¯ =

A 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 In1 0 0 0 0 0 0 0
0 0 In2 0 0 0 0 0 0
0 0 0 In3 0 0 0 0 0
0 0 0 0 0 In2 0 0 0
0 0 0 0 0 0 In3 0 0

, B¯2 =

B2 0
0 0
0 In2
0 0
0 0
0 0
0 0
0 0
0 0

, B¯3 =

B3 0
0 0
0 0
0 In3
0 0
0 0
0 0
0 0
0 0

C¯1 =
C1 0 0 0 0 0 0 0 00 In1 0 0 0 0 0 0 0
0 0 In2 0 0 0 0 0 0

and the B¯1, C¯2, and C¯3 are not so important thus are omitted
here. If the original system (10) has a fixed eigenvalue of 0
such that
rank
[
A B2 B3
C1 0 0
]
< n
the extended system (24) has a fixed eigenvalue of 0 as well,
because
rank
[
A¯ B¯2 B¯3
C¯1 0 0
]
< n+ 2n1 + 3n2 + 3n3
Therefore, in the face of bounded transmission delays, the
adjustment in §IV-A is necessary for our method of over-
coming the fixed-spectrum obstacle to work for all possible
strongly connected networks.
C. Sufficiency
In this section, we justify the claim that the adjustment in
§IV-A is also sufficient to guarantee that the extended system
(22) is free of fixed spectrum.
Theorem 3: Let {A,Bi, Ci;m} given by (2) be an n-
dimensional, jointly controllable and jointly observable m-
channel discrete-time linear system, which has a weakly
connected neighbor graph with bounded transmission delays.
Let {A˜, B˜i, C˜i;m} given by (22) be its extension which in-
cludes models of ni-dimensional local open-loop controllers
zi(t+1) = vi(t), i ∈m, and incorporates the adjustment in
§IV-A. If (6) holds, then the extended system {A˜, B˜i, C˜i;m}
has no fixed spectrum if and only if Nm−S∩S 6= ∅ for every
subset S ⊂m which satisfies (9).
When the neighbor graph is strongly connected, the con-
dition that Nm−S ∩ S 6= ∅ for every subset S ⊂ m
is automatically satisfied, thus the adjustment enables our
method to cope with all possible scenarios of bounded
transmission delays across any strongly connected networks.
Remark 2: Although the example given by equations (10)
– (21) indicates that the adjustment will incur additional
local copies of the delayed states of each agent and its
neighbors, the lower bound in (6) on the dimensions of the
local controllers needed for the distributed stabilization of
(1) remains the same.
Proof of Theorem 3: With suitable elementary row and
column operations, it is not hard to see that
rank
[
λI − A˜ B˜S
C˜m−S 0
]
= rank
[
λIn −A BS
Cm−S 0
]
+ dna+
rank ES + rank [Em−S ENm−S ] (25)
(Necessity) If the extended system {A˜, B˜i, C˜i;m} has no
fixed spectrum and S satisfies (9), by Proposition 1 and
equation (25), rank ES + rank
[
Em−S ENm−S
]
> na. It
implies that Nm−S ∩ S 6= ∅.
(Sufficiency) If S = m or S = ∅, as {A,Bi, Ci;m} is
jointly controllable and jointly observable, in view of (25),
it holds for any λ ∈ lC that
rank
[
λI − A˜ B˜m
]
= rank
[
λI − A˜
C˜m
]
= n+dna+na = n˜
Now let S be a nonempty proper subset of m. If S satisfies
(8), in view of (25), it holds for any λ ∈ lC that
rank
[
λI − A˜ B˜S
C˜m−S 0
]
≥ n+ dna + na = n˜
If S satisfies (9), there exists i ∈ Nm−S ∩ S . By (6) and
(25), it holds for any λ ∈ lC that
rank
[
λI − A˜ B˜S
C˜m−S 0
]
≥ rank
[
λIn −A BS
Cm−S 0
]
+ dna+∑
i∈S
ni +
∑
i∈m−S
ni + min
i∈m
ni
≥ n+ dna + na = n˜
Therefore, by Proposition 1, the extended m-channel lin-
ear system {A˜, B˜i, C˜i;m} has no fixed spectrum.
Lemma 2: The transfer matrix graph of the extended
system (22) is strongly connected if and only if the union of
the transfer matrix graph and neighbor graph of the original
discrete-time system (2) is strongly connected.
Proof of Lemma 2: Let M˜ denote the transfer matrix
graph of the extended system. Let M and N denote the
transfer matrix graph and neighbor graph of the original
system, respectively. In view of (23), for i, j ∈ m, i 6= j,
C˜i(λI−A˜)−1B˜j 6= 0 if and only if either Ci(λI−A)−1Bj 6=
0 or[
0ni×dna E
′
i
0 E′Ni
](
λI −
[
0 0na×na
Idna 0
])−1[
Ej
0dna×nj
]
6= 0
(26)
By the definition of M, Ci(λI − A)−1Bj 6= 0 if and only
if M has an arc from vertex j to vertex i. It is well known
that the transfer matrix C(λI − A)−1B 6= 0 if and only if
CArB 6= 0 for some nonnegative integer r. So (26) holds if
and only if[
0ni×dna E
′
i
0 E′Ni
] [
0 0na×na
Idna 0
]r [
Ej
0dna×nj
]
6= 0
for some r. As this is true if and only if E′NiEj 6= 0, (26)
simply means j ∈ Ni. Thus M˜ has an arc from vertex j to
vertex i if and only if the graph union M ∪ N has an arc
from vertex j to vertex i.
As explained in Remark 1, when the conditions in Theo-
rem 3 and Lemma 2 are satisfied, the closed-loop system
can be exponentially stabilized at any prescribed conver-
gence rate using centralized designed linear time-invariant
distributed controllers.
V. CONCLUDING REMARKS
In this paper, a simple method is proposed to overcome the
obstacle to the effective control of a jointly controllable and
jointly observable multi-channel linear system caused by its
fixed spectrum. It also enables us to exponentially stabilize
such a system at any prescribed convergence rate with linear
time-invariant distributed controllers. Furthermore, it turns
out that bounded transmission delays across the network
no longer pose problems for overcoming the fixed-spectrum
obstacle when the adjustment in §IV-A is incorporated into
the method. Although it calls for centralized information to
design those linear time-invariant distributed controllers, so
do almost all, if not all, decentralized control and distributed
control algorithms involving feedback. This method for fixed
spectrum avoidance and distributed stabilization of multi-
channel linear systems together with the work in [1] certainly
open the door for more distributed control algorithms with
feedback loops.
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