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Введение
В настоящее время происходит стремительный рост объема цифровой
информации, доступной для людей, в любой сфере их жизни. Из-за боль-
шого разнообразия выбора пользователи зачастую теряются при подборе
интересующего их продукта. Именно поэтому становятся всё более востре-
бованными рекомендательные системы, которые широко используются во
многих отраслях, включая онлайн-торговлю, кино и средства массовой ин-
формации.
В данной работе рассматривается рекомендательная система по под-
бору компьютерных игр. Хорошая рекомендательная модель может помочь
пользователям быстрее находить видеоигры, которые могут им понравить-
ся. Это не только облегчает задачу по поиску потенциально интересной
игры для конкретного игрока, но и помогает дистрибьюторам и разработ-
чикам игр увеличить доходы от своих продаж и повысить уровень удовле-
творенности клиентов.
Одной из таких платформ, которая может извлечь большую пользу
из системы рекомендаций, является Steam [1] - крупнейший в мире онлайн-
сервис цифрового распространения видеоигр с более чем 20 миллионами
активных пользователей в день и библиотекой из более чем 30 000 игр.
В данной работе поставлена цель разработки метода предоставления
рекомендаций для конкретного пользователя Steam посредством анализа
данных игрока. Для этого использовались данные с сайтов Steam и Steam
Spy, чтобы узнать, какие игры имеются в библиотеке пользователя, и сколь-
ко времени он играл в них. Полученные значения времени игры переводи-
лись в рейтинговую систему оценок, после чего производился прогноз для
игр, которые потенциально могут понравиться пользователю.
В результате работы алгоритма для конкретного пользователя созда-
валась рекомендация из десяти игр, имеющих максимальную спрогнозиро-




Основной целью данной работы является создание программного обес-
печения для предоставления пользователям онлайн-платформы Steam ре-
левантных рекомендаций по покупке и использованию игр путем анализа
данных игроков.
Для достижения цели были поставлены следующие задачи:
1. Сбор данных о 3000х пользователях Steam с помощью инструмента
Steam Web API.
2. Обработка собранных данных об игроках с целью исключения акка-
унтов с малым количеством игр и закрытых аккаунтов.
3. Сбор данных об играх с помощью сервиса Steam Spy.
4. Анализ популярности полученных игр по количеству положительных
оценок пользователей.
5. Создание рейтинговой таблицы, основываясь на времени, проведен-
ном пользователем в играх.
6. Построение рекомендательной системы коллаборативной фильтра-
ции на основе памяти.
После выполнения всех задач можно обрабатывать данные конкрет-
ного игрока и строить рекомендации игр, которые с большой вероятностью
ему понравятся. Основа реализуемой системы будет оценивать сходство ин-
тересов конкретного пользователя с другими игроками, чтобы предложить
высоко оцененные игры пользователей с похожими предпочтениями.
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Обзор литературы
Первый этап активного развития рекомендательных систем начался
в 1990-е года, когда Дэвид Голдберг, Дэвид Николс и др. создали систему
фильтрации писем Tapestry [2] из-за большого количества входящих спам-
писем работникам исследовательского центра Xerox в Пало-Альто. Разра-
ботчики этой системы первыми использовали термин "коллаборативная
фильтрация".
Фундаментальное предположение данного подхода заключается в том,
что если пользователи X и Y имеют схожее поведение (например, поку-
пают, играют, смотрят, слушают), то они будут действовать в отношении
других элементов аналогичным образом [3].
Исследования методов коллаборативной фильтрации были популя-
ризированы благодаря соревнованию Netflix Prize в 2006 году, в ходе ко-
торого исследователям необходимо было улучшить работу имеющегося у
Netflix алгоритма прогнозирования пользовательских оценок фильмов на
10 %. Авторы статьи [4] сделали обзор на основные подходы, применяемые
командами во время проведения соревнования.
Системы коллаборативной фильтрации раннего поколения, такие как
GroupLens [5], используют данные об оценках клиентов для вычисления
сходства между пользователями или элементами и делают прогнозы в со-
ответствии со значениями сходства. Модели коллаборативной фильтрации,
основанные на соседстве, широко используются в коммерческих системах,
таких как Amazon(американская платформа электронной коммерции) и
Barnes and Noble(американская компания по продажам книг), поскольку
они просты в реализации и высокоэффективны [6].
Однако у моделей, основанных на соседстве, существует недостаток:
большинство пользователей не проставляет оценки на какой-либо вид то-
варов, в результате чего матрица взаимодействия клиентов и элементов
получается разреженной, что представляет проблему для вычисления ре-
комендаций. Для решения подобной проблемы существует и другой тип
коллаборативной фильтрации - основанный на модели. При таком подходе
рекомендательная система разрабатывается с использованием различных
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алгоритмов интеллектуального анализа данных и машинного обучения для
прогнозирования оценок пользователей. Используются такие методы, как
методы байесовских сетей [7], методы кластерного анализа [8] [9], методы
латентно-семантического анализа [10].
Кроме коллаборативной фильтрации применяется иной подход для
рекомендательных систем, который основан на содержании. Подобные си-
стемы анализируют набор описаний элементов, ранее оцененных пользова-
телем, и создают модель или профиль интересов пользователя на основе
характеристик объектов. Другими словами, активному пользователю ре-
комендуются элементы, аналогичные тем, которые ранее от него получали
положительную оценку. Этот подход основан на концепции, согласно кото-
рой элементы с похожими атрибутами будут оцениваться одинаково.
Чаще всего источником информации для подобных рекомендатель-
ных систем являются текстовые документы. В таком случае применяет-
ся векторная модель (Vector Space Model)[11] [12], суть которой состоит
в представлении каждого документа коллекции в виде точки в многомер-
ном пространстве. Для полного определения векторной модели необходимо
рассчитывать веса термов документа. Наиболее часто используемая схема
взвешивания - TF-IDF (Частота терма - Обратная частота документа)[13],
основана на эмпирических наблюдениях за текстом. Затем, считая рас-
стояния между полученными точками в векторном пространстве, задача
подобия документов разрешается.
Чтобы избежать некоторых ограничений коллаборативной фильтра-
ции и подхода, основанного на описании, создаются рекомендательные си-
стемы гибридного типа, например "content-boosted сollaborative filtering"[14].
Так же гибридный подход используется в работе К. Христаку и А. Стафи-
лопаса [15] для построения рекомендательной системы фильмов.
Что касается рекомендательной системы Steam, компания Valve еже-
годно совершенствует систему рекомендаций платформы. Однако они ни-
когда не предоставляли никакой информации об алгоритме своей рекомен-
дательной системы, для обычных пользователей система похожа на "чер-
ный ящик".
Программист Эрик Джонсон в 2019 году попытался погрузиться в
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механизм, лежащий в основе рекомендаций Steam. Он провел два месяца,
записывая все игры, в которые он играл, которые просматривал и коммен-
тировал, а также время игры и HTML-страницы. В конце исследования
Эрик Джонсон пришел к выводу, что система в большей степени полага-
лась на популярность и новизну игр, чем на интересы пользователя. Кроме
того, самым удивительным упущением в системе является отсутствие кол-
лаборативной фильтрации [16].
Исследователи-аналитики неоднократно проводили всесторонний ана-
лиз данных игровой сети Steam [17] [18], но не затрагивали вопрос реко-
мендательных систем.
Авторы статьи [19] для создания рекомендательной системы прогно-
зирования оценки игры реализовали один из методов тематического моде-
лирования, метод латентного размещения Дирихле, и классификатор игр
по жанрам с помощью метода k-ближайших соседей.
В работе [20] авторы описали гибридную рекомендательную систему
для платформы Steam, которая учитывает не только рекомендации, ос-
нованные на жанрах игр, но и на предпочтениях друзей пользователя, а
так же добавили в рассмотрение такие признаки, как цена игры и дата
выпуска. Хавьер Перес-Маркос и др. в своем исследовании [21] разработа-
ли гибридную систему рекомендаций, учитывающую время, затраченное
пользователями в играх.
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Глава 1. Основные понятия рекомендательных систем
Рекомендательные системы (РС) - это программные инструменты
и методы, предоставляющие рекомендации по предметам, которые могут
быть полезны пользователю. Предложения касаются различных процессов
принятия решений, таких как покупка товаров, прослушивание музыки
или чтение новостей в Интернете. РС в первую очередь ориентированы на
людей, у которых нет достаточного личного опыта или компетентности,
чтобы оценить огромное число альтернативных элементов, которые может
предложить сервис.
РС пытается предсказать, какие продукты или услуги являются наи-
более подходящими, основываясь на предпочтениях и ограничениях поль-
зователя. Чтобы выполнить эту задачу, рекомендательная система собира-
ет данные пользовательских предпочтений, которые могут быть явно вы-
ражены, например, в виде оценок предметов. Так же некоторые РС могут
рассматривать переход на определенную страницу продукта как неявный
признак предпочтения товаров.
1.1 Общая постановка задачи
Для формального определения задачи построения рекомендательной
системы необходимо ввести некоторые обозначения:
U - множество пользователей (users, клиентов) системы;
I - множество предметов (items, товаров, ресурсов) системы;
Обозначим через S набор возможных оценок для рейтинга предме-
тов (например, S = {1, . . . , 5} или S = {нравится, не нравится}). Также
предполагается, что любой пользователь u ∈ U может сделать не более
одной оценки для конкретного элемента i ∈ I, эта оценка обозначается rui.
Собранные воедино оценки всех пользователей образуют матрицу кросс-
табуляции (матрицу взаимодействия) R = {rui}u∈U,i∈I .
Например, в таблице 1 представлены рейтинговые оценки четырех че-
ловек (Анны, Ивана, Михаила и Марии) по четырем фильмам (Интерстел-
лар, Титаник, Король Лев и Игры разума). Пустые ячейки означают, что
пользователь не смотрел или не оценивал данный фильм. В предложенном
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случае Анна является активным пользователем, для которого необходимо
дать рекомендации.
Таблица 1: Пример матрицы взаимодействий
Интерстеллар Титаник Король Лев Игры разума
Анна 4 ? 5 5
Иван 4 2 1 4
Михаил 4 4
Мария 2 1 3 5
Вспомогательные обозначения:
• Ui - подмножество пользователей, оценивших предмет i;
• Iu - подмножество предметов, которые оценены пользователем u;
• Uij - подмножество пользователей, которые оценили предметы i и j,
то есть Ui ∩ Uj;
• Iuv - подмножество предметов, которые были оценены двумя пользо-
вателями u и v, то есть Iu ∩ Iv.
Наиболее распространенные задачи, связанные с рекомендательными
системами, - это задачи "best item"и "top-N".
Первая задача состоит в том, чтобы найти для конкретного пользо-
вателя u новый неоцененный элемент i ∈ I \ Iu, который может заинтере-
совать u. Когда оценки доступны, эта задача чаще всего определяется как
задача регрессии или классификации, цель которой состоит в том, чтобы
изучить функцию f : U × I → S, которая предсказывает оценку f(u, i)
пользователя u для нового элемента i. Затем эта функция используется
для рекомендации активному пользователю ua элемента i, для которого




Вторая задача состоит в рекомендации активному пользователю ua
списка L(ua), содержащего N предметов, которые могут его заинтересо-
вать.
Далее рассмотрим два основных типа рекомендательных систем: кол-
лаборативную фильтрацию, подход на основе содержания. (Рис. 1).
Рис. 1: Основные типы рекомендательных систем.
1.2 Коллаборативная фильтрация
Подход коллаборативной фильтрации (КФ) опирается на оценки поль-
зователя u, а также на оценки других клиентов в системе. Ключевая идея
заключается в том, что рейтинг клиента u для неоцененного элемента i,
скорее всего, будет похож на рейтинг предмета i другого пользователя v,
если u и v оценили другие элементы похожим образом. Аналогично, поль-
зователь u, вероятно, оценит два предмета i и j похожим образом, если
другие пользователи дали схожие оценки этим двум предметам.
Методы КФ можно разделить на два класса методов, основанных на
памяти и основанных на модели.
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1.2.1 Коллаборативная фильтрация на основе памяти
Алгоритмы КФ на основе памяти используют всю матрицу кросс-
табуляции для создания прогноза. Каждый пользователь является частью
группы людей со схожими интересами. Находя "соседей" активного поль-
зователя, можно получить для него прогноз предпочтений по неоценным
предметам.
Алгоритм КФ на основе памяти вычисляет сходство wij, которое от-
ражает расстояние или корреляцию между двумя пользователями или дву-
мя предметами i и j. Существует несколько основных методов вычисления
сходства между пользователями или предметами:
• Корреляция Пирсона.




i∈Iuv (rui − ru) (rvi − rv)√∑
i∈Iuv (rui − ru)
2
√∑
i∈Iuv (rvi − rv)
2
(1)
где суммирование производится по элементам, которые были оценены
пользователями u и v, а ru и rv - средняя оценка совместно оце-
ненных предметов пользователями u и v соотвественно. Например,
из примера в таблице 1 w1,4 = 0, 756.




u∈Uij (rui − ri) (ruj − rj)√∑
u∈Uij (rui − ri)
2
√∑
u∈Uij (ruj − rj)
2
где суммирование производится по пользователям, которые оценили
оба предмета i и j, а ri и rj - средняя оценка i-го и j-го соотвественно
предмета этими пользователями.
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• Косинусная мера близости.
Если R является матрицей пользовательских оценок размера m× n,
то сходство между двумя пользователями u и v определяется как
косинус n-мерных векторов, соответствующих u-ой и v-ой строчкам
матрицы R. Сходство между двумя предметами i и j определяется
как косинус n-мерных векторов, соответствующих i-му и j-му столб-
цам матрицы R.
Векторное косинусное сходство между пользователями u и v задается
формулой:
wuv = cos(
−→u ,−→v ) =
−→u • −→v
||−→u || · ||−→v ||
=
∑


















||−→i || · ||−→j ||
=
∑








где “•” обозначает скалярное произведение двух векторов.
Получение прогнозов или рекомендаций является наиболее важным
этапом в системе коллаборативной фильтрации. В алгоритме КФ, основан-
ном на памяти, на базе полученных значений сходства пользователей или
предметов выбирается подмножество ближайших соседей активного поль-
зователя или активного предмета. Затем для генерации прогнозов могут
использоваться следующие методы:
• Взвешенная сумма оценок.
Чтобы сделать прогноз для активного пользователя a по опреде-
ленному предмету i, можно использовать средневзвешенное значение
всех оценок по этому предмету по формуле:
Pai = ra +
∑




где ra и ru - среднее значение оценок пользователей a и u соот-
вественно по всем предметам за исключением i , а wau - вес между
пользователями a и u. Суммирование проводится по всем пользова-
телям u, которые оценили предмет i.
• Среднее арифметическое взвешенное оценок.
Для прогнозирования рейтинга пользователя u по предмету i можно




n∈I\{i} run · win∑
n∈I\{i} |win|
где win - вес между предметами i и n, run - оценка пользователя
u по позиции n. Cуммирование производится по всем предметам за
исключением i.
1.2.2 Коллаборативная фильтрация на основе модели
Подход коллаборативной фильтрации, основанный на модели, пред-
полагает использование информации о взаимодействиях пользователя и
предметов, а также разработку скрытой модели поведения, которая долж-
на объяснить эти взаимодействия.
В качестве средств для создания таких моделей используют методы
машинного обучения. Если оценки пользователей являются категориаль-
ными, используется алгоритмы классификации, а для численных оценок
могут быть применены регрессионные модели и методы SVD.
1.3 Подход на основе содержания
Рекомендательные системы, основанные на контенте (содержании),
анализируют набор документов или описаний предметов, которые ранее
были оценены пользователем, после чего строят модель или профиль ин-
тересов пользователя на основе особенностей предметов.
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Большинство рекомендательных систем на основе содержания ис-
пользуют относительно простые модели, например, модель векторного про-
странства (Vector Space Model, VSM) с базовым взвешиванием TF-IDF.
VSM - это представление текстовых документов в векторном пространстве.
Представление документов в VSM делится на два этапа: взвешивание
термов и измерение сходства вектора признаков. Наиболее часто использу-
емая схема взвешивания термов - это взвешивание TF-IDF (Частота терма
- Обратная частота документа).




где nt — число вхождений слова t в документ d, а в знаменателе — общее
число слов в данном документе.
idf(t,D) = log
|D|
|{di ∈ D|t ∈ di}|
где в числитель — это число документов в коллекции, а знаменатель —
число документов из коллекции D, в которых встречается слово t
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Глава 2. Инструменты по сбору данных
API (Application Programming Interface) - интерфейс прикладного
программирования, который описывает взаимодействие между нескольки-
ми программными приложениями.
Компания Valve предоставляет доступ к Steam Web API [22], чтобы
разработчики могли использовать данные с платформы Steam для созда-
ния собственных приложений. Для его использования требуется наличие
ключа Steam Web API.
Данный сервис предоставляет большое количество методов и интер-
фейсов для получения различной информации, но нас интересует интер-
фейс ISteamUser с методом GetFriendList, а так же интерфейс IPlayerService
с методом GetOwnedGames.
Метод GetFriendList возвращает список друзей пользователя со сле-
дующей информацией: "steamid" - идентификатор друга в Steam,
"relationship" - фильтр отношений, "friend_since" - unix время, когда поль-
зователи подружились (Рис. 2), но только в том случае, если профиль на-
ходится в открытом доступе.
Рис. 2: JSON ответ от сервера на запрос о друзьях игрока




где KEY - ключ Steam Web API, ID - идентификатор пользователя Steam.
Метод GetOwnedGames возвращает количество игр в библиотеке у
пользователя("game_count") и список игр пользователя со следующей ин-
формацией: "appid" - идентификатор игры в Steam, "playtime_forever" -
время в минутах, проведенное пользователем в игре, "playtime_windows_
forever" , "playtime_mac_forever" , "playtime_linux_forever" - время в ми-
нутах, проведенное пользователем в игре в соответствующей операционной
системе (Рис. 3). Доступ к данным есть только в том случае, если игрок не
скрыл свои игры в настройках доступа.
Запрос на сервер выглядет следующим образом:
http://api.steampowered.com/IPlayerService/GetOwnedGames/v0001/?
key=KEY&steamid=ID&format=json
где KEY - ключ Steam Web API, ID - идентификатор пользователя Steam.
Рис. 3: JSON ответ от сервера на запрос об играх пользователя
Так же кроме сервиса Steam Web API в работе используется API
сайта Steam Spy [23], где собраны оценки объёмов продаж предлагаемых в
магазине Steam продуктов, а так же разные статистики по играм.
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С помощью запроса: http://steamspy.com/api.php?request=appdetails&
appid=ID, где ID - идентификатор игры Steam, можно получить следую-
щие данные:
• "appid" - идентификатор игры на сайте Steam;
• "name" - название игры;
• "developer" - разработчики игры;
• "publisher" - издатели игры;
• "positive" , "negative" количество положительных и отрицательных
оценок игры;
• "ownres" - количество владельцев;
• "average_forever" , "average_2weeks" - среднее время игры (наблюде-
ния велись с с марта 2009 года) и за последние две недели;
• "median_forever" , "median_2weeks" - медианное значение времени
игры (наблюдения велись с с марта 2009 года) и за последние две
недели;
• "price" - текущая цена игры в центах;
• "discount" - текущая скидка на игры в процентах.
Для данной работе используются атрибуты: идентификатор игры,
название игры, количество положительных и отрицательных оценок игры,
среднее время, проведенное в игре, с марта 2009 года.
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Глава 3. Метод предоставления рекомендаций
Пусть нам дан список пользователей, для каждого из них найден спи-
сок игр, в которые пользователь играл, а так же известно количество часов,
проведенное за каждой игрой. На основе информации найдено множество
уникальных игр и среднее значение времени игры с марта 2009 года.
3.1 Описание алгоритма
На платформе Steam оценка игр просходит с помощью ранжирования
"нравится" / "не нравится" , но малое количество пользователей исполь-
зует этот функционал, поэтому необходимо построить оценочную систему
по-другому.
Для построения матрицы взаимодействия (кросс-табуляции) пред-
лагается использовать в качестве показателя оценки пользователя время,
проведенное за игрой.
Введем обозначения:
• tui - время, проведенное пользователем u за игрой i;
• rui - значение оценки пользователя u игры i;




0, если tui = 0
1, если 0 < tui < 0.4 ∗ τui
2, если 0.4 ∗ τui < tui ≤ 0.8 ∗ τui
3, если 0.8 ∗ τui < tui ≤ 1.2 ∗ τui
4, если 1.2 ∗ τui < tui ≤ 1.6 ∗ τui
5, если tui ≥ 1.6 ∗ τui
(4)
Пример таблицы кросс-табуляции по имеющимся тестовым данным
показан на рис. 4
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Рис. 4: Фрагмент матрицы оценок игр
После того, как таблица рейтингов будет получена, запускается алго-
ритм, основанный на памяти, или другими словами на соседстве, который
был подробно описан в пункте 1.2.1 данной работы. Алгоритм состоит из
двух основных этапов:
• Вычисление сходства игроков по формуле 1 (корреляция Пирсона)
или по формуле 2 (косинусовое сходство).
• Прогнозирование оценки игры i для конкретного пользователя u по
формуле 3
Таким образом, мы можем восстановить любой неизвестный элемент
в таблице оценок.
В дополнении к алгоритму коллаборативной фильтрации на основе
памяти создается рейтинг игр, который основывается на количестве по-
ложительных отзывов. Показателем для такого ранжирования игр будет
величина: value = nposnpos+nneg , где npos - число положительных рекомендаций,
nneg - число отрицательных рекомендаций.
Далее рассмотрим результаты работы рекомендательной системы и
оценку ее прогнозов.
3.2 Проверка работы рекомендательной системы
Для того, чтобы оценить работу построенной системы, случайным
образом бралась тестовая выборка из 100 игроков, около 10 % от общего
числа рассматриваемых пользователей. Для каждого из них находился век-
тор, состоящий из вычисленных значений схожести с другими игроками.
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Затем для каждого известного значения оценки рассматриваемого игрока
(то есть для тех игр, которые уже есть у него в библиотеке) прогнозовара-
лась оценка для этого элемента.
Если обозначить pui за спрогнозируемую оценку игры i для игрока
u, а rui за известную рейтинговую оценку игры игры i для игрока u, то







Для полученной рекомендательной системы имеем оценки, представ-
ленные на рис. 5 и рис. 6
Рис. 5: RMSE для косинусовой меры близости
Рис. 6: RMSE для кореляции Пирсона
3.3 Результат работы для конкретного игрока
Для предоставления рекомендаций конкретному игроку, алгоритм
начинает свою работу по прогнозированию точно так же, как описано в
пункте 3.1., в результате получем вектор спрогнозированных оценок для
каждой игры, в которую пользователь не играл. После чего идет поиск игр
с максимальным значением спрогнозированной оценки.
Для предоставления конечного списка рекомендаций случайным об-
розом выбирается семь игр с максимальным рейтингом из результата ра-
боты системы коллаборативной фильтрации, а так же три дополнительные
игры, основываясь на числе положительных рекомендаций пользователей.
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На рис. 7 представлен результат работы алгоритма для пользователя
с идентификатором 76561198047134912.
Рис. 7: Рекомендации для пользователя с id 76561198047134912
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Глава 4. Программная реализация
С кодом данной рекомендательной системы можно ознакомиться на
странице репозитория GitHub [24].
4.1 Инструменты
В качестве языка программирования был выбран высокоуровневый
язык программирования Python, как популярный инструмент разработки
с большим выбором библиотек, помогающих в работе над проектом.
В процессе реализации рекомендательной системы были использова-
ны следующие библиотеки Python:
• requests - библиотека, позволяющая отправлять HTTP запросы;
• json - библиотека, позволяющая кодировать и декодировать данные
в удобном формате;
• pandas — библиотека для обработки и анализа данных;
• numpy — математическая библиотека с поддержкой многомерных мас-
сивов;
• statistic — библиотека, предоставляющая функции для расчета мате-
матических статистик числовых данных.
4.2 Сбор и предобработка данных
Весь процесс сбора и предобработки данных делится на четыре этапа.
Далее кратко приведем описание последовательности выполненных дей-
ствий.
4.2.1 Сбор идентификаторов пользователей
Для того, чтобы собрать id пользователей Steam, было решено начать
взаимодействие с данными игрока с идентификатором 76561198047134912.
Для этого с помощью библиотеки request был отправлен get-запрос к Steam
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Web API на получение данных о друзьях данного пользователя, после чего
был получен ответ со списком друзей в формате JSON.
Далее эта процедура повторялась с друзьями исходного игрока, а
затем и с их друзьями и так далее. Данный алгоритм проверяет наличие
пустых ответов на запросы в случае закрытых профилей. И заканчивает
сбор данных, когда количество запросов достигает 3000.
В результате этой части программы имеем список с индентификато-
рами пользователей Steam размера 1× 2990.
4.2.2 Сбор игр пользователей
На этом шаге для каждого пользователя, идентификатор которого
известен из предыдущего шага, делается соотвествующий запрос к Steam
Web API на получение списка игр, находящихся у игрока в библиотеке.
При этом обрабатывается случай, когда пользователь закрыл доступ к про-
смотру его игр или доступ к ним есть только у его друзей. В результате
в рассмотрении остался список с 1101 пользователем и список игр этих
игроков.
4.2.3 Предобработка данных
В процессе обработки полученных на предыдущих этапах данных бы-
ло поставлено несколько задач.
Во-первых, необходимо убрать из рассмотрения игры и дополнения к
ним, которые пользователь ни разу не запускал, то есть у которых время
игры равлялось нулю.
Во-вторых, нужно удалить из базы данных игроков, у которых в биб-
лиотеке находится меньше пяти игр, так как подавляющее большинство
пользователей создает такие аккаунты с целью обхода правил сервиса, ко-
торые не позволяют играть после блокировки аккаунта за нарушение поль-
зовательского соглашения.
Окончательно получаем 926 игроков, на которых будет обучаться ре-
комендательная система, а так же список из 9689 уникальных игр, в кото-
рые играли изучаемые игроки.
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4.2.4 Сбор дополнительных данных
Далее путем запроса к API сайта Steam Spy находим для каждой
уникальной игры среднее время, которое в ней проводили пользователи
Steam. Дополнительно запрашиваем данные о положительных и отрица-
тельных рекомендациях пользователей. Вычисляем относительное число
положительных оценок для каждой игры и сортируем массив по убыва-
нию этого параметра.
4.3 Создание рейтинговой таблицы и прогнозирова-
ние
Изначально создается таблица, заполненная нулями, размера 926 ×
9689, поcле чего согласно формуле 4 высчитываются рейтинговые оценки
игр.
Были реализовали две меры сходства: корреляция Пирсона (формула
1) и косинусное сходство (формула 2), а так же была создана функция,
которая делает прогноз оценки игры i пользователем u по формуле 3.
4.4 Вывод результатов
Для оценки работы алгоритма с помощью пакета random случайным
образом из выборки отбиралось 100 игроков. Для каждой игры тестовых
игроков, оценка которой известна, делался прогноз и считалась ошибка
RMSE. Этот процесс был проведен для каждой из метрик близости и после
этого посчитано среднее значение ошибки на тестовой выборке.
В результате имеем, что значение ошибки при выборе корреляции
Пирсона в качестве меры близости оказалось ниже, чем для косинусового
сходства. Поэтому для рекомендаций конкретному пользователю решено
использовать корреляцию Пирсона для вычисления сходства между игро-
ками.
На финальном этапе создания списка рекомендованных игр мы имеем
массив ранее не оцененных игр со спрогнозированными оценками и массив
игр, упорядоченных по убыванию относительного числа положительных
рекомендаций других пользователей. В итоге с помощью пакета random
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выбирается 7 игр с максимальным предсказанным рейтингом и 3 игры из
списка игр с большим количеством положительных оценок.
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Выводы
Таким образом, анализируя данные пользователя из онлайн-платформы
дистрибуции игр Steam, мы можем получить необходимую информацию о
наиболее предпочитаемых играх каждого конкретного пользователя. И на
основе этих данных можем сформировать список игр, которые могли бы
понравиться пользователю.
В связи с большим количеством продуктов, предлагаемых на плат-
форме Steam, данная рекомендательная система позволит игрокам быстрее
находить игры, подходящие им по предпочтениям.
Реализованная система дает рекомендации с небольшой погрешно-
стью. Но при этом можно уменьшить погрешность путем добавления в рас-
сматриваемую систему иного подхода, например кооллаборативную филь-
трацию на основе модели или подхода на основе содержания. Это позволит
избавиться от недостатка КФ на основе памяти, связанного с наличием
разреженой матрицы большого размера.
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Заключение
В результате разработки метода интеллектуального анализа данных
игроков онлайн-сервиса дистрибуции игр Steam была создана рекоменда-
тельная система игр.
В рамках данной работы было собрано большое количество различ-
ных данных с помощью интерфейса API сайтов Steam и Steam Spy. После
чего проводилась обработка данных с помощью популярных бибилиотек
языка Python.
На основе полученных данных была разработана рекомендательная
система коллаборативной фильтрации на основе памяти, основываясь на
времени, проведенном пользователями в играх. Так же был проведен ана-
лиз игр по количеству положительных отзывов.
В результате комбинации результатов этих двух моделей, для любого
пользователя Steam создается рекомендация из десяти игр.
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