We describe the design of privacy controls and feedback mechanisms for contextual IM, an instant messaging service for disclosing contextual information. We tested our designs on IMBuddy, a contextual IM service we developed that discloses contextual information, including interruptibility, location, and the current window in focus (a proxy for the current task). We deployed our initial design of IMBuddy's privacy mechanisms for two weeks with ten IM users. We then evaluated a redesigned version for four weeks with fifteen users. Our evaluation indicated that users found our group-level rulebased privacy control intuitive and easy to use. Furthermore, the set of feedback mechanisms provided users with a good awareness of what was disclosed.
Introduction
Instant messaging (IM) is a growing communication medium that is useful for both social and work purposes [1, 2] . While it functions as a multi-purpose communication medium, current commercial designs of IM provide minimal support for disclosing contextual information (such as location and work status) to other users. To address this concern, prior research have explored augmenting IM to include contextual information disclosure so that IM users can have better awareness of where other users are and what they are up to, and to improve IM as a communication media for collaboration, coordination and social interaction [3] [4] [5] [6] .
However, for contextual IM to flourish in everyday use, significant privacy concerns need to be addressed for supporting contextual information sharing. Previous work has highlighted two principles in designing for privacy: control and feedback [7, 8] . Without enough control, sensitive and private information could be disclosed to others. Without sufficient feedback, users would not know what has been disclosed, and that may prevent them from taking necessary precautions to protect their privacy. One design for privacy controls is to manage information disclosure on a case-by-case basis. The problem with this design is that users are always required to make the disclosure decision, which incurs interruption costs and prevents useful disclosures when they are busy or away. Another design of privacy control is a customizable rule-based control. A previous lab study has suggested that group-level rule-based controls are sufficient for contextual IM [9] ; however, without actual field use, it is not clear what needs to be included in privacy controls and how much feedback is necessary to make contextual IM acceptable for general everyday use.
To explore this design space, we designed privacy controls and feedback mechanisms for IMBuddy, a contextual IM service that we developed. IMBuddy allows any AIM user to query an AOL Instant Messaging Robot (AIMBot) about three types of information: interruptibility, location, and current window in focus (a proxy for current task). Currently, users can only ask about selected AIM users who run our client software which collects and reports their contextual information.
We iterated our privacy designs based on actual field use. For the first deployment, ten participants used IMBuddy for two weeks. Although users felt comfortable using the first iteration of privacy controls and feedback mechanisms, they suggested additional feedbacks and improvements to the system. We then redesigned the system and deployed it to fifteen other students over the span of four weeks. We evaluated our designs focusing on the effectiveness of our control and feedback mechanisms.
This work offers two main contributions. First, we introduce a design for privacy control and feedback mechanisms for contextual IM. Our user study suggests that our feedback mechanisms provided ample information allowing our users to notice when their information was disclosed. Specifically, most users were aware when someone asked for their information in a suspicious way. During the study, our participants were comfortable with their privacy settings and discussed various scenarios where the information disclosed was both appropriate and useful. Components of our design can be easily reused for other contextual IM and can even be extended to information disclosure through other devices. Second, our design offers evidence that a rule-based group-level privacy control for contextual IM can work well in practice.
Related Work
With ubiquitous computing pushing to embed technologies in our everyday devices, it is becoming easier to sense and share user information (e.g. location). For example, prior work has demonstrated the benefits of contextual information disclosures for Media Space [10] . Similarly, the idea of contextual information sharing in instant messengers has also been explored, showing that these clients are helpful for sharing locale and activity information [3, 4, 6] and project related information [5] .
As ubiquitous computing strives to make technology more invisible and integrated in our everyday lives, it becomes imperative to consider and design privacy mechanisms to properly managing information disclosures. Work by Belotti and Sellen has highlighted this issue, and they propose a design framework that focuses on feedback and control in ubicomp environments [7] . Drawing on prior research in Media Spaces [8] , they define two important principles in designing for privacy: control, empowering people to stipulate what information they project and who can get hold of it, and feedback, informing people when and what information about them is being captured and to whom the information is being made available.
To inform our initial privacy designs for IMBuddy, we also drew upon several other guidelines. Previous work indicates the need for coarse-grained control as "users are accustomed to turning a thing off when they want its operation to stop" [11, 12] . Other work has demonstrated the importance of having abstract views of information [13] , allowing for flexible and personalized replies [11, 14] , and having mechanisms for controlling the quantity and fidelity of information disclosure [15] .
An open question related to privacy is the usefulness of rule-based mechanisms. On one hand, work by Patil and Lai suggests that controlling privacy at a group level is sufficient for contextual IM [9] . On the other hand, Palen and Dourish argue that privacy is more than authoring rules [16] , but rather an ongoing "boundary definition process" in which boundaries of disclosure, identity, and time are fluidly negotiated. In IMBuddy, we provide control and feedback mechanisms that utilize both of these philosophies. For example, we provide a rule-authoring interface as well as a history disclosure mechanism. We felt that since attention remains a scarce resource, using a rule-based approach can minimize interruptions and allow for useful disclosures when the user is busy or away. We also provide social translucency mechanisms to help users be more aware of what others know about them. Most importantly, we provide an evaluation of these different mechanisms, showing that they work well in practice.
The importance of feedback has been discussed extensively in prior work. Feedback is important because if users are not aware that their information is being disclosed, then they will be unable to react appropriately to potentially harmful requests. As Langheinrich points out, "in most legal systems today, no single data collection…can go unnoticed of the subject that is being monitored" [17] . Feedback can be further broken down into providing adequate history and immediate feedback as discussed in Nguyen and Mynatt's work on Privacy Mirrors [18] . Our work here presents the design and evaluation of several different feedback mechanisms.
Designs of Privacy Control and Feedback
We used IMBuddy, a contextual IM service that uses an AOL Instant Messaging Robot (AIMBot), to provide a framework for evaluating privacy control and feedback. IMBuddy answer queries about three types of contextual information: interruptibility, location, and active window. Our initial designs were based on formative evaluations with paper and interactive prototypes tested with five IM users.
Control
In this section, we discuss three aspects of IMBuddy's privacy controls, namely its multiple information granularity levels, group-based controls, and convenient access.
Information Granularity. IMBuddy can disclose three types of information: interruptibility, location, and active window. To support multiple information abstractions levels, we created different levels of disclosure (see Table 1 ). The lowest disclosure level for all three information types is "none", which results in disclosing "no information available". Our design goal was to keep the controls simple and straightforward while still providing meaningful and appropriate information disclosures for our users; therefore, we focused on the simplest types of granularity controls and did not explore more complex controls based on time or location, etc.
For interruptibility, the highest disclosure level provides a percentage accuracy of busyness, while the lowest level provides a simple abstraction (e.g. <33% is interpreted as the "user may not be busy"). We provide users a buffer for interpreting busyness by phrasing the disclosed information in terms of possibilities ("may not be busy") rather than absolute terms ("is not busy"). For location, the highest disclosure level uses the user's self-specified location tags while the lowest level indicates if the user is on or off campus. For active window, the highest disclosure level reports the name of the window in focus (e.g. "Mozilla Firefox -YouTube.com"), while the lowest level only reports the name of the application in focus (e.g. "firefox.exe"). Groups-Based Privacy Policy Controls. We adapted a group-based approach based on prior work by Patil and Lai [9] . Users can specify privacy settings at any time via a web browser (see Figure 1a ). Initially, a user's IM buddies are put in a 'default' privacy group, which uses the minimum information disclosure levels for all three information types. Users can create new privacy groups and populate them by moving buddies from the default group to any of their other newly created groups. If an unknown AIM user (a screenname who is not on the user's buddylist) requests information from IMBuddy, then he will automatically be added to the default group so that users can also adjust settings for strangers. Through formative user tests, we found that people preferred using a verticallyoriented view for listing a group's privacy information, mostly because of its similarity to existing IM buddylist views. Within each group's container, drop-down controls let users set the disclosure level for each information type. As users change the disclosure level, dynamic "privacy transparency" feedback shows how their changes would affect the information disclosed to AIM buddies in that group. Convenient Controls. While running the IMBuddy service, users have easy access to the privacy controls via a context menu (see Figure 1b) . From this menu, users can: 1) suppress immediate notifications (as described in the next section), 2) turning on invisibility to prevent disclosing information (allowing for coarse-grained on/off control as suggested by [19] ), and 3) quickly access their group privacy settings. 
Feedback
IMBuddy supports three types of feedback: 1) informing users what information was disclosed to the requestor (disclosure history), 2) informing users when their information is being disclosed (notification), and 3) facilitating conversational grounding by informing users what others know about them (social translucency).
Disclosure History. The disclosure history is part of the privacy settings webpage, and provides a quick view of who has requested a user's information and what was disclosed (see Figure 2 ). From formative user tests, we found that people preferred viewing their disclosure history by date and buddy name as opposed to by information type or group. Our participants also rated the need to quickly view anomalies (based on the number of information requests) as an important privacy feedback feature. Moreover, our users found the relative amount of queries was more interesting than the absolute number. To visualize this, an at-a-glance feature using color highlights to indicate the number of requests was preferred over using the number of requests, with one participant saying that it "makes it easy to see who the stalkers are." As such, we see the disclosure history as an important feature for users to gauge if there are any problems in their privacy control settings. We note that our design used static thresholds for color highlighting, but more dynamic coloring schemes could be used.
Notifications. When someone requests a user's information, a bubble popup notification provides real-time feedback showing what was disclosed (see Figure 3a) . These notifications remain on-screen if the user is not interacting with the computer (e.g. they are away from their computer at the time of disclosure). By not having an automatic notification dismissal, users have a chance to notice that a disclosure occurred while they were away and can readjust their privacy settings, if needed. We have also incorporated a non-distracting peripheral notification. When a disclosure occurs, our system tray icon changes from a white dot to a red dot, mimicking the red light used to indicate active recording status in recording equipments. This icon change alerts the user that their information is being recorded, accessed, and can be potentially sent to their buddies (depending on their privacy control settings). Moreover, this peripheral notification becomes the primary notification mechanism for users, if they choose to turn off bubble notifications. Social Translucency. We also provide a notification reminding users what their buddies know about them when a conversation starts (see Figure 3b ). This feedback mechanism provides conversational grounding [20] as well as social translucency of what information buddies have been requesting [3] . Using this information, users are less likely to be confused by their buddies' understanding (or lack thereof) of their current communication context. Furthermore, if people wish to provide a white lie while chatting, they will know the boundaries of which they can plausibly lie. For example, a person would not lie and say they were on campus if the notification said that the other person saw that they were at home. During our field deployments, we provided these IM-based notifications by having our participants install a plugin we developed for Trillian Pro, a commercial IM client [21] .
System Implementation
The IMBuddy system consists of three parts: an IMBuddy AIM Bot ("imbuddy411"), an IMBuddy server, and an IMBuddy client running on each participant's machine. (1) Bob queries on the busyness of Alice by typing "howbusyis ALICE" to imbuddy411; (2) imbuddy41 passes the request to the IMBuddy server, which forwards it to the appropriate IMBuddy client to process the request; (3) Alice's client responds to the request and alerts Alice of the information that is being disclosed to Bob; and (4) imbuddy411 then displays the privacy-filtered response from the client or database to Bob's chat window.
BOB'S COMPUTER ALICE'S COMPUTER
Any AIM user can request a user's information by typing a command in a chat window to imbuddy411 (implemented using JAIMBot, an open-source Java-based AIM library [22] ) (see Figure 4 ). For example, he can type "howbusyis X" to get X's interruptibility, where X is the screenname (step 1). imbuddy411 passes this request to the IMBuddy server, which then communicates with the appropriate IMBuddy client to retrieve the appropriate context information (step 2). The IMBuddy client notifies the user of the disclosure and relays the information back to the IMBuddy server (step 3). Based on the user's privacy settings, the IMBuddy server reports the privacyfiltered response back to the requester in the original chat window (via imbuddy411). Information requests are also stored in a MySQL database on the IMBuddy server, which lets the server share the most recent disclosure information if a user is offline.
The IMBuddy client software runs as a background process that collects interruptibility, location, and active window information. We use Subtle [23] , a toolkit which uses sensor-based statistical models, to collect active window data and to estimate a user's interruptibility. When tested with a group of 10 office workers, Subtle is capable of reaching 80% accuracy in predicting interruptibility. The model we used is built with data from human resource personnel and two graduate students [24] . Location estimates are done using a two-pronged approach. Because our participants are college students, the first level of location abstraction checks to see if users are on or off campus by determining if their IP address is within the university's subnet. To provide more precise location information, we rely on Place Lab [25] to sense nearby wireless access points. When our software sees a new set of wireless access points, we prompt users to provide a location tag. Later, we use Place Lab to recognize when the user returns to that location, so that we no longer need to prompt the user again. The IMBuddy client is also responsible for providing notifications, along with locally storing data to provide social translucency for IM conversations.
The IMBuddy server hosts the privacy control and history disclosure webpage and is implemented using Ruby on Rails and a MySQL database.
First Deployment and Redesign
To evaluate our feedback and control mechanisms, we recruited ten undergraduate students to use the IMBuddy system for a period of two weeks. We specifically chose undergraduates who were active AIM users that used IM for both social and work related purposes. On average, these participants are medium to heavy IM users; they have 90 buddies and 1300 incoming/outgoing messages a week. Based on the Westin Privacy Survey, these participants all fall in the Pragmatic category.
On the first day of the study, we installed the IMBuddy client software on each participant's laptop. They were also asked to set up their initial privacy groups by moving their buddies from the default group into any newly created groups and/or changing the settings for the default group. Participants were told that, throughout the study, they can change their settings by creating/deleting groups and moving buddies around anyway they like. For the purposes of our study, we wanted to have an initial set up so we could see how the initial groups change over the course of the study.
To introduce our IMBuddy service to our participants' buddies, we included a short description about the service in each participant's IM profile. However, because our participants said their buddies do not often check profiles, we modified our Trillian plugin to also advertise the IMBuddy service whenever an IM conversation is started.
There were a total of 242 individual queries made to IMBuddy. The breakdown of the different information types that were requested include: 66 for interruptibility, 104 for location, and 72 for active window. Since information requesters can ask for multiple types of information (for a given subject) in one session, we grouped such queries as a single instance. In all, there were 117 instances of use and on average two types of information were queried per use. 43 of those instances were times when IMBuddy disclosed information stored in the database (i.e. when users were not online or running our client). There were 53 distinct screen names who queried IMBuddy and 13 of those were repeat users.
A total of 43 groups were created. On average, there were 4.3 groups (σ = 2.5) per participant. One participant had only one group (default) and said that besides his active window, he was fine with anyone seeing his information. Other participants had group names that contain keywords relating to class, major, clubs, gender, work, location, ethnicity, and blood relations. 6 of the 43 groups disclosed no information, while 7 of them disclosed all three information types at the highest level.
Findings
During a mid-deployment interview, we reviewed the disclosure history with each of the participants. At the end of the study, each participant completed a Likert-style questionnaire, where they were asked to rate 15 statements (where 1=strongly disagree and 5=strongly agree).
Our participants agreed that the three information types being disclosed were all potentially sensitive information that they would not carelessly disclose (interruptibility: 3.6/σ=1.3, location: 4.1/σ=1.1, active window: 4.9/σ=0.3). However, despite the potential sensitivity of this information, our participants said they were comfortable with their privacy settings for IMBuddy (4.1/ σ=0.9).
We found that our group-based control was intuitive to our users because they were used to similar levels of control from other sites and applications (e.g LiveJournal). They agreed that our privacy controls were easy to understand (4.4/σ=0.5) and easy to modify (4.2/σ=1.0). Users did, however, express a desire to be able to self-set interruptibility level, in the same way that they could self-tag location.
In terms of feedback, most users felt that they had a good sense of who had seen their information (3.9/ σ=1.2), and all of them had reviewed their disclosure history at least twice in the two weeks. They reviewed their disclosure log usually after noticing a query, which prompted them to find out what other information was disclosed since they last checked the disclosure history. The participants who gave low scores for this question indicated a need for a fourth type of feedback (that we later implemented), informing them about disclosures that occurred while their computers were off.
Our users did not feel that the notifications were problematic. For example, one user said, "[the notification was] at a good spot to ignore it if I wanted to." One participant did express concerns if the frequency of use increased: "if it were to happen all the time, then it might get annoying." One solution for this is to summarize disclosure histories. One participant suggested that "it would be cool if it was like summarized, like your location has been checked like 5 times, like something like that. I wouldn't want like it all to be listed. It would be too much." In specific cases where malicious users query the AIMBot and bombard users with unwanted notifications, one solution could be to have a blacklist where no information is disclosed and no notification is shown for blacklisted users; this is similar to the blocking option that current IM clients already have.
Redesign
The survey results indicated that users were mostly satisfied with the privacy controls. They felt the controls were easy to use and understand. Most importantly, they were comfortable with their privacy control settings. Therefore, in our redesign, we only added minor changes to the control mechanisms, such as allowing users to correct the interruptibility information being disclosed. Instead, our redesign focused on the reported need for different types of privacy feedback mechanisms.
System and Control Modifications. One concern with our first deployment was the inability to correct the information being disclosed. While our system would ideally only disclose accurate contextual information, we found that interruptibility was often not accurate enough for our users. Hence, participants from our first deployment requested the ability to self-tag their interruptibility, much in the same way that we allow for location self-tagging. Thus, we modified our IMBuddy client to allow users to manually set their interruptibility though the client's context menu. All manual interruptibility settings would only last for one hour, after which the user's interruptibility would revert back to the system-inferred value.
We also found that the highest level of interruptibility disclosure (a percentage) is generally not as useful as an abstract text description of the user's interruptibility (e.g. "not busy"). To address this, we modified interruptibility's highest disclosure level to include both the percentage and a brief text description.
Lastly, we modified the client to auto-update the user's contextual information to the server every five minutes, as opposed to only when a query is sent. This way, the latest information in the server will remain reasonably up-to-date, so that information requestors can still get useful information when the user's computer is offline.
Additional Feedback. We added two new feedback mechanisms. The first provides feedback to the users when they logon to the system, showing them the number of information requests that occurred while they were offline in a bubble notification (see Figure 5a) . The purpose for this feedback is to provide the users a better sense of how their privacy was handled while they were offline.
The second feedback mechanism appears when a user mouses over the client's system tray icon (see Figure 5b) . A small tool-tip popup window appears, showing the number of requests for each information type within the past 6 hours. We designed this mechanism to provide a lightweight summary of disclosure history. This is especially useful if the users have not been actively keeping track of the disclosures (e.g. because they were away from their computer for an extended period of time). 
Second Deployment
To evaluate our modified redesign, we conducted a second field study and deployed our contextual IM system to 15 students for four weeks. These are different participants than the ones from our first deployment. These participants, on average, are medium to heavy IM users; they have 120 buddies and 1580 incoming/outgoing messages a week. These users were also all Pragmatic according to the Westin scale. We used the same advertising techniques as in the first deployment.
In all, there were 140 instances of use. 74 of those instances disclosed information stored in the database (i.e. when users were not online or running our client). The breakdown of the requested information types were: 67 for interruptibility, 175 for location, and 79 for active window (for a total of 321 individual queries). There were 61 distinct screennames who queried IMBuddy. As expected, some users queried the system due to novelty, but there were 15 repeat users who continually used the system throughout the duration of the study.
A total of 56 groups were created. On average, 3.3 groups (σ = 1.3) were created per user. Groups were again separated by an array of factors: class, major, clubs, gender, location, ethnicity, and blood relations. When asked, users often described a sense of closeness as the underlying separating factor between the groups. 6 of the 56 groups disclosed no information, while 10 of them set all three information types at the highest disclosure level. All but 2 default groups disclosed no information, while others allowed for at least a medium disclosure level for interruptibility.
For this deployment, we again focused our evaluation on the privacy control and feedback mechanisms provided in IMBuddy. Our metrics of evaluation include awareness (how successful our system was in keeping our users informed), convenience and ease of use (how easy it was to understand and use the controls), and appropriateness (how the users felt about the disclosed information).
We solicited participants' thoughts using multiple evaluation techniques. We conducted interviews and used surveys/questionnaires 1 . We also created a "stalkerbot" (jasonkats722), to test the effectiveness of our feedback and notification systems and to observe how our participants would react to an unknown and potentially malicious user. The stalker-bot was implemented as another AIMbot which would query IMBuddy for different users and about different information types at random times. The stalker-bot was deployed near the end of the study, when our participants were already familiar with how IMBuddy works and had enough time to settle into a "comfortable" privacy setting. On average, the stalker-bot made 2 sets of queries a day, asking for two or three types of information per session.
Evaluation of Control
To evaluate our control mechanism, we asked our participants to comment on three things: 1) the general usability of the controls (e.g. do users know how to modify the settings and is the design easy to use), 2) their comfort level in regards to the stalkerbot, and 3) their perception of the information disclosed.
Usability. Similar to our first study's results, the participants in our second deployment again felt the privacy controls were intuitive, easy to use, and allowed for easy and quick corrections to any errors. The extended length of the second study combined with the increased number of participants, strengthened our findings from the first-iteration. Our survey questions regarding the understandability of our privacy controls and the ease of changing privacy policies are both highly rated (4.5/σ=0.7).
During our interviews, participants repeatedly made statements such as "I really liked the privacy settings the way they are. I thought they were easy to use, especially changing between privacy settings." Ability to access the control easily was also mentioned: "I felt pretty comfortable with using it because you can just easily modify the privacy settings." Another participant concurs, saying: "it's flexible; you can create as many groups as you want. Moving people around is relatively easy. Since it's on a website, it's not like you have to open up an application."
However, a couple of participants did comment that setting up their initial privacy groups was a bit tedious. "It's time consuming, if you have a long buddylist, to set up for each person." Such comments suggest a need to reduce initial costs that may occur with using group-level control. There were also desires by certain participants to allow for more levels of disclosure granularity. Specifically, a few participants wanted one more disclosure levels for location information, where users could say that they were around a certain place (versus at a specific place).
Comfort. Our participants said they were comfortable with their privacy settings for IMBuddy (4/σ=0.9). Moreover, users' comfort levels were not changed after introducing the stalker-bot. Participants who did not notice the stalker-bot, reacted no differently than hearing about any other user querying for their information. They reasoned that jasonkats722 was perhaps one of their buddies, or that he was an old friend that was no longer on their buddy list. Most important is that they were not concerned. They were confident in their privacy control settings and it did not matter to them that a potential stranger had been checking their information multiple times: "I know they won't get any information, because I set the default so they won't be able to see anything."
Appropriateness of Disclosures. For our mid-deployment interview, we asked our participants to describe scenarios where they felt that: 1) the information disclosed was inappropriate (either too much or not enough information was provided), and 2) the information disclosed was just right and/or extremely useful.
Overall, the participants were not able to state any particular incidences where they felt the information disclosed was inappropriate. This is partly because the overall number of queries was not that high, but it also reflects that users felt comfortable with the information their buddies would potentially see. One user mentioned that he experimented with the system and realized that active-window queries could lead to potentially embarrassing information disclosures (e.g. someone could find out if he happened to be visiting a porn site). While he had initially allowed his friends to see the most detailed information regarding his active window, after this discovery, he went back and changed the settings to prevent potential embarrassing incidents from occurring. Another participant discussed how she lowered her privacy settings for a particular classmate who frequently asked for her information because she felt he did not need such detailed information as she was originally disclosing.
While the amount of use has not been extremely high, we were still able to witness incidents where participants found contextual IM to be very useful. We describe one such scenario below, where the participant's buddy used the service to coordinate with our participant, without bothering them directly. As indicated by the quote above, one complaint was actually the inaccuracy of some information disclosures as opposed to its inappropriateness. Inaccuracies of information existed in two forms: the system-inferred interruptibility is not always 100% accurate, and the location accuracy is limited by the extent to which the user takes their laptop with them.
According to our participants, the most useful information type is location. Location was preferred over availability in terms of utility because most IM users are accustomed to sending an IM message (e.g. "are you free") to determine availability, which is an interruption in of itself. One participant said "I don't really get the point for how busy I was, because people would IM me regardless." Location is also more useful than active window because our participants did not use IM often in groupwork scenarios, where awareness of each other's task might be more helpful.
During the study, IMBuddy would also randomly survey information requestors to get a sense of the appropriateness of the disclosed information using a 5-point Likert scale, where 1 is "wanted more information", 3 is "obtained just the right amount of information", and 5 is "got a lot more than asked". Based on 61 logged entries, the mean was 2.47 (σ = 0.91). Since we did not specifically indicate to these people the range of responses they could have gotten, one might question if most have selected the 3 simply because of a lack of comparison point. However, the average rating does suggest the right level of information was disclosed.
Evaluation of Feedback
We evaluated the awareness of disclosure both in terms of user feedback (using our survey results), and by our users' reactions to our stalker-bot, jasonkats722.
General Awareness of Disclosures. From our first field deployment, users reported having a fairly good sense of who had seen what (3.9/σ=1.2). It was, however, apparent from our interviews that some participants desired different types of feedback from what we had designed. Mainly, participants desired feedback to support their awareness of disclosures when they are not able to monitor the disclosure bubble notifications. With the two newly added feedback mechanism, the mean agreement rating to the question "while using the system, I always have a good sense of who has seen what" increased to 4.1 (σ=0.8).
We speculated that if asked, participants would claim that they had found all of the feedback mechanisms to be helpful. Therefore, to gain a better understanding for which feedback was more essential, we asked our participants to rank the 6 different types of feedback mechanisms that we had designed (with 1 being most useful). The average rankings from most useful to least useful were: bubble notification, 1.6 (σ=0.6); disclosure log, 1.8 (σ=1.3); mouse-over notification, 3.7 (σ=1.0); offline statistic notification, 4 (σ=1.4); social translucency Trillian tooltip popup, 4.8 (σ=1.1); and peripheral red-dot notification, 5.4 (σ=0.7).
Awareness of Stalker-Bot. One of the main purposes for using awareness as a metric for evaluating privacy control and feedback is to ensure the users are able to detect if there are any cases of misuse. By doing so, users can take the necessary actions to protect themselves in a timely fashion. We tested user awareness by deploying a stalker-bot named jasonkats722 2-5 days before the end of the study 2 . During the post-study interview, we asked our participants to describe their relationship with a list of screennames who had previously queried for their information. As we proceeded down the list, we focused on jasonkats722 and asked follow-up questions to better understand how our participants' reaction to his stalker behavior.
There were 12 participants who noticed jasonkats722 (1 participant was out of town and did not use the system during that period). Of these, only a couple of them did not think too much about it, since they only noticed 1 or 2 queries made by jasonkats722 and assumed it was some random person or another participant's buddy testing out the system: "It does bother me that someone I don't know has looked at it, but the fact that I've gone in and set my settings appropriately, minimizes that." Other participants, however, did go back to the disclosure log in an attempt to figure out what jasonkats722's motivation may have been. One user even went as far as attempting to message jasonkats722 whenever he went online. We asked our users about the potential use of a blacklist, an idea that we got from our first iteration, where a particular screenname would not get any information and participants would also not be bothered by disclosure requests from that screenname. While participants liked the idea of screening certain users from accessing any information, they still wanted to know who was asking for their information. 
Discussion
The goal of this work is to provide a better understanding about the types of control and feedback mechanisms that would be valuable and necessary for privacy-sensitive contextual information disclosure through instant messaging. While it is unfortunate that IMBuddy's use was not as high as we had hoped for, we were still able to draw informative findings using our qualitative data collected from people's perception of our control and feedback mechanisms. Two groups of student users interacted with our service and design for a period of 2-4 weeks, in everyday social and work settings, and were exposed to potential misuse by strangers. Our first iteration indicated the need for more feedback to provide disclosure awareness while the user is away or offline. Our second iteration explored use of controls and feedback in more depth, through more users and longer use.
Controls
Users from both deployments thought our controls were easy to understand and use. They were able to disclose their information at a level they were comfortable with, while still getting value from using the system. Even though we cannot make any strong claims stating that our control mechanisms offered the best balance between usefulness and appropriateness and will generalize to more complicated information types, we do believe from our deployments that it provides a set of baseline mechanisms for future work to be compared against. The coarse-grained invisible control was useful for providing users some "alone time" and the notification-off control was useful for preventing distractions.
Although no previous research has clearly demonstrated that group-based privacy control is sufficient for contextual information disclosure, our work does providing promising evidence that it works well in practice. One of the primary reasons is that it is easy to understand. People have been using groups to organize IM buddylists, as well as other social application (e.g. flickr and LiveJournal).
One key issue about using group-based privacy controls is how to decrease the initial set-up costs. Given that our participants had on average 90+ buddies, creating groups and placing their buddies into groups took some time. One idea is to bootstrap the system using existing IM buddy groups and screennames. However, from our deployments, we found that IM buddy groups are quite different from the privacy groups created in IMBuddy. Groups created in IMBuddy tend to be separated by levels of closeness. On the other hand, IM buddy groups are typically separated by where and how the user knows the buddy. This distinction prevents users from leveraging their current IM buddy groups to simplify the process of creating their privacy groups.
Our evaluation also indicates that when preloading the system with an initial group of buddies, those preloaded buddies should be automatically placed in a group separate from the "default" group. This would differentiate between actual strangers and buddies. In addition, based on our interviews, there is evidence that suggests the need for a blacklisted group. Disclosure requesters from that group could potentially receive false information both to maintain plausible deniability and to prevent requesters from realizing they are in the blacklisted group. Such a design would fulfill the recommended design guideline of supporting deception [11] . But such mechanisms need to be carefully designed.
Another concept worth exploring is allowing buddies to have multiple memberships. That was suggested by participants in both deployments. It makes sense why this particular use of groups would be intuitive. We can have more than one type of relationship with a buddy. Depending on the context, we might want to give certain groups that a buddy belongs to more control than others. Thus, by allowing for multiple memberships, we can increase the flexibility of group-based privacy controls. However, we would also need to then address how to resolve potential privacy policy conflicts. Nevertheless, this idea deserves further exploration as it has not been explore in prior work on group-based privacy configuration designs.
Feedback Mechanisms
In both deployments, our surveys indicated that participants thought they had a good sense of who had seen their information. In our first iteration, there were four types of feedback: disclosure history, bubble notification, peripheral notification (the red dot) and Trillian tooltip popup supporting social translucency. Our first deployment led to two additional feedback designs, an offline statistics notification and a mouse-over notification. While the second deployment's survey response to the same question was slightly higher, it was not statistically significant. The rankings of the 6 different types of feedback indicated that the bubble notification, as expected, is the most important notification for our users. It allows for immediate feedback regarding who has seen what, giving users an opportunity to react to the disclosure if necessary. This suggests that future contextual IM services should minimally include this type of feedback mechanism for their users.
Our exploration with the stalker-bot jasonkats722 suggests a good start for modeling when to alert users regarding potential misuse, namely to provide alerts based on if the information queries has occurred more than once and how much time has elapsed since the last query. Queries by strangers should also result in more immediate alarms than by someone who is on the user's buddylist. One participant mentioned this potential design of stalker alert: 
Conclusions
In this work, we present the design of privacy controls and feedback mechanisms using a contextual IM service called IMBuddy. We conducted an initial two week field study of our systems and re-iterated our system design based on our initial findings. We then deployed our system in a second field study, lasting 4-weeks with 15 users. Our findings suggest that IMBuddy successfully provided effective awareness for our users (e.g. participants were aware of when and to whom their information was disclosed to) in addition to intuitive, easy-to-use privacy controls that enabled them to configure their privacy settings to a comfortable level. Furthermore, IMBuddy provides positive evidence that group-based privacy configuration is intuitive and sufficient for our contextual IM framework. We believe results from this study can and should be extended to future designs of contextual IM and contextual telephony applications.
