Introduction
When one seeks to generalize a Taylor's series (1) I>»z", n-0 a natural method of procedure is to replace the set of integers n that appear as exponents by a more general set of numbers, If, however, X» is not an integer, zx» is a multiple-valued function, and complications arise. This difficulty is easily met by making the transformation z = e~", which transforms the circle of convergence of (1) into a half plane. In this way one is led to Dirichlet's series CO (3) f(s) = XX«-*-. It is only natural to proceed further and to replace the discrete set (2) by a continuous set, replacing Xn by a variable t, which may vary from zero to infinity, and the sign of summation by the integral sign. The result is a function of the form (4) f(s) = f a(t)e-"dt.
By the introduction of the Stieltjes integral (5) fis) = f e-"dait), J o functions of types (3) and (4) may be considered simultaneously. Moreover, this integral serves to generalize both (3) and (4) since it includes a class of functions not included in either. It was shown by M. Fréchet* that an integral of type (5) with ait) a function of bounded variation may be decomposed into the sum of three terms (6) fis) = Í e~atait)dt + E«»«-*"* + f e-"duit),
Jo Jo where ait) is a summable function, the X« are the points of discontinuity of ait) with an = a(Xn+0)-a(Xn -0), and w(i) is a continuous function of bounded variation which has a derivative zero except at a set of measure zero. In this way it is seen that (5) is more general than (3) or (4) from two points of view. The first integral in (6) corresponds to (4), but the summation, although it may be a Dirichlet's series, is not so in general. For, the points of discontinuity Xn of a(i) may lie at a denumerable set of points which can not be arranged in the order (2), as for example at the rational points. Again, when the last term of (6) is present, fis) is on this account different in nature from either (4) or (5). For example, if a(i) is a continuous function for which there exists an everywhere dense set of non-overlapping intervals each one of which is a line of invariability for the function,! (6) defines a distinctly new type of function.
The integral (5) may in certain cases be transformed into a Riemann integral by the familiar formula for integration by parts.X If R is any positive number.
provided that the integral on the right hand side exists or that the indicated limit exists. This equation shows that a study of the integral (5) and that of (7) 5 I e-Hait)dt it is easily seen that « < pn < n + 1, so that equations (8) define a(f) without ambiguity. It is sufficient for our present purposes to suppose s real. With this determination of ait), (5) reduces to 00 E(-I)"-1«», «j-i = em'-m', «2m = c2-*»», n=l a series which clearly diverges for all 5, since its general term does not approach zero. On the other hand (7) becomes
Een2[e-"' -er*»«],
By the definition of pn this series is seen to reduce to the convergent series 00 El/2» n-1 for 5 = 1. It is not difficult to show that (7) also converges for all real s greater than unity. Thus (7) may converge when (6) diverges. The opposite situation is illustrated by taking n ait) = Ee_2m, n = l < n + 1» m-l ait) =0, 0 = t <n.
For this determining function (6) becomes 00 yje-2ne~n', n=l a series which evidently converges for s> -2. But (7) is divergent when s is negative. For, since a(t) is a monotonie increasing function we have a(t)er'i ^ a(l)e-" = e^V, (gl.
The right-hand side of this inequality becomes infinite as t becomes infinite if s is negative, so that (7) can not converge. Thus (6) may converge when (7) diverges. Consequently we shall generally treat the Stieltjes integral directly without appeal to the corresponding Riemann integral. Moreover, the results obtained in this way are more compact, better suited to the applications to which they are put.
The chief purpose of the present paper is to discuss the effect of the determining function on the singularities of the generating function, and in particular to obtain a result for the composition of singularities analogous to the familiar theorem of Hadamard for Taylor's series. In order to obtain such results it is found necessary to study the fundamental properties of the functions (5). It is found that many of the familiar properties of Dirichlet's series are common to these functions, as is to be expected. For example, the region of convergence is a half plane or the whole plane; a half plane of absolute convergence may or may not exist. A discussion of the rate of increase or decrease of the generating function/(s) as 5 recedes to infinity along lines parallel to the axis of imaginaries is necessary for subsequent developments. It is seen that/(s) can not increase more rapidly than in the case of Dirichlet's series. An expression for the determining function in terms of the generating function is next obtained. Fractional derivatives and integrals of the determining function are also obtained by similar formulas. Part I closes with a proof that the product of two generating functions is itself a generating function in certain cases.
Part II begins with a proof that if a(t) is monotonie, then/(s) has a singularity at the real point of the axis of convergence. If the Stieltjes integral reduces to a power series, this reduces to a familiar result concerning power series with positive coefficients. In the next section the most important result of the paper is obtained. In its simplest form it states that if the function f(s) defined by (5) has singularities at the points a and if the function <t>(s) = ( e-"dß (t) Jo has singularities at the points ß, then F(s) = f e-"a(t)dß (t) Jo has singularities at most at the points a+ß and ß under certain conditions imposed on the rate of increase of f(s) and <p(s) on vertical lines and upon the distribution of the singularities a and ß. The result reduces to Hadamard's if the functions a(t) and ß(i) are step functions with discontinuities at the integral points and to a result of the author for Dirichlet's series if the discontinuities are at a set of points (2). After developing certain sufficient conditions that a function/(s) can be expressed as a generating function it is shown that Hurwitz's result regarding the addition of singularities of power series is also included in the above result.
Generalizations of familiar theorems of Faber and Leau are also obtained, and generating functions for which the corresponding determining function has special form are treated. For example, the case in which the determining function is itself a generating function is of particular interest, since the function F(s) is of this nature. An application of the result of the paper is made to functions defined by factorial series. A necessary and sufficient condition that a function/(s) can be developed into such a series is known. The condition demands that the function/(s) be a generating function of specified type. Hence it is possible to discuss the composition of singularities of such functions. It is found that if /0) = Z To s(s + 1) • ■ ■ (s + n) has singularities at points a, and if *0) = £ "_o s(s + 1) • ■ • (s + n) has singularities at points ß, then
has singularities at most at the points a+ß under suitable restrictions. The similarity of this result with that of Hurwitz is apparent. It is thus seen that the introduction of the Stieltjes integral does much toward the unification of the theory of functions of a complex variable, since by it power series, Dirichlet's series, factorial series, the generating functions of Laplace, etc. may all be treated together. Functions defined as differently as T(s) and f (s), for example, come to be special cases of a single theory.
Part I. The fundamental properties of the generating function 1. The region of convergence. Let ait) be a complex function of the real variable t of bounded variation in every interval 0 = t = ti, h being arbitrarily large. In order to simplify certain subsequent formulas we assume further that a(0) = 0. If a(0) were not zero, a redefinition to make it so would amount only to adding a constant to the function fis) defined by (5), so that no essential change in the properties oí fis) is effected. Under these conditions it is a familiar fact that the Stieltjes integral
exists for every continuous function F(i).* Let í be a complex variable, s = o+ít. Then the integral f'1 i,s) = I e Jo (1.1) Sih,s) = e-'dait) Jo exists for all values of 5 and for all values of h >0. S(0, 5) is defined to be zero. We wish first to discuss the conditions of convergence of the corresponding improper integral obtained by allowing tx to become infinite in (1.1), (1.2) fis) = f e-'dait).
Jo
Following Laplace we shall designate the function defined by this integral when it converges as the generating function and the function aÇt) as the determining function. We prove first Theorem 1. If the integral (1.2) converges for a value So = aQ+ÍTo of s, then it converges for all values of s for whicho>a0.
Since (1.2) converges for s = s0, the function S(<i, s0) defined by (1.1) approaches a limit as h becomes infinite. Consequently there exists a constant A independent of h in the interval 0 = h < 00 such that |S(ii,5o)| <A, 0 = h < °o .
Let 5i = o-i+¿ti be an arbitrary complex number for which o-i>o-0, and set h = Si -So-Then the real part of h, 01-<r0, is positive. We wish to show that converges. It follows that (1.2) converges for o><io-It is important to observe that the transformation (1.3) has enabled us to replace the integral (1.2) which is not in general absolutely convergentf by an absolutely convergent integral:
(1.31) f e~"dait) = h f Sit,So)e-»'dt.
J o Jo
The transformation (1.3) reduces to the transformation of Abel when the Stieltjes integral becomes a series.
As an immediate consequence of Theorem 1 it follows that the divergence of (1.2) for a point So = o-0+¿t0 implies its divergence at all points for which cr<<To-Consequently the same possibilities arise here as in the case of Dirichlet's series: (a) the integral may converge for all values of s; (b) it may converge for no value of s; (c) there may exist a constant ae such that the integral converges for a>oc and diverges for o<oc. In case (c) the line o = o0 is called the axis of convergence and the half plane a > oc the half plane of convergence. * See, for example, T. Carleman, Sur les Équations Intégrales Singulières à Noyau Réel et Symétrique, p. 11, Theorem III. t The integral (1.2) is said to be absolutely convergent if fi? |e-'' \du{t) converges, where u{t) is the total variation of a{t) from zero to /. The definition of the total variation of a complex function of the real variable is exactly the same as that of a real function, no separation into real and imaginary parts being necessary.
In a similar way one defines the axis of absolute convergence and the region of absolute convergence.
Theorem 1 enables us to discuss the region of convergence of an integral of the form (i.« r Hait)
where ait) is now considered to be of finite variation in every finite interval. By the transformation s= -s', the integral (1.5) f e-'dait) -f e"dai-t)
J -x> Jo becomes one of type (1.2). Consequently the region of convergence of (1.5) is a half plane lying to the left of a line a = const. Hence the region of convergence of (1.4), which is the analogue of Laurent's series, is a strip of the plane or obvious modifications of such a strip. For example, in the case of the function T(5) = I f-le-'dt = \ e-'e-~'dt the strip of convergence becomes the half plane cr >0. On the other hand the region of convergence may reduce to a straight line or a set of points on a line, or it may disappear completely. That these cases may actually occur is evident in view of the fact that power series form special cases of the integral (1.2).
2. Uniform convergence.
We prove the following theorem:
Theorem 2. // the integral (1.2) converges for s = So, and if H is any positive number, then it converges uniformly in the region | s -î0| = i<r -ao)HeB^-"\ a = a0.
Let € be an arbitrarily small positive number. Then it is possible to determine a number T greater than H and so large that -f^= e-><(-t)kda(t)
For it is a familiar fact that for any positive numbers a and b the integral
represents an entire function.* Hence to establish the corollary one has only to apply a classical theorem of Weierstrassf regarding uniformly convergent series of analytic functions to the series 00 /.n+l £ I e-"da(t).
n=0 J n Theorem 3. // the integral (1.2) converges absolutely for í0 = co+ít0, í/ converges uniformly for o^oo-The hypothesis implies that for an arbitrary positive e there exists a number T such that I e~ff°'û '¿m(/) < e, t2 > ti > T, where u(t) is the total variation of a(t) from zero to ¿. Butt I e~"da(t)\ g I e-"ldu(t) g e-°°'du(t) < e, a ^ <r0, ¿2 > ¿i > T. We may apply the result of Theorem 2 to the integral (1.4) to establish that it also represents an analytic function within its region of convergence provided that region does not reduce to a linear region.
3. Abscissa of convergence. To establish a formula for the abscissa of convergence we shall need two lemmas. Lemma 1. 7/ a real number y exists for which | a(t) | < e1", 0 ^ t < oo , then (1.2) converges for a>y.
By an integration by parts we have I e--'da(t) = e~"'a(t2) -e~"'a(ti) + s I e-"a(t)dt, Jt, Jt, I e~etda(t) ^ e-"i+7<. + e-*«.+T.. + | 5 | I e-"-i-"dt
If ct>7 the right-hand side of this inequality may clearly be made as small as desired by taking h and t2 sufficiently large, so that the lemma is proved.
Lemma 2. 7/(1.2) converges for s = «r0 > 0, then a constant K exists such that | a(t)\ < Ke°°', 0 á t < oo . Set U(t) = T e-'»'da(0.
•'o Then we may write* a(/) = I da(/) = J eI«'e-'»'da(0 = I e"»'d(7(/).
•/0
Integrating by parts we have
Since (1.2) converges for s = tr0, a constant 7C exists such that \U(t) \ <K/2, 0^t<co. Hence
[October This proves Lemma 2. As an additional result the above method would show that, if (1.2) converges for a negative value of a, then aÇt) would be bounded in the interval 0 :£ / < «>.
Theorem 4. The abscissa of convergence of (1.2), if it is positive, is given by ,-n ,. log I "(01
We prove first that (1.2) converges for a>ac. Let 50 = o-0+¿t0 be an arbitrary point for which oo><rc-Let e be chosen so that cr0 > crc(l + t), e > 0.
Then log I ait) I
-5-1--<acil + e), t>to, t or | ait) | < C«(1+i)<.
By Lemma 1, (1.2) converges for a > (1 + e)oc, and hence at s = SoWe now prove that if (1.2) converges for a value So = c0+¿t0, with er0>0, then aQ^oc. For, suppose that tr0<<Tc Choose e so that Co < fo + « < Co + 2e < ac.
Since (1.2) converges for 5=o-0 it also converges for 5 = o-0 + e, and by Lemma for certain values of t as large as desired. Since it is impossible to have for large values of t our assumption that cr0 <<rc must have been false. Hence (1.2) converges for o->crc and diverges for o-<o-c. The theorem is thus established.
Since in Lemma 1 it was unnecessary to have y positive, we may be assured that even if ac as computed by (3.1) is a negative quantity then (1.2) converges for a>ac. In this case it will not be known, however, that (1.2) does not also converge for a <ac, so that ac will not necessarily be the abscissa of convergence.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Finally we note that if lim sup (log |a(f) \)/t = oo, (1.2) diverges over the entire plane. The proof may easily be supplied.
Corollary.
The abscissa of absolute convergence of (1.2), if it is positive, is given by log uit) a a = Inn sup -, t= 00 t where uit) is the total variation of ait) in the interval from zero to t.
It should be pointed out that although formula (3.1) applies only when ac is positive, it may always be used indirectly to determine the axis of convergence. For, one has only to displace the origin by a translation to make the formula applicable. It may also be used to determine the region of convergence of an integral (1.4). As an example consider the function Hence the abscissa of convergence of the first integral is ac = 0. In the second integral of (3.2) set s'=-s+k, where k is positive but arbitrarily large. Then Í3.3) ait) = f e-lekdt.
Since the integral (3.3) is less than e~' for / sufficiently large, it follows that loga«)
lim-= 0 /=« t for all k. That is, the second integral in (3.2) converges for all values of s. Consequently the integral defining r(s) converges for o->0 and diverges for o-<0.
4. The uniqueness of the determining function. We shall show in this section that a given generating function fis) can not give rise to two deter-mining functions that have different values at a set of points of positive measure. For, suppose there were two such functions «i(/) and «2(0, both vanishing according to our agreement at / = 0. Then we should have 0=| e-'ldfat), fat) = aiit) -a2it).
J o
This integral must converge for some value s = s0, and hence, by Lemma 2 of §3,
Therefore lim e-'*fat) =0, c> <ro,
It is now only necessary to apply a result of M. Lerch* to see that fat) is zero except at a set of points of measure zero. Hence ai(/) and a2(/) differ at most at a set of points of measure zero, contradicting the assumption. The result is thus established.
5. Order of/(s) on vertical lines. As in the case of Dirichlet's series the study of the behavior of ficr+ir) as r becomes infinite (with o fixed) is of considerable importance. From equation (1.31) we see at once that
For, if oo lies in the interval <rc<cr <oi, then
Here M is some constant independent of t, and t0 is any positive constant. A more general result than this may be obtained, as in the case of Dirichlet's series. We state it in Theorem 5. If the integral (1.2) converges for s = s0, then fio-+ ir) = o( | t | ) uniformly for o^oo+c, c>0.
Let e be an arbitrarily small positive quantity.
We wish to show that * M. Lerch, Sur un point de la théorie des fonctions génératrices d' Abel, Acta Mathematica, vol. 27 (1903), p. 339.
there exists a number t0 independent of h in the interval c S h < <» such that l/(co+A+*r)| (5.1) -¡-j-^ t, |t|^t0.
M
As before we have j e-(n+A+")'áa(/) = {h + ít) f 5(/,c0)e-('i+<')'¿í.
•'O Jo
We show first that 11 r00
(5.2) -I e-<«.+*+*)<¿a(í) < e/2 for a sufficiently large. We have f *-<»«+*+<"«da(0 = -Sía.ffoíí-^"'* + (A + tr) f Sfor^*-»*««,
Since the right-hand member of this inequality is independent of t and of h for tjSti, Àèc, and since it approaches zero as a becomes infinite, we see that The right-hand side may clearly be made less than e/2 by taking |t | sufficiently large, say greater that t2. Take t0 greater than ti and t2. Then (5.1) is established by combining the two inequalities just obtained. Since this result reduces to a familiar one in the theory of Dirichlet's series when the function aÇt) is replaced by a step function, one might be tempted to suppose that all the facts about the order of Dirichlet's series on vertical lines would carry over to the more general generating functions here treated. This is by no means the case. One of the most fundamental results in the theory of Dirichlet's series is that the order of a convergent series is 
1-f s Jo
Here the order is clearly negative. Moreover, it is known that for a Dirichlet's series/(s) the limit as r becomes infinite oif (a+ir) can not exist.* This is no longer the case for the functions (1.2) as the above example shows. We shall investigate later the relation between the order of f(s) on vertical lines and the continuity properties of the determining function.
6. The determination of a(t). In the theory of Dirichlet's series the formula for the determination of the sum of the first n coefficients is of the utmost importance. In this section we obtain an analogous formula for the Stieltjes integral. The problem here amounts to the solution of the integral equation (1.2) under the assumption that a solution a(t) of bounded variation exists. For the case in which the Stieltjes integral reduces to a Riemann integral this equation is known as Laplace's integral equation.
The result to be proved is stated in It will first be shown that the second term on the right-hand side of (6.1) is zero. Set u = t -R. Then
Je~"da(t) = e-,R j e->vdâ(u), ä(u) = a(u + R). for cr^c and r^r0. Hence
Consequently both of the infinite integrals in (6.3) converge. Moreover, the inequalities (6.4) show that each of these integrals approaches zero as r becomes infinite. The result stated is thus established.
We turn now to the first integral on the right-hand side of (6.1). It is evidently equal to n c+ir g(ii$ pR pc+ir gu» l~ /%R "I lim I -ds I e-"da(t) = lim I -\ e~,Ra(R) +s I e-"a(t)dt Ids. 
We prove first that the second integral on the right-hand side of this equation is zero. The proof follows closely the lines of that given in §6 for the case in which p is zero, so that it will be unnecessary to give the details. One extends the integral
where 0(5) has the same significance as before, over the rectangle defined in §6. By Cauchy's theorem the result is zero. As first d and then r becomes in-* See, for example, C. Jordan, Cours d 'Analyse, 1913, 3d edition, vol. 2, p. 277. finite, the integral extended over three sides of the rectangle approaches zero. The integral over the fourth side approaches I -ds | e-"dait)
Jc-i" S'+l Jr and must be zero. The inequalities of §6 hold a fortiori when s is replaced by \s\"+1,since l/\s\"+l<l/ \s\ when |s|>l. We turn now to the integral 1 (* C+,00 "US pR I =-I -I e~"dait).
2iriJc-iK s'+1J0
If it were permissible to interchange the order of integration we should have
But it is known that 
the last of these integrals is independent of t and converges. 8. The order of fis) on vertical lines as affected by a(t). In §5 we pointed out that fic+ir) may approach zero as |t | becomes infinite. In this section we shall develop certain sufficient conditions imposed on «(/) so that this should be the case. We shall show that fic+ir) may be made to approach zero at least as rapidly as 1/ |t |* (p being any positive number) by a suitable choice of ait). 
/or certain constants M and y independent of k, then 
This integral is absolutely convergent by (8.2), so that f(a0+ ¿r) =0(| tI1-"), c0>7.
As examples consider the integrals
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use f(s) = f e-»d(ty-1 = (n -1)!/S-' = 0( | xj1-"), Jo f(s) = f e-"d sin / = s/(s2 + 1) = 0( \ t I"1),
This result shows that the order of f(s) is dependent to some extent on the continuity properties of a(t). Conversely, the order of f(s) affects the continuity properties of a(t). In this connection we prove The dominant integral is independent of u in the given interval and converges since p<-n. Since <bl-k'>(o}) is expressed as a uniformly convergent integral, it is continuous. Moreover, so that the theorem is proved. The continuity of c>(w) does not of course imply the continuity of a(a>). But we should not expect the continuity of [October a(t) to be completely determined by any property oif(s), since the value of a(t) may be changed at an infinite set of points without altering/(s). 9. The multiplication of generating functions. In this section we shall show that the product of two generating functions is itself a generating function. Let f(s) = f e-da(t), fas) = f e-'dß(t)
Jo Jo have abscissas of convergence cr,, and a'e respectively. Let s -a+ir be a fixed point for which o->o-c,0>o-i, cr>0. We have seen that (9.2) f(s)fas) = s2 \ dt \ e~">a(t)ß(y -t)dy.
Jo J t
If it is permissible to interchange the order of integration, we have f(s)fas) = s2 I e-'«dy f a(t)ß(y -t)dt.
Jo Jo
To establish the validity of this interchange we employ a familiar theorem of analysis.* To apply the theorem we introduce a function K(t, y) by the definition K(y,t) = \, y>t, K(y,t)=0, y^t.
By use of this function, (9.2) may be written
.00 *oo f(s)fas) =s2 f dt f s-'"a(t)ß(y-t)K(y,t)dy. To evaluate y it) suppose that «-1 <t<n. Then the integral (9.4) may,be broken up as follows: To evaluate the integral (9.4) we have
We thus obtain for the product fis) fas) the series CO (9.5) Sfe-'t"-1' -e-«]un-i.
n=l If this series is subjected to Abel's transformation, it becomes 00 00 fis)fas) = «p + X)(«n -Un-i)e-"n =^c"e-*n, The differentiation under the integral sign is justified since the integral (9.9) is uniformly convergent in any finite interval a<t^b. where, for the moment, we write exp k for e* because of the complicated exponents. The axis of convergence of (10.2) is the axis of imaginaries, and ßit) is clearly a monotonie function. Consequently there is no loss of generality in assuming that o-c = 0. We may assume further that a(i) is an increasing function. For, if it were decreasing we could replace a it) by-ait) and/(s) by -fis). Suppose that 5 = 0 were a regular point oí fis). Then /(5) is analytic in some neighborhood of 5 = 0, and the series is uniformly convergent in the interval 0^F<<» since it is dominated* by the series, independent of T,
-I tne-'dait). n-o »! Jo
Hence it follows that (10.1) is convergent for a value of o-<0 contrary to the hypothesis that oc = 0. The contradiction shows that s = 0 must be a singular point oí fis).
As illustrations of this theorem we recall that the function T(s) has a singularity at the point s = 0, f (s) one at the point s = 1.
11. The addition of singularities.
In this section we seek to generalize a theorem of J. Hadamard concerning the multiplication of the singularities of functions defined by power series. Since a power series in z becomes a Dirichlet series, or an integral of type (1.2), by the transformation z = e~', we ought clearly to be concerned here with the addition of singularities.
Let the integrals (11.1) fis) = [ e-da®, fas) = f e~"dßit)
converge, the first for o >oi, and the second absolutely for a >o2. We suppose that the singularities a,=a¡ +a"i oí fis), the singularities ßk=ßi +ß"i of fas) and the points y obtained by adding points a, to points ßk are all isolated, and that further there exists a number r such that the following conditions hold:
Condition A: | ai -al I > r, ai ^ a{ ,
This means that between any two projections of points a on the axes there is a distance greater than r, that the distance between any two points ß or between any two points y is greater than r. Regarding the order of /(s) and fas) we assume further that for an arbitrarily small number ij there is a number p such that /(s) =0(|r|"), s = a+ii, * The fact that a(f) is monotonie enters the proof at this stage.
[October uniformly for \s -a¡ \ = v, and a number v such that 0W =0(|r|') uniformly for \s-j8,|jäij.
Here the numbers p and v may be positive, negative, or zero. As examples take/(5) = I/5, in which case/(5) =0( [r |_1) uniformly for ¡5 ¡ = r¡; or fis) = 1/(1 -e~'), in which case fÇs) =0(1) uniformly for |5-2¿tt¿|^»j, k = 0, ±1, ±2, • • • . Now let z = x+iy be a point in the common region of convergence of the integrals (11.1) such that a;><ri+cr2 and a;><r2. Then it is possible to find a positive number c such that x-c >tr2 and c >&i. Form the integral 1 rc+ix fis)<biz-s)
here p is any number greater than p+v and greater than p. We have shown elsewhere* that the integral represents a holomorphic function in the half plane in which the inequalities x>cri+ai, x>a2 are both satisfied, and that the analytic continuation of this function into the other half plane along lines parallel to the axis of reals is analytic except perhaps at points a+ß and/3.
On the other hand the function Fiz) can be expressed as a generating function. To establish this point we make use of a Lemma. Let ßit) be a function of bounded variation in any finite interval O^t^R, and denote its total variation in this interval by «(F); let fix, t) be continuous in the region 0 = x<<x>, 0^/< 00 and suck that the integrals f \fix,t)\duit), f \fix,t)\dx, Riemann integrals,* and is omitted.
We apply the lemma to the interchange of the order of integration in the iterated integral l rc+iM f(s) r°°( 11.2) F(z)=-I ~rd* i e~z'e"dß(t).
2TnJc-iK s"+l Jo
Since this integral is improper due to its upper and also to its lower limits of integration, we must apply the lemma twice. We give the details of the application in one case only. The integral Chose k so that p+k>0 but p+k -1 <0. Then by Theorem 7 the integral * E. W. Hobson, loc. cit., vol. II, p. 347. is equal to Dcf~ka(t). Morever the integral (11.4) may be differentiated k times under the integral sign since p>p, and the result will be a continuous function. Hence 1 /•«+*« f(s)e" dk --ds =-Dr"-ka(t).
But by the definition of fractional derivatives of positive order this isDrpa(t), so that (11.3) holds for all non-integral values of p >p. We have already seen that if p is a negative integer or zero, has singularities at most at the points a+ß.
To establish this fact we need to modify only slightly the discussion of the singularities of W-Lf **«->. 2-kíJ 5 in the paper already cited. In that paper the origin was excluded from the region under discussion by a loop. In the present case this is no longer necessary since the integrand of the above integral has a removable singularity at the origin. This modification shows that only the points a+ß (and not the points ß) are possible singularities of F(z). e-*Dr>--dßit)
Jo 2 has singularities at most at the points a+ß.
In this case the integrand of the integral denning Fiz) is analytic at 5 = 0 unless a point a lies there. In the first case it is unnecessary to exclude the origin from the region in question, and in the second case the points ß are included in the set a+ß.
The result is consequently as stated in the corollary in either case.
The theorem takes on its simplest form when p and p+v are negative and a(/) is continuous, so that p may have the value zero. In this case the integral (11.5) takes the simple form I e-'ait)dßit).
Jo
As an example take «(/)=/, ßit)=t.
Then fis) = fas) = 1/s. The theorem states that the function defined by f te~"dt = 1/z2 J n has no singularities which are not at z = 0.
As another example take a(i)=sin/. Then /(s) =s/(s2 + l), <p(s) = l/s. Both functions satisfy the order requirements of the theorem. Consequently the function I e~" sin tdt = l/( z2+ 1) o can have singularities at most at the points i, -i, 0. This example shows that the points a+ß and ß need not be effective singularities. In this case the vanishing of /(s) at the origin explains the disappearance of the points ß as singularities. If we interchange the rôles oí fis) and fas) we obtain the result that I e~ztt cos tdt = (z2 -l)/(z2 + l)2 has singularities at most at the points i and -i. 12. A sufficient condition that a function /(s) should be a generating function.
In the applications which we shall make of Theorem 13 the following result will be useful: Theorem 14.* A sufficient condition that fis) should be a generating function is that it be analytic at infinity and vanish there. The dominant series is independent of R, and if a>k it converges by (12.2). Integration term by term is permissible, and we have
The theorem is thus established. It is not true, conversely, that every generating function is analytic at infinity, as the simplest examples show. The foregoing proof showed that for this to be the case it was necessary that the determining function be entire. But the addition of this condition on the determining function does not make the corresponding generating function analytic at infinity, as the example of the function Tis) shows. By consideration of the order of the entire function ait) one does arrive at a necessary and sufficient condition.
* We are applying a familiar criterion of Dini. See, for example, T. J. Bromwich, An Introduction to the Theory of Infinite Series, 2d edition, 1926, p. 502. The criterion requires further that (12.2) should converge uniformly in an arbitrary interval 0 á / â R. This is obvious since the series is entire.
Theorem 15. A necessary and sufficient condition that the function defined by f(s) = f e-"da(t) Jo be analytic outside the circle \s\=k, have a singularity on the circumference of the circle, and vanish at infinity is that a(t) be an entire function of order* unity and of type* k greater than or equal to zero (but not infinite).
To establish this result we make use of a theorem from the theory of entire functionsf which states that a necessary and sufficient condition that a(t) be of order unity and of type k is that 3) implies (12.5), so that an entire function of the kind specified in the theorem leads to a series (12.4) whose radius of convergence is k. The theorem is thus completely established. As a result of this theorem we see that if
is analytic outside the circle |s | = k>0, thenj * For definitions of order and types of an entire function see L. Bieberbach, Lehrbuch der Funklionentheorie, vol. II, p. 228. We are demanding that a(t) be of normal type but not of maximal type. t L. Bieberbach, loc. cit., p. 231. X L. Bieberbach, loc. cit., p. 228.
| a(t) I < e«M-«>l«l
for sufficiently large values of \t\ and for all positive numbers e.
13. Hurwitz's theorem regarding the addition of singularities as a special case of Theorem 13. It is scarcely necessary to point out that if a(t) and ß(t) are step functions with points of discontinuity at t = 0, 1, 2, • • • , Theorem 13 reduces, by the transformation z = e~", to the familiar theorem of Hadamard regarding the multiplication of singularities of power series. It is, however, more surprising that the classical theorem of Hurwitz on the addition of singularities should also be included as a special case. Apply Theorem 13 to the functions sf(s) and <p(s). Clearly we may take p = 0, since p+v = -2 and p= -I. It follows that [October /.' e-'a'it)ß'it)dt defines a function with singularities at most at the points a+ß and ß. In the present case we may also be sure that the function has singularities at most at the points a+ß. For, if 5 = 0 is not a point a, then 5/(5) has a zero at the origin, and we may apply Corollary 1 of Theorem 13. But this integral can be expanded in a power series a'it)ß'it) = E '
This is the result of Hurwitz.* In the case in which ao^O, we proceed differently, taking p= -1. The condition p>p+v of Theorem 13 is still satisfied, but the condition p>p is now violated, so that special considerations are necessary. For the special case in which ait) and ßit) are entire functions of order unity and of finite type, less stringent conditions on p are necessary. The condition p>p was needed only to show the permissibility of the interchange in the order of integration in » C+tOO /» c+too n «0 = I fis)ds I e"e-'dßit), Jc-ix, Jo We can verify this directly in the present case. Write License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Here ^(s)=0(|t|-2).
Since p>-2 we may apply the result obtained in the proof of Theorem 13 (see equation (11.2) ) to show that the order of integration may be interchanged in the first of the integrals (13.2). To treat the second of these integrals note that -¿+Í/ s s Jo 0(5) = -+ -j e-'ß"it)dt, so that the second integral of (13.2) becomes J,c+iK bods rc+i°° ds r" -+ doe"e-"ß"it)dt.
t-ioo SÍZ -S) J e-i« 5(2 -5) J 0
The first of these integrals is clearly zero, and the order of integration of the second may be interchanged, as we see by again referring to equation (11.2) . If in that equation we replace fis) by the function 1/(2-5), for which p= -1, and take p = 0, then p>p and the result holds. Hence I = I e-'dßit) j e"Hs)ds + a0 I e-'dß'it) I -ds This is the integral (13.1) so that the result is the same as before. By Corollary 2.of Theorem 13 we see that the singularities of the function must again be at most at the points a+ß. 14. Wigert's theorem as a special case of Theorem 15. As an immediate consequence of Theorem 15 we have the following result, which may be regarded as a generalization of a theorem of Wigert :* Theorem 16. A necessary and sufficient condition that the function defined by fis) = f e-'dait) Jo should be analytic in the extended plane except at the origin is that ait) be entire and satisfy the inequality has singularities at most at the points a +ß = 0, ± 2wi, ± iiri, ■ ■ ■ . That is, the function defined by the power series To obtain the theorem of Leau as a special case of this theorem we define the function <pÇs) as in the preceding section and apply Theorem 13 to the functions fÇs) and <t>is).
16. Periodic determining function. We return now to the proof of Theorem 18. If ait) is a function of bounded variation of period 2-k, then the function defined by
Jo has no singularities in the entire plane except perhaps poles of the first order at the points ni, n= +1, ±2, ■ ■ ■ .
We note first that the integral (1.2) is convergent for <r>0 since a constant M must exist for which \ait) | ^ M for all t (Lemma 1, §3). A change in the value of the function a(/) at a set of points forming a denumerable set causes no change in the function/(5).
Hence we may suppose, without loss of generality, that at a point of discontinuity £ of ait) we have We now make use of a theorem from the theory of Fourier's series* regarding * E. W. Hobson, loc. cit., vol. II, p. 583. integration term by term. To apply the theorem we need to know that (a) e~" is of bounded variation over the interval (0, oo), and (b) /" \e~" \dt converges. Both of these facts are evident if <r>0. Consequently it is permissible to integrate term by term from 0 to oo. We thus obtain the result /.' The dominant series is independent of 5 and converges, so that the desired result is obtained. But/(s) is the sum of the analytic function (16.4) and the rational function a0 " ans2 + bnns * E. W. Hobson, loc. cit., vol. II, p. 516. [October which has poles of the first order at most at the points ±¿, +2¿, • • • , ± mi inside the circle 15 | = m+1 /2. Since m was arbitrarily large the theorem is completely established.
As an example let us define ait) as follows:
ait) =0, 2»ir < / < (2» + l)ir, t = 0, ait) = 1, (2» + 1)tt < t < (2« + 2)ir,
Then _ 00 OO /(5) = j e-'dait) = E(-l)n+1e-"" = 1/(1 + e"). The dominant series is independent of R and converges for / = 0, since (17.1) converges absolutely, so that (17.2) is established. The representation (17.2) oí fis) was established foro->0, but by analytic continuation it holds throughout the region in which the series converges. By virtue of the absolute convergence of the series of coefficients this series converges uniformly and represents an analytic function in any region not including a point -X". 18. The addition of singularities of functions defined by factorial series.
In order to discuss the singularities of functions defined by factorial series we first show the relation of these series to the generating function under discussion. We begin by the proof of is that it be a generating function f(s) = f e-"a(t)dt The dominant series has the same region of convergence as the series * Uni (18.5) :
_i n°a nd the latter is certainly convergent by virtue of (18.2) for«r>& + l. Series (18.4) is therefore uniformly convergent for R^R0, and term by term integration is justified. Hence converges for cr sufficiently large. Then the series (18.5) converges for some positive value of <r, as a = k. Hence its general term approaches zero, and for n sufficiently large, \a"\/nk < 1.
Define a(t) by the series (18.1). The foregoing proof shows that the corresponding generating function is equal to the series (18.6) for cr sufficiently large and the proof is complete. Other forms of this necessary and sufficient condition have been given by Pincherlef and Nielsen.{ * For the properties of factorial series here employed, see E. Landau, Über die Grundlagen der Theorie der Fakultätenreihen, Sitzungsberichte der mathematisch-physikalischen Klasse der Kgl. Bayerischen Akademie der Wissenschaften zu München, vol. 36, t S. Pincherle, loc. cit., p. 52. X N. Nielsen, Handbuch der Theorie der Gammafunklion, 1906, p. 239. We may now establish a result concerning the addition of singularities of functions defined by factorial series. Let/(5) and 0 (5) This series converges by reason of the absolute convergence of (18.7). We conclude that if p>p+v and p>p, the function (18.9) F(«) = f tr"Dr'ait)dßit) Jo has singularities at most at the points a+ß and ß.
There is one case when this result is of particular interest, namely that in which p = -1. For then (18.9) can be very simply expanded in a factorial series. We have F(z) = f e-z'a'it)ß'it)dt. For a direct application of Theorem 13 with p = -1 we must have p < -1. As in the case of Hurwitz's theorem we may take p = -1 in certain cases. Let us suppose in order to have a situation analogous to that assumed for Hurwitz's theorem, that fis) and 0(5) are analytic at infinity, vanishing there. Then p and v are at most equal to -1, and if p = -1, then p >p+v. The discussion of the singularities of F(2) given in §11 is consequently valid, and it is only when it comes to expressing F(2) as a generating function that a special discussion is necessary (due to the violation of the condition p>p). The first of these integrals is zero, and the order of integration of the second may be interchanged, as we see by again referring to equation (11.2). In that equation replace f(s) by l/(z^-s) (for which p= -1) and take p = 0. Then p >p, and the result holds. Hence l r" /*c+i0° a0 r" rc+i'° e" F(z) =-e-ß'(t)dt e"yp(s)ds + -e-"ß"(t)dt--ds, 2lTlJo Je-ix 2TlJo J c-ix s(z -s) (18.11) F(z) = f e-'fß'(t)[a'(t) -a0]dt + a0 f e~'^"(t)( ~C \dt.
We have here employed Theorem 6. If we integrate by parts the second integral of (18.11) we have J,X _0O -0O
er"[a'(t) -a0]ß'(t)dt+ a0 I e-"ß'(t)dt = 1 e-"a'(t)ß'(t)dt. has singularities at most at the point a+ß = 2. But it is seen by direct computation that the function is l/(s -2), so that the predicted result is verified.
