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I. INTRODUCTION 
In recent years nuclear power has become economically 
attractive for many electric power systems throughout the 
world. With this increased use of nuclear power has come a 
corresponding sophistication in the design and control of 
nuclear reactors. The development of analytical and numeri­
cal methods for reactor analysis has reached the state where 
it is possible to compute accurately the effect of design or 
control changes on the reactor system. The question can now 
be asked as to which control scheme is "best" with respect 
to some predefined performance criteria. 
In attempting to decide which control program is best, 
recourse is most often made to the theory and numerical meth­
ods of mathematical optimization. Of particular interest to 
the nuclear engineer is that branch of optimization usually 
referred to as optimal control (1). The optimal control 
problem can be stated imprecisely as the problem of selecting 
from a specified set of functions that control function which 
minimizes a given functional and which satisfies specified 
differential and algebraic constraints involving the problem 
or state variables (2). The necessary conditions for opti-
mality of a control function have been derived by many au­
thors. Berkovitz (3) adapts the classical calculus of vari­
ations to the control problem, while Pontryagin et (4) 
derive similar necessary conditions from a geometric view-
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point. Although these necessary conditions rarely lead to 
an analytical determination of the optimal control, they 
form the theoretical foundation upon which the numerical 
solution techniques are built. 
The methods of optimal control theory have been ap­
plied to "point" reactor control problems with some success. 
Lipinski (5) presents a comprehensive literature survey of 
previous applications of modern control theory to nuclear 
reactors, as well as a large number of selected nuclear and 
control engineering bibliographies. 
When the reactor in question is small, the point re­
actor kinetics equations are usually adequate to analyze the 
response of the system to perturbations. However, for large 
power reactors, the various regions of the reactor core can 
become loosely coupled and any non-uniform changes in the 
properties of the reactor cause local distortions of the 
power distribution. In this case, the space-time separable 
assumption is no longer valid, and the use of the point model 
in the study of spatially dependent reactor systems is open 
to question. 
Yasinsky and Henry (5) illustrated the importance of 
considering the spatial effect in reactor control. They 
made comparisons between exact and approximate solutions to 
the two-group space-time diffusion equations for two slab 
cores, one 240 cm. thick and the other 60 cm. thick. 
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Comparisons between space-time solutions and solutions ob­
tained using the point kinetics equations clearly estab­
lished the inadequacy of the point kinetics approximation 
in representing the neutron kinetic behavior for large re­
actor cores. It can be concluded from these results that 
if the point kinetics approximation is used to determine an 
optimal control scheme for a large reactor, the control may 
be optimal with respect to the point model, but it may not 
be optimal in the true sense, since it is only as good as 
the mathematical model employed. Therefore, it is not only 
desirable, but necessary to study the control of large re­
actor systems by taking into account the spatial distribu­
tion of the system responses. 
A nuclear reactor in which spatial effects are impor­
tant is an excellent example of a distributed parameter 
system (7). For control problems, such systems are char­
acterized by the need to control a physical variable which 
is dependent not only on time but on its spatial distribu­
tion. This requires the direct consideration of distributed 
parameter mathematical models which are in the form of par­
tial differential or integral equations. In a nuclear re­
actor the neutron flux is usually the distributed parameter 
of interest, and the time-dependent multi-group diffusion 
equations are the partial differential equations describing 
the system behavior. 
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In contrast to the wide scale application of optimal 
control theory to systems governed by ordinary differential 
equations, little has been done in the area of optimal con­
trol for distributed parameter systems. Certain general 
conditions and functional equations associated with the ap­
plication of optimal control theory to distributed parameter 
systems have been derived for general systems (7), and for 
spatia.My dependent nuclear reactor systems (8, 9) . However, 
in order to obtain solutions to practical problems it has 
been necessary to devise effective approximation schemes and 
computational procedures. These approximations are applied 
either to the distributed mathematical model of the system 
or to the equations derived from the optimization theory. 
The approximations applied to the distributed mathematical 
models can be grouped into two general classifications, 
discretizing methods and synthesis methods. 
The discretizing methods generally take on one of the 
following forms (7): 
1. spatial discretization - The discretized mathe­
matical model consists of a finite dimensional 
system of continuous-time ordinary differential 
equations. 
2. time discretization - The discretized model con­
sists of a finite-dimensional system of spatially-
continuous ordinary differential equations. 
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3. space-time discretization - The discretized model 
consists of a finite-dimensional system of dif­
ference equations. 
It is interesting to compare these methods with the approxi­
mation techniques often applied to the time-dependent neutron 
diffusion equations. Spatial discretization is exemplified 
by the nodal analysis technique. In this method the reactor 
is divided into regions, or nodes, and a set of time-dependent 
equations is found involving the average fluxes at each node. 
The space part of the problem consists of the determination 
of the parameters governing the diffusion of neutrons from 
node to node (10). Time discretization is used quite often 
in fuel depletion studies in which a series of space depend­
ent steady-state problems are solved. The digital computer 
code WIGLE (11) utilizes space-time discretization in con­
structing a useful algorithm for solving space-time problems. 
Synthesis methods have been used widely in solving var­
ious problems in reactor theory. A review of the application 
of these methods to reactor analysis provides a comprehensive 
summary of the applicability of synthesis methods to any 
distributed parameter system. The unifying idea of synthe­
sis methods is to reduce the number of independent variables 
by constructing an approximate solution in the form of a 
linear combination of known functions of one or more of the 
variables, with the coefficients of combination being func­
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tions only of the remaining variables. In applying synthesis 
methods to time-dependent neutron diffusion problems the ap­
proximation most often employed is based on the expansion 
K 
ffi(r,t) = 2 iT,(r)T, (t) (1) 
k=l ^ K 
where 
®(r,t) = col[0^,0^, .. .. .Cp,—etc.] 
0g = group g neutron flux 
Cp = group p delayed neutron precursor 
G = number of neutron flux groups 
P = number of precursors 
i|)^ (r) = known space functions 
etc. = other important variables (e.g. temp., xenon 
cone.) 
T^{t) = coefficients of combination. 
The space part of the problem is concerned with the selec­
tion or construction of the space functions i|)^(r); the time 
part is the determination of the coefficients of combination. 
Based on the type of space functions employed, these methods 
can be divided into two classifications. 
In the first type, commonly called modal analysis meth­
ods, the space functions are members of an orthogonal set of 
functions. The most common expansion of this type utilizes 
solutions of the Helmholtz equation. The Helmholtz modes 
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are attractive in that they are easily computed. The most 
serious defect of these modes is that a great number are 
necessary to describe the flux shape in a reactor with even 
the slightest geometrical complication. 
The cû^-modes or natural modes, which are the eigen­
vectors of a linear operator derived from the complete set 
of equations describing the reactor system at an initial 
reference condition, also form an orthogonal set. They have 
the advantage of being more readily tailored to the heter­
ogeneities of a particular problem since those modes appro­
priate to the particular geometry in question can in prin­
ciple be determined (12, 13). 
A particular advantage of the orthogonal expansions is 
that expressions for the time coefficients (or coefficients 
of combination) can be obtained by using common orthogonality 
properties. In general the time coefficients are related by 
a set of coupled, nonlinear, ordinary differential equations. 
The main disadvantage of orthogonal expansions is the diffi­
culty in extending the techniques to two and three dimen­
sional problems. Foulke and Gyftopoulos (13) have attempted 
to overcome this difficulty by using space synthesis tech­
niques . 
The second method of constructing the space functions 
does not require orthogonality. One is free to use any set 
of space functions, the only criterion being the goodness 
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of the resulting approximation. In time-dependent neutron 
diffusion problems the space functions are usually chosen 
as known spatial flux shapes which are representative of 
reactor conditions at various times during a transient. A 
particular advantage of this method is the ability to con­
sider two and three dimensional problems using space-time 
synthesis methods. The freedom to tailor the space func­
tions to the problem is offset somewhat by the increased 
complexity involved in calculating the coefficients of com­
bination. Orthogonality properties cannot be employed as in 
the modal analysis methods. Instead recourse is made to a 
variational or weighted residual argument in order to derive 
differential equations for the coefficients of combination 
(14, 15). 
Instead of applying approximations directly to the dis­
tributed mathematical model of the system, an alternate ap­
proach has been to derive spatially dependent optimal control 
equations and then approximate the spatial dependence by a 
discretizing method. The principal motivation for this ap­
proach is the concern that the optimal control equations 
derived by the two methods will differ, and that the results 
based upon the spatially dependent derivation will in some 
sense be superior. Stacey (9) has used a spatially dependent 
derivation in formulating the problem of optimally control­
ling xenon spatial oscillations. The necessary conditions 
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for an optimal control are given by a system of space and 
time dependent differential equations. These equations are 
then approximated by a nodal representation to obtain a set 
of ordinary time-dependent differential equations with mixed 
boundary conditions. An iterative solution scheme, which 
utilizes a quasilinearization of the equations and a trans­
formation matrix relating initial to final values of certain 
variables, is employed to obtain numerical results. In an 
appendix to this paper Staceyshows that identical equations 
for computing the optimal control are obtained regardless of 
whether the nodal approximation is applied to the distributed 
mathematical model of the system or to the spatially dependent 
optimal control equations. 
The most common approximation scheme has been the use 
of a modal expansion of the state functions (e.g. flux, temp.) 
in order to obtain a system of time-dependent ordinary dif­
ferential equations. Wiberg (16) utilized such an approxima­
tion in analyzing the problem of controlling xenon spatial 
oscillations. A general formulation of the problem was de­
rived using the classical calculus of variations. However, 
in order to obtain equations for numerical computation, the 
equations resulting from the modal approximation were lin­
earized. Since nonlinear effects are important in many prob­
lems, the practical application of these results to obtain 
quantitative results seems to be limited. 
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Suda (17) utilized a modal expansion of the flux dis­
tribution to investigate the controllability of the flux 
distribution of large reactors. Discussions were presented 
on the decomposition of the optimal control of flux distri­
bution into those of the individual modes, on the control­
lability of reactors with feedback, and on the controllabil­
ity when there is a constraint on the control rod speed. 
Kliger (18) used a modal expansion in determining an 
optimal control law for a space-dependent nuclear reactor. 
A pseudo-control was defined which eliminated the coupling 
between modes. 
Stacey (19) has attempted a different approach to the 
problem. The state functions (e.g. flux, temp.) are approx­
imated by a modal expansion which, in conjunction with 
orthogonality conditions yields a non-coupled set of ordinary 
differential equations solvable in closed form. The non-
coupling results from defining a pseudo-control function. 
This pseudo-control is expanded in a series of known time 
functions and unknown coefficients of combination. A var­
iational argument is then used to obtain a set of coupled 
algebraic equations which can be solved for the unknown 
coefficients of combination. 
Dynamic programming (20) is another technique that has 
been applied to the problem of computing the optimal control 
for spatially dependent reactors. In this method the optimal 
11 
control problem is considered to be a multistage decision 
process. Stacey (21) formulated the problem of controlling 
xenon-power spatial transients in a large thermal reactor 
in terms of the dynamic programming formalism. Wall and 
Fenech (22) applied dynamic programming to a fuel management 
optimization problem with the objective of minimizing power 
cost over the plant life. Unfortunately, because of the 
large number of state variables present in a realistic 
spatially dependent reactor model, it was necessary in both 
of these studied to limit severely the allowable control 
actions to be considered. Such limitations are necessitated 
by the enormous digital computer storage requirements en­
countered when more than two or three state variables are 
considered. 
To date, most applications of optimal control theory to 
spatially dependent nuclear reactors have dealt with the 
problem of controlling spatial xenon oscillations in large 
thermal reactors. Of increasing concern, however, is the 
ability of nuclear power plants to make rapid changes in 
power under automatic control. Rapid changes will be re­
quired if nuclear plants are to be used to control power 
system frequency. Such control is now done by fossel-fuel-
fired plants, but as the relative number of nuclear plants 
in a power system grows, it will become increasingly im­
portant for the nuclear plants to be able to assume a 
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considerable part of this frequency control (23). This 
need is recognized in the Liquid Metal Fast Breeder Reactor 
Program Plan (24) in which high priority is given to the 
development of methods of optimal control pertaining to rapid 
power level changes in spatially dependent reactors. 
This dissertation concerns the development and appli­
cation of an optimization technique from which optimal con­
trol schemes for rapid power level changes in a spatially 
dependent reactor may be computed. A modal approximation in 
conjunction with state variable techniques is used to formu­
late the problems in terms of a trajectory optimization 
problem. Various numerical optimization methods for solving 
trajectory optimization problems are discussed, with the 
good and bad points of each method outlined. The theory is 
applied to a bare slab reactor described by the two-group 
diffusion equations. Numerical results are obtained for a 
specific problem using a conjugate gradient algorithm. These 
results are compared with results obtained from point 
kinetics and space-time finite difference methods. 
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II. TRAJECTORY OPTIMIZATION TECHNIQUES 
The optimal control problem to be studied in this thesis --
can be classified as a trajectory optimization problem. In­
terest in optimizing spacecraft trajectories has resulted in 
a large amount of recent literature devoted to both the math­
ematical theory of trajectory optimization problems and the 
methods for obtaining solutions to specific problems (25, 26, 
27). The advent of large, high-speed digital computers has 
made possible the application of many numerical optimization 
techniques which were not feasible ten years ago. As a re­
sult there are a number of algorithms from which to choose 
when attempting to solve such a problem. 
The purpose of this chapter is to review and summarize 
the pertinent theory and numerical methods applicable to 
trajectory optimization problems. In the first section a 
precise statement of the general problem is given. Several 
restrictions are then imposed which lead to a simplified 
formulation of the problem. The necessary conditions for 
optimality are discussed. In the following section the dif­
ferent numerical methods which can be used to solve for the 
optimal control are reviewed. The chapter concludes with a 
discussion of the penalty function method for converting 
constrained problems into unconstrained approximating prob­
lems . 
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A. Problem Formulation 
In general, the trajectory optimization problem can be 
stated as follows: 
* 
Find the m-vector of control variables u (t) that 
minimizes a scaler performance index of the form 
J = S(x(tg),tg) + 
^ tf 
G(x,u,t)dt (2) 
t 
o 
subject to the differential constraints 
X = f(x,u,t) , x(t ) = X (3) 
and the terminal constraints 
M{x(tj),t^) - 0 . (4) 
In the above, x is an n-vector of state variables to be con­
trolled, f is an n-vector of nonlinear expressions defining 
the dynamical system to be controlled, u is an m-vector of 
control functions on the interval [t^,t^], M is a p-vector 
of linear or nonlinear expressions constraining the terminal 
conditions of the dynamical system where p<n+ 1, G is a 
scaler function, and t^ and t^ are the initial and final 
times which may or may not be specified. It is assumed that 
f(x,u,t) and all of its derivatives are continuous in the 
interval of interest. It is assumed also that the control 
variable u(t) is unbounded and that there are no constraints 
on the state history except at the initial and terminal 
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boundaries. The performance index of Equation 2 is said to 
be in the Bolza form. However, if S = 0 the performance 
index takes the Lagrange form, and if G = 0 it takes the 
Mayer form. 
The question of existence and uniqueness of the optimal 
control is not considered here, since it is assumed that the 
optimal control problems of interest are "well posed" in the 
sense that they possess unique solutions. 
For purposes of this dissertation the general trajectory 
optimization problem can be simplified by imposing several 
restrictions on the general formulation. They are: 
1. the initial and final times are fixed 
2. the performance index is in the Mayer foirm 
3. only a single control function is considered 
4. no terminal state constraints are allowed. 
The last restriction does not eliminate from consideration 
problems with terminal state constraints. It will be shown 
later that the penalty function method can be used to formu­
late a constrained problem as an unconstrained approximating 
problem. Restriction 2 necessitates transforming a perform­
ance index of the Bolza or Lagrange form into the Mayer form. 
This poses no problems since simple methods exist for trans­
forming any one of the three forms into either of the other 
two. 
The simplified optimization problem to be considered in 
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this study can be stated as follows : 
minimize J = S(x(t^)) (5) 
subject to X = f (x,u,t) (6) 
X(t ) = X . (7) 
— o —o 
The conditions that are necessary for the optimality 
of a control u(t) are 
X = f (x, u , t ) (8) 
x(t^) = XQ (9) 
\^(t) = - (x,u*y t) i = l,n (10) 
X^ftg) = ôS/dx^ i = 1,n (11) 
t=tj 
g(u*) = ôH/ôu = 0 (12) 
• 
u=u* 
where the Hamiltonian function H is defined as 
H(x,u,^,,t) = G + }^f 
- È when G - 0 (13) 
and where >^(t) is an n-vector of adjoint or costate vari­
ables on [tg,tg]. The superscript * indicates the value of 
the variable at the minimum of the functional. A derivation 
of the necessary conditions is given in the Appendix. 
The condition given by Equation 12 holds only at the 
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* 
minimum of J(u), i.e. when J(u) = J(u ). The expression 
g(u) = ôH/au is the gradient to the Hamiltonian and points 
in the direction of increasing J (2). The optimality 
condition of Equation 12 is not given by Pontryagin et al. 
(4) as a necessary condition since Pontryagin's maximum 
principle is derived for a closed control space. However, 
for problems where the Hamiltonian has continuous first 
partial derivatives with respect to its arguments and the 
control space is unbounded, relative minima of J will occur 
whenu*(t) satisfies 
aH/au = 0 
* 
u=u 
and the other optimality conditions (Equations 8-11). 
B. Solution Methods 
Equations 8 to 11 form a nonlinear two-point boundary 
value problem. That is, for the system of 2n-equations given 
by Equation 8 and 10, n initial conditions are specified for 
X and n terminal conditions can be calculated for ^  using 
Equation 11. As a result, solution of the system of equa­
tions by direct numerical integration is not possible. Re­
course must be made to iterative numerical methods. 
In general, the methods used can be classified as 
either direct or indirect. The indirect methods use the 
necessary conditions for optimality. Equations 8-13, as a 
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starting point and attempt by various iterative techniques 
to satisfy these conditions. In the direct methods the con­
straining system of differential equations is satisfied and 
an iteration made on the control function such that each new 
iterate improves the performance index to be minimized. 
The general computational procedure for the indirect 
methods is as follows: 
* 
1. Use the condition aH/ôu = 0 to solve for u (t). 
u*(t) is a function of x(t)/ ^(t), and t. 
2. Substitute u*{x,>^,t) into Equations 8 and 10 to 
eliminate the control variable in these equations. 
The result can be expressed as 
X = ôH/ôX 
i = -ÔH /ÔX (14) 
where H is now a function of x, X, and t. 
3. Assume initial values for the adjoint variables, 
^(t), and integrate the system given by Equation 
14 from t_ to t„. Initial conditions for x are 
or — 
given by Equation 9. 
4. Compute the difference between the resultant ter­
minal values of and the values calculated from 
Equation 11. 
5. Use this terminal error to generate a correction 
in the assumed initial values of the adjoint vari­
ables. The particular scheme used to compute this 
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correction distinguishes the different indirect 
methods from one another. Tapley and Lewallen (25) 
present a good discussion of these techniques. 
6. Apply the corrections and generate a new trajectory 
by integrating Equation 14 from t^ to t^. The ter­
minal error in the adjoint variables is reduced. 
7. Iterate using steps 4, 5, and 5 until a given con­
vergence criteria is satisfied. 
8. Solve for u*(t) using the relationship obtained in 
step 1. 
McGill and Kenneth (28) have developed an indirect tech­
nique called quasilinearization. This technique differs from 
the other indirect methods in that it solves the two-point 
boundary value problem of Equation 14 by choosing iterates 
that satisfy the boundary conditions exactly and that ap­
proach satisfaction of the differential equations as the 
iteration proceeds. A particular advantage of quasilineari­
zation is that it is only necessary to solve the linearized 
form of Equation 14. 
The main disadvantage associated with the indirect 
methods is that the variation of the terminal boundary con­
ditions with variations in the initial values of the adjoint 
variables is often so sensitive that practical numerical 
application is impossible (26). 
The direct methods can be grouped into two classifica­
20 
tions, gradient techniques and second-variation methods. 
The basic difference between the two lies in the accuracy 
of the approximation used to relate control variations 
Au(t) to changes in the performance index, AJ. The gradient 
methods use a linear approximation, thereby ignoring second 
order and higher terms. Second-variation techniques, as 
their name implies, include second-order terms in the ap­
proximation for AJ. Since the second-order methods normally 
employ a gradient process in their initial phase of computa­
tion, a discussion of the gradient methods will be presented 
first. 
In common with all gradient techniques is the use of a 
descent method to decrease the value of a performance index 
continuously from one step to the next. To demonstrate with 
a simple example, assume that a minimum of the functional 
J(x) is sought and that an initial point XQ is given. The 
iterations are constructed according to an equation of the 
form 
2n+l = (15) 
where a„ is a scalar and s is a direction vector. The man-
n —n 
ner in which these successive direction vectors s are qen-
—n 
erated distinguishes the different gradient methods from one 
another. Once the direction vector is chosen, the scalar 
^n selected to minimize J(x^ + as^), regarded as a function 
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of the scalar a. Generally, the relationships are arranged 
(by multiplying s^ by -1 if necessary) so that 
J(x^ + as^) < J(x^) for small positive a- The appropriate 
value of a is usually determined by an iterative search or 
a suitable approximation. 
The descent process can be visualized in function space 
as shown in Figure 1 where the performance index J is rep­
resented by its contours. Starting from a point x^, one 
moves along the direction vector calculated by the par­
ticular method until reaching the first point where the 
line X + as^ is tangent to a contour of J. From x^ one 
moves in the direction s^ until the line + as^ is tangent 
to a contour of J. If J is bounded below, it is clear that 
a continuation of this process defines a bounded decreasing 
Increasing J 
-1 
-2 —o 
—o 
Figure 1. The descent process 
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sequence of functional values which tend toward a minimum 
(29). 
Steepest descent is the gradient method most often used 
in solving optimal control problems, mainly because of its 
COTiputational simplicity. Although considered as early as 
1847 by Cauchy for the minimizing of an objective function 
of several variables, it was not until the early I960's that 
the steepest descent technique was extended to function space. 
This extension was done by Bryson and Denham (30) and by 
Kelley (31). In addition, these authors and others have de­
rived methods of applying steepest descent to control prob­
lems involving terminal state constraints, state-space con­
straints, and control variable constraints. They have 
utilized both a penalty function approach and Rosen's grad­
ient projection method (32, 33) when dealing with constrained 
problems. The steepest descent technique is based on the 
principle of choosing a new direction vector that lies along 
the direction of maximum decrease of the functional J. For 
the general trajectory optimization problem, this direction 
is given by the negative of the gradient to the Hamiltonian, 
g(u) = ôH/au (2). 
The advantages of steepest descent are that convergence 
does not depend upon the availability of a good initial esti­
mate of the optimum as a starting point, and that it seeks 
out relative minima instead of points which are merely 
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stationary as in the indirect methods. However, there are 
three principal disadvantages. First, the convergence, al­
though usually relatively good in the beginning of the 
iterative sequence, often slows considerably as the optimum 
trajectory is approached. Second, the penalty function 
method used to solve problems with terminal constraints 
introduces a trial and error process in the calculation 
(see Section C). Third, regions of severe irregularity 
sometimes develop in the control functions. 
The conjugate direction methods are a class of gradient 
techniques whose convergence does not slow appreciably as 
the optimum trajectory is approached. They owe their su­
perior convergence to the fact that new directions of search 
are computed using information about the performance index J 
at all previous search points. This accumulation of informa­
tion is in direct contrast to the steepest descent method in 
which the new direction of search is computed using informa­
tion about the behavior of J at the current search point 
only. The conjugate direction methods will be discussed 
further in Chapter III where a detailed discussion of the 
conjugate gradient method is presented. 
In an attempt to improve upon the shortcomings of the 
gradient methods, second-order methods of solving optimal 
control problems have been developed by Breakwell et al. 
(34), and Kelley et ad. (35), and others. As with gradient 
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methods, the initial trajectory estimate is not required to 
be a good estimate of the optimal trajectory. In the initial 
phase of computation, the penalty function approximation of 
terminal constraints is employed and the behavior of the 
process strongly resembles that of a gradient process. In 
this stage of the process constraints are imposed on the 
step-size in order to limit the amount of improvement sought 
during each cycle. These constraints are progressively re­
laxed, finally dropped, and the terminal penalty scheme is 
replaced by exact terminal conditions that are ultimately 
satisfied if a solution exists. Thus, the basic philosophy 
of these methods is to use a gradient method to reach close 
to the optimal trajectory and then to switch to the second-
order method for refinement. 
There are three primary advantages of the second-
variation methods when compared to the gradient methods 
( 2 6 )  :  
1. In the final stages of the computational procedure 
the penalty function technique is no longer re­
quired and each successive approximation attempts 
to satisfy the boundary conditions exactly. Thus 
the undetermined constants associated with the 
penalty function terms are eliminated. 
2. In both phases of the second-variation method, the 
step-size is automatically determined, thus 
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eliminating the independent procedure needed in the 
gradient methods. 
3. In the final stages of the computational procedure 
the method exhibits quadratic convergence. 
The main disadvantage associated with the second-varia­
tion methods is the additional programming effort needed to 
formulate the computing algorithm. 
A method of numerical optimization that is not easily 
classified as direct or indirect has been developed by 
Bellman (20). In this method, known as dynamic programming, 
the optimal control problem is considered to be a multi­
stage decision process. The main advantage of dynamic pro­
gramming is that by the use of the principle of optimality 
the problem is reduced to a sequence of single-stage decision 
processes. Of further importance is the fact that constraints 
on either the control or state variables actually simplify 
the solution process. Unfortunately the systematic simplic­
ity of the method is often offset by the enormous storage 
requirements. Many optimal control problems, when cast in 
the dynamic programming formalism, require so much computer 
storage that solution by that method is not feasible. 
From the preceding discussion it should be apparent 
that there is not a categorically "best" method for solving 
optimization problems. Each method should be evaluated with 
respect to the particular problem to be solved and the 
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computer facilities available. There were several reasons 
for choosing the conjugate gradient method to solve the 
trajectory optimization problems considered in this study. 
First, the problem to be solved could be formulated in a 
manner well suited for solution by the conjugate gradient 
method. Secondly, a computer program utilizing a conjugate 
gradient algorithm, and written for the available computer 
facilities was available. Extensive refinement and adapta­
tion of this original program yielded an effective tool for 
the solution of the trajectory optimization problems con­
sidered in this study. 
When employing a direct method it is often necessary 
to reformulate the problem so that all of the state variables 
are unconstrained at the final time. This can be done in a 
straightforward manner by using a penalty function approxi­
mation (2, 29, 36). If the terminal constraints are given 
as in Equation 4 
where M is a p-vector of nonlinear or linear expressions, 
then a new performance index can be defined as 
C. Penalty Function Approximation 
m(x(t.j,t^) = 0 (16) 
P 9 
J' = S(x{t ),t ) + 1/2 r K.M. 
i=l 1 1 
(17) 
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where the are constants called penalty coefficients. A 
minimum of J' is now sought without requiring the terminal 
values to satisfy Equation 16 exactly, but rather paying a 
"penalty" for deviations. As the are made large, the 
trajectory that minimizes J' is in some sense close to the 
trajectory that minimizes J with Equation 16 satisfied. 
A useful algorithm is obtained by successively solving 
the optimization problem with the increasing for each 
iteration. However, there does exist one serious problem 
in attempting to implement this procedure. This is the 
question of determining how fast the penalty coefficients 
should be increased. If the coefficients are increased 
too fast, the new control will tighten up the terminal con­
straints but leave the unaugmented part of J', S(x(t^),tj) 
essentially unchanged. By contrast, if the coefficients 
are not increased fast enough, the specified terminal con­
straints will be approached quite slowly. As a result, a 
certain amount of trial-and-error may be required to achieve 
a logical sequence of the penalty coefficients. 
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iii . theory 
When applying optimal control theory to a spatially 
dependent reactor control problem, two main steps are re­
quired in the analysis. It is first necessary ro formulate 
the problem in a manner suitable for solution by an optimi­
zation technique. The Natural Mode Approximation (13) is 
utilized in this dissertation. Secondly, a suitable optimi­
zation technique must be chosen from among the many that 
are available. For the analysis here, the conjugate gradient 
method is used. 
The purpose of this chapter is to discuss the theory 
underlying the Natural Mode Approximation method and the 
conjugate gradient method in order to form a basis for the 
applications considered in Chapter IV. 
A. Natural Mode Approximation 
As discussed in Chapter I, a modal approximation seeks 
to represent the neutron flux and other dependent variables, 
e.g. precursor concentration, by a finite linear combination 
of space-dependent functions with time-dependent coefficients 
of combination. The space-dependent functions, or space 
modes, are chosen to be members of an orthogonal set of 
functions in order to facilitate the derivation of expres­
sions for the time-dependent coefficients. The particular 
set of space modes which are employed distinguishes the 
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different modal approximations from one another. The so-
called "Natural Modes" of the reactor will be utilized as 
the space modes for the analysis here (12, 13). 
Multi-group diffusion theory approximations enable the 
space and time dependent behavior of a reactor without feed­
back or external sources to be described by the matrix equa­
tion 
L{r,t)®(r,t) = (18) 
where 
ffi(r, t) c col[0^,02 0^,C^,C2, . . .Cp] 
0g = group g neutron flux 
Cp = group p delayed neutron precursor 
G - number of neutron flux groups 
P = number of precursors 
K = G + P . 
The K x K matrix operator L(r,t) consists of all the pro­
duction and destruction operators. 
The Natural Mode Approximation (NMA) method seeks an 
approximate solution of Equation 18 according to the fol­
lowing procedure : 
Consider the critical or steady-state reference condi­
tion defined by 
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where represents the steady-state matrix operator. Define 
the eigenvectors (r) of the eigenvalue problem 
as the natural modes of Equation 19. It is assumed that the 
' s satisfy the same homogeneous boundary conditions as ffl. 
Expand the solution vector Œ(r,t) into a finite series 
of the form 
~ m k 
ffi(r,t) = Z Z T (t)^(r) . (21) 
m=l k=l 
The use of double subscript notation is prompted by an 
important property of the solutions of Equation 20. This 
property can be stated as follows (37): For a reactor 
described by P delayed precursor groups and G neutron energy 
groups, the eigenvectors (natural modes) of Equation 20 come 
in sets of K members. Each of the K eigenvectors of the 
m^^ set has components of similar, but not necessarily iden­
tical, spatial shape. In general, the eigenvectors become 
more oscillatory in space as the set index m increases. Thus 
the m^^ set of eigenvectors may be considered as representing 
the m^^ spatial harmonic. 
In uniform reactors each of the K eigenvectors of the 
m^^ set has components of identical shape; and all of these 
components become more oscillatory in space as the index m 
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increases. In nonuniform reactors the classification of the 
natural modes into sets is not as straightforward as in the 
uniform reactor. In general it is still possible to make 
the classifications, but ambiguities arise because of ap­
preciable differences in the spatial shapes of the eigen­
vectors of a set. Such differences were noted by Betancourt 
(38) when applying the NMA to a coupled core reactor using a 
two energy group, one delayed group model. 
For the optimal control problems considered in this 
study a one-dimensional, bare, homogeneous reactor model is 
utilized. It is worthwhile to discuss in some detail the 
characteristics of the natural modes of such a reactor con­
figuration. 
From the First Fundamental Theorem of Reactor Theory 
(39), which is valid for a bare, homogeneous reactor, it can 
be concluded that the first G components of each of the eigen­
vectors of Equation 20 are solutions of the wave equation 
= 0 (22) 
where 
\ik ^  c:ol[ij)^ ,ij)^ , . . .rj)^ ,c^ ,^cm3^  c^ ] . 
The basic assumption underlying this theorem is that the 
neutron flux, for neutrons of all energy, vanishes at a 
fixed boundary. For a large bare reactor the neutron flux 
32 
can be assumed to vanish at the boundaries of the reactor 
core. Equation 22 follows directly from the previous state­
ment that the eigenvectors satisfy the same homogeneous 
boundary conditions as ffl. 
The vanishing of at the boundaries determines both 
2 B and except that can be multiplied by any positive 
2 
constant. For positive B the general solution of Equation 
22 is 
ij)^  = e^ sin(Br) + h^ cos(Br) g = 1,G . 
For a one-dimensional reactor of width a, the boundary con­
ditions are 
^^ (0) = 0 ' 4)^ (3) = 0 g = • 
Satisfaction of the first condition requires that h^ equals 
zero. In order to satisfy the second condition it is re­
quired that 
sin(Ba) - 0 
or 
m = 1, 2 , . . .  
and 
~ e^sin(^^) g = 1,G . (23) 
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The subscript m can now be identified with the spatial 
harmonic of the eigenvectors. Since the spatial distribu­
tion of the delayed neutron precursors is proportional to 
the neutron flux, the eigenvector (r) can be represented 
as the product of an amplitude vector e^, and a space-
dependent scalar function S^^r). 
'mk 
.2 
'mk 
'mk 
(24) 
where 
For each mode specified by m and each eigenvalue specified 
by index k, there is an eigenvector e^ with K elements. 
The space function S^^r) depends only on the mode and is 
independent of the eigenvalues corresponding to that mode. 
Substitution of Equation 24 into Equation 20 yields 
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' '25) 
Canceling the factor S^^r) from both sides of Equation 25 
results in the conventional eigenvalue problem 
'26) 
where, for the bare slab reactor, the'v operator is re-
2 placed with -B in the L matrix. 
m o 
Thus the matrix yields the eigenvalues, co^; and 
the corresponding eigenvectors represent the relative ampli­
tudes of the components of the space functions (r). 
It is now necessary to determine relationships for the 
time dependent coefficients T^(t) . This is accomplished by 
application of an orthogonality relationship. 
The eigenvectors of Equation 20 and those of the adjoint 
equation 
(r) = (r) (27) 
T 
where is the transpose of L^, have a very useful orthog­
onality property if and satisfy the saire homogeneous 
boundary conditions. This orthogonality property is (40) 
• 
= ° (28) 
where 
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<X,Y> = inner product 
= j Y dr . (29) 
reactor 
Basic to this result is the assumption that the eigenvalues, 
are distinct. It will also be assumed that 
/ 0 130) 
which implies that the eigenvalues are the same as 
Substituting Equation 21, for ffl(r,t), into Equation 18 
yields 
M K M K 
at Z Z = L Z Z T (t):^(r) . (31) 
m=l K=1 m=l K=1 
* Now multiply this equation by and integrate over the 
reactor to obtain on the L.H.S. 
' a m k * 
j  f a t  Z  S  j ,  M r  -  ( 3 2 )  
m=l k=l 
reactor 
Since the integration is over space, and not time, this 
can be rewritten as 
a m k . 
it j, j injw^ 
reactor 
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From the orthogonality relationship of Equation 28 one can 
see that the inner product term in the double summation will 
be zero except when ra = n and k - j; thus the L.H.S. of 
Equation 31 becomes 
^tnj (t)<inj.inj> ' (^4) 
Now on the R.H.S. of Equation 31 add and subtract 
Ji kfi 
* 
before multiplying by and integrating. That is, first 
write 
z z l t^<t)i^(r) = z Z (l-l^ )t^ (t)4^  
+ ^  • <35) 
* 
Then multiply by and integrate over the reactor to ob­
tain 
s  i  +  s  2  < j ' '  " 6 '  
The second term can be simplified by noting that does 
not operate on T^ (t) , and from Equation 20 that = 
"mkinoc-
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2 2 
= Z S 
= 2 s <inj'"rak^ '^^ nik 
Applying the orthogonality property once more leaves simply 
"nj "®' 
as the second term in Equation 36. Combining the results 
of Equations 34, 36, and 38 it is seen that the relationship 
of Equation 31 has become 
A •^nj = '"nj 
+ s s <±nj'(^-v^mkw (39, 
or 
_9Lm — f,i T 
ât^nj nj nj 
If this is repeated for every a coupled set of 
differential equations for the time coefficients is obtained. 
The system of equations can be written in the form 
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= diag[a)]T + PT (41) 
where 
T(t) = co1[t^^,T^2' 
• • ' "^ mk ^ 
diagLco] = 
cù 11 
Cû 12 
0 
%k 
and P is the perturbation matrix 
P = 
<iii' 
• •k 
"^ixi'^ii^ <iii'iii> 
* , , * 
<4bk'(l-lo)ili> 
B. Conjugate Gradient Method 
The conjugate gradient method is a member of the family 
of techniques known as conjugate direction methods which com­
bine the computational simplicity of the gradient techniques 
with the rapid convergence properties of second-order 
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techniques. The improved directions of search result from 
the assumption that the performance index can be approxi­
mated by a quadratic expression in the neighborhood of the 
current search point. The properties of the quadratic 
function are used implicitly in the derivation of the 
methods to produce directions of search that are superior to 
the negative gradient directions. 
The conjugate gradient (CG) technique was first de­
veloped by Hestenes and Stiefel (41) as a means of solving 
a system of linear algebraic equations. In 1964, the tech­
nique was used by Fletcher and Reeves (42) to minimize a 
function of several variables. The first extension of the 
method to a function space was presented by Hayes (43) in 
1954. Other treatments of the extension have been given by 
Sinnott and Luenberger (44), Lasdon et (45), and Tripathi 
and Narendra (46). The treatment of the CG method presented 
here follows closely that given by Willoughby (2). 
The theoretical basis and the computational procedure of 
the CG method are most readily understood by first examining 
the finite-dimensional version from which the function space 
extensions have been derived. Thus, initially the method is 
discussed in the context of minimizing a function f of n real 
variables which are elements of a real Euclidean vector space 
E^. It is assumed for simplicity that only one minimum of f 
* 
exists over E^, with the minimum denoted by f(x ), i.e.. 
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f(x ) < f(x) vx e e n (42) 
The solution procedure involves choosing a new trial 
vector using the relation 
-i+1 - (43) 
where the subscript i represents the iteration number, a 
is a scalar called the stepsize, and s^ is an n-vector called 
the direction of search. Specifically, the CG procedure is 
as follows : 
1. For i = 0, guess an initial state vector x^. 
2. Calculate the gradient vector at Xj 
= 9(xi) =vf(x^) • (44) 
3. Calculate the CG parameter 
pi - (45) 
(;^,z) denotes the Euclidean inner product defined 
to be 
n 
(y/z) = 2 y.z. = y z 
j=l J J 
(46) 
and N is the Hessian matrix defined by 
ô^f 
ÔX 
x=x. 
If i = 0, PQ = 0. 
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4. Calculate the direction of search s. 
—1 
Si - -g^ + . (47) 
5. Perform a one-dimensional minimization to determine 
2i+l = + «A <«' 
where is such that 
f (x. + a • s . ) < f (x. 4- ys . ) V Y > 0 
—1 1—1 — —1 1—1 ' 
6. Increase i and repeat from step 2 until the minimum 
is reached. 
The above procedure is quadratically convergent meaning 
that it will find the minimum of any quadratic function in a 
finite number of steps. In particular, the CG method will 
minimize a quadratic function of n variables in at most n 
steps (45). 
The derivation of the method requires the notion of 
conjugacy between vectors. Two vectors v and w are said to 
be conjugate, N-conjugate, or N-orthogonal with respect to 
the matrix N if 
(v,Nw) = 0 . (49) 
If the objective function is quadratic so that 
f (x) = f(x ) + •|((x-x ) ' N(x-x )) (50) 
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and N is a positive definite matrix with constant elements 
corresponding to the second partial derivatives of f, then 
the directions of search given by Equation 47 form a mutually 
conjugate set with respect to N, i.e. 
(s^, nsj ) = 0, i / j (51) 
It follows that the are linearly independent vectors which 
span E^. Therefore 
n-1 
X = Z c, s. . (52) 
k=0 ^ ^  
The objective is to determine the coefficients c^ in Equa-
• 
tion 52. Forming the inner product (Nx ,s^), 
(Nx , s^) = c^(Sj./Ns^) k = 0,1,2,...n-1 (53) 
since Equation 51 eliminates all the terms with mixed sub­
scripts. Thus 
(Nx , s, ) 
but 
Vf(x^) = N(x_ - X ) = g^ (55) 
so that 
(nxj-ait) - 'gj-sx) 
= ûHiTT • 
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Using Equation 48 repetitively results in 
i-1 
= Xj + Z / 0 < j < i . (57) 
k= j 
From Equations 55 and 57, 
1-1 
si = t f, - % 
K-J  
i-1 
= 9 . + Z s, , 0 < j < i . (58) 
-J k=j ^ K 
(59) 
Also 
as a result of the one-dimensional minimization in Equation 
48. Therefore, if the inner product (g^,Sj_^) is calculated 
from Equation 58, 
i-1 
(^i'-j-l^ " (Sj'Sj-l) <^k^^-k'-j-l^ l<j<i.(50) 
k= j 
The first term is zero from Equation 59 and the last term 
is zero from Equation 51. Therefore 
(g^,Sj_i) = 0 1 < j < i (61) 
i.e., the gradient at the i^^ iteration of the search is 
orthogonal to all the previous directions of search. Re­
turning to Equation 56, if k = i-1 then 
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(n(x^ + a^s^),s^) 
n-1 ci 
( 6 2 )  
Thus if is chosen N-conjugate to all previous directions 
of search, and the stepsize is found using a one-dimensional 
minimization, the value of c^ is determined from Equation 62. 
It is clear that after at most n steps, all of the coeffi­
cients in Equation 52 are determined and the minimum is 
located. For nonquadratic functions, the rate of convergence 
of the method depends upon the nature of f, and the location 
of X.  
The extension of the CG method to function space is 
best illustrated by considering the simplified optimization 
problem presented in Chapter II, The problem is stated as 
follows : 
where x is an n-vector, u is a single control function, and 
^o' ^f fixed. It is assumed that given a control, u. 
Equations 64 and 65 can be solved for a unique x - x{u), 
and thus J = J(u) is a function of u alone. 
The important connection between the function space 
extension and the finite-dimensional analysis is obtained 
minimize J = S(x(t^)) (63) 
subject to X = f(x,u,t) (64) 
(65) 
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by examining the expression 
g(u) = . (66) 
As discussed in Chapter II, g(u) is the gradient to the 
Haniiltonian and points in the direction of increasing J. 
The first variation in J is given by 
= 8X 5x^ . (67) f 
^f 
The notation &J represents the first-order approximation to 
J(u) - J(u) where u is a given nominal control function. A 
new expression for 6J can be formulated using the adjoint 
system defined by the system of differential equations 
=  i = l , n  ( 6 8 )  
and the Hamiltonian function 
H(x,u,2^,t) = x'^f . (69) 
The first variation of x is given by 
5^1 = Z ÔX + If 5U . (70) 
J = 1 J 
Form the expression 
d n . n . 
^ Z \.ÔX. = Z \.ôx. + Z \.ôx. (71) 
i=l ^ ^ i=l 1 1 i=l 1 1 
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and evaluate it using Equations 68, 69, and 70. Integrat­
ing the result with respect to time with x^t^) = 0 gives 
n 
Z \i(tf)ôx(tf) = J j-|77Ôu|dt . (72) 
o^ 
Using Equation 11, Equation 72 can be written as 
= j • (73) 
t _ t 
o 
If the variation of the control u is along a direction of 
search s, i.e., 
ÔU = sôa (74) 
where a is a scalar, then the derivative of J along s is 
t. 
Equation 75 is the inner product of the direction of search 
and •^. A comparison of Equation 75 with the comparable 
expression in the finite-dimensional case indicates that 
is analogous to the gradient vector in the finite-
dimensional analysis. 
In order to apply the CG method to the general func­
tional, J, in Equation 63, it is necessary to approximate 
J by a quadratic functional in the neighborhood of the 
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current search point. Thus 
J(u) = 1/2(u - Û, A(u - Ù)) + J(u) (76) 
where A is a positive definite linear operator analogous 
to the N-inatrix in the finite-dimensional analysis. 
The CG algorithm for the function space extension is 
as follows; 
1. For i = 0 guess an initial control function u^(t). 
2. Integrate the state system. Equations 64 and 55, 
from t to t_. 
o t 
3. Integrate the costute system. Equations 10 and 11, 
from t_c to t 
r o 
4. Calculate 
= g[u^ (t) ] = . (77) 
5. Calculate using 
(78) 
If i = 0, = 0. 
6. Calculate the direction of search 
s^(t) = -g^(t) + p^s^_^(t) . (79) 
7. Let 
Ui^l(t) = u^{t) + a^s^ft) (80) 
and determine by performing a one-dimensional 
minimization, i.e. 
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j(u^  + ct^ s^ ) ^  j(u^  + ys^ ) vj/y >0 
8. Increase i and repeat from step 2 until the mini­
mum is reached. 
The principal difficulty encountered in applying this 
algorithm is the calculation of the matrix A. Although the 
A-matrix can be identified as the second-order expansion of 
the performance index J, it is usually impractical to cal­
culate the matrix directly. In practice, it is easier to 
calculate the functional As. Sinnott and Luenberger (44) 1 — j. 
and Tripathi and Narendra (46) have derived methods for cal­
culating As. T which necessitate integrating two sets of 1 —x 
auxiliary equations. For the optimal control problems of 
interest here the auxiliary equations are: 
i(t) = fx.(t)Y(t) + f^(t)s(t) (81) 
%(to) = 0 (82)  
and 
fl(t) = -f^ T](t) (83) 
—f—f 
(84) 
where y(tj and T](t) are n-vectors and 
af^ /ax^  of^ /ôxg 
-
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f^ = coi[af^/au, afg/ou, af^/au] 
XX 
ôj/ôx,ax, aj/ax,ax„ ... aj/ax,ax 
-L -L 1 z j n 
aj/axgbx^ 
8j/ax^ 8x^  aj/ax^ex 
n n 
A derivation of these equations is given by Willoughby (2). 
The function As^ is then given by the expression 
i^-1 = ^ u(^ ) (85) 
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IV. MATHEMATICAL MODEL AND ANALYSIS 
A. Reactor Model 
The reactor model for this investigation is a bare 
homogeneous slab reactor (see Figure 2). The reactor 
parameters are typical of a large uniform, light-water-
moderated assembly. 
The two energy group one delayed neutron group dif­
fusion theory equations used to describe the reactor dy­
namics are: 
div^ 01 - zl01 - dib^ 01 + (l-p)[viz2i0i+v2zf202]+\c 
= l/v^ ô0^ /ôt (86) 
- s°2«'2 
= l/v^d02/dt (87) 
PLviZfi0i+ V22f2^2^ ^ ôC/ôt . (88) 
The nuclear parameters are defined as: 
0^ = group i neutron flux 
= diffusion coefficient for group i 
= macroscopic removal plus absorption cross 
section for group 1 
Zj^i = macroscopic removal cross section for group 1 
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= initial macroscopic absorption cross section 
for group 2 
= group i macroscopic fission cross section 
= average number of neutrons produced per fission 
occurring in group i 
v^ = group i neutron velocity 
2 
= transverse buckling 
= effective delayed neutron fraction 
\ - delayed neutron group decay constant 
C = concentration of delayed neutron precursors 
U(r,t) - control function = ^^a2~ ^ a2^^2 
= aza2(r,t)02 
2 V = Laplacian operator. 
The subscripts i = 1 and 2 refer to the fast and thermal 
group respectively. 
The steady state or critical reactor parameters are 
given in Table 1. 
B. Modal Analysis 
For the problems considered in this dissertation, the 
rate of change of the neutron flux is relatively slow com­
pared to that of an excursion. Thus, it is a good approxi­
mation to assume that 
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control 
region -
240 cm 60 
Figure 2. Reactor configuration 
Table 1. Steady state reactor parameters 
Parameter Units Value 
^1 cm 1.69531 
^2 cm 0.40972 
^1 cm ^ 0.049959 
^R1 cm~^ 0.016444 
<2 cm"^ 0.26614 
^l^fl cm~^ 0.019496 
2 cm~^ 0.49786 
^1 cm/sec 4.06 (10) 
^2 cm/sec 2.20 (10) 
4 
-2 
cm 0.009440 
p 0.0064 
x 0.08 
a cm 240.0 
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1 „ 1 
at = 0 57 IF = ° • '89' 
The two group diffusion equations can then be written as 
div^ 01 - z^ 01 - dib^ 01 + (l-0[vizfi0i+v2zf2^ 2] + = 0 
(90) 
- Z°/2 + U(r,t) - 0^8^02 + = 0 <91) 
l3[viZfi0i + V22;f202] - XC = ac/at . (92) 
As discussed previously, the spatial distribution of 
the neutron flux in a bare reactor is a solution of the wave 
equation 
v"0g + = 0 (93) 
where 
for a slab reactor of width a. Making the substitution 
V^0g = -B^0g in Equations 90, 91, and 92 gives 
^-^l®m-^1-^1®t^ (l-^)vizf3_]0^ + (l-^)v2zg202 + \c = 0 
(94) 
+ + = 0 (95) 
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+ V2^f2^2^ - XC = 9C/at . (96) 
Using the expression U(r,t) = AS (t)0_. Equations 94 and 
95 can be solved for 0^ and 0^ iri terms of the precursor 
concentration C to give 
0^  = s^ c (98) 
where 
' v2-j:^-dib2+ (l-i3)v^z^j 
-x 
m^ " + (l-jb ) 
s , 
- ^ a2 " ^2^  + ^ rl^ m + 
Substituting Equations 97 and 98 for 0^ and 0^ allows 
Equation 96 to be written as 
V = f 
where L is a scalar function dependent on the mode and the 
m 
change in the thermal absorption cross section AZ^2(^'^^* 
The steady state scalar operator is formed by setting 
equal to zero in the expression for L, 
m 
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Utilizing the Natural Mode Approximation, C(r,t) is 
expressed as 
M 
C(r,t) - Z C (t)Tj) (r) (100) 
m=l " 
where the ^^^r) are the eigenfunctions of the eigenvalue 
problem 
vm = vm • 
It should be noted that double subscript notation is not 
needed because there is only one eigenvalue for each mode. 
From the discussion in Chapter III it is readily seen that 
the eigenfunctions are given by 
'^m ^ sin(B^r) (102) 
where 
The eigenvalues co for the first three modes of the reactor 
m 
model are listed in Table 2. 
At this point it is necessary to depart from the stand­
ard method of obtaining equations for the time coefficients 
as given in Chapter III. Such a departure is necessary in 
order to formulate the problem in terms of a trajectory 
optimization problem. Since 0^ and 0^ were solved for in 
terms of C(r,t) it is reasonable to approximate the group 
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fluxes by 
M 
0^{r,t) = Z (103) 
m=l 
m 
0 (r,t) = E A: '(t)^n(r) (104) 
2 m=l ^  m 
where (t) and (t) are the time dependent coefficients 
of combination. Expressions for these coefficients and 
those of Equation 100 are obtained by substituting Equa­
tions 100, 103, and 104 into Equations 94, 95, and 96 and 
using the orthogonality property of the sine functions 
sin(B r)sin(B r) dr = 0 m / n 
m n 
reactor 
or 
<i|ij^(r) (r)> =0 m / n . (105) 
( 2 ) 
The resulting expressions for and can be written as 
^ <106' 
m 
(2) <4. ,U(r,t)> 
° = - vra - <4 > <107) 
where and are functions of the reactor parameters and 
the mode. An expression for the A^^^ is not needed at this 
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time. 
The motivation for this approach has been to isolate 
the control function U(r,t) in a single term. The standard 
derivation of the equations for the time coefficients would 
have yielded expressions with as one of a sum of 
terms in a denominator. A practical formulation of a tra­
jectory optimization problem is not feasible in such a case. 
Having isolated U(r,t), it is now possible to simplify 
the term in which it appears. Substituting Equation 104 for 
02(r,t), U(r,t) can be written as 
Assuming that the thermal absorption cross section is 
changed uniformly over a specified region of the core, one 
can write 
(108) 
(109) 
This can be further simplified by noting that 
(110) 
Now define 
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= —j 
•mn ' 
(111) 
Assuming that three modes are used in the expansion, Equa­
tions 106 and 107 can be written as 
c = 
v, 
v, 
m. 
CO-
c + az^ «(t)pa 
— az — 
( 2 )  (112) 
V, 
( 2 )  
w, 
W, 
w. 
( 2 )  C - AZ g(t)PA' ' = 0 
— az — 
(113) 
where 
Ç = col[C^, Cg, C3] 
a^^^ = col[ap^ a^2), agz)] 
P = 
^Ll ^12 Pi 3 
2^1 2^2 2^3 
p3i p32 p33 
Equations 112 and 113 in conjunction with the expansions of 
Equations 100 and 104 describe the space and time dependent 
response of the theirmal neutron flux and the delayed precur­
sor concentration to a variation in the thermal absorption 
cross section in a region of the core. 
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C. Formulation of the Optimal Control Problem 
1.. Problem statement 
The problem to be studied can be stated as follows: 
Determine the variation of the thermal absorption cross 
section in the control region (see Figure 2), for 
a fixed time interval [t^,t^] which results in 
1. a doubling of the thermal neutron flux in the 
center of the reactor, 
2. a steady-state thermal neutron flux at the terminal 
time tg, 
and which minimizes the functional 
• ^f . 2 
dt 
to 
Assuming that AZ^2 proportional to the control rod ve­
locity, minimization of this functional minimizes the energy 
requirements of the control system (47). The asymmetric 
control region was chosen so as to accentuate space-time 
effects in the reactor. 
2. State variable formulation 
In order to formulate the optimal control problem in 
the Mayer form, it is necessary to introduce three new state 
variables. These variables are defined by the following 
expressions : 
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xg(t) = = u(t) (114) 
x^(t) = x^(t) = AZ'^2(t) =>x^ ( t )  - (115) 
xg(t) = [xg(t)]^  . (116) 
The value of x^(t) at the terminal time is 
/f 2 . 2 
xg(tg) = [xg] dt = J [Alggft)] dt . (117) 
o^ o^ 
Therefore, minimization of x^(t^) results in a minimization 
of the control energy. 
In order to facilitate the analysis, the following new 
notation is adopted: 
x^ft) = C^(t) x^(t) = (t) 
X g C b )  =  [ ^ ( t )  X g ( t )  =  A g ^ ^ f t )  (118) 
X 2 ( t )  =  [ ^ ( t )  X g ( t )  =  A ^ ^ ^ t )  
3. System equations 
Using the new notation and Equations 114-116 in con­
junction with Equations 112 and 113 yields the following 
system equations: 
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Xi = f^(x,u,t) 
o) 2^2 + ^P]_2.^7 ^ ^ 12^8 ^  ^ 13^9^^4 (119) 
= ±2(x,u,t) 
"^ 2^ 2 "*". (^ 21*7 2^2*8 "*" 2^3*9^ *4 (120) 
xg = ^^(xfuft) 
= co3x2 + (pg^ x^  + pggxg + pggxgix^  (121) 
x^ = f^(x,u,t) = Xg (122) 
Xg = fg(X/U,t) = [xg]^ (123) 
Xg = fg(x,u,t) = u(t) (124) 
f^(x,u,t) = -(P11X7 + Pi2^8 Pl3*9)*4 
+ V^x^ - W^x^ = 0 (125) 
fglg'u't) = -(p21*7 + p22=8 + pzsxg'x* 
+ vgxg - wgxg = 0 (126) 
f g(x,u,t) = -(P32X7 + PggXg ^33^9^^4 
+ VgXg - W3X3 = 0 (127) 
where 
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X = COlLx^fXg' ,Xg] 
The calculated values of the constant parameters in the 
system equations are listed in Table 2. 
Table 2. Calculated values for system equation parameters 
= 0 
cù2 = -.05900 
cog = -.07058 
p = 
= 0.0052141 
Vg = 0.0051577 
= 0.0050703 
= 0.079672 
Wg = 0.020681 
Wg = 0.009110 
0.1674 0.2766 0.2933 
0.07385 0.1230 0.1551 
0.03611 0.07150 0.06877 
4. Initial conditions 
Since = 0, and setting x^(tg) = 0, the following 
initial conditions can be imposed which are consistent with 
the requirement that the system is initially at steady-
state : 
0
 
rH II 
*6 (to) = 0 
X2(to) = 0 0 
-
p X = 15 
X3(to) = 0 = 0 
= 0 
*9(^0) = 0 
= 0 
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5. Performance index 
At the final time t^, the system must satisfy the two 
constraints imposed by the statement of the problem. Ex­
pressions for each of these constraints will be obtained in 
a form suitable for use in a penalty function approximation. 
The first constraint requires the thermal neutron flux 
at the center of the reactor at the final time to be double 
its initial value. That is: 
02(120,t^) = 2[02(120,0)] (129) 
or 
Z (tf)^in(120) = 2 2^ (0)tl)^(120) . (130) 
Equation 130 can be expanded to obtain 
x^(tg) - Xg(tg) - 30.56 = 0 . (131) 
In order to use Equation 131 in the computational algorithm 
it is necessary to rewrite the equation to include the state 
variable x^. Using Equations 125 and 127, Equation 131 can 
be written in the form 
zlxi(tf) - + (e^x^ + egxg + e2xg)x^ 
- 30.56 = 0 (132) 
where 
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Zi = w./v. 
The second constraint requires that the rate of change 
of the thermal neutron flux be approximately zero at the 
final time. In order to obtain a suitable expression for 
this constraint, the time derivative of Equation 125 is 
taken : 
+ + " x4p11x7 " 
- ~ ^ 1^1 " ° * (133) 
Substituting Equation 119 for x^, letting = 0, and 
solving for x^ lets Equation 133 be written as 
• _ p^ii^ 7 + pi2^ 8 1^3^ 9^  (^ 6 1^*4) *4(^ 12*8 
""l = (v^  -
(134) 
Assuming that Xg and Xg are small compared to x^, a good 
approximation is obtained by requiring that 
Xg(tf) + W^x^(tg) = 0 . (135) 
Equation 135 is exactly the expression which would have 
been obtained using a point kinetics derivation. 
The performance index for this optimal control problem 
can now be constructed using a penalty function approxima­
tion. Following the procedure discussed in Chapter II, the 
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performance index can be written as 
+ (xg+w^x^)2] (136) 
where the of Equation 16 are assumed to be equal. 
As discussed in Chapter III, the conjugate gradient 
algorithm requires the integration of three additional sets 
of equations in order to determine the gradient to the 
Hamiltonian g^ and the parameter These relations will 
now be discussed. 
6 - Adjoint equations 
The adjoint equations defined by Equation 10 were de­
rived for the system equations of Equation 8. The system 
equations of the current problem differ from those of Equa­
tion a due to the presence of the algebraic equations 
(Equations 125-127). From an examination of the derivation 
of the adjoint equations it can be shown that the modified 
adjoint equations for this problem are given by 
= -9H/ôx^ i = 1, 6 (137) 
ôH/ôx^ =0 i = 7, 9 (138) 
where the Hamiltonian function H is defined as 
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H - ^2^2 ^  ^3^3 ^4^4 ^  ^ 5^5 ^6^6 ^  ^7^7 
8^^ 8 9^^ 9 * (139) 
The specific equations for this problem are 
(140) 
Xg = -^2^2 + ^2^8 (141) 
xg -0)3x3 + w^ xg (142) 
4^ ~ "(911*7^ 1^2*8^ 913*9)^ 1'' (^ 21*7^ 922*8^ 923*9)^ 2 
"(931^ 7+p32*8'^ 933x9)>^ 3 + (pii^ 7'^ pi2*8"'"9l3*9) ^7 
(921*7+922*8^ 923*9)^ 8 (932^ 7+p32^ 8''"933*9)^ 9 
(143) 
xg = 0 (144) 
xs - -x^  - 2x^ xg (145) 
- (p2i^ l+p2i^ 2'^ 93i>^ 3^ 4^ + (pll^ 7'^ 92i^ 8"'"p3i^ 9 ^ ^ 4 
- v^ x^  = 0 (146) 
-{pl2xi+922^ 2"*"932^ 3)*4 (9l2^ 7"^ 922^ 8'^ p32^ 9)*4 
-vgxg =0 (147) 
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p^l3^ 7'^ p23^ 8'^ 3^3^ 9^ 4^ 
- VgXg = 0 . (148) 
The terminal conditions for the first six adjoint 
variables are calculated by Equation 11 i.e. 
x^ftg) = as/ax^ i = 1,6 . (149) 
Having computed the terminal values of the first six adjoint 
variables, the values of \Q, and Xg can be found by 
solving the system of simultaneous equations consisting of 
Equations 146, 147, and 148. 
%. Gradient to the Hamiltonian function 
The gradient to the Hamiltonian, aH/0u, for this problem 
is given by 
g = ôH/ôu = \,(t) . (150) 
8. Auxiliary equations 
The auxiliary equations given by Equation 81 must be 
modified to conform to the system equations of this problem. 
From the derivation of the auxiliary equations it can be 
shown that the modified auxiliary equations corresponding 
to Equation 81 are 
58 
y^(t)= (f\)^Y(t) + (f^)^s(t) i = 1,6 (151) 
0= (fi)xY(t) + vrV)^s(t) i = 7,9 (152) 
The specific equations for this problem are 
+ <pll*7+pl2*8+ pl3*9'y4 
+ (piiy7 + pi2yg + pisyg)*, <153) 
2^ = '"2^ 2 + (p21*7 + p22*8 + p23*9'y4 
+ (921?? + p22y8+ p23y9'*4 
yj = cdjyj + (pj^ x^  + pjjxg + pjjxgjy^  
+ (psiy?* p32y8 + p33y9'*4 
= Yg (156) 
yj = 2xgy6 <""" 
Yg - s(t) (158) 
-«lyl - (pii*? + pi2^ 8 + pl3*9)y4 + - plrt'y? 
- p12 vs - p13v9 = ° (159) 
-"2^ 2 - (p21*7 + p22*8 + p23'=9'y4 + 921*4^ 7 
+ (v^-pzzx^lyg -pzjxjyg = 0 (160) 
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-wsyg - (p31x7 + P32X8 + P33*9)y4 + 
+ p32x4y8+ = 0 (161) 
The initial value of all of the y-variables is zero as given 
by Equation 82. 
The other set of auxiliary equations is identical to 
the adjoint equations with the dependent variables re­
placed by the variables r]^. However, the terminal value of 
r] is different from that for the adjoint vector }^. The 
terminal values for the qare given by a modified form 
of Equation 84, i.e.. 
^i(tf) - jx x 
1— 
Y(tg) i = 1,6 . (162) 
t=t^ 
Having computed these terminal values, the terminal values 
of r\j, Tig/ and r|g can be found by solving the system of 
simultaneous equations consisting of Equations 146, 147, and 
148 with the replaced by r|^ . 
9. Calculation of the parameter 
In order to calculate by Equation 78 it is necessary 
to calculate the term As. This term is calculated by 
1 —jl 
Equation 85 which, for this problem, is given by 
As - Tig(t) . (163) 
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V. RESULTS AND CONCLUSIONS 
The results presented here are the products of digital 
computer calculations based on the conjugate gradient algo­
rithm described in Chapter IV. All numerical calculations 
were performed on the IBM 350/65 digital computer using the 
FORTRAN IV language. 
All integrations were performed using the subroutine 
DHPCG (48). This subroutine uses Hamming's modified pre­
dictor-corrector method for the solution of a general system 
of first-order differential equations. It is a stable 
fourth-order integration procedure that requires the evalua­
tion of the right-hand side of the system only two times per 
step. The procedure also generates an estimate of the local 
truncation error at each time step and automatically adjusts 
the size of the next step. Information from the integrations 
was stored at fixed time intervals so that trajectories com­
puted from forward integrations would be stored at the same 
time points as those obtained from backward integration. 
The general procedure used to solve the combined sys­
tem of differential and algebraic equations was, at each 
time step, to solve the differential system using subroutine 
DHPCG and use the resultant values to solve the system of 
algebraic equations. The systems of simultaneous algebraic 
equations were solved using the subroutine DGELG (48). 
The one-dimensional minimization required to determine 
71 
the stepsize was based upon a cubic polynomial approxi­
mation to the contour of the functional along the direction 
of search. Both function values and derivative values were 
used to determine the polynomial. After a satisfactory ap­
proximation was made, the minimum of the polynomial was 
chosen as the optimum stepsize. 
Computation times required to obtain the optimal con­
trol varied considerably due to the arbitrariness involved 
in choosing a sequence of increasing penalty coefficients. 
As one gains experience in choosing these values for a par­
ticular problem, the computation time decreases substantially. 
In general, the computation times were of the order of 50 to 
100 seconds. 
As a convenient reference, the problem to be solved is 
restated here. 
Determine the variation of 2^2(t), in the control region 
(see Figure 2), for a fixed time interval, which results in 
1. a doubling of the thermal neutron flux at the 
center of the reactor, 
2. a steady-state thermal neutron flux at the terminal 
time tg, 
and which minimizes the functional 
t o 
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Optimal control programs were obtained for three dif­
ferent transition time intervals, 10 seconds, 30 seconds, 
and 60 seconds. These optimal controls are presented in 
Figures 3, 4, and 5. The curves labeled space-time were 
obtained using an expansion in three modes as discussed in 
Chapter IV. Also presented are the optimal control programs 
obtained using a one mode, or point kinetics, formulation. 
The point kinetics approximation assumes that the spatial 
distribution of the neutron flux is adequately described by 
the first or fundamental mode of the solution of the wave 
2 2 
equation V 0+80=0. Thus, for a bare slab reactor, the 
neutron flux maintains a spatial distribution described by 
0(r) = sin{7rr/a) throughout the duration of the transition. 
As can be seen from the figures, the space-time optimal 
control requires smaller changes in the thermal absorption 
cross section then does the point kinetics optimal control. 
The difference between the control programs decreases as 
the transition time interval increases. The reasons for 
this behavior can be readily seen by examining Figures 5, 
7, and 8 in which the spatial distribution of the thermal 
neutron flux, as obtained by the space-time model, is plotted 
for various times during a transition. The 10 second transi­
tion exhibits considerable flux tilting as a result of the 
removal of thermal neutron absorber from the control region. 
The effectiveness of a neutron absorber is dependent upon 
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the product of the absorption cross section and the neutron 
flux, i.e. 1^2(t)02(r,t). It is evident, therefore, that 
the removal of a given amount of thermal neutron absorber 
from the control region will cause a greater increase in 
flux in the space-time model than in the "point" model, 
where the flux is not allowed to tilt. As the transition 
time interval is increased the flux tilting is not as pro­
nounced, and consequently the discrepancy between the space-
time and point kinetics optimal controls is diminished. It 
is interesting to note, however, that even the very slight 
flux tilting evident in the 50 second transition causes an 
appreciable effect on the optimal control program. 
In order to determine the accuracy of the mathematical 
model used in the analysis, the resultant optimal control 
programs were input to a modified version of the WIGLE-40 
(11) finite difference kinetics code. The flux profiles 
calculated by this code are often labeled as "exact" solu­
tions by many authors. The WIGLE solutions for the thermal 
flux profile at the final time are denoted by crosses in 
Figures 6, 7, and 8. For the 30 second and 60 second transi­
tions the agreement is very good. The discrepancy evident 
for the 10 second transition is most probably due to the 
truncation of the modal expansion after three modes. A more 
accurate approximation could be obtained by using higher 
modes, with a resultant increase in the computational time 
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needed to obtain a solution. 
The WIGLE solutions verified the accuracy of the ap­
proximations used to obtain expressions for the constraint 
on the rate of change of the thermal neutron flux at the 
final time. For all three cases the rate of change of 0^ 
was approximately zero at the final time. 
In summary, for the problem studied in this disserta­
tion, the conjugate gradient algorithm in conjunction with 
the Natural Mode Approximation provides an effective compu­
tational scheme for the determination of optimal control 
programs for a spatially dependent nuclear reactor. Con­
trary to the opinions of several authors, it was shown that 
the general nonlinear equations describing the reactor dy­
namics can be handled directly without the necessity of 
linearization. The superiority of a space-time analysis 
over a simpler point kinetics analysis was also demonstrated. 
For a more complex reactor model involving hetero­
geneities, and two or three dimensions, the Natural Mode 
Approximation would not be a practical approximation. For 
these complex confiourations the synthesis techniques which 
utilize a variational method appear to be the most promising. 
Of particular significance is that in nearly all of the syn­
thesis techniques the time dependent coefficients of combi­
nation are related by a coupled set of ordinary, nonlinear 
differential equations. Thus, the conjugate gradient 
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technique should be applicable to almost all of the avail­
able synthesis methods. 
Perhaps the most significant contribution of this 
dissertation is that it provides a basic procedural frame­
work for determining spatially dependent optimal controls, 
upon which the more intricate mathematical models needed 
to describe complex systems can be constructed. 
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Figure 3. Optimal control program for 10 second transition 
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Figure 8. Thermal neutron flux profile for the 60 second transition 
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VI. SUGGESTIONS FOR FURTHER STUDY 
There is a wealth of opportunities for additional in­
vestigations based on extensions of this work. The replace­
ment of the Natural Mode Approximation by a synthesis method 
capable of handling more complex problems merits considerable 
attention. It would also be interesting to apply other tra­
jectory optimization techniques to the problem studied in 
this dissertation in order to determine the best method to 
use for such a problem. An extension of the conjugate gra­
dient method to handle several control variables would also 
be very useful. 
The extensions of this work to fuel management problems 
appears to be quite feasible. In particular, applications 
to the problem of determining optimum fuel loading patterns 
should be attempted. Methods of minimizing or maximizing 
the production of certain isotopes could also be determined. 
It would also be worthwhile to attempt the determination 
of a closed-loop control law for the problem studied in this 
thesis. Such an extension would involve a linearization 
about the optimal reference trajectory determined in this 
study. 
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IX. APPENDIX: DERIVATION OF NECESSARY 
CONDITIONS FOR AN OPTIMAL CONTROL 
The purpose of this Appendix is to present an under­
standable, but non-rigorous derivation of the conditions 
that are necessary for the optimality of a control u(t). 
For the reader desiring a derivation with more rigor and 
formalism the work of Berkovitz (3) or Pontryagin (4) 
should be consulted. 
A. Statement of Problem 
The necessary conditions will be derived for the 
following simplified optimization problem: 
minimize J = S(x(t^)) (A.l) 
subject to F(x,x,u,t) = f(x,u,t) - x = 0 (A.2) 
x(t^) = x^ (A.3) 
In these equations, x is a state variable to be controlled, 
u is a control function on the fixed time interval [t^,t^], 
and f is a nonlinear expression defining the dynamical sys­
tem to be controlled. It is assumed that f(x,u,t) and all 
of its derivatives are continuous on the interval of in­
terest. It is assumed also that the control variable u(t) 
is unbounded and that there are no constraints on x except 
at the initial and terminal times. 
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B. Derivation of Necessary Conditions 
Let 
p tf 
S(x(t^)) = àS dt dt 
where 
dS as dx , as 
dt' = 332 dt + ât ax at 
Rewrite J as 
t 
•^  = I <3# * + it'at = 
S 
G(x,x,t)dt (A.4) 
where 
G(x,x,t) = m a + 8s 
ax at 
Set the first variation of J equal to zero: 
, tf 
w =1 [ix bx + i# = 0 . (A.5) 
The first variation of F is given by 
&f = bx + il au + = 0 (A.6) 
Multiply Equation A.6 by an as yet undefined variable \(t), 
and integrate from t^ to t^; 
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[\-g5x+\-^6u+x|| 6x]dt = 0 . Ô U  (A.7) 
Add Equations A.5 and A.7 to obtain 
 ^ [ ("E + ^   ^iE bu + (H + \ ||)5i]dt j l'ax 
t 
ax " ax' 
0 
(A.8) 
Integrate the third term of the integrand of Equation A.8 
by parts to obtain 
ÔX " ax-
j ^ isi&xdt (A.9) 
Substitute Equation A.9 into Equation A.8 and collect terms; 
j  
«=0 
^ + x f 6u} 
f i  +  ^  = 0 (A.IO) 
It must follow that: 
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^ [G + \F] - ^  ^[G + XF] = 0 3x (A.ll) 
au[XF] = 0 (A.12) 
â%[G + XF]&x = 0 (A.13) 
For the optimal control problem of interest 
F(x/x,u,t) = f(x,u,t) - X = 0 
Thus 
ÔF 
àS^ ^  =  - 1  
and 
ôg 
95: 
_è_rès . + as. 
ôa'-ôx at I 
as 
3x 
It follows that 
as 
a & [G + \F] = 9^ - X (A.14) 
Using the definition of G, Equation A.ll can be written as 
(A.15) 
However, 
d rdS. 
dt^axj 
a^s dx a^s 
àx^ axat 
(A.16) 
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and 
— i + 
ax2 0x3 t 
(A.17) 
Inserting Equations A.16 and A.17 into Equation A.15 gives 
o x  O X  
Therefore, 
^ (A. 18) 
Inserting Equation A.14 into Equation A.13 gives 
[ff - x]6x = 0 (A.19) 
However, x(t^) = x^ and thus 6x(t^) - 0. Equation A,.19 can 
be written as 
ÔS(x(t^)) 
ôx - X(tg)]bx(tg) = 0 
Thus for arbitrary variations in 5x(t^) it must follow that 
ôs(x(tj)) 
Ô X  - x(tg) = 0 
Therefore, 
x(tg) = 
as (x(tg) ) 
9x (A.20) 
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Now define the Hamiltonian H to be 
H = X(t)f(x,u,t) . (A.21) 
From Equation A. 18 
\ - ^ [X(f(x,u,t) - x) ] 
~ - ô^[Xf (x,u,t) ] 
Thus, 
X = - . (A.22) 
From Equation A.12, 
[^\(f(x, u,t) - x)] = 0 
and it follows that: 
If = 0 . (A.23) 
The necessary conditions have been derived for a scalar 
system. The extension to a vector state-space is straight­
forward and results in vector expressions analogous to those 
derived here. 
