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1. Einleitung
Die Entwicklung von Quantencomputern steht seit einigen Jahren im Fokus der wis-
senschaftlichen Forschung. Durch die Ausnutzung quantenmechanischer Vorgänge soll
es möglich werden, bestimmte Probleme der Mathematik und Informatik zu lösen, die
auf klassischen Computern nur schwer bewältigt werden können. Mit einem leistungs-
starken Quantenrechner ließen sich beispielsweise die Suche in einer unsortierten Da-
tenbank [18], die Faktorisierung großer Zahlen und das Berechnen diskreter Logarith-
men [32] wesentlich schneller lösen als mit einem klassischen Computer. Dies zöge je-
doch auch eine schwere Beeinträchtigung der Informationssicherheit nach sich, da die
Sicherheit der meisten asymmetrischen Kryptosysteme darauf beruht, dass das Faktori-
sierungsproblem oder das Problem des diskreten Logarithmus schwer zu lösen sind.
Deshalb hat parallel zu den Bestrebungen, einen leistungsstarken Quantencomputer
zu bauen, auch die Forschung im Gebiet der Post-Quanten-Kryptographie zugenom-
men. Die US-amerikanische Standardisierungsbehörde NIST hat es sich 2017 zum Ziel
gesetzt, Standards für asymmetrische Kryptosysteme, die gegen Angriffe von Quanten-
computern resistent sind, zu entwickeln. Einer der Kandidaten in diesem Projekt ist das
Anwendungspaket SIKE, kurz für Supersingular Isogeny Key Encapsulation [21], welches
von David Jao et al. eingereicht wurde. SIKE enthält Algorithmen für ein asymmetri-
sches Kryptosystem und zum Schlüsseleinschluss. Es ist der einzige Kandidat, dem Iso-
genien zwischen elliptische Kurven zugrundeliegen.
Elliptische Kurven werden schon seit Jahren dazu verwendet, Kryptosysteme zu kon-
struieren. Da ihre Punktmengen Gruppen bilden, lassen sie sich ohne Weiteres in den
Diffie-Hellman-Schlüsselaustausch und das darauf aufbauende Elgamal-Kryptosystem
integrieren. Bei diesen Protokollen berechnen die beiden Teilnehmer aus öffentlich be-
kannten Punkten einer elliptischen Kurve einen weiteren, geheimen Punkt der Kurve,
welchen sie dann als gemeinsamen Schlüssel nutzen können.
Auch die SIKE-Protokolle verwenden elliptische Kurven. Analog zumDiffe-Hellman-
Schlüsselaustausch berechnen die Teilnehmer hier aus öffentlich bekannten elliptischen
Kurven eine weitere Kurve, die nur ihnen bekannt ist. Für diese Berechnung nutzen
sie Isogenien, das sind Gruppenhomomorphismen zwischen elliptischen Kurven. Auf
dieseWeise entsteht der SIDH-Schlüsselaustausch, auswelchemdanndas SIKE-Krypto-
system und der SIKE-Schlüsseleinschluss konstruiert werden können.
Das Ziel der vorliegenden Arbeit ist eine weitgehend in sich abgeschlossene Beschrei-
bung der SIKE-Protokolle und ihrer Sicherheit sowie eine Implementierung des Krypto-
systems. Dazu werden wir in Kapitel 2 zunächst elliptische Kurven und ihre Gruppen-
verknüpfung einführen. Darauf aufbauend erklären wir, unter welchen Bedingungen
elliptische Kurven supersingulär sind. Diese Eigenschaft hat sich als notwendig für die
Quanten-Sicherheit isogeniebasierter Systeme herausgestellt. Anschließend betrachten
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wirMontgomery-Kurven, das sind spezielle elliptische Kurven, auf denen die Gruppen-
verknüpfung effizienter berechenbar ist. Wir definieren Isogenien und beschreiben ihre
wichtigsten Eigenschaften. Schließlich gehen wir auf den Diffie-Hellman-Schlüsselaus-
tausch und das Elgamal-Kryptosystem ein.
Kapitel 3 beschäftigt sich mit dem SIDH-Schlüsselaustausch und den darauf aufbau-
enden SIKE-Protokollen.Wir erläutern dazudieGrundstruktur des Schlüsselaustauschs
sowie alle verwendeten Algorithmen und zeigen die Korrektheit. Es wird beschrieben,
wie sich das SIKE-Kryptosystem sowie der SIKE-Schlüsseleinschluss aus dem SIDH-
Schlüsselaustausch ableiten lassen. Am Ende des Kapitels gehen wir auf einige wichti-
ge Aspekte der Implementierung ein. Dazu fassen wir zuerst zusammen, was beachtet
werden muss, um die zuvor beschriebenen Algorithmen so zu programmieren, dass
ein effizientes und sicheres Kryptosystem entsteht. Schließlich beschreiben wir das Pro-
gramm aus Anhang A, welches der Veranschaulichung der im Kryptosystem genutzten
Algorithmen dient.
In Kapitel 4 betrachten wir Sicherheitsaspekte der SIKE-Protokolle. Wir erläutern die
Sicherheitsabschätzungen und die daraus resultierendeWahl der verwendeten Parame-
ter. Danach gehen wir noch auf einige spezielle Angriffe und neuere Untersuchungen
zur klassischen und Quanten-Sicherheit von SIKE ein.
Danksagung: An erster Stelle bedanke ich mich bei Daniel Borchmann für seinen fach-
lichen und großen moralischen Beistand. Er hat mir seine umfangreichen LATEX-Kennt-
nisse zur Verfügung gestellt und diese Arbeit Korrektur gelesen.
Ich danke meinen Freunden für ihre motivierende Unterstützung, ganz besonders
Julia Grabinsky, die die letzten Etappen des Studiums mit mir gemeinsam bewältigt
hat.
Mein größter Dank gilt meiner Familie, vor allem Tabea und Fiona, die in dieser stres-
sigen Zeit viel Verständnis aufgebracht, und immer wieder für die nötige Ablenkung
gesorgt haben.
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2. Grundlegende Definitionen
Das SIKE-Anwendungspaket umfasst ein asymmetrisches Kryptosystem und ein Proto-
koll zur Schlüsseleinschließung, die beide auf dem Schlüsselaustauschprotokoll SIDH
(Supersingular Isogeny Diffie-Hellman Key Exchange) beruhen. Dieses wurde 2011 von Lu-
ca De Feo, David Jao und Jérôme Plût vorgestellt [11] und beruht seinerseits auf dem
Diffie-Hellman-Schlüsselaustausch. Die in den SIKE-Protokollen verwendetenObjekte sind
supersinguläre elliptische Kurven, zwischen denen gewisse strukturerhaltende Abbildun-
gen – Isogenien – bestehen.
Wir werden nun zunächst elliptische Kurven und Isogenien einführen und anschlie-
ßend den Diffie-Hellman-Schlüsselaustausch und das Elgamal-Kryptosystem erklären.
Bekannte Begriffe aus der klassischen Algebra (z. B. Körper, algebraischer Abschluss, Ideal)
sowie der Kryptographie (Kryptosystem, kryptographische Hashfunktion etc.) verwenden
wir dabei, ohne sie separat einzuführen.
Die Definitionen in den folgenden Abschnitten stammen, sofern nicht anders angege-
ben, überwiegend aus [33], aber auch aus [10] und [5].
2.1. Elliptische Kurven
Elliptische Kurven sind Mengen von Punkten der projektiven Ebene, welche wir daher
hier als erstes einführen.
Definition 2.1.1 (projektive Ebene) Sei K ein Körper und sei K¯ sein algebraischer Ab-
schluss. Die projektive Ebene über K, bezeichnet mit P2(K¯) oder P2, ist die Menge aller
Punkte
(x, y, z) 2 K¯3 n f(0, 0, 0)g,
modulo der Äquivalenzrelation
(x1, y1, z1)  (x2, y2, z2) () 9l 2 K¯ n f0g : (x1, y1, z1) = (lx2,ly2,lz2). }
Ein Punkt P 2 P2 ist also äquivalent zu allen Punkten der Geraden g = lP,l 6= 0.
Diese verbindet P und den Koordinatenursprung, wobei der Ursprung selbst nicht in
g enthalten ist. Jedem Punkt der projektiven Ebene lässt sich auf diese Weise eindeutig
eine Ursprungsgerade zuordnen, und umgekehrt jeder Ursprungsgeraden eine Äquiva-
lenzklasse
[x : y : z] := f(lx,ly,lz) j l 2 K¯ n f0gg.
Dabei bezeichnet man [x : y : z] als homogene Koordinaten. Die Menge der K-rationalen
Punkte in P2 ist die Menge
P2(K) = f[x : y : z] j x, y, z 2 Kg.
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affine Ebene: z = 1
g = lP
P
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 P
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y
E
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Abbildung 2.1.: Einbettung der affinen in die projektive Ebene: Dem affinen Punkt P
wird die Gerade g = lP zugeordnet (links). Rechts: Der affinen Ge-
raden h (blau) entspricht die Ebene E (rot). Die grüne Gerade ist der
Schnitt von Emit der x-y-Ebene.
Die Äquivalenzklasse eines Punktes P = (x, y, z)mit z 6= 0 enthält stets genau einen
Punkt, dessen z-Koordinate gleich 1 ist, nämlich (x/z, y/z, 1). Solche Punkte gibt man
daher oft durch ihre inhomogenen Koordinaten (x/z, y/z) an. Die affine Ebene K¯2 lässt sich
somit direkt in die projektive Ebene einbetten, indem einemPunkt (x, y) die homogenen
Koordinaten [x : y : 1] zugeordnet werden.
So wie projektiven Punkten die Ursprungsgeraden des K¯3 zugeordnet sind, entspre-
chen den projektiven Geraden gerade die Ebenen durch den Koordinatenursprung. Ab-
bildung 2.1 veranschaulicht diese Zusammenhänge für dieR-rationalen Punkte der pro-
jektiven Ebene über den reellen Zahlen.
Definition 2.1.2 (Fernpunkt) Ein projektiver Punkt, dessen z-Koordinate gleich 0 ist,
heißt Fernpunkt oder Punkt im Unendlichen. }
Durch ihre Fernpunkte erhält die projekive Ebene eine Eigenschaft, die der affinen Ebe-
ne fehlt: Zwei verschiedene Geraden in P2 schneiden sich stets in genau einem Punkt.
Parallele Geraden, die also in der affinen Ebene keinen Schnittpunkt haben, entspre-
chen in P2 Ebenen durch den Koordinatenursprung. Sie schneiden sich also in einer
Ursprungsgeraden, die in der x-y-Ebene liegt – einem Punkt im Unendlichen.
Wir werden elliptische Kurven als Nullstellenmengen von Polynomen aus K¯[X,Y,Z]
definieren. In der projektiven Ebene ist es für beliebige Polynome jedoch nicht sinn-
voll, nach ihrer Nullstellenmenge zu fragen. Betrachtet man beispielsweise das Poly-
nom X+ 1, so wäre P = ( 1, 0, 0) eine Nullstelle, Q = ( 2, 0, 0) jedoch nicht. Wegen
Q = 2P sind diese beiden Punkte aber äquivalent. Um dieses Problem zu umgehen,
nutzen wir homogene Polynome.
Definition 2.1.3 (homogenes Polynom) Ein Polynom f 2 K¯[X,Y,Z] heißt homogen vom
Grad d, falls alle seine Monome vom Grad d sind. Es gilt dann
8l 2 K¯ : f (lX,lY,lZ) = ld f (X,Y,Z). }
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Damit ist ein Tupel (x, y, z) genau dann Nullstelle eines homogenen Polynoms f , wenn
es auch alle seine Vielfachen l(x, y, z) mit l 6= 0 sind. Die Eigenschaft eines Punk-
tes P 2 P2, Nullstelle von f zu sein, ist also invariant unter der Wahl der homogenen
Koordinaten von P. Die Nullstellenmengen homogener Polynome bilden projektive alge-
braische Mengen.
Definition 2.1.4 (projektive Varietät) Sei I  K¯[X,Y,Z] ein Ideal, das von homogenen
Polynomen erzeugt wird. Dann heißt die Nullstellenmenge dieser Polynome
VI = fP 2 P2 j 8 f 2 I, f homogen : f (P) = 0g
eine projektive algebraische Menge. Eine projektive Varietät ist eine irreduzible projektive
algebraische Menge, d. h. das homogene Ideal I(V), das von der Menge
f f 2 K¯[X,Y,Z] j f homogen und 8P 2 V : f (P) = 0g
erzeugt wird, ist ein Primideal in K¯[X,Y,Z].
Ist eine projektiveVarietätV durch ein einzelnes nichtkonstantes homogenes Polynom
f gegeben, so nennt man V eine projektive ebene Kurve. }
Definition 2.1.5 (singulärer Punkt) Sei V eine projektive ebene Kurve, die durch das
Polynom f gegeben ist. Ein Punkt P 2 P2 ist genau dann ein singulärer Punkt von V,
wenn für die formalen Ableitungen von f gilt
¶ f
¶X
(P) =
¶ f
¶Y
(P) =
¶ f
¶Z
(P) = 0. (2.1)
Hat V keine singulären Punkte, so heißt V selbst nichtsingulär oder glatt. }
Definition 2.1.6 (elliptische Kurve) Eine elliptische Kurve über K ist eine nichtsinguläre
projektive ebene Kurve, die als Nullstellenmenge eines Polynoms
f (X,Y,Z) = Y2Z+ a1XYZ+ a3YZ2   X3   a2X2Z  a4XZ2   a6Z3
mit Koeffizienten ai 2 K gegeben ist. Für gewöhnlich beschreibt man elliptische Kurven
mittels ihrer Weierstraß-Gleichung
E : Y2Z+ a1XYZ+ a3YZ2 = X3 + a2X2Z+ a4XZ2 + a6Z3. (2.2)
Die Menge der K-rationalen Punkte von E wird mit E(K) bezeichnet. }
Um zu bestimmen, welche Fernpunkte auf einer elliptischen Kurve liegen, setzt man
in (2.2) Z = 0 und erhält X = 0. Damit ist der Punkt
O = [0 : 1 : 0]
der einzige Fernpunkt von E. Geometrisch istO der Punkt im Unendlichen, in dem sich
alle Geraden schneiden, die parallel zur y-Achse sind.
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y2 = x3   2x+ 3
D =  3376
x
y
y2 = x3   4x
D = 4096
x
y
y2 = x3 + x
D =  64
x
y
Abbildung 2.2.: Elliptische Kurven über R (R-rationale Punkte ohne O).
Für Z 6= 0 erhalten wir mit x = X/Z, y = Y/Z die affine Form der Weierstraß-
Gleichung
E : y2 + a1xy+ a3y = x3 + a2x2 + a4x+ a6.
Wir werden meist die affine Form verwenden, ohne dabei aber den Punkt im Unendli-
chen zu vergessen.
Ist char K 6= 2, so lässt dieGleichung sichmit der Substitution y 7! 1/2(y  a1x  a3)
vereinfachen zu
E : y2 = 4x3 + b2x2 + 2b4x+ b6,
wobei b2 = a21 + 4a2, b4 = 2a4 + a1a3 und b6 = a
2
3 + 4a6.
Falls char K /2 f2, 3g, kann auch der x2-Term eliminiert werden, indem man
x 7! x  3b2
36
und y 7! y
108
substituiert. Es ergibt sich dann
E : y2 = x3   27c4x  54c6
mit c4 = b22   24b4 und c6 =  b32 + 36b2b4   216b6.
Die Gleichung
E : y2 = x3 + ax+ b (2.3)
wird als kurze Weierstraß-Gleichung bezeichnet. Da sich jede elliptische Kurve über ei-
nem Körper, dessen Charakteristik weder 2 noch 3 ist, so darstellen lässt, ist die kurze
Weierstraß-Form die gebräuchlichste Art, elliptische Kurven anzugeben. Auch in dieser
Arbeit werden wir von nun an davon ausgehen, dass char K /2 f2, 3g ist und wir stets
kurze Weierstraß-Gleichungen verwenden können.
Ob eine nach (2.3) gegebene Kurve nichtsingulär – und damit eine elliptische Kurve –
ist, lässt sich anhand ihrer Diskriminante entscheiden.
Definition 2.1.7 (Diskriminante) Sei E : y2 = x3+ ax+ b eine projektive Kurve. Dann
ist
D =  16(4a3 + 27b2)
6
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y2 = x3
x
y
y2 = x3   3x+ 2
x
y
Abbildung 2.3.: Singuläre Weierstraß-Kurven über R (D = 0).
die Diskriminante von E. }
Umnun festzustellen, ob E singuläre Punkte enthält, überprüfenwir die in (2.1) genann-
te Bedingung für
f (x, y) = y2   x3   ax  b.
Ein Punkt P = (xP, yP) ist demnach genau dann ein singulärer Punkt von E, wenn
sowohl die beiden partiellen Ableitungen
¶ f
¶x
=  3x2   a und ¶ f
¶y
= 2y
als auch f selbst bei P gleich 0 sind. Es folgt yP = 0 und wegen f (xP, yP) = 0 und
x2P =  a/3 auch
 b = x3P + axP = xP(x2P + a).
Dies impliziert
b2 = x2P(x
2
P + a)
2 =   a
3

2a
3
2
=   4
27
a3.
Die Kurve E enthält also nur dann singuläre Punkte, wenn 4a3 + 27b2 = 0 gilt. Somit
ist jede Weierstraß-Kurve, deren Diskriminante ungleich 0 ist, eine elliptische Kurve.
Abbildung 2.2 zeigt einige Beispiele elliptischer Kurven überR. SinguläreWeierstraß-
Kurven enthalten Spitzen oder Knoten, dies wird in Abbildung 2.3 illustriert. Beide Ab-
bildungen stellen nur die R-rationalen Punkte der jeweiligen Kurven ohne O dar.
Zwei elliptische Kurven sind genau dann isomorph zueinander, wenn sie sich durch
eine Transformation
x = u2x0, y = u3y0 für ein u 2 K¯ n f0g (2.4)
ineinander überführen lassen [33, III.3.1(b)]. Aus der Diskriminante einer elliptischen
Kurve lässt sich die j-Invariante berechnen, welche unter solchen Umformungen erhal-
ten bleibt.
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E1 : y2 = x3 + x
j(E1) = 1728
x
y
E2 : y2 = x3 + 2x
j(E2) = 1728
x
y
E3 : y2 = x3   x
j(E3) = 1728
x
y
Abbildung 2.4.: Die Kurven E1, E2 und E3 sind alle isomorph über C, aber nur E1 und
E2 sind über R isomorph.
Definition 2.1.8 (j-Invariante) Sei E : y2 = x3+ ax+ b eine elliptische Kurve. Dann ist
die j-Invariante von E definiert als
j(E) =  1728 (4a)
3
D
. (2.5)
}
Satz 2.1.9 (Isomorphie elliptischer Kurven) Seien E1 und E2 elliptische Kurven über
K. Dann gilt
E1 = E2 über K¯ () j(E1) = j(E2)
Beweis: Siehe [33, III.1.4(b)] 
Anhandder j-Invariante lässt sich also erkennen, ob zwei elliptischeKurven isomorph
über K¯ sind. Abbildung 2.4 zeigt die R-rationalen Punkte (ohne O) dreier elliptischer
Kurven über R, die über dem algebraischen Abschluss R¯ = C isomorph sind. Dabei
wird für die Umformung E1 ! E2 der Parameter u = 4
p
1/2 2 R in Gleichung (2.4)
genutzt, E1 und E2 sind also über R isomorph. Für die Umformung E1 ! E3 ist aller-
dings u2 = i, also u 2 C nR, d. h. diese beiden Kurven (und somit auch E2 und E3)
sind nicht über R isomorph.
2.2. Punktaddition
Für kryptographische Anwendungen sind elliptische Kurven deshalb interessant, weil
sich auf ihren Punkten eine Verknüpfung definieren lässt, die den Gesetzen einer abel-
schen Gruppe genügt. Um für zwei Punkte P und Q einer elliptischen Kurve E den
Punkt P  Q zu berechnen, wird zunächst die Verbindungsgerade von P und Q be-
trachtet. In P2(K¯) hat jede projektive Gerade – also auch die Verbindungsgerade von P
und Q – genau drei Schnittpunkte mit E, wenn man die Vielfachheiten zählt. Dies führt
zur folgenden Definition.
8
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x
y
PQ
R
O
PQ = 	R
x
y
P
S
O
P P = 	S
Abbildung 2.5.: Punktaddition über R.
Definition 2.2.1 (Punktaddition) Sei E eine elliptische Kurve und seien P und Q zwei
verschiedene Punkte von E. Die Gerade durch P und Q hat einen dritten Schnittpunkt
Rmit E. Spiegelt man diesen Punkt an der x-Achse, so erhält man wiederum einen Kur-
venpunkt, welchen wir mit 	R bezeichnen. Die Summe von P und Q ist dann definiert
als PQ = 	R.
Das Doppelte von P, also P  P, findet man, indem man die Tangente in P mit E
schneidet und den dritten Schnittpunkt S wiederum an der x-Achse spiegelt. Es gilt
dann P P = 	S. }
Für die Punktaddition auf der Menge der K-rationalen Punkte von Emachen wir uns
folgenden Satz zunutze.
Satz 2.2.2 Seien E eine elliptische Kurve über K und g  P2 eine projektive Gerade.
Dann ist die Summe der Vielfachheiten der Schnittpunkte von E(K) und g entweder 0,
1 oder 3.
Beweis: Da E durch ein PolynomvomGrad 3 und g durch ein lineares Polynomdefiniert
ist, ergibt sich für die Schnittmenge ein Polynom vom Grad 3, das also höchstens drei
K-rationale Nullstellen haben kann. Angenommen, die Schnittmenge von E(K) und g
enthielte genau zwei Punkte (oder genau einen Punkt der Vielfachheit 2). Dann könn-
te man diese beiden Nullstellen herausfaktorisieren und erhielte ein lineares Polynom.
Dieses hätte aber eine weitere K-rationale Nullstelle, im Widerspruch zur Annahme, es
gäbe nur zwei Schnittpunkte. 
Jede Gerade durch zwei Punkte von E(K) enthält also noch einen drittenK-rationalen
Punkt der Kurve, wenn man die Vielfachheiten zählt. Daher ist die Summe zweier K-
9
2. Grundlegende Definitionen
x
y
P
	P
O
Abbildung 2.6.: Neutrales und inverses Element.
rationaler Punkte stets wieder ein K-rationaler Punkt. Abbildung 2.5 illustriert die bei-
den Fälle der Punktaddition für E(K)mit K = R.
Um wichtige Eigenschaften der Punktaddition zu veranschaulichen, betrachten wir
nun zwei Spezialfälle.
1. O  P: Wie wir bereits bemerkten, ist O der Fernpunkt, der auf allen Geraden
liegt, die zur y-Achse parallel sind. Damit ist auch die Verbindungsgerade von P
und O parallel zur y-Achse. Ihr dritter Schnittpunkt mit E ist dann gerade 	P,
also der Punkt, der durch Spiegelung von P an der x-Achse entsteht. Spiegelt man
nun 	P wiederum an der x-Achse, so erhält man
O  P = P.
Somit ist O neutrales Element der Punktaddition.
2. P (	P): Der dritte Schnittpunkt der Geraden durch P und	Pmit E istO. Die
Spiegelung an der x-Achse bildet O auf sich selbst ab. Damit gilt
P (	P) = O.
Für jeden Punkt P existiert also das Inverse 	P.
Abbildung 2.6 zeigt Beispiele dieser beiden Fälle über den reellen Zahlen.
Dass die Punktaddition kommutativ ist, ist offensichtlich, da im ersten Schritt stets die
Verbindungsgerade von P und Q bestimmt wird. Die Verknüpfung ist außerdem auch
assoziativ, dies nachzuweisen ist jedoch mit größerem Aufwand verbunden. Man kann
dazu alle verschiedenen Fälle mit den Formeln, die wir als nächstes angeben, nachrech-
nen oder den geometrischen Beweis aus [12, 5.6.4] benutzen.Wir führen den Beweis hier
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x
y
O O
(PQ) R = P (Q R)
PQ
PQ
R
Q R
Abbildung 2.7.: Assoziativität der Punktaddition.
nicht aus, zur Veranschaulichung des Assoziativitätsgesetzes dient aber Abbildung 2.7.
Es ergibt sich das folgende Korollar.
Korollar 2.2.3 Eine elliptische Kurve E bildet zusammen mit der Punktaddition eine
abelsche Gruppe. Die K-rationalen Punkte E(K) formen eine Untergruppe von E.
Wir werden nun explizite Formeln für die Punktaddition herleiten. Sei dazu
E : y2 = x3 + ax+ b, a, b 2 K, 4a3 + 27b2 6= 0
eine elliptische Kurve über K und seien P = (xP, yP) und Q = (xQ, yQ) Punkte von E.
Das Inverse von P, 	P, geht aus P durch Spiegelung an der x-Achse hervor, also gilt
	P = (xP, yP).
Ist xQ = xP und yQ =  yP, so ist P  Q = O. Andernfalls bestimmen wir die Ge-
rade durch P und Q (bzw. die Tangente an P, falls P = Q) und suchen ihren dritten
Schnittpunkt mit E. Die Gerade hat die Form
g : y = lx+ v,
wobei
l =
8>>><>>>:
yP   yQ
xP   xQ , falls P 6= Q,
3x2P + a
2yP
, falls P = Q
und
v = yP   lxP.
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Einsetzen von g in E liefert ein kubisches Polynommit zwei bekanntenNullstellen, näm-
lich xp und xQ (bzw. der doppelten Nullstelle xP). Nach Herausfaktorisieren der Linear-
faktoren (x  xP)(x  xQ) (bzw. (x  xP)2) bleibt eine lineareGleichungmit der Lösung
xR = l2   xP   xQ.
Durch Einsetzen von xR in g erhalten wir die y-Koordinate
yR = lxR + yP   lxP.
Nach Spiegelung des Punktes R = (xR, yR) an der x-Achse ergibt sich
PQ = (xR, yR).
Von nun an schreiben wir+ und  statt und	. Für einen Punkt P 2 E undm 2 Z
definieren wir die Skalarmultiplikationwie folgt:
 m > 0: [m]P = P+ . . .+ P| {z }
m Terme
,
 m < 0: [m]P =  P  . . .  P| {z }
jmj Terme
,
 m = 0: [0]P = O.
Definition 2.2.4 (Punktordnung, m-Torsionsgruppe) Sei E eine elliptische Kurve über
K und sei P ein Punkt von E. Dann ist dieOrdnung von P, ord P, definiert als die kleinste
natürliche Zahl k > 0, für die [k]P = O gilt.
Für eine positive natürliche Zahl m bezeichnet E[m] die Menge aller Punkte von E,
deren Ordnung m teilt, d.h. aller Punkte P mit [m]P = O. Da die Menge E[m] eine
Untergruppe von E bildet, nennt man sie die m-Torsionsgruppe von E. }
Abbildung 2.8 zeigt ein Beispiel über R: Es gilt ord P = 4 und ord Q = 2, beide
Punkte sind also in der 4-Torsionsgruppe der Kurve enthalten.
Für endliche Körper gibt der folgende Satz Aufschluss zur Struktur einerm-Torsions-
gruppe.
Satz 2.2.5 (Struktur einer m-Torsionsgruppe) Sei K ein endlicher Körper mit Charak-
teristik char K = p und sei E eine elliptische Kurve über K.
(a) Für m 2 N mit m 6= 0 in K (d. h. p - m) gilt
E[m] = Zm Zm.
(b) Eine der folgenden Aussagen ist wahr:
(i) E[pk] = fOg für alle k 2 N.
(ii) E[pk] = Zpk für alle k 2 N.
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x
y
P
Q = [2]P
O = [4]P
Abbildung 2.8.: Punkt P hat Ordnung 4.
Beweis: Siehe [33, III.6.4]. 
Dies ermöglicht uns folgende Einteilung elliptischer Kurven über endlichen Körpern.
Definition 2.2.6 (supersinguläre Kurve) Sei K ein endlicher Körper mit char K = p.
Dann heißt eine elliptische Kurve E über K supersingulär, falls sie die Bedingung in
Satz 2.2.5(b)(i) erfüllt. Andernfalls nennen wir E eine gewöhnliche Kurve (engl. ordina-
ry).
Die Bezeichnung „supersingulär“ ist als „besonders“ zu verstehen und nicht mit Sin-
gularität zu verwechseln. Jede supersinguläre Kurve ist eine elliptischeKurve unddamit
nichtsingulär. }
Für supersinguläre elliptische Kurven über K = Fp mit p  5 lässt sich die Anzahl
ihrer K-rationalen Punkte konkret angeben.
Satz 2.2.7 Sei E eine elliptische Kurve über Fp mit p  5. Dann gilt:
E ist supersingulär() jE(Fp)j = p+ 1.
Beweis: Siehe [38, 4.32]. 
2.3. Montgomery-Kurven
Für praktische Anwendungen ist es oft günstig, spezielle elliptische Kurven zu betrach-
ten, bei denen die Punktaddition effizienter ausgeführt werden kann. In den SIKE-Pro-
tokollenwerdenMontgomery-Kurven genutzt. PeterMongomery führte diese 1987 in [26]
ein, um Faktorisierungsverfahren, die auf elliptischen Kurven basieren, zu beschleuni-
gen.
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1
2y
2 = x3 + x2 + x
x
y
4y2 = x3 + 3x2 + x
x
y
Abbildung 2.9.: Montgomery-Kurven über R.
Definition 2.3.1 (Montgomery-Kurve) Sei K ein Körper mit char K /2 f2, 3g. Dann ist
eineMontgomery-Kurve über K gegeben durch ihre definierende Gleichung
MA,B : By2 = x3 + Ax2 + x, (2.6)
wobei A, B 2 K und B(A2   4) 6= 0. }
Abbildung 2.9 zeigt Beispiele vonMontgomery-Kurven überR, wobei wirwieder nur
die R-rationalen Punkte ohne O darstellen.
JedeMontgomery-Kurve ist eine elliptische Kurve (die Bedingung B(A2  4) 6= 0 ga-
rantiert Nichtsingularität) und lässt sich daher in die kurze Weierstraß-Form überfüh-
ren. Hierzu teilt man in (2.6) alle Terme durch B3 und substituiert u = x/B, v = y/B:
v2 = u3 +
A
B
u2 +
1
B2
u.
Anschließend setzt man u = t  A3B und erhält
v2 =

t  A
3B
3
+
A
B

t  A
3B
2
+
1
B2

t  A
3B

= t3 + t2

 3A
3B
+
A
B

+ t
 
3

A
3B
2
  2A
2
3B2
+
1
B2
!
+

  A
3
27B3
+
A3
9B3
  A
3B3

= t3 +
3  A2
3B2
t+
2A3   9A
27B3
,
also eine kurze Weierstraß-Gleichung mit a = 3 A23B2 und b =
2A3 9A
27B3 .
Die Formeln zur Addition und Verdoppelung von Punkten einer Montgomery-Kurve
werden nach demselben Prinzip hergeleitet wie bei Weierstraß-Kurven: Man bestimmt
die Verbindungsgerade bzw. die Tangente, ermittelt den dritten Schnittpunkt mit der
Kurve und spiegelt diesen an der x-Achse. Konkret ist die Summe zweier Kurvenpunkte
P = (xP, yP) und Q = (xQ, yQ) 2 MA,B mit P 6= Q der Punkt R = (xR, yR)mit
xR = Bl2   (xP + xQ)  A,
yR = l(xP   xR)  yP
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für l = (yP   yQ)/(xP   xQ).
Ist P = (xP, yP) 2 MA,B ein Punkt mit ord P 6= 2, dann berechnet man die Summe
P+ P = (x[2]P, y[2]P)mit
x[2]P =
(x2P   1)2
4xP(x2P + AxP + 1)
,
y[2]P = yP 
(x2P   1)(x4P + 2Ax3P + 6x2P + 2AxP + 1)
8x2P(x
2
P + AxP + 1)2
.
Der Punkt O bleibt das neutrale Element, also gilt 8P 2 MA,B : P+O = P, und für
P = (xP, yP) ist  P = (xP, yP) das Inverse, d. h. P+ ( P) = O.
Für jede Montgomery-Kurve ist P = (0, 0) ein K-rationaler Punkt. Wegen P =  P
hat er stets die Ordnung 2. Da aber nicht jede elliptische Kurve einenK-rationalen Punkt
der Ordnung 2 enthält, muss es Kurven geben, die nicht in Montgomery-Form gebracht
werden können. Laut [27] ist eine Weierstraß-Kurve genau dann in Montgomery-Form
überführbar, wenn die folgenden beiden Bedingungen gelten:
(i) Die Gleichung x3 + ax+ b = 0 hat mindestens eine Lösung a in Fq.
(ii) Der Wert 3a2 + a ist ein Quadrat in Fq.
Sind die Bedingungen erfüllt, so erhält man die Montgomery-Form, indem man
s =
p
3a2 + a
 1
,
u = s(x  a) (() x = us 1 + a),
v = sy (() y = vs 1)
in die Weierstraß-Gleichung einsetzt:
(vs 1)2 = (us 1 + a)3 + a(us 1 + a) + b
() s 2v2 = s 3u3 + 3as 2u2 + 3a2s 1u+ a3 + as 1u+ aa+ b.
Multiplikation mit s3 liefert
sv2 = u3 + 3asu2 + (3a2 + a)s2| {z }
= (3a2 + a)(3a2 + a) 1
= 1
u + (a3 + aa+ b)| {z }
= 0,
da a Lösung von
0 = x3 + ax+ b
s3.
Dies entspricht der Montgomery-Form Bv2 = u3 + Au2 + umit A = 3as und B = s.
Um festzustellen, ob zweiMontgomery-Kurven zueinander isomorph sind, vergleicht
man ihre j-Invarianten. Da wir die j-Invariante einer elliptischen Kurve in Abschnitt 2.1
anhand ihrer kurzenWeierstraß-Gleichung definiert haben, müssenwir die Formel (2.5)
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nun so umformen, dass stattdessen die Montgomery-Parameter A und B verwendet
werden. Dazu setzen wir
a =
3  A2
3B2
, b =
2A3   9A
27B3
in (2.5) ein. Wir erhalten
j(E) =  1728 (4a)
3
 16(4a3 + 27b2)
=  1728

43 A23B2
3
 16

4

3 A2
3B2
3
+ 27

2A3 9A
27B3
2
= 256
(A2   3)3
A2   4 . (2.7)
2.4. Isogenien
In den SIKE-Protokollen werden wir nicht nur die Punkte einer elliptischen Kurve be-
trachten, sondern verschiedene elliptische Kurven, die durch Isogenien ineinander über-
führt werden. Isogenien sind Morphismen zwischen elliptischen Kurven, die zudem
Gruppenhomomorphismen bezüglich der Punktaddition sind. Wir definieren zunächst
rationale Funktionen und Morphismen.
Definition 2.4.1 (rationale Funktion einer elliptischen Kurve) Es sei E eine elliptische
Kurve über K. Die Abbildung F : E! Kmit F(X,Y,Z) = f (X,Y,Z)/g(X,Y,Z) heißt
rationale Funktion von E, falls
(i) f und g homogene Polynome vom gleichen Grad sind und
(ii) g /2 I(E), d. h. 9P 2 E : g(P) 6= 0. }
Dadurch, dass Zähler und Nenner von F homogene Polynome vom gleichen Grad
sind, gilt 8l 6= 0 : F(X,Y,Z) = F(lX,lY,lZ). Während bei homogenen Polynomen
die Nullstellenmenge invariant unter Wahl der homogenen Koordinaten ist, sind also bei
rationalen Funktionen die Funktionswerte invariant.
Die Menge aller rationalen Funktionen einer elliptischen Kurve E über K bildet einen
Funktionenkörper, der mit K(E) bezeichnet wird.
Definition 2.4.2 (Morphismus zwischen elliptischen Kurven) Seien E1 und E2 ellipti-
sche Kurven über K. Dann ist ein Morphismus j : E1 ! E2 definiert als
j = [ f0, f1, f2], j(P) = [ f0(P) : f1(P) : f2(P)]
für rationale Funktionen f0, f1, f2 2 K(E). }
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Beispiel 2.4.3 (Translation) Sei E eine elliptische Kurve und Q 2 E ein Punkt von E.
Dann ist die Translationsabbildung
jQ : E! E, P 7! P+Q
ein Morphismus.
Isogenien sind nun spezielle Morphismen, die das neutrale Element der Punktaddi-
tion erhalten.
Definition 2.4.4 (Isogenie) Seien E1 und E2 elliptische Kurven über K. Eine Isogenie von
E1 nach E2 ist ein Morphismus j : E1 ! E2 mit j(O) = O. }
Beispiel 2.4.5 (Skalarmultiplikation) Für jede elliptische Kurve E und m 2 Z ist
[m] : E! E, P 7! [m]P
eine Isogenie. Wegen [m](P+Q) = [m]P+ [m]Q sind diese Abbildungen Gruppenho-
momorphismen. Es stellt sich heraus, dass jede Isogenie diese Eigenschaft hat.
Satz 2.4.6 Sei j : E1 ! E2 eine Isogenie. Dann gilt für alle P, Q 2 E1:
j(P+Q) = j(P) + j(Q).
Beweis: Siehe [33, III.4.8]. 
Satz 2.4.7 Sei j : E1 ! E2 eine Isogenie. Dann gilt
j(E1) = fOg oder j(E1) = E2.
Damit ist außer der konstanten Abbildung [0] : P 7! O jede Isogenie surjektiv.
Beweis: Siehe [19, II.6.8]. 
Eine Isogenie j : E ! E ist ein Endomorphismus. Die Menge aller Endomorphismen
einer elliptischen Kurve E bildet mit
(j+ y)(P) = j(P) + y(P) und (jy)(P) = j(y(P))
einen Ring, den Endomorphismenring End E. Für supersinguläre Kurven ist der Endo-
morphismenring stets nichtkommutativ, während er für gewöhnliche Kurven kommu-
tativ ist [33, V.3.1]. Dies spielt eine Rolle bei der Sicherheit isogeniebasierter Kryptosys-
teme, siehe Kapitel 4.3.
Für eine Isogenie j : E1 ! E2 und eine rationale Funktion F : E2 ! K in K(E2) ist
die Hintereinanderausführung F  j : E1 ! K eine rationale Funktion in K(E1). Die
Menge all dieser Kompositionen fF  j j F 2 K(E2)g bildet einen Unterkörper von
K(E1), der mit j(K(E2)) bezeichnet wird.
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Definition 2.4.8 (Grad einer Isogenie) Sei j : E1 ! E2 eine Isogenie. Der Grad von j
ist der Grad der Körpererweiterung K(E1)/j(K(E2)):
deg j = [K(E1) : j(K(E2))]. }
Für die Isogenie [0] : E1 ! E2, P 7! O setzt man deg [0] = 0. Damit ist für Isogenien
j : E1 ! E2, y : E2 ! E3 stets deg (y  j) = deg y  deg j.
Man nennt j separabel bzw. inseparabel, wenn die Körpererweiterung diese Eigenschaft
hat. Ist j separabel, dann gilt deg j = jker jj. [33, III.4.10 (c)]
Ein wichtiges Ergebnis zur Existenz von Isogenien liefert der folgende Satz.
Satz 2.4.9 Sei E eine elliptische Kurve und G eine endliche Untergruppe von E. Dann
gibt es eine eindeutige elliptische Kurve E0 und eine separable Isogenie
j : E! E0 mit ker j = G.
Die Bildkurve wird auch als E0 = E/G bezeichnet.
Beweis: Siehe [33, III.4.12, S. 75]. 
Zu jeder surjektiven Isogenie E1 ! E2 gibt es eine duale Isogenie E2 ! E1. Diese wird
im folgenden Satz definiert.
Satz 2.4.10 (duale Isogenie) Sei j : E1 ! E2 eine nichtkonstante Isogenie. Dann exis-
tiert eine eindeutige Isogenie jˆ : E2 ! E1, so dass
j  jˆ = [deg j] = jˆ  j.
Sie heißt die duale Isogenie von j.
Beweis: Siehe [33, III.6.1]. 
Zwei elliptische Kurven E1 und E2 über K heißen isogen, falls es eine nichtkonstante
Isogenie j : E1 ! E2 gibt. Diese Eigenschaft ist wegen der Existenz der dualen Isoge-
nie eine Äquivalenzrelation, ihre Äquivalenzklassen nennt man Isogenieklassen. Ist K ein
endlicher Körper, so sind E1 und E2 einem Satz von Tate [36] zufolge genau dann iso-
gen, wenn jE1(K)j = jE2(K)j. Eine Isogenieklasse enthält entweder nur supersinguläre
oder nur gewöhnliche Kurven [10], d. h. das Bild einer supersingulären elliptischen Kur-
ve unter einer Isogenie ist stets wieder supersingulär. Eine supersinguläre Kurvemittels
Isogenien in weitere supersinguläre Kurven zu überführen, bildet das Fundament der
SIKE-Protokolle.
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2.5. Der Diffie-Hellman-Schlüsselaustausch
Whitfield Diffie und Martin Hellman schlugen 1976 ein Verfahren vor, mit welchem
zwei Teilnehmer, die über einen öffentlichenKanal kommunizieren, einen gemeinsamen
Schlüssel erzeugen können, der nur ihnen bekannt ist [8]. Die Sicherheit des Schlüssel-
austauschs beruht auf der Schwierigkeit, Logarithmen in endlichen Gruppen zu berech-
nen.
Sei p eine Primzahl und sei g ein Element des Restklassenringes Zp mit g /2 f0, 1g.
Dann ist es einfach (im Sinne der Komplexitätstheorie), für ein a 2 f1, . . . , p  2g das
Element h = ga (mod p) zu bestimmen. Umgekehrt ist es jedoch schwerer, aus h den
diskreten Logarithmus a = loggh zu berechnen. Dies macht sich der Diffie-Hellman-
Schlüsselaustausch zunutze: Die Primzahl p und das Element g sind feste öffentliche
Parameter. Zwei Teilnehmer A und B, die einen gemeinsamen Schlüssel erzeugen wol-
len, wählen nun jeweils einen zufälligen geheimen Parameter a bzw. b aus der Menge
f1, . . . , p   2g und berechnen ha = ga (mod p) bzw. hb = gb (mod p). Die beiden
Elemente ha und hb werden über den öffentlichen Kanal ausgetauscht. Teilnehmer A
berechnet nun (hb)
a =
 
gb
a, und B berechnet (ha)b = (ga)b. Damit kennen beide
Teilnehmer das Gruppenelement gab und können dieses als gemeinsamen Schlüssel ver-
wenden. EinAngreifer, der nur die über den unsicherenKanal ausgetauschten Elemente
beobachtet, kennt dann p, g, ga und gb, aber nicht a oder b, und kann somit nicht ohne
Weiteres den Schlüssel gab berechnen.
Statt über der Einheitengruppe eines Restklassenrings lässt sich der Schlüsselaus-
tausch auch auf anderen Gruppen definieren. Für elliptische Kurven spricht man dann
vom Elliptic Curve Diffie-Hellman-Schlüsselaustausch. Dieses Verfahren wurde in den
1980ern von Victor Miller [25] und Neal Koblitz [24] unabhängig voneinander vorge-
schlagen. Das Protokoll wird analog zum klassischen Fall durchgeführt: Elemente von
Zp werden durch Punkte einer elliptischen Kurve, Exponentiation durch Skalarmul-
tiplikation ersetzt. Die öffentlichen Parameter sind also eine elliptische Kurve E über
einem endlichen Körper K und ein Kurvenpunkt P 2 E(K) n fOg. Die Teilnehmer A
und B wählen ihre geheimenWerte a und b zufällig aus f1, . . . , jE(K)j   1g, berechnen
Qa = [a]P bzw. Qb = [b]P und tauschen diese Kurvenpunkte aus. Anschließend be-
stimmt A den Punkt [a]Qb = [a] ([b]P) und B den Punkt [b]Qa = [b] ([a]P). Offensicht-
lich sind diese Punkte gleich, somit kann [ab]P als gemeinsamer Schlüssel verwendet
werden.
InAbbildung 2.10wird der Diffie-Hellman-Schlüsselaustausch für beliebige Gruppen
(G, ) dargestellt.
Für Sicherheitsbetrachtungen des Schlüsselaustauschs sind zwei Berechnungsproble-
me von Bedeutung:
 Das (Computational-)Diffie-Hellman-Problem: Gegeben eine Gruppe G und die Ele-
mente g, ga und gb 2 G (aber nicht die Parameter a und b), welches Gruppenele-
ment hat die Form gab?
 Das Problem des diskreten Logarithmus: Gegeben eine Gruppe G und die Gruppen-
elemente g und ga 2 G, welchen Wert hat a?
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g ga
gb gab
a
a
b b
A
wählt a 2 Z,
berechnet ga
ga
(gb)a
B
wählt b 2 Z,
berechnet gb
gb
(ga)bgab= =
Abbildung 2.10.: Der klassische Diffie-Hellman-Schlüsselaustausch.
Diese beiden Probleme hängen eng zusammen. Ein Angreifer, der das Problem des dis-
kreten Logarithmus in polynomieller Zeit lösen kann, kann aus ga den Parameter a
und anschließend (gb)a berechnen und somit auch das Diffie-Hellman-Problem in po-
lynomieller Zeit lösen. Daher kommen für den Diffie-Hellman-Schlüsselaustausch nur
solche Gruppen infrage, in denen das Problem des diskreten Logarithmus schwer ist,
d. h. für die es keine bekannten effizienten Algorithmen zum Berechnen diskreter Lo-
garithmen gibt. Auf klassischen Computern haben sich elliptische Kurven über Fp als
besonders geeignet erwiesen, da durch die – im Vergleich zu Zp – aufwändigeren Re-
chenoperationen der gleiche Sicherheitsgrad mit wesentlich kleineren Primzahlen und
damit kürzeren Rechenzeiten erreicht wird.
Nach heutigem Stand ist das Problem des diskreten Logarithmus in geeigneten Grup-
pen nichtmit klassischenComputern effizient zu lösen. FürQuantencomputer hingegen
hat Peter Shor in den 1990ern einen Algorithmus entwickelt, der das Problem mit po-
lynomiellem Zeitaufwand löst [32]. Da die Komplexität des Algorithmus von der Grö-
ße der Primzahl p abhängt, ist der Diffie-Hellman-Schlüsselaustausch über elliptischen
Kurven sogar stärker betroffen als über endlichen Körpern.
2.6. Das Elgamal-Kryptosystem
Betrachten wir nun nochmals Abbildung 2.10 und stellen fest, dass Teilnehmer A zur
Berechnung des an B übermittelten Gruppenelements ga keine Informationen von B be-
nötigt. Ebenso berechnet Teilnehmer B das Element gb einzig aus den vorab festgelegten
Systemparametern. Wenn nun also B das Element gb als öffentlichen Schlüssel vorab
veröffentlicht, dann kann A diesen Wert verwenden, um mittels des Diffie-Hellman-
Protokolls einen gemeinsamen Schlüssel zu erzeugen, und diesen sogleich zum (sym-
metrischen) Verschlüsseln einer Nachricht an B benutzen. Sendet A dann den Schlüs-
seltext sowie das Element ga an B, so kann B wiederum das Diffie-Hellman-Protokoll
anwenden, um den gemeinsamen Schlüssel zu ermitteln, und mit diesem die Nachricht
entschlüsseln.
Dieses Prinzip wird in dem 1985 von Taher Elgamal vorgestellten Elgamal-Krypto-
system [9] angewandt, welches wir in Abbildung 2.11 darstellen. Dabei ist die zugrunde-
liegende Gruppe wie im Diffie-Hellman-Schlüsselaustausch die Einheitengruppe des
Restklassenrings Zp. Der öffentliche Schlüssel von Teilnehmer B ist das Gruppenele-
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Schlüsselgenerierung:
Bwählt privaten Schlüssel b zufällig,
berechnet öffentlichen Schlüssel gb.
Verschlüsselung:
A wählt a zufällig,
k = (gb)a = gab,
c0 = ga, c1 = m  k.
(c0, c1)
Entschlüsselung:
B berechnet
k = cb0 = (g
a)b = gab,
m = c1  k 1.
Abbildung 2.11.: Das Elgamal-Kryptosystem.
ment gb (mod p). Teilnehmer A nutzt dieses zur Berechnung von c0 = ga (mod p) und
k = gab (mod p) und verschlüsselt die Nachricht m 2 Zp durch c1 = m  k (mod p).
Dann werden c0 und c1 an B gesendet und mittels
c1  k 1 (mod p) = m  k  k 1 (mod p) = m (mod p)
entschlüsselt.
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3. Supersingular Isogeny Key
Encapsulation
Das US-amerikanische National Institute of Standards and Technology (NIST) startete 2017
den Standardisierungsprozess für Post-Quanten-Kryptographie [34]. Ziel dieses Pro-
jekts ist es, Standards für kryptographische Systeme zu entwickeln, welche Angriffen
von Quantencomputern standhalten können. Die Vorschläge sollten Spezifikationen für
mindestens eine der folgenden drei Anwendungen enthalten:
 asymmetrische Kryptosysteme,
 Schlüsseleinschlussprotokolle,
 digitale Signaturverfahren.
Da sich asymmetrische Kryptosysteme und Schlüsseleinschlussverfahren auf einfache
Weise ineinander überführen lassen, gibt es effektiv nur die zwei Kategorien Krypto-
system/Schlüsseleinschluss und Signaturverfahren. Im Dezember 2017 wurden von den 82
eingereichten Vorschlägen 69 Kandidaten in die erste Runde des Revisionsprozesses
aufgenommen. Davon enthielten 49 Vorschläge Algorithmen für Kryptosysteme und
Schlüsseleinschluss, die anderen 20 waren Signaturverfahren. Im Januar 2019 begann
die zweite Runde mit Bekanntgabe der 26 verbleibenden Teilnehmer, davon 17 Krypto-
system/Schlüsseleinschluss-Protokolle und neun Signaturverfahren.
Dieses Kapitel beschäftigt sich mit Supersingular Isogeny Key Encapsulation (SIKE) [21],
dem einzigen Vertreter isogeniebasierter Post-Quanten-Kryptographie im Standardisie-
rungsprojekt. Die SIKE-Protokolle entstehen aus dem SIDH-Schlüsselaustausch, wel-
chen wir deshalb in Abschnitt 3.1 als erstes vorstellen. In den Abschnitten 3.2 bis 3.4
befassen wir uns mit den konkreten Algorithmen, die beim SIDH-Schlüsselaustausch
zum Einsatz kommen. In 3.5 und 3.6 werden die SIKE-Protokolle zur Verschlüsselung
bzw. zum Schlüsseleinschluss erläutert. Schließlich gehenwir in 3.7 auf wichtige Aspek-
te zur Implementierung ein.
3.1. Supersingular Isogeny Diffie-Hellman Key Exchange
Der Schlüsselaustausch Supersingular Isogeny Diffie-Hellman Key Exchange (SIDH) [11]
wurde 2014 von Luca De Feo, David Jao und Jérôme Plût vorgestellt. Er basiert in sei-
nem grundlegenden Aufbau auf dem klassischen Diffie-Hellman-Schlüsselaustausch.
Statt Elementen einer endlichen Gruppe werden dabei supersinguläre elliptische Kur-
ven verwendet, anstelle der Exponentiationen nutzt man Isogenien.
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E0 E0/A
E0/B E0/hA, Bi
j
j0
y y0
A
wählt A  E0,
berechnet Isogenie
j : E0 ! E0/A
E0/A
berechnet Isogenie
j0 : E0/B! E0/hA, Bi
B
wählt B  E0,
berechnet Isogenie
y : E0 ! E0/B
E0/B
berechnet Isogenie
y0 : E0/A! E0/hA, Bi
Abbildung 3.1.: SIDH, vereinfachte Darstellung.
Die beiden Teilnehmer wählen zunächst geheime Untergruppen A und B der Start-
kurve E0, mit denen sie dann die Isogenien j bzw. y und die Bildkurven E0/A bzw.
E0/B berechnen. Dann wollen sie diese Bildkurven austauschen und wiederum ihre
eigenen Isogenien auf die Kurve des anderen Teilnehmers anwenden, um schließlich
E0/hA, Bi zu erhalten.
Zur Bestimmung der Isogenie j0 : E0/B ! E0/hA, Bi benötigt Teilnehmer A die
Untergruppe y(A)  E0/B. Da aber sowohl die Untergruppe A  E0 als auch die
Isogenie y geheimgehalten werden müssen, um die Sicherheit des Systems zu gewähr-
leisten, muss Teilnehmer B zusätzliche Informationen senden, welche A die Berechnung
von y(A) ermöglichen, ohne y oder die Untergruppe B  E0 zu offenbaren. Analog
dazu benötigt B weitere Informationen von A, um j(B) zu berechnen.
In SIDHwird dieses Problem durch die spezielle Definition der Untergruppen A und
B gelöst. Diesewerden aus öffentlichen Punkten P2,Q2, P3 undQ3 2 E0 sowie geheimen
Parametern sk2 und sk3 wie folgt erzeugt:
A = hP2 + [sk2]Q2i,
B = hP3 + [sk3]Q3i.
Zusätzlich zur Kurve E0/A übermittelt A dann die Punkte j(P3) und j(Q3) 2 E0/A.
Aus diesen kann B die Untergruppe j(B)  E0/A und infolgedessen die Isogenie
y0 : E0/A ! E0/hA, Bi bestimmen. Ebenso erhält A von B die Bildpunkte y(P2)
und y(Q2) 2 E0/B, berechnet daraus y(A)  E0/B und schließlich die Isogenie
j0 : E0/B ! E0/hA, Bi. Abbildung 3.1 stellt den SIDH-Schlüsselaustausch dar, wo-
bei wir auf die genaue Definition der Untergruppen verzichten.
Im Folgenden gehen wir genauer auf alle Teilaspekte des SIDH-Schlüsselaustauschs
ein: die Erzeugung der Startkurve E0 und der öffentlichen Punkte, die Berechnung der
Untergruppen und Isogenien j und y, sowie die Bestimmung der gemeinsamen Kurve.
3.2. Erzeugung der Systemparameter
Die öffentlichen Parameter des Schlüsselaustauschs sind zwei natürliche Zahlen e2 und
e3, die daraus berechnete Primzahl p, die Startkurve E0 überFp2 sowie die Kurvenpunk-
24
3.2. Erzeugung der Systemparameter
Tabelle 3.1.: Größe von e2, e3 und p in den drei gegebenen Parametersets.
e2 e3 s = blog23e3c dlog2pe
SIKEp503 250 159 252 503
SIKEp751 372 239 379 751
SIKEp964 486 301 478 964
te P2, Q2, P3 und Q3.
Man wählt e2 und e3 so, dass p = 2e2  3e3   1 eine Primzahl ist. Die beiden Teilneh-
mer werden in Abschnitt 3.3 zur Erzeugung ihrer privaten Schlüssel zufälligeWerte aus
K2 = f1, . . . , 2e2   1g bzw. K3 = f1, . . . , 2s   1g mit s = blog23e3c wählen. Damit
diese beiden Mengen ungefähr gleich groß sind, soll daher zusätzlich 2e2  3e3 gel-
ten, d. h. 2e2 und 3e3 sollen eine ähnliche Bitlänge haben. Tabelle 3.1 führt die Werte von
e2 und e3 in den drei gegebenen Sicherheitsstufen SIKEp503, SIKEp751 und SIKEp964
auf und zeigt zudem, wie die Namen „SIKEp. . . “ zustande kommen: Die jeweilige Zahl
entspricht der Bitlänge von p.
Da für e2 > 1 stets p  3 (mod 4) gilt, ist  1 in Fp kein Quadrat, und wir kön-
nen den Erweiterungskörper Fp2 = Fp(i) mit i2 + 1 = 0 bilden. Die Startkurve E0 ist
folgendermaßen festgelegt:
E0 : y2 = x3 + x.
Dies entspricht sowohl einer Montgomery-Kurve (mit A = 0 und B = 1) als auch
einer kurzen Weierstraß-Form (mit a = 1 und b = 0). Für die Implementierung in
SageMath hat das den Vorteil, dass zur Erzeugung der benötigten Punkte auf E0 die
bereits vorhandenen Funktionen verwendet werden können, siehe dazu Abschnitt 3.7.
Laut [33, V.4.5] ist E0 über einem Körper der Charakteristik p  3 genau dann super-
singulär, wenn p  3 (mod 4) ist. Dies ist hier stets erfüllt, also ist die Supersingularität
der Startkurve gesichert. Mit Satz 2.2.7 folgt jE0(Fp)j = p+ 1 = 2e2  3e3 . Über Fp2 ist
die Anzahl der Fp2-rationalen Punkte von E0 nach [33, V.2.3.1] gerade
jE0(Fp2)j = (p+ 1)2 = (2e2  3e3)2.
Wir erinnern daran, dass laut Satz 2.2.5 für m 2 N mit p - m die m-Torsionsgruppe
einer elliptischen Kurve E das Produkt zweier zyklischer Gruppen ist:
E[m] = Zm Zm.
Die Punke P2 2 E0(Fp2) n E0(Fp) und Q2 2 E0
 
Fp

werden nun so bestimmt, dass
die Ordnung beider Punkte genau 2e2 ist und fP2,Q2g die Menge E0(Fp2)[2e2 ] erzeugt.
Die Punkte P3 2 E0(Fp2) n E0(Fp) und Q3 2 E0(Fp) sollen Punkte der Ordnung 3e3
sein, die zusammen die Menge E0(Fp2)[3e3 ] erzeugen. Um zu prüfen, ob zwei Punkte
der Ordnungm diem-Torsionsgruppe E0[m] erzeugen, nutzenwir dasWeil-Pairing. Das
m-te Weil-Pairing einer elliptischen Kurve E ist eine Bilinearform
em : E[m] E[m]! mm,
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wobei mm die Menge derm-ten Einheitswurzeln bezeichnet. Das bedeutet, dass em zwei
Punkte der m-Torsionsgruppe E[m] auf eine m-te Einheitswurzel abbildet, und diese
Abbildung in beiden Argumenten linear ist, d. h.
8P1, P2,Q 2 E[m] : em(P1 + P2,Q) = em(P1,Q)  em(P2,Q),
8P,Q1,Q2 2 E[m] : em(P,Q1 +Q2) = em(P,Q1)  em(P,Q2).
Zudem ist das Weil-Pairing alternierend, d. h.
8P 2 E[m] : em(P, P) = 1.
Diese Eigenschaft nutzen wir im folgenden Satz.
Satz 3.2.1 Seien P,Q 2 E Punkte der Ordnung m und sei em(P,Q) 6= 1. Dann erzeugt
fP,Qg die m-Torsionsgruppe E[m].
Beweis: Da P undQ beide die Ordnungm haben, ist dieMenge der von P undQ erzeug-
ten Punkte gerade hP,Qi = f[k]P+ [l]Q j k, l 2 f0, . . . ,m  1gg. Die Gruppe E[m]
enthält m2 verschiedene Punkte (Satz 2.2.5). Es ist also zu zeigen, dass hP,Qi genau
m2 verschiedene Punkte enthält. Angenommen, es wäre jhP,Qij < m2. Dann gäbe es
k, l, k0, l0 2 f0, . . . ,m   1g, so dass [k]P + [l]Q = [k0]P + [l0]Q und (k, l) 6= (k0, l0).
Damit ist
O = [k  k0]| {z }
=:r
P+ [l   l0]| {z }
=:s
Q
mit r, s 2 f0, . . . ,m  1g, wobei r und s nicht beide gleich 0 sein können. Sei rminimal
mit dieser Eigenschaft. Wegen ord Q = m würde aus r = 0 auch s = 0 folgen, im
Widerspruch zu (r, s) 6= (0, 0). Daher ist r > 0 und wegen ord P = m auch s > 0. Wir
wählen nun u 2 N, u > 0 so, dass (u  1)r < m  ur. Dann gilt 0  ur m < r und
es ergibt sich
O = [ur]P+ [us]Q = [ur m]| {z }
<r
P+ [us]Q.
Wegen der Minimalität von r ist ur   m = 0, also ur = m = ord Q. Es folgt ur j us,
also r j s, daher ist s/r 2 N. Somit gilt
P =
h
  s
r
i
| {z }
=:t
Q.
Da das Weil-Pairing bilinear und alternierend ist, folgt
em(P,Q) = em([t]Q,Q) = em(Q,Q)t = 1
im Widerspruch zur Voraussetzung em(P,Q) 6= 1. 
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Um nun alsoQ2 zu finden, setzt man zunächst x0 = 1 2 Fp und prüft, ob x30+ x0 ein
Quadrat in Fp, und somit (x0, y0) mit y0 =
q
x30 + x0 ein Punkt der Kurve E0 ist. Falls
dann (xQ2 , yQ2) = [3
e3 ](x0, y0) die Ordnung 2e2 hat, definiert man Q2 = (xQ2 , yQ2).
Andernfalls erhöht man x0 so lange um 1, bis alle Bedingungen erfüllt sind.
Zur Bestimmung von P2 setzt man x0 = i + 1, prüft, ob x30 + x0 ein Quadrat in Fp2
ist und ob (xP2 , yP2) = [3e3 ](x0, y0) mit y0 =
q
x30 + x0 die Ordnung 2
e2 hat. Um dann
sicherzustellen, dass die Menge E0(Fp2)[2e2 ] von fP2,Q2g erzeugt wird, berechnet man
dasWeil-Pairing e2e2 ((xP2 , yP2),Q2). Ist dieses ungleich 1, so hatmanmit P2 = (xP2 , yP2)
einen geeigneten Punkt gefunden. Andernfalls wird wiederum x0 so lange um 1 erhöht,
bis alle Bedingungen erfüllt sind.
Die Punkte P3 und Q3 werden analog zu P2 und Q2 erstellt: Für Q3 wird zunächst
x0 = 1 2 Fp gesetzt und (falls nötig) so lange um 1 erhöht, bis x30 + x0 ein Quadrat in
Fp ist und (xQ3 , yQ3) = [2
e2 ](x0, y0) mit y0 =
q
x30 + x0 die Ordnung 3
e3 hat. Dann ist
Q3 = (xQ3 , yQ3).
Anschließend findet man P3, indem man x0 = i + 1 setzt und (falls nötig) so lange
um 1 erhöht, bis x30 + x0 ein Quadrat in Fp2 ist und außerdem (xP3 , yP3) = [2
e2 ](x0, y0)
mit y0 =
q
x30 + x0 die Ordnung 3
e3 hat. Falls dann dasWeil-Pairing e3e3 ((xP3 , yP3),Q3)
ungleich 1 ist, ist P3 = (xP3 , yP3).
3.3. Erzeugung der Schlüsselpaare
Im Schlüsselaustausch bestimmen die beiden Teilnehmer zunächst jeweils ein Schlüs-
selpaar, bestehend aus einem (zufälligen) geheimen und einem daraus berechneten öf-
fentlichen Schlüssel.
Teilnehmer A wählt den geheimen Schlüssel sk2 2 K2 = f1, . . . , 2e2   1g zufällig,
berechnet damit den Kurvenpunkt SA = P2 + [sk2]Q2 und schließlich die 2e2-Isogenie
j : E0 ! EA mit Kern hSAi. Der öffentliche Schlüssel pk2 besteht aus (den Koeffizien-
ten) der Montgomery-Kurve EA sowie den Bildern j(P3) und j(Q3) 2 EA.
Analog dazu wählt Teilnehmer B einen zufälligen Wert sk3 2 K3 = f1, . . . , 2s   1g
mit s = blog23e3c, berechnet SB = P3 + [sk3]Q3 sowie die 3e3-Isogenie y : E0 ! EB mit
Kern hSBi und die Bilder der Punkte P2 und Q2. Der öffentliche Schlüssel pk3 enthält
EB, y(P2) und y(Q2).
Die Schwierigkeit in der Erstellung der Schlüsselpaare liegt in der Bestimmung der
Isogenien. Dazu werden die Formeln von Vélu [37]1 genutzt.
Satz 3.3.1 (Formeln von Vélu) Sei E : y2 = x3 + ax + b eine elliptische Kurve und
sei G  E(K) eine endliche Untergruppe. Dann lässt sich die Isogenie j : E ! E0 mit
KernG folgendermaßen darstellen: Für alle P 2 G sei j(P) = O. Für P = (xP, yP) /2 G
1Eine Übersetzung von [37] aus dem Französischen ins Englische findet sich unter [17].
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(a)
E0 E1 . . . Ee2/2 = EA
j0 j1 . . . je2/2 1
(Grad 4) (Grad 4) (Grad 4)
j (Grad 2e2 = 4e2/2)
=) j = je2/2 1  . . .  j1  j0
(b)
E0 E01 . . . E
0
e3 = EB
y0 y1 . . . ye3 1
(Grad 3) (Grad 3) (Grad 3)
y (Grad 3e3)
=) y = ye3 1  . . .  y1  y0
Abbildung 3.2.: Zerlegung der 2e2- bzw. 3e3-Isogenien in Isogenien kleineren Grades.
berechne
j(P) =
 
xP + å
Q2GnfOg
(xP+Q   xQ), yP + å
Q2GnfOg
(yP+Q   yQ)
!
.
Die Bildkurve ist dann E0 = j(E).
Da in Vélus Formel über die Punkte der Untergruppe G summiert wird, ist sie nicht
praktikabel zur Erstellung von Isogenienmit hohemGrad. In den SIKE-Protokollenwer-
den die 2e2- und 3e3-Isogenien deshalb nicht direkt berechnet, sondern in Isogenien klei-
neren Grades zerlegt. Abbildung 3.2 illustriert diese Zerlegung. Die 3e3-Isogenie ywird
als Verknüpfung von e3 Isogenien vom Grad 3 dargestellt (Abbildung 3.2 (b)). Statt die
2e2-Isogenie j in e2 Isogenien vomGrad 2 zu zerlegen, ist es effizienter, sie in e2/2 Isoge-
nien vomGrad 4 aufzuteilen [29]. Ist e2 ungerade, sowird zur Zerlegung der 2e2-Isogenie
eine Isogenie vomGrad 2 benötigt. Um diesen Fall auszuschließen, ist bei allen drei vor-
gegebenen Parametersets von SIKE der Wert e2 gerade (siehe Tabelle 3.1).
Die folgenden zwei Sätze geben die konkreten Formeln zur Berechnung von 3- und
4-Isogenien zwischen Montgomery-Kurven an.
Satz 3.3.2 (3-Isogenie) Seien MA,B : By2 = x3 + Ax2 + x eine Montgomery-Kurve,
(x3, y3) 2 MA,B ein Punkt der Ordnung 3 und j3 : MA,B ! MA0,B0 die 3-Isogenie mit
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Kern h(x3, y3)i. Dann sind die Koeffizienten der Bildkurve MA0,B0
A0 =
 
Ax3   6x23 + 6

x3 und B0 = Bx23.
Für P 2 h(x3, y3)i ist j3(P) = O. Das Bild eines Punktes P = (xP, yP) /2 h(x3, y3)i ist
j3(P) =
 
xj3(P), yj3(P)

mit
xj3(P) =
xP(xPx3   1)2
(xP   x3)2 ,
yj3(P) = yP 
(xPx3   1)(x2Px3   3xPx23 + xP + x3)
(xP   x3)3 .
Beweis: Siehe [4], Satz 1. 
Satz 3.3.3 (4-Isogenie) Seien MA,B : By2 = x3 + Ax2 + x eine Montgomery-Kurve,
(x4, y4) 2 MA,B ein Punkt der Ordnung 4 und j4 : MA,B ! MA0,B0 die 4-Isogenie mit
Kern h(x4, y4)i. Dann sind die Koeffizienten der Bildkurve MA0,B0
A0 = 4x24   2 und B0 =  x4
 
x24 + 1
  B/2.
Für P 2 h(x4, y4)i ist j4(P) = O. Das Bild eines Punktes P = (xP, yP) /2 h(x4, y4)i ist
j4(P) =
 
xj4(P), yj4(P)

mit
xj4(P) =
 (xPx24 + xP   2x4)xP(xPx4   1)2
(xP   x4)2(2xPx4   x24   1)
,
yj4(P) =
yP
(xP   x4)3(2xPx4   x24   1)2


 2x24(xPx4   1)

x4P(x
2
4 + 1)
  4x3P(x34 + x4) + 2x2P(x44 + 5x24)  4xP(x34 + x4) + x24 + 1

.
Um die 4-Isogenien jk : Ek ! Ek+1 (k = 0, . . . , e2/2  1) zu bestimmen, benötigt
man auf jeder der Kurven E0, . . . , Ee2/2 1 einen Punkt der Ordnung 4, welcher den Kern
der jeweiligen Isogenie erzeugt. Auf E0 findet sich dieser Punkt als [2e2 2]SA, da SA die
Ordnung 2e2 hat. Für j1 nutzt man ein Vielfaches von j0(SA). Die Grundlage dafür
bietet die folgende Proposition.
Proposition 3.3.4 Seien E eine elliptische Kurve, S ein Punkt von E und j : E! E0 eine
Isogenie mit Kern h[m]Si für ein m 2 N. Dann hat der Punkt j(S) 2 E0 die Ordnung
m.
Beweis: Sei l die Ordnung von j(S) 2 E0, d. h. l ist die kleinste Zahl > 0, so dass
[l]j(S) = O. Da j eine Isogenie und damit ein Gruppenhomomorphismus ist, gilt
[l]j(S) = j([l]S) = O,
also ist [l]S 2 ker j = h[m]Si. Somit ist l ein Vielfaches vonm, also wegen der Minima-
lität der Ordnung l = m. 
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Ist ker j0 = h[2e2 2]SAi, so hat der Punkt j0(SA) also die Ordnung 2e2 2. Daher hat
[2e2 4]j0(SA) 2 E1 die Ordnung 4 und kann wiederum als Erzeuger des Kerns der
4-Isogenie j1 : E1 ! E2 dienen. Dieses Prinzip wird für alle weiteren Isogenien jk
fortgeführt, wodurch schließlich auch ker j = hSAi sichergestellt ist.
Analog dazu ist ker y0 = h[3e3 1]SBi, ker y1 = h[3e3 2]y0(SB)i usw., sodass letztlich
ker y = hSBi ist.
Algorithmen 1 und 2 fassen den Ablauf der Erstellung von (sk2, pk2) bzw. (sk3, pk3)
zusammen.
Algorithmus 1 Erzeugung von (sk2, pk2)
1: wähle sk2 2 K2 = f1, . . . , 2e2   1g zufällig
2: S = P2 + [sk2]Q2
3: P = P3, Q = Q3
4: for k = 0, . . . , e2/2  1 do
5: T = [2e2 2k 2]S
6: Berechne die 4-Isogenie jk : Ek ! E0 mit Kern hTi
7: Ek+1 = E0
8: S = jk(S)
9: P = jk(P), Q = jk(Q)
10: end for
11: pk2 = (P,Q, Ee2/2)
12: return (sk2, pk2)
Algorithmus 2 Erzeugung von (sk3, pk3)
1: wähle sk3 2 K3 = f1, . . . , 2s   1gmit s = blog23e3c zufällig
2: S = P3 + [sk3]Q3
3: P = P2, Q = Q2
4: for k = 0, . . . , e3   1 do
5: T = [3e3 k 1]S
6: Berechne die 3-Isogenie yk : Ek ! E0 mit Kern hTi
7: Ek+1 = E0
8: S = yk(S)
9: P = yk(P), Q = yk(Q)
10: end for
11: pk3 = (P,Q, Ee3)
12: return (sk3, pk3)
3.4. Berechnung der gemeinsamen Kurve
Nach demAustausch ihrer öffentlichen Parameter können beide Teilnehmer die gemein-
same Kurve EAB bestimmen. Dafür nutzen sie jeweils ihren eigenen geheimen Schlüssel
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E0 EA = E0/hSAi
EB = E0/hSBi EAB = E0/hSA, SBi
j
j0
y y0
Abbildung 3.3.: SIDH-Schlüsselaustausch.
und die beiden erhaltenen Bildpunkte des anderen Teilnehmers. Konkret berechnet Teil-
nehmer A den Punkt
y(P2) + [sk2]y(Q2) = y(P2 + [sk2]Q2) = y(SA) 2 EB
und bestimmt die Isogenie j0 : EB ! EAB mit Kern hy(SA)i.
Teilnehmer B berechnet
j(P3) + [sk3]j(Q3) = j(P3 + [sk3]Q3) = j(SB) 2 EA
sowie die Isogenie y0 : EA ! E0AB mit Kern hj(SB)i. Wir zeigen nun, dass EAB = E0AB
gilt, so dass diese Kurve tatsächlich als gemeinsamer Schlüssel genutzt werden kann.
Satz 3.4.1 Mit obiger Notation gilt ker j0  y = ker y0  j und damit EAB = E0AB.
Beweis: Es gilt SA 2 ker j0  y, da ker j0 = hy(SA)i. Außerdem ist SB 2 ker j0  y, da
ker y = hSBi. Also enthält ker j0  y die Menge hSA, SBi.
Da ord SA = 2e2 und ord SB = 3e3 ist, folgt jhSA, SBij = 2e2  3e3 . Der Grad von y
ist ord SB = 3e3 , und j hat den Grad ord y(SA). Da y eine Isogenie und damit ein
Gruppenhomomorphismus ist, muss ord y(SA)  ord SA = 2e2 sein. Daraus folgt
jker j0  yj  2e2  3e3 und somit ker j0  y = hSA, SBi.
Analog zeigt man ker y0  j = hSA, SBi. Es ist also j0 y = y0  j und EAB = E0AB.
Abbildung 3.3 zeigt noch einmal den SIDH-Schlüsselaustausch, wobei hier auch die
verwendeten Untergruppen dargestellt werden.
Die beiden Teilnehmer erhalten als gemeinsames Geheimnis zunächst eine elliptische
Kurve. Anschließend berechnen sie die j-Invariante dieser Kurve. Diese ist als Schlüssel
geeignet, da sie für zwei Kurven E1 und E2 genau dann gleich ist, wenn die Kurven
über F¯p2 isomorph sind (siehe Satz 2.1.9). Die beiden Teilnehmer erhalten also nur dann
denselben Schlüssel, wenn sie auch dieselbe Kurve bestimmt haben. Die Berechnung
der j-Invariante geschieht nach Gleichung (2.7).
Die Algorithmen 3 und 4 geben die einzelnen Schritte zur Bestimmung von j(EAB)
aus Sicht von A bzw. B wieder.
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Algorithmus 3 Teilnehmer A ermittelt j(EAB)
Eingabe: pk3 = (y(P2),y(Q2), EB), sk2
Ausgabe: j-Invariante der Kurve EAB, welche als Bild der 2e2-Isogenie j0 mit Kern
hy(SA)i entsteht
1: S = y(P2) + [sk2]y(Q2)
2: EB,0 = EB
3: for k = 0, . . . , e2/2  1 do
4: T = [2e2 2k 2]S
5: berechne die 4-Isogenie j0k : EB,k ! E0 mit Kern hTi
6: EB,k+1 = E0
7: S = j0k(S)
8: end for
9: EAB = EB,e2/2
10: j = j(EAB)
11: return j
Algorithmus 4 Teilnehmer B ermittelt j(EAB)
Eingabe: pk2 = (j(P3), j(Q3), EA), sk3
Ausgabe: j-Invariante der Kurve EAB, welche als Bild der 3e3-Isogenie y0 mit Kern
hj(SB)i entsteht
1: S = j(P3) + [sk3]j(Q3)
2: EA,0 = EA
3: for k = 0, . . . , e3   1 do
4: T = [3e3 k 1]S
5: berechne die 3-Isogenie y0k : EA,k ! E0 mit Kern hTi
6: EA,k+1 = E0
7: S = y0k(S)
8: end for
9: EAB = EA,e3
10: j = j(EAB)
11: return j
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Schlüsselgenerierung:
B wählt privaten Schlüssel sk3 zufällig,
berechnet Isogenie y : E0 ! EB mit ker y = hP3+ [sk3]Q3i,
öffentlicher Schlüssel: pk3 = (EB,y(P2),y(Q2)).
Verschlüsselung:
A wählt sk2 zufällig,
bestimmt Isogenien j : E0 ! EA
und j0 : EB ! EAB, wobei
ker j = hP2 + [sk2]Q2i und
ker j0 = hy(P2) + [sk2]y(Q2)i.
k = j(EAB),
c0 = (EA, j(P3), j(Q3)),
c1 = m F(k).
(c0, c1)
Entschlüsselung:
B berechnet Isogenie
y0 : EA ! EAB mit
ker y0 = hj(P3) + [sk3]j(Q3)i.
k = j(EAB),
m = c1  F(k).
Abbildung 3.4.: Das SIKE-Kryptosystem.
3.5. Vom Schlüsselaustausch zum Kryptosystem
Auf dieselbe Weise wie das Elgamal-Kryptosystem aus dem Diffie-Hellman-Schlüssel-
austausch entsteht, lässt sich das SIKE-Kryptosystem aus demSIDH-Schlüsselaustausch
ableiten. Dabei nutzt B den öffentlichen Schlüssel pk3 = (EB,y(P2),y(Q2)). Teilneh-
mer A berechnet daraus wie im SIDH-Schlüsselaustausch c0 = (EA, j(P3), j(Q3)) und
k = j(EAB) und verschlüsselt dieNachrichtm 2 f0, 1gn zu c1 = m F(k), wobei F eine
kryptographische Hashfunktion ist, deren Ausgabewert die Länge n hat. Teilnehmer B
erhält die Werte c0 und c1, berechnet ebenfalls k = j(EAB) und entschlüsselt die Nach-
richt durch c1 F(k) = m F(k) F(k) = m. Wir illustrieren das SIKE-Kryptosystem
in Abbildung 3.4.
3.6. Schlüsseleinschluss (Key Encapsulation)
Das SIKE-Kryptosystem ist ein asymmetrisches Verschlüsselungsverfahren, bei dem je-
der Teilnehmer ein eigenes Schlüsselpaar hat. Gegenüber symmetrischen Verfahren hat
dies zum einen den Vorteil, dass nicht für jeden Kommunikationspartner ein separa-
ter symmetrischer Schlüssel gespeichert und geheim gehalten werden muss, sondern
jeder Benutzer nur den eigenen privaten Schlüssel verbirgt. Zum anderen ermöglicht es
die sofortige verschlüsselte Kommunikation zwischen zwei Teilnehmern ohne vorigen
Kontakt. Ein Nachteil asymmetrischer Systeme ist, dass sie im Allgemeinen wesentlich
langsamer operieren als symmetrische Verfahren.
In der Praxis werden deshalb oft hybride Verschlüsselungsverfahren genutzt. Bei die-
sen wird für die Verschlüsselung einer Nachricht m zunächst ein Sitzungsschlüssel k
generiert. Dann lässt sich m mit k symmetrisch verschlüsseln, während k mit dem öf-
fentlichen Schlüssel des Empfängers asymmetrisch verschlüsselt wird.
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Den Sitzungsschlüssel direkt mit dem asymmetrischen Verfahren zu verschlüsseln
hat jedoch in der Vergangenheit zu Problemen geführt. Insbesondere beim RSA-Krypto-
system ist Padding dabei unabdingbar, um die Sicherheit zu gewährleisten. Dies umgeht
man mit Schlüsseleinschluss-Verfahren (key encapsulation). Dabei wird statt des Sitzungs-
schlüssels ein zufälliges Element des Klartextraumes verschlüsselt, auswelchem sowohl
der Sender als auch der Empfänger dann den Sitzungsschlüssel mittels einer Hashfunk-
tion ableiten.
Algorithmus 5 SIKE-Schlüsseleinschluss
Funktion KeyGen
Eingabe: ()
Ausgabe: (s, sk3, pk3)
1: wähle sk3 2 K3 zufällig
2: berechne die 3e3-Isogenie y : E0 ! EB mit Kern hP3 + [sk3]Q3i
3: pk3 = (EB,y(P2),y(Q2))
4: wähle s 2 f0, 1gn zufällig
5: return (s, sk3, pk3)
Funktion Encaps
Eingabe: pk3 = (EB,y(P2),y(Q2))
Ausgabe: ((c0, c1), k)
6: wähle m 2 f0, 1gn zufällig
7: r = G(m, pk3)
8: (c0, c1) = SIKE-Verschlüsselung von m mit öffentlichem Schlüssel pk3 und sk2 = r
(siehe Abbildung 3.4)
9: k = H(m, (c0, c1))
10: return ((c0, c1), k)
Funktion Decaps
Eingabe: (s, sk3, pk3), (c0, c1)
Ausgabe: k
11: m0 = SIKE-Entschlüsselung von (c0, c1)mit privatem Schlüssel sk3
12: r0 = G(m0, pk3)
13: berechne 2e2-Isogenie j : E0 ! EA mit Kern hP2 + [r0]Q2i
14: c00 = (EA, j(P3), j(Q3))
15: if c00 = c0 then
16: k = H(m0, (c0, c1))
17: else
18: k = H(s, (c0, c1))
19: end if
20: return k
Der SIKE-Schlüsseleinschluss, zusammengefasst in Algorithmus 5, besteht aus den
drei Funktionen KeyGen, Encaps und Decaps. Mit KeyGen erzeugt Teilnehmer B wie
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im SIDH-Schlüsselaustausch das Schlüsselpaar (sk3, pk3) (sieheAlgorithmus 2). Zusätz-
lich wählt B einen zufälligen geheimen Wert s 2 f0, 1gn, dann wird pk3 veröffentlicht.
Teilnehmer A wählt in Encaps den zufälligen Wert m 2 f0, 1gn, verwendet die kryp-
tographische Hashfunktion G, um r = G(m, pk3) zu berechnen, und führt schließlich
die SIKE-Verschlüsselung aus. Dabei werden m und pk3 wie in Abbildung 3.4 als Nach-
richt bzw. öffentlicher Schlüssel verwendet. Zudem wird, statt sk2 zufällig zu wählen,
sk2 = r eingesetzt. Teilnehmer A nutzt schließlich die kryptographische Hashfunktion
H, um aus dem Schlüsseltext (c0, c1) den symmetrischen Schlüssel k = H(m, (c0, c1))
zu bestimmen.
Um dann ebenfalls k zu berechnen, entschlüsselt B zunächst (c0, c1)mit dem privaten
Schlüssel sk3. Einer Konstruktion aus [20] (siehe auch Kapitel 4.1) folgend, wird der so
erhaltene Wert m0 verwendet, um r0 = G(m0, pk3) zu bestimmen. Dann führt B den
ersten Teil der SIKE-Verschlüsselung von m0 mit dem öffentlichen Schlüssel pk3 und
sk2 = r0 aus, und ermittelt so c00. Falls c00 = c0 gilt, dann erhält B den symmetrischen
Schlüssel
H(m0, (c0, c1)) = H(m, (c0, c1)) = k.
Ist hingegen c00 6= c0, sowird stattm0 der zufällige Parameter s genutzt undH(s, (c0, c1))
zurückgegeben.
Die Funktionen G und H sind, wie auch F im SIKE-Kryptosystem, Hashfunktionen
mit n-Bit-Ausgaben. Zwar ist ihre konkrete Wahl für das Verständnis der Algorithmen
nicht von Bedeutung. Für die Sicherheit der Protokolle ist es aber entscheidend, dass
es sich um kryptographische Hashfunktionen handelt. Auf diesen Aspekt gehen wir in
Kapitel 4.3 noch etwas genauer ein. In [21] werden F, G und H durch die von SHA-3
abgeleitete Funktion cSHAKE256 [23] umgesetzt.
3.7. Implementierungen
ImAufruf zur Einreichung von Post-Quanten-Kryptosystemen oder -Signaturen forder-
te NIST von jedem Kandidaten jeweils zwei Implementierungen in ANSI C – eine Re-
ferenzimplementierung, die sich an der zugrunde liegenden Dokumentation orientie-
ren sollte, und eine optimierte Implementierung zur Veranschaulichung der Rechenleis-
tung. Wir werden hier nicht im Detail auf die eingereichten SIKE-Implementierungen
eingehen, aber einige wichtige Unterschiede zu den bisher beschriebenen Algorithmen
hervorheben.
In Kapitel 2.3 habenwir Formeln zur Addition von Punkten aufMontgomery-Kurven
angegeben, die durch Umformung der Additionsformeln aufWeierstraß-Kurven entste-
hen. Die Skalarmultiplikationwird dabei über einDouble-and-Add-Verfahren ausgeführt
(analog zur Square-and-Multiply-Methode zur Exponentiation), so dass beispielsweise
[5]P nicht als P + P + P + P + P, sondern als [2]([2]P) + P berechnet wird. Der Re-
chenaufwand hängt also vom Bitmuster von m ab, speziell vom Verhältnis der Anzahl
der Nullen zur Anzahl der Einsen. Dies ermöglicht Seitenkanalangriffe, die aus der auf-
gewandten Zeit oder dem Energieverbrauch Rückschlüsse auf [m] ziehen.
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Indem man einen Punkt P = (x, y) einer Montgomery-Kurve durch die projektiven
Koordinaten (X : Z) mit x = X/Z und Z 6= 0 darstellt, lässt sich die Skalarmulti-
plikation effizienter ausführen. Wir verweisen für Details zur sogenanntenMontgomery
ladder auf [5] und [27]. Da bei dieser Variante die Rechenzeit zur Bestimmung von [m]P
nur von der Bitlänge von m abhängt, aber nicht vom Verhältnis der Nullen und Einsen
zueinander, werden die oben beschriebenen Seitenkanalangriffe verhindert.
Die öffentlichen Schlüssel haben wir in Abschnitt 3.3 als pk2 = (EA, j(P3), j(Q3))
bzw. pk3 = (EB,y(P2),y(Q2)) angegeben. Nutzt man die Montgomery-Arithmetik,
so lassen sich aus den x-Koordinaten dreier Punkte P, Q und R = P   Q sowohl die
dazugehörigen y-Koordinaten als auch die Kurvenparameter A und B berechnen. Dies
wird als differential addition bezeichnet, siehe dazu wieder [5]. Entsprechend verwenden
die eingereichten Implementierungen die öffentlichen Schlüssel
pk2 = (xj(P3), xj(Q3), xj(R3)) bzw. pk3 = (xy(P2), xy(Q2), xy(R2))
mit R2 = P2   Q2 und R3 = P3   Q3. Dadurch erreichen die SIKE-Protokolle unter
allen Teilnehmern des Standardisierungsprojekts die geringsten Schlüsselgrößen [2]. In
SIKEp503 haben die unkomprimierten öffentlichen Schlüssel eine Größe von 378 Bytes,
in SIKEp751 sind es 564 Bytes und in SIKEp964 723 Bytes [21].Mit verschiedenenMetho-
den zur Schlüsselkomprimierung können diese Werte noch weiter verkleinert werden.
Durch Verwendung der Montgomery-Arithmetik und optimierter Algorithmen zur
Berechnung von Isogenien lässt sich die benötigte Rechenzeit stark verkürzen. Dennoch
sind die SIKE-Protokolle in ihrer jetzigen Form, d. h. wie zum Zeitpunkt der Einrei-
chung als Standardisierungs-Vorschlag präsentiert, für einige praktische Anwendungen
zu langsam. Konkret werden für SIKEp503 und SIKEp751 in [21] 10,1 ms bzw. 30,5 ms
als summierte Rechenzeit für die Funktionen Encaps undDecaps angegeben. Laut dem
Statusreport [2], denNIST zumAuftakt der 2. Runde veröffentlichte, ist SIKE damit „um
eine Größenordnung“ langsamer als viele der anderen Kandidaten.
Im Rahmen der vorliegenden Arbeit wurde das SIKE-Kryptosystem in SageMath [31]
implementiert. Diese Implementierung dient der Veranschaulichung der Algorithmen,
die in den Abschnitten 3.2 bis 3.5 vorgestellt wurden, und verwendet zur Punktaddition
die in Kapitel 2.3 beschriebenen Formeln. Anhang A enthält den gesamten Quellcode.
Das Hauptprogramm beginnt in Zeile 556. Die Variable Werte gibt die gewünschte
Sicherheitsstufe an. Ist Modus = ’Kryptosystem’ gesetzt, so erzeugen wir zunächst die
Systemparameter mit dem Funktionsaufruf Params(Werte). Die Funktion Params (ab
Zeile 135) setzt für die drei Varianten ’SIKEp503’, ’SIKEp751’ und ’SIKEp964’ alle
Parameter so, wie sie in [21] angegeben wurden. Ist stattdessen Werte gleich ’mini’,
’klein’ oder ’mittel’, so werden die Parameter nach den Angaben aus Kapitel 3.2 er-
zeugt. Da die Startkurve E0 : y2 = x3 + x sowohl der kurzen Weierstraß- als auch der
Montgomery-Form entspricht, können die Funktionen Q2Gen (ab Zeile 51), P2Gen, Q3Gen
und P3Gen zur Generierung der Kurvenpunkte die in SageMath vorhandenen Funktio-
nen zum Rechnen auf elliptischen Kurven nutzen. Insbesondere wird mit P.order()
die Ordnung eines Punktes P bestimmt und mit P.weil_pairing(Q,m) das m-te Weil-
Pairing von P und Q ermittelt.
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Anschließend erstellen wir mit Gen() das Schlüsselpaar des Empfängers. Die Funkti-
on Gen (ab Zeile 520) wählt den privaten Schlüssel sk3 als zufällige s-Bit Zahl ungleich 0
und ruft isogen3(sk3) auf, um den öffentlichen Schlüssel pk3 zu erzeugen. Die Funkti-
on isogen3 (ab Zeile 415) entspricht der For-Schleife ausAlgorithmus 2. Die 3e3-Isogenie
wird (wie inAbschnitt 3.3 beschrieben) in e3 Isogenien vomGrad 3 zerlegt. Dabei berech-
nen wir in der for-Schleife mit der Funktion eval_3_iso jeweils die Bilder von S, P und
Q. Da eval_3_iso nur für diejenigen Punkte definiert ist, die nicht im Kern der Isogenie
liegen, führen wir den Aufruf S = eval_3_iso(S,T) nur bis zum vorletzten Schleifen-
durchlauf aus. Die Funktionen curve_3_iso (zur Bestimmung der Parameter der Bild-
kurve; ab Zeile 397) und eval_3_iso implementieren die Formeln aus Satz 3.3.2. Daher
sind die Bildkurven in ihrer Montgomery-Form gegeben, und wir nutzen DoubleAdd
zum Berechnen der Skalarmultiplikation.
Im Hauptprogrammwird nun eine zufällige Nachricht m erstellt und mit Enc(pk3,m)
verschlüsselt. In Enc (ab Zeile 530) wählen wir dafür zunächst den zufälligen Wert sk2
und berechnen dann c0 = isogen2(sk2). Die drei Funktionen isogen2 (ab Zeile 457),
curve_4_iso und eval_4_iso operieren dabei analog zu isogen3, curve_3_iso und
eval_3_iso. In Enc wird anschließend mit j = isoex2(pk3,sk2) die j-Invariante der
Kurve EAB bestimmt, der Hashwert h = hash(j) gebildet und c1 = m^^h (^^ entspricht
der XOR-Verknüpfung) berechnet. Der Einfachheit halber haben wir auf die Implemen-
tierung einer kryptographischen Hashfunktion verzichtet und verwenden stattdessen
die intrinsische Funktion hash.
Aus dem Schlüsseltext berechnen wir dann m_dec = Dec(sk3,(c0,c1)). In Decwird
die j-Invariante von EAB mit dem Aufruf j = isoex3(c0,sk3) ermittelt, wieder der
Hash h = hash(j) berechnet und m = c1^^h zurückgegeben. Die Entschlüsselung war
erfolgreich, wenn m_dec gleich m ist.
Um die Ver- und Entschlüsselungsfunktion zu testen, ohne die Systemparameter stets
neu generieren zu müssen, können wir Modus = ’Test:Entschlüsselung’ angeben.
Nach Erzeugung der allgemeinen Parameter und des Schlüsselpaares (pk3,sk3) wer-
den zehn zufällige Nachrichten ver- und wieder entschlüsselt. Der Ausgabevektor res
gibt an, welche Tests erfolgreich waren bzw. fehlgeschlagen sind.
Mit Modus = ’Test:Parameter’ lässt sich testen, ob die in [21] angegebenen Punk-
te der Startkurve mit den Algorithmen aus Abschnitt 3.2 erzeugt wurden. Dazu las-
sen wir uns die Punkte Q2, P2, Q3 und P3 zunächst von Params(Werte) zurückgeben,
und berechnen dann Q2_testmit der Funktion Q2Gen. Ist Q2_test gleich Q2 oder gleich
-Q2, dann wurde der Punkt mit dem angegebenen Algorithmus erzeugt. Es kann dabei
Q2_test = -Q2 auftreten, falls in Q2Gen bei Berechnung von y0 = sqrt(a) (Zeile 59)
das Negative der Wurzel, die in [21] verwendet wurde, gewählt wurde. Die Punkte P2,
Q3 und P3werden auf dieselbeWeise überprüft. Testdurchläufe in allen drei Sicherheits-
stufen ergeben, dass die Punkte aus [21] aus den beschriebenen Algorithmen hervorge-
gangen sind.
37

4. Sicherheitsbetrachtungen
Ein wichtiger Sicherheitsbegriff, insbesondere für asymmetrische Verfahren, ist Cipher-
text indistinguishability. Vereinfacht gesagt kann bei einem Kryptosystem mit dieser Ei-
genschaft ein Angreifer nicht herausfinden, aus welchemKlartext ein gegebener Schlüs-
seltext hervorgegangen ist. In diesem Kapitel werden wir Bedingungen angeben, unter
denen bei den SIKE-Protokollen Ciphertext indistinguishability vorliegt. Aus diesen Be-
dingungen leitet sich die benötigte Größe der verwendeten Parameter ab, wie in Ab-
schnitt 4.2 beschrieben wird. In Abschnitt 4.3 gehen wir schließlich auf weitere Sicher-
heitsaspekte sowie neuere Forschungsergebnisse ein.
4.1. Ciphertext indistinguishability
Man unterscheidet die beiden Begriffe IND-CPA (ciphertext indistinguishability under cho-
sen-plaintext attack) und IND-CCA (ciphertext indistinguishability under chosen-ciphertext
attack). Bei IND-CPA geht es darum, dass ein Angreifer dem Empfänger zwei Nachrich-
ten m0 und m1 gleicher Länge sendet, der Empfänger zufällig b 2 f0, 1g wählt und
mb zu c verschlüsselt. Anschließend versucht der Angreifer anhand des Schlüsseltexts
c herauszufinden, welche der beiden Nachrichten verschlüsselt wurde. Gelingt es ihm
nur mit vernachlässigbar größererWahrscheinlichkeit als 1/2, b zu bestimmen, so heißt
das Kryptosystem IND-CPA-sicher.
Für IND-CCA steht dem Angreifer zusätzlich noch ein Entschlüsselungsorakel zur
Verfügung. Bevor er demEmpfängerm0 undm1 sendet, kann er beliebige Schlüsseltexte
entschlüsseln lassen. Bei einer adaptiven Variante darf das Entschlüsselungsorakel auch
nach dem Erhalt von c noch verwendet werden, aber natürlich nicht für c selbst. Das
System ist IND-CCA-sicher, wenn die Wahrscheinlichkeit, dass der Angreifer b korrekt
bestimmt, nur vernachlässigbar größer als 1/2 ist.
Unter einem Angreifer versteht man hier im Allgemeinen einen Algorithmus, der in
seiner Laufzeit polynomiell beschränkt ist, über den aber ansonsten keine weiteren An-
nahmen getroffen werden.
Die Grundlage der SIKE-Protokolle bildet der SIDH-Schlüsselaustausch. Ein Angriff
auf den Schlüsselaustausch ließe sich direkt zu einem Angriff auf das Kryptosystem
bzw. den Schlüsseleinschluss umformen. Somit betrachten wir die beiden folgenden Be-
rechnungsprobleme:
 Das Supersingular-Isogeny-Diffie-Hellman-Problem: Gegeben E0, pk2 und pk3, bestim-
me j(EAB).
 Das Supersingular-Isogeny-Walk-Problem: Gegeben zwei supersinguläre elliptische
39
4. Sicherheitsbetrachtungen
E0 E0 EA
2e2/2 2e2/2
2e2
Abbildung 4.1.: Claw-Problem im Isogenie-Graphen: Die Hintereinanderausführung
der Isogenien E0 ! E0 und E0 ! EA bildet die gesuchte 2e2-Isogenie
E0 ! EA.
Kurven E und E0 aus derselben Isogenieklasse, finde einen Weg aus Isogenien
kleinen Grades von E zu E0.
Die Bezeichnung Weg bezieht sich dabei auf den Isogenie-Graphen, dessen Knoten el-
liptische Kurven einer Isogenie-Klasse sind, während die Kanten den Isogenien zwi-
schen diesenKurven entsprechen. Das Isogeny-Walk-Problem lässt sichmit einemMeet-
in-the-Middle-Algorithmus lösen, der auf [14] zurückgeht. Ein Angreifer, der eine 2e2-
Isogenie zwischen E0 und EA findenwill, bestimmt zunächst den Baumaller Kurven, die
mittels einer 2e2/2-Isogenie von E0 aus erreicht werden können, sowie den Baum aller
Kurven, diemittels einer 2e2/2-Isogenie von EA aus erreichtwerden können (sieheAbbil-
dung 4.1). Da eine 2e2-Isogenie zwischen E0 und EA existiert und dieser Weg wesentlich
kleiner ist als die Größe des Isogenie-Graphen, gibt es mit hoher Wahrscheinlichkeit ge-
nau eine Kurve E0, die in beiden Bäumen enthalten ist. Aus den Isogenien j1 : E0 ! E0
und j2 : EA ! E0 lässt sich dann die gesuchte Isogenie j = jˆ2  j1 konstruieren.
Der Angriff lässt sich ebenso für die Suche nach der 3e3-Isogenie y : E0 ! EB verwen-
den. Er benötigt O(2e2/2) bzw. O(3e3/2) Schritte ([21]), das entspricht wegen 2e2  3e3
und p = 2e2  3e3   1 einem Aufwand vonO( 4pp).
Beim Claw-Finding-Problem soll zu zwei gegebenen Abbildungen f : A ! C und
g : B ! C mit jAj  jBj ein Paar (a, b) mit f (a) = g(b) gefunden werden. Es kann
im Mittel mit O(jAj + jBj) Auswertungen von f und g und einem Speicherplatzbe-
darf von O(jAj) gelöst werden, indem man alle f (a) für a 2 A in eine Hashtabelle
schreibt und dann so lange g(b) für b 2 B berechnet, bis eine Übereinstimmung ge-
funden wurde. Für Quantencomputer hat Seiichiro Tani 2009 einen Algorithmus vorge-
stellt, der das Claw-Finding-Problemmit einemRechenaufwand von nurO( 3
pjAj  jBj)
löst ([35]). Für SIDH entspricht der klassische Claw-Finding-Algorithmus gerade dem
oben beschriebenen Angriff mit der Komplexität O( 4pp). Wendet man den Quanten-
Algorithmus aus [35] auf SIKE an, so ergibt sich ein Aufwand vonO( 6pp).
Zwar kann das SIDH-Problem auf das Claw-Finding-Problem reduziert werden, um-
gekehrt ist aber keine Reduktion des Claw-Finding-Problems auf das SIDH-Problem be-
kannt. Insbesondere die zusätzlichen Punkte j(P3), j(Q3), y(P2) und y(Q2) können
theoretisch Angriffe ermöglichen, die SIDH-basierte Systeme brechen, ohne das Claw-
Finding-Problem zu lösen. Da aber bisher keine solchen Angriffe bekannt sind, wird die
Sicherheit der beiden Probleme in [21] als äquivalent angenommen.
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Satz 4.1.1 Falls das SIDH-Problem schwer ist, ist das SIKE-Kryptosystem IND-CPA-
sicher.
Beweis: Das klassische Elgamal-Kryptosystem ist IND-CPA-sicher unter der Annahme,
dass das Diffie-Hellman-Problem schwer ist [15], und SIKE entsteht aus dem SIDH-
Schlüsselaustausch auf genau dieselbe Art wie Elgamal aus demDiffie-Hellman-Schlüs-
selaustausch entsteht. 
Hofheinz et al. [20] veröffentlichten 2017 eine Konstruktion, mit der aus einem IND-
CPA-sicherem Kryptosystem ein IND-CCA-sicheres Schlüsseleinschluss-Verfahren er-
zeugt werden kann. Entscheidend dabei ist das Konzept derWieder-Verschlüsselung, wel-
cheswir inAlgorithmus 5 in der FunktionDecaps vorfinden. Statt nach Berechnung von
m0 direkt k = H(m0, (c0, c1)) zurückzugeben, werden erst noch r0 und c00 analog zur En-
caps-Funktion bestimmt, undmanüberprüft, ob c00 = c0 gilt. Ist diese Bedingung erfüllt,
sowird k = H(m0, (c0, c1)) ausgegeben,wodurch beide Teilnehmer denselben Schlüssel
erhalten. Falls hingegen c00 6= c0 ist, gibt Decaps k = H(s, (c0, c1)) für einen zufälligen
Wert s zurück, die Teilnehmer erhalten also verschiedene Schlüssel. Dadurch werden
Angriffe verhindert, die auf der Fähigkeit des Angreifers beruhen, gültige Schlüssel k
aus ungültigen Eingaben (c0, c1) erzeugen zu lassen. Der SIKE-Schlüsseleinschluss ent-
spricht damit der Konstruktion aus [20] und es ergibt sich der folgende Satz.
Satz 4.1.2 Falls das SIKE-Kryptosystem IND-CPA-sicher ist, ist der SIKE-Schlüsselein-
schluss IND-CCA-sicher.
4.2. Größe der Parameter
Die Sicherheit von Kryptosystemen wird oft in bits of security angegeben. Dabei betrach-
tet man das System als Blackbox B, d. h. man untersucht nicht die Komplexität der ver-
wendeten Algorithmen, sondern beschränkt sich auf die Anzahl der Aufrufe des Sys-
tems. Auf klassischen Rechnern lässt sich ein System mit einem Schlüssel der Länge k
stets dadurch brechen, dass alle 2k möglichen Schlüssel ausprobiert werden. Dazu sind
im Schnitt 2k 1 Schritte nötig. Auf Quantenrechnern gibt es einen Algorithmus von Lov
Grover [18], durch den nur
p
2k Schritte erforderlich sind. Entsprechend definiert man
k-Bit-Sicherheit wie folgt.
Definition 4.2.1 (k-Bit-Sicherheit) Sei ein Kryptosystem durch eine Blackbox B gege-
ben. Dann hat das System eine klassische Sicherheit von k Bits, falls der Schlüssel imMittel
mit 2k 1 Aufrufen von B gefunden wird. Ist B eine Quantenschaltung, so hat das Kryp-
tosystem Quantensicherheit von k Bits, falls im Schnitt
p
2k Aufrufe von B nötig sind, um
den Schlüssel zu finden. Man bezeichnet k-Bit-Sicherheit auch als effektive Schlüssellänge
von k Bits. }
Sei p = 2e2  3e3   1 und `e` = min(2e2 , 3e3). Basierend auf der Schwierigkeit des
Claw-Finding-Problems beträgt die klassischeKomplexität des SIDH-ProblemsO(
p
`e`)
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4. Sicherheitsbetrachtungen
klassisch Quantenrechner
k 2k 1 min(
p
2e2 ,
p
3e3)
p
2k min( 3
p
2e2 , 3
p
3e3)
SIKEp503 128 2127 1, 00  2125 264 1, 26  283
SIKEp751 192 2191 1, 00  2186 296 1, 00  2124
SIKEp964 256 2255 1, 45  2238 2128 1, 02  2159
Tabelle 4.1.: Klassische und Quanten-Sicherheitsstufen. ([21, 5.1])
und die Quantenkomplexität O( 3
p
`e`). Die Größe der Primzahl p in SIKE wird so ge-
wählt, dass die klassischen Sicherheitsstufen k = 128 in SIKEp503, k = 192 in SIKEp751
und k = 256 in SIKEp964 (fast) erreicht werden. Konkret ist p die größte Primzahl der
Form p = 22i  3j   1 mit 22i  3j, die kleiner als 24k ist. Da es nicht viele Primzahlen
dieser Form gibt, sind die klassischen Sicherheitslevels jeweils etwas niedriger als k, ins-
besondere für SIKEp964, wie wir in Tabelle 4.1 darstellen. Da p < 4k, können aber die
Elemente von Fp mit 4k Bits dargestellt werden, wodurch ein Register weniger benötigt
wird als bei p  4k, was zu einer deutlichen Verbesserung der Effizienz führt.
4.3. Weitere Aspekte
Ein Diffie-Hellman-Schlüsselaustausch auf Basis gewöhnlicher, d. h. nicht supersingulä-
rer elliptischer Kurven wurde 1997 von Jean-Marc Couveignes angeregt [7], 2006 prä-
sentierten Alexander Rostovtsev und Anton Stolbunov einen konkreten Algorithmus
dazu [30],welcher jedochdurch einen 2014 veröffentlichten subexponentiellenQuanten-
Angriff [3] gebrochen wurde. Dieser Angriff ist maßgeblich auf die Kommutativität
der Endomorphismenringe der verwendeten elliptischen Kurven angewiesen. Da aber
die Endomorphismenringe supersingulärer elliptischer Kurven nicht kommutativ sind,
lässt er sich auf diese nicht übertragen. Supersinguläre Kurven werden also bevorzugt,
da die besten bekannten Angriffe auf das SIDH-Problem – sowohl klassische als auch
Quantenalgorithmen – exponentiellen Aufwand haben.
Bei der Berechnung von c1 = m F(j(EAB)) kommtdieHashfunktion F zumEinsatz.
Die konkreteWahl von F ist für die Sicherheit nicht relevant, solange F die Eigenschaften
einer kryptographischen Hashfunktion erfüllt. Insbesondere darf es nicht möglich sein,
aus F(j) Rückschlüsse auf j zu ziehen. Ein Angriff auf die IND-CPA-Sicherheit könnte
sonst folgendermaßen aussehen: Der Angreifer sendet dem Empfänger m0 und m1 und
erhält (cb,0, cb,1)mit cb,1 = mb F(j) für ein zufälliges b 2 f0, 1g. Er berechnet cb,1m0
und cb,1  m1. Dabei ist cb,1  mb = F(j), während das andere Ergebnis ein zufälliger
n-Bit-Wert ist. Kann der Angreifer nun Urbilder von F berechnen, so erhält er j und
ein zufälliges Element j0 2 Fp2 . Er kann dann z. B. feststellen, welche der Kurven mit
den j-Invarianten j bzw. j0 eine zu E0 isogene (supersinguläre) Kurve ist, wodurch die
Wahrscheinlichkeit, b korrekt zu bestimmen, deutlich größer als 1/2 sein wird.
Dabei kann schon partiellesWissen über ein Urbild j von F(j) ausreichen. In [16] wird
gezeigt, wie aus der Kenntnis eines Teils der j-Invariante, z. B. einer Komponente a oder
b aus j = a+ bi, die gesamte j-Invariante rekonstruiert werden kann.
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4.3. Weitere Aspekte
In Kapitel 3.7 haben wir bereits beschrieben, dass die Verwendung der Montgomery-
Arithmetik dabei hilft, Rechenzeitangriffe während der Skalarmultiplikation zu verhin-
dern. Generell ist es von Vorteil, dass Kryptosysteme auf Basis elliptischer Kurven schon
seit Jahren im Einsatz sind. So können zur Umsetzung der SIKE-Protokolle die Erfah-
rungen in der sicheren Implementierung elliptischer Kurven ausgeschöpft werden.
Das Gebiet der isogeniebasierten Kryptographie ist noch vergleichsweise jung, da-
her ist zu erwarten, dass weitergehende Forschung zu neuen Bewertungen der Sicher-
heit sowie zu effizienteren Implementierungen führen wird. So sind in jüngerer Zeit
mehrere Arbeiten erschienen, die die Sicherheitsabschätzungen in SIKE als „zu kon-
servativ“ bewerten. In [1] wird dargelegt, dass der in Abschnitt 4.1 erwähnte klassi-
sche Claw-finding-Algorithmus von Tani [35] durch seinen erheblichen Speicherplatz-
aufwand nicht effizient auf die SIDH-Parameter anwendbar ist. Daher wird empfohlen,
stattdessen einen Algorithmus von Paul van Oorschot und Michael Wiener [28] zu ver-
wenden, um Sicherheitsabschätzungen durchzuführen. Dieser benötigt weniger Spei-
cherplatz als Tanis Algorithmus, hat aber einen höheren Rechenzeitaufwand. Somit lie-
ßen sich für SIKE kleinere Primzahlen verwenden, um die gewünschten Sicherheitsstu-
fen zu erreichen.
In [22] wird untersucht, wie sich klassische Sicherheitsannahmen auf den Quanten-
Fall übertragen lassen. Insbesondere werden bisherige Umformungen dafür kritisiert,
dass sie klassische und Quantenschaltungen als äquivalent ansehen. Die Autoren unter-
suchen angemessenere Vergleiche zwischen klassischen und Quantenalgorithmen. Im
Zuge dessen stellen sie fest, dass mit den bisherigen Parametern die Quantensicherheit
von SIKE zu niedrig angesetzt wurde. Auch in diesem Fall sind also kleinere Parameter
ausreichend.
Schließlich werden in [6] drei konkrete Parametersets untersucht, die statt der in [21]
angegebenen Parameter verwendet werden könnten.
Noch bis zum 30.03.2019 hat NIST den Kandidaten aus Runde 2 Zeit gegeben, Verän-
derungen an ihren Spezifikationen vorzunehmen. Es ist zu erwarten, dass die Autoren
von SIKE von dieser Möglichkeit Gebrauch machen werden. Zum Zeitpunkt dieser Ar-
beit wurden aber noch keine konkreten Anpassungen veröffentlicht.
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5. Zusammenfassung
Die fortschreitende Entwicklung von Quantencomputern macht es nötig, quantenresis-
tente Kryptoanwendungen zu konstruieren. Zwar ist nicht klar, ob es leistungsfähige
Quantenrechner, die die Algorithmen von Shor effizient umsetzen können, in näherer
Zukunft – oder überhaupt einmal – gebenwird. Da aber die Konsequenzen der Existenz
einer solchen Maschine einschneidend, und der Prozess zur Erstellung neuer Krypto-
graphie-Standards zeitintensiv ist, ist es sinnvoll, schon heute nach Alternativen zu su-
chen.
Die SIKE-Protokolle sind ein Versuch, diese durch Quantenrechner entstehende Si-
cherheitslücke zu schließen. Unter denKandidaten desNIST-Standardisierungsprojekts
ist SIKE der einzige Vorschlag, der Isogenien zwischen elliptischen Kurven nutzt.
Die vorliegende Arbeit untersucht die Grundlagen isogeniebasierter Post-Quanten-
Kryptographie. Wir haben wichtige Eigenschaften supersingulärer elliptischer Kurven
und der Isogenien zwischen diesen Kurven dargelegt. Darauf aufbauend wurde der
SIDH-Schlüsselaustausch beschrieben, welcher die erste Quanten-resistente kryptogra-
phische Anwendung von Isogenien bildet. Hierbei gingenwir zunächst auf die konkrete
Erstellung der verwendeten Parameter und die Berechung der Isogenien ein, und zeig-
ten schließlich in Satz 3.4.1 die Korrektheit des Schlüsselaustauschs. Anschließend wur-
de erläutert, wie aus SIDH die SIKE-Protokolle zur Verschlüsselung und zum Schlüs-
seleinschluss entstehen.
Eine einfache Implementierung in SageMath setzt die zuvor beschriebenen Algorith-
men direkt um.AusGründen der Klarheit wurde dabei auf die Verwendung optimierter
Verfahren verzichtet. Das Programm in Anhang A ist daher nicht als praktikables Kryp-
tosystem zu verstehen, sondern soll zum Verständnis des Protokolls beitragen, indem
sich die zugrundeliegenden Algorithmen deutlich aus dem Quelltext ablesen lassen.
Die Analyse der Sicherheit der vorgestellten Systeme beruht überwiegend auf den
Angaben, die die Autoren von SIKE selbst dazu formuliert haben. Durch weitergehende
Literaturrecherche konnten diese Angaben gestützt werden. Außerdem gingen wir auf
neuere Forschungsergebnisse ein, die darauf hinweisen, dass dieAbschätzungen sowohl
in Bezug auf klassische Computer als auch auf Quantenrechner zu vorsichtig gewählt
worden sind. Damit ist esmöglich, dieselben Sicherheitsstufenmit kleineren Parametern
zu erreichen, was auch zu einer Verbesserung der Effizienz führt.
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A. Implementierung
# coding: utf-8
def isPoint(x,y,(A,B)):
# prüft, ob (x,y) ein Punkt auf der Montgomery-Kurve M_{A,B} ist
if B*y**2 == x**3 + A*x**2 + x:
5 return True
else: return False
def Double(P,(A,B)):
# berechnet das Doppelte eines Punktes P auf der Montgomery-Kurve M_{A,B}
10 if P[0] == 0 and P[1] == 1:
return P # [2]O = O
if P[1] == 0:
return (0,1,0) # y = 0 => P = -P => [2]P = O
xP = Fp2(P[0])
15 yP = Fp2(P[1])
x2P = (xP**2 - 1)**2 / (4*xP * (xP**2 + A*xP + 1))
y2P = yP * (xP**2 - 1) * (xP**4 + 2*A*xP**3 + 6*xP**2 + 2*A*xP + 1) / \
(8*xP**2 * (xP**2 + A*xP + 1)**2)
return (x2P,y2P,1)
20
def Add(P,Q,(A,B)):
# berechnet Summe zweier Punkte P, Q auf der Montgomery-Kurve M_{A,B}
if P == (0,1,0):
return Q
25 if Q == (0,1,0):
return P
if P == Q:
return Double(P,(A,B))
if (P[0],P[1],P[2]) == (Q[0],-Q[1],Q[2]):
30 return (0,1,0)
xP = P[0]
yP = P[1]
xQ = Q[0]
yQ = Q[1]
35 lamb = (yP - yQ) / (xP - xQ)
xR = B*lamb**2 - (xP + xQ) - A
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yR = lamb * (xP - xR) - yP
return (xR,yR,1)
40 def DoubleAdd(m,P,(A,B)):
# berechnet [m]P auf der Montgomery-Kurve M_{A,B}
l = m.bits()
length = len(l)
mP = (0,1,0)
45 for i in xrange(0,length):
mP = Double(mP,(A,B))
if l[length - 1 - i] == 1:
mP = Add(P,mP,(A,B))
return mP
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def Q2Gen(e2,e3,p,Fp,E0):
# generiert den Punkt Q2 auf der Kurve E0
k = 1
while k < p:
55 x0 = Fp(k)
# Ist x0**3 + x0 quadratischer Rest in Fp? Teste Euler-Kriterium.
a = x0**3 + x0
if a**((p - 1) / 2) == 1:
y0 = sqrt(a)
60 Q2 = (3**e3) * E0(x0,y0)
# Hat Q2 Ordnung 2**e2?
if Q2.order() == 2**e2:
print(’Q2 =’), Q2
return Q2
65 k = k + 1
print(’Erzeugung von Q2 fehlgeschlagen’)
return ’Fehler’
def P2Gen(e2,e3,p,Fp2,i,E0,Q2):
70 # generiert den Punkt P2 auf der Kurve E0
k = 1
while k < p:
x0 = Fp2(i + k)
# Ist x0**3 + x0 quadratischer Rest in Fp2? Teste verallgemeinertes
75 # Euler-Kriterium.
a = x0**3 + x0
if a**((p**2 - 1) / 2) == 1:
y0 = sqrt(a)
P2 = (3**e3) * E0(x0,y0)
80 # Hat P2 Ordnung 2**e2?
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if P2.order() == 2**e2:
# Hat das Weil-Pairing e_{2**e2}(P2,Q2) "volle Ordnung"?
# Äquivalent dazu: Ist e_2([2**{e2-1}]P2,[2**{e2-1}]Q2)
# ungleich 1?
85 Weil = ((2**(e2-1)) * P2).weil_pairing((2**(e2-1)) * Q2,2)
if Weil != 1:
print(’P2 =’), P2
return P2
k = k + 1
90 print(’Erzeugung von P2 fehlgeschlagen’)
return(’Fehler’)
def Q3Gen(e2,e3,p,Fp,E0):
# generiert den Punkt Q3 auf der Kurve E0
95 k = 1
while k < p:
x0 = Fp(k)
# Ist x0**3 + x0 quadratischer Rest in Fp? Teste Euler-Kriterium.
a = x0**3 + x0
100 if a**((p - 1) / 2) == 1:
y0 = sqrt(a)
Q3 = (2**e2) * E0(x0,y0)
# Hat Q3 Ordnung 3**e3?
if Q3.order() == 3**e3:
105 print(’Q3 =’), Q3
return Q3
k = k + 1
print(’Erzeugung von Q3 fehlgeschlagen’)
return ’Fehler’
110
def P3Gen(e2,e3,p,Fp2,i,E0,Q3):
# generiert den Punkt P3 auf der Kurve E0
k = 1
while k < p:
115 x0 = Fp2(i + k)
# Ist x0**3 + x0 quadratischer Rest in Fp2? Teste verallgemeinertes
# Euler-Kriterium.
a = x0**3 + x0
if a**((p**2 - 1) / 2) == 1:
120 y0 = sqrt(a)
P3 = (2**e2) * E0(x0,y0)
# Hat P3 Ordnung 3**e3?
if P3.order() == 3**e3:
# Hat das Weil-Pairing e_{3**e3}(P3,Q3) "volle Ordnung"?
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125 # Äquivalent dazu: Ist e_3([3**{e3-1}]P3,[3**{e3-1}]Q3)
# ungleich 1?
Weil = ((3**(e3-1)) * P3).weil_pairing((3**(e3-1)) * Q3,3)
if Weil != 1:
print(’P3 =’), P3
130 return P3
k = k + 1
print(’Erzeugung von P3 fehlgeschlagen’)
return(’Fehler’)
135 def Params(Werte):
# generiert die Systemparameter
print(’\nSystemparameter generieren:’)
print (’Werte =’), Werte
if Werte == ’SIKEp503’:
140 e2 = ZZ(’0x000000FA’) # = 250
e3 = ZZ(’0x0000009F’) # = 159
p = 2**e2 * 3**e3 - 1; print(’p =’), p
Fp.<i> = GF(p)[]
Fp2.<i> = GF(p^2, name = ’i’, modulus = i^2 + 1)
145 E0 = EllipticCurve(Fp2,[1,0])
xP20 = Fp(ZZ(’0x001F6D52 A7563BB9 356B98A1 16A0CA97 75DBB738 2EB29E24 \
E45299D8 939959EA EEB47FF3 113F6088 2D12103E 4B8B8CD2 B97DA146 \
57AE8C12 8BE82209 D2DDFCA9’))
150 xP21 = Fp(ZZ(’0x002D44C3 FAD24E4C BDDC8A2D 9DE336A9 2A9912EE 6D09E2DD \
5C33AB26 D60A268A C91F38E1 AF4C2D5B FA2B87DD 55C8CA60 19C6B0C0 \
8ED92B5A EB6C65A8 E06E53E9’))
xP2 = Fp2(xP20 + i * xP21)
yP20 = Fp(ZZ(’0x003C9F7C 397283C0 871F78D9 F74ECC0A 8F89579C CBEF8FE6 \
155 0D07338A F0A0322E 3F0C66CA 826AA5BF 85EB5366 6C272C8E AEC9B808 \
B3B78E64 22330617 AC23D6F2’))
yP21 = Fp(ZZ(’0x0038222A E95DA234 ABD1B90F D897C2E2 E7995B2C 0006DC92 \
CC079B7C 60C94DCA E9961CC7 A4BAEAC9 D294F6D5 760D4D65 4821193A \
E92AD42A C0047ADE 55C343FC’))
160 yP2 = Fp2(yP20 + i * yP21)
P2 = E0(xP2,yP2)
xQ20 = Fp(ZZ(’0x00097453 912E12F3 DAF32EEF FD618BD9 3D3BBBF3 99137BD3 \
9858CADE FAE382E4 2D6E60A6 2FD62417 AD61A14B 60DB2612 5273EC98 \
165 0981325D 86E55C45 E3BB46B1’))
xQ21 = Fp(ZZ(’0x00000000’))
xQ2 = Fp2(xQ20 + i * xQ21)
yQ20 = Fp(ZZ(’0x0009B666 40A4CC79 F82B68D7 26092338 12DF76E8 B0422EF3 \
50
527A1F2A 9915EFF1 6E094004 0DF4A15A 84A5ACF0 24FC2ED8 A50102A7 \
170 31E8D20D 033B4803 5B63DD62’))
yQ21 = Fp(ZZ(’0x00000000’))
yQ2 = Fp2(yQ20 + i * yQ21)
Q2 = E0(xQ2,yQ2)
175 xP30 = Fp(ZZ(’0x0021B709 8B640A01 D88708B7 29837E87 0CFF9DF6 D4DF86D8 \
6A7409F4 1156CB5F 7B851482 2730940C 9B51E0D9 821B0A67 DD7ED98B \
9793685F A2E22D6D 89D66A4E’))
xP31 = Fp(ZZ(’0x002F37F5 75BEBBC3 3851F75B 7AB5D89F C3F07E4D F3CC5234 \
9804B8D1 7A17000A 42FC6C57 34B9FCFD E669730F 3E8569CE B53821D3 \
180 E8012F7F 391F5736 4F402909’))
xP3 = Fp2(xP30 + i * xP31)
yP30 = Fp(ZZ(’0x0000078F 8A30AB36 B301BDF6 72D9E351 8AF741F8 227CC95A \
9F351B99 623A826D E3F8D90D D6ED42FF 298E394E 77B7AEFE E6010CDF \
34A7DE9F 9E239B10 3E7B3EEE’))
185 yP31 = Fp(ZZ(’0x0037F3C6 00488EBB 6B11462C 4CAFC41C D5DC611A 9B0C804E \
3BF50D6D 8F75C4E7 A136E29E 00D80EB8 653CA830 F2AED61D 04F9F3A8 \
317F7916 E016F273 3B828AC0’))
yP3 = Fp2(yP30 + i * yP31)
P3 = E0(xP3,yP3)
190
xQ30 = Fp(ZZ(’0x001E7D6E BCEEC9CF C47779AF FD696A88 A971CDF3 EC61E009 \
DF55CAF4 B6E01903 B2CD1A12 089C2ECE 106BDF74 5894C14D 7E39B699 \
7F70023E 0A23B4B3 787EF08F’))
xQ31 = Fp(ZZ(’0x00000000’))
195 xQ3 = Fp2(xQ30 + i * xQ31)
yQ30 = Fp(ZZ(’0x002EC0AA EF9FBBDD 75FBDA11 DA19725F 79E842FB C355071F \
D631C1CD F90E08E6 01929FAE C5DAEB0D 96BBB4AD 50FC7C8A D47064F0 \
5C06DC5D 4AAE61CC CEFF1F26’))
yQ31 = Fp(ZZ(’0x00000000’))
200 yQ3 = Fp2(yQ30 + i * yQ31)
Q3 = E0(xQ3,yQ3)
s = floor(log(3**e3,2))
return (e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s)
205 if Werte == ’SIKEp751’:
e2 = ZZ(’0x00000174’) # = 372
e3 = ZZ(’0x000000EF’) # = 239
p = 2**e2 * 3**e3 - 1; print(’p =’), p
Fp.<i> = GF(p)[]
210 Fp2.<i> = GF(p^2, name = ’i’, modulus = i^2 + 1)
E0 = EllipticCurve(Fp2,[1,0])
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xP20 = Fp(ZZ(’0x00005492 1C31F0DC 9531CB89 0FC5EC66 DF2E7F0D 55761363 \
C6E375DA 69B0682C ABE5C0FF FCBE6E1A D46563F0 42FA06B9 F207FCF3 \
215 CDD26736 52828FF5 0C3F7B75 5C0BE072 950D16CA 747C1467 75C0267A \
401FFC73 8B03A49E 9A36B395 72AFB363’))
xP21 = Fp(ZZ(’0x00002884 9BC0D81E 01993137 A5B63D6E 633C4E97 AB4FF118 \
CCF63DFE 623092AC 86B6D4A9 B751797C BA1A1775 00E9EB5A F7852B7D \
F02C3348 44D652EF C4729178 A1DBAD8C A47BB7E7 57C6D43B 799811A6 \
220 3BEBE649 C18101F0 3AD752CD CD73BF66’))
xP2 = Fp2(xP20 + i * xP21)
yP20 = Fp(ZZ(’0x00001961 19D87272 DC3AA722 3476C8C3 269D48CA EFAE692F \
68DCF2D6 E1BEB5B9 7525D502 6C157C7C 740B41AD E80A8CF2 E1E0B37E \
5F5FD4ED 88235BF7 404BE391 89C137E2 1C035EF6 339D7FAC BA38E72D \
225 69043710 E76266A5 FC14EFB9 5E5FBC7C’))
yP21 = Fp(ZZ(’0x0000D3AC 09A67D59 CC8D78B0 FA6681AE 78BDF0C8 F558E386 \
6005E435 5B0B1993 18D9CDD6 7C0A7DB2 34F9EA1E C4C5F1E5 9168B7DB \
D14281F0 9E8DF904 A3D574CA D526DC5A 3667490A DE1A4C13 B09F7B11 \
5C4E488F D4DD5F76 70B58973 22AD41D’))
230 yP2 = Fp2(yP20 + i * yP21)
P2 = E0(xP2,yP2)
xQ20 = Fp(ZZ(’0x00003E82 027A38E9 429C8D36 FF46BCC9 3FA23F89 F6BE06D2 \
B1317AD9 04386217 83FDB7A4 AD3E83E8 6CAE096D 5DB822C9 8E561E00 \
235 8FA0E3F3 B9AC2F40 C56D6FA4 A58A2044 9AF1F133 5661D14A B7347693 \
63264608 6CE3ACD5 4B0346F5 CCE233E9’))
xQ21 = Fp(ZZ(’0x00000000’))
xQ2 = Fp2(xQ20 + i * xQ21)
yQ20 = Fp(ZZ(’0x00003BBF 8DCD4E7E B6236F5F 598D56EB 5E15915A 755883B7 \
240 C331B043 DA010E6A 163A7421 DFA8378D 1E911F50 BF3F721A 8ED5950D \
80325A8D 0F147EF3 BD0CFEC5 236C7FAC 9E69F7FD 5A99EBEC 3B5B8B00 \
0F8EEA73 70893430 12E0D620 BFB341D5’)) # aus sike.org/errata
yQ21 = Fp(ZZ(’0x00000000’))
yQ2 = Fp2(yQ20 + i * yQ21)
245 Q2 = E0(xQ2,yQ2)
xP30 = Fp(ZZ(’0x000005FD 1A3C4DD0 F6309741 96FED351 9152BC70 98B9E2B1 \
21ECA46B D10A5CC9 F4BCC6C6 89B8E4C0 63B37980 75FCEE6E DAA9EB10 \
8B3CD004 95CF04DD 8CE4A08F BE685A12 7D40E45F 4CF45098 A578DEB4 \
250 43686993 94C43BFC 9BC5E000 52F78E8D’))
xP31 = Fp(ZZ(’0x00002B88 A03360B3 38954773 2C9140C0 5DEA6516 881FE108 \
211BE887 CC43FCB8 0C06A1D8 6FF5457D 3BB7DB93 6394EC33 821AA393 \
33A60AF8 4B537974 CFA0BA82 87D699D2 BF79BA55 9026C64A 6ED61050 \
1D2357C1 0B9A6C8F 83742492 2275ACBF’))
255 xP3 = Fp2(xP30 + i * xP31)
yP30 = Fp(ZZ(’0x000053B5 5053E3F0 4FC315EF B1B7B2C4 AFCB4FEF 12CE744A \
52
F3B243C6 E6B1417E 94A78D49 80DDE181 89646492 3E01AACC 3DA040A0 \
747CA675 54A35268 4DA207C4 9022D930 732DF6BD 0BF37E1F 5C169176 \
69A70F88 059C1C73 9A79D7CF A0C529D9’))
260 yP31 = Fp(ZZ(’0x0000044E 44196909 252ECD7B 91643238 15294F02 AED22C4E \
4EB43D2C E2BC5F29 EB575D45 CA8B6B4C 4242E369 AE3A1EFC 844E9D1C \
57B0AE33 74BC2CED AD16B0C6 99158332 E2D9AB3F 0025C034 8C5F70FD \
C4DD7C48 65E64B8B 843F03D8 07447D5E’))
yP3 = Fp2(yP30 + i * yP31)
265 P3 = E0(xP3,yP3)
xQ30 = Fp(ZZ(’0x00002F1D 80EF06EF 960A01AB 8FF409A2 F8D5BCE8 59ED725D \
E145FE2D 525160E0 A3AD8E17 B9F9238C D5E69CF2 6DF23742 9BD37786 \
59023B9E CB610E30 288A7770 D3785AAA A4D646C5 76AECB94 B919AEED \
270 D9E1DF56 6C1D26D3 76ED2325 DCC93103’))
xQ31 = Fp(ZZ(’0x00000000’))
xQ3 = Fp2(xQ30 + i * xQ31)
yQ30 = Fp(ZZ(’0x00000127 A46D082A 1ACAF351 F09AB55A 15445287 ED1CC55D \
C3589212 3951D4B6 E302C512 9C049EEB 399A6EDB 2EEB2F9B 0A94F06C \
275 DFB3EADE 76EBA0C8 419745E9 7D12754F 00E898A3 15B52912 2CFE3CA6 \
BBC6BAF5 F6BA40BB 91479226 A0687894’))
yQ31 = Fp(ZZ(’0x00000000’))
yQ3 = Fp2(yQ30 + i * yQ31)
Q3 = E0(xQ3,yQ3)
280 s = floor(log(3**e3,2))
return (e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s)
if Werte == ’SIKEp964’:
e2 = ZZ(’0x000001E6’) # = 486
285 e3 = ZZ(’0x0000012D’) # = 301
p = 2**e2 * 3**e3 - 1; print(’p =’), p
Fp.<i> = GF(p)[]
Fp2.<i> = GF(p^2, name = ’i’, modulus = i^2 + 1)
E0 = EllipticCurve(Fp2,[1,0])
290
xP20 = Fp(ZZ(’0x00000006 ED767E28 04975D81 80368FB9 A72CE64E 838A5497 \
4865BFF1 A86AEF07 D6171A8A 4DF351F1 D4C94AAF 82BD6EBD 396F3342 \
48282F50 73178AB5 7B906BEF 89A2A152 A10D04A5 B20A0FFF 96B0B48F \
0599FC9B D2AD52E0 81BB7FEA 7B5E8BF4 C3B0AB13 0731F4C5 A974CFA5 \
295 AD678121 7A20F9EC D30691D9 D1941D03’))
xP21 = Fp(ZZ(’0x00000003 FE63FBDC A589518A 3DA694EC C8B65934 6693C45B \
D8AC86B6 F0C778CF 290C9F42 9163FEF6 4AFAD182 ADE1B0C4 DFC8CF29 \
C35455C7 BA69C225 59F2E0D4 20AE05BB 0AE3ADC0 9A4A0AF2 8CE1A1C5 \
93171033 7AA68884 EFCCD60A C76FD3F1 7ED50205 305509E0 5955F60D \
300 5008D788 B83F5FA4 57FD79EC DC7179D1’))
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xP2 = Fp2(xP20 + i * xP21)
yP20 = Fp(ZZ(’0x00000000 4E0A8662 85403BC0 408F9BCA 912025E3 17111896 \
1C865461 2AE20CEE AF91A98A 4F278EAE BB704602 8AD90CD9 5B99BF6B \
34233CD4 B084B2CA 4598DF3A 6D4839CA 6EA493ED 420CF4C1 3A1F37F1 \
305 EC59620F 08693649 C72380A8 479E3753 93D3F4A7 59DF65F1 F74B4C65 \
6B79DF2A 5DA2959E FB006BDA D015D252’))
yP21 = Fp(ZZ(’0x00000007 38846048 2319281B 78C6AC1F E1A91DB7 2A2C9AA3 \
4BEE1EBE A33EF043 AA1BFA0C 45894142 95E94C91 1E19E808 246B2A0A \
98593958 E1F70888 E00332DE AE7D7FDB CA53398E 59530E5D 2A292463 \
310 7533F46C 4684373D DDB8D09B 2A75C307 3EA3C19E CF946FCB 2B428B6E \
9CF93F22 33DD257C 5CAD4041 3F78CD1D’))
yP2 = Fp2(yP20 + i * yP21)
P2 = E0(xP2,yP2)
315 xQ20 = Fp(ZZ(’0x00000001 CD5AEB4E 02DBE2CE B712A45E ED7720D3 EA94116F \
1E45C834 FDFF3A86 7BBB267B F8F5F9B1 9C369F7A FE141B85 D591243E \
7310B6D0 2E78DB88 8615254D F178C1F7 5F2BDAF7 03E83BB9 7DBCDC3D \
FDB60BA3 85EC8F42 D4AD1505 21ECA6EC 4D3086A7 783698A7 1544E10A \
45EA605E 1B86A894 7F14FA2E 03845DAE’))
320 xQ21 = Fp(ZZ(’0x00000000’))
xQ2 = Fp2(xQ20 + i * xQ21)
yQ20 = Fp(ZZ(’0x00000002 2E751F1F 60841CF4 E8D4D3BD 8D400F58 9761CA1F \
71A9C1F3 83C0FE55 3E6492DB E1F78D5F 9A768920 B682786E 8125398F \
765A481B 32913561 FD16B270 19D9C10C 4F9062AC 1513FEB2 FE942DD2 \
325 2AC53F6E C319C4D1 8A53A481 430F3DFA 22E57EDA 0D067C37 F91EA8F1 \
3E4B1C65 4E974856 781F8E0A 397ED362’))
yQ21 = Fp(ZZ(’0x00000000’))
yQ2 = Fp2(yQ20 + i * yQ21)
Q2 = E0(xQ2,yQ2)
330
xP30 = Fp(ZZ(’0x00000004 FE46F0B0 09171C87 0FE840B7 FD0C3F14 93813CD1 \
25C2191C 9FA4BDE4 0941A603 124F1B81 BBFBEBFD AC06F808 07562639 \
FC61A579 62AE6E6B 7EE793CF 7B359746 FEB0DA11 0D704681 F83EF6B4 \
40DC5DED D2A42471 49D0A44C 452ED374 A394319A 8888A2A0 9CC4A0F3 \
335 5A07AA3D 248CF780 3E77EAD2 A4BEA308’))
xP31 = Fp(ZZ(’0x00000006 DD4FC176 8E1ADEE5 4DC4E41C FAA7B810 4644DD69 \
0616D374 A9139013 FD847C2C D11BA6CA 4C4FC26A 63FE198B 666B7912 \
FBF889E9 91CF4B90 3651F441 4CD4AA50 BC02CE2E C986A7BF C1A8D364 \
F93410AD E3B959FF 1F036F36 EF3AFF88 D28DB500 8276C340 2158ADB4 \
340 A44BAECE D2AF6503 093FD8B6 A58EC136’))
xP3 = Fp2(xP30 + i * xP31)
yP30 = Fp(ZZ(’0x00000003 EA8CDCF4 BC1C1B9D 2D449022 387D4DDE F05CE98C \
B63E722B 0EA14717 C5FFA82E E107832E 5FE58C28 90185D2C 90D1BD94 \
AC13C69F D483AC80 66B1F1A4 844F7655 884B2379 0088A6DA 915FD709 \
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345 EFE79A88 028108F4 D4DFBFAD BA65EFBB C5D621BA 31F12BE6 FB717D3B \
1D8CD78D CD05B0D2 B7E87C10 3D1897C0’))
yP31 = Fp(ZZ(’0x00000007 77607A21 85C04FBF CFA5EAF7 7F38F40F 42746739 \
748CA176 BBE31739 4BDA28F3 D971DFB9 CCB67207 E201FFB0 0A9A3E6B \
9B7E804F BB6EF61E CEBDB8AC 68831E10 E8A72613 A47F132B D9A2309E \
350 404FCFFF 7EA7BC87 AD448B8B 8798AB61 CA6F97DB 3B240887 9DEB8A9F \
930C4EE4 69486FA1 129E89B6 7C084CD9’))
yP3 = Fp2(yP30 + i * yP31)
P3 = E0(xP3,yP3)
355 xQ30 = Fp(ZZ(’0x00000003 81DBCAB1 EE7A4CA3 192CDA85 3F4E0F42 6522EB9D \
3277421C 29D73CC4 F70BEFE7 009767C4 AE451600 3B237223 422C0E75 \
2ACD9D8F CE07263D 2C1D1013 08C0B97E DB8D4A8C 53C2064B 05DF9A61 \
E8216CA1 FFAC55F4 CA043972 52704945 C27136A0 56F6B5CF 8838B7F6 \
52BC16C1 392B5597 36CAF63B F0058A53’))
360 xQ31 = Fp(ZZ(’0x00000000’))
xQ3 = Fp2(xQ30 + i * xQ31)
yQ30 = Fp(ZZ(’0x00000001 AFBFA81B 55C7D789 B6E89BC7 A311F3CE E4B733B0 \
FA5B7D56 D29A644B 596B7729 778E0773 F908D76E 0377B3CA 41C03D79 \
7DE4F0B7 985EB512 7D2151EC 4B6C1136 1AEB4CEA A3F776E0 8E4AD01B \
365 7BB46074 D425C8A2 61E88B14 5C4153BF 67732E82 9986EB9D 29C88385 \
1EEEB87C C4FD96A0 84332542 6C108687’))
yQ31 = Fp(ZZ(’0x00000000’))
yQ3 = Fp2(yQ30 + i * yQ31)
Q3 = E0(xQ3,yQ3)
370 s = floor(log(3**e3,2))
return (e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s)
# Bei ungeradem e2 werden statt (2^e2)-Isogenien nur (2^(e2-1))-Isogenien
# berechnet. Die beiden Teilnehmer erhalten dennoch dieselbe Bildkurve
375 # M_{A,B} und damit denselben Schlüssel.
# Wir verwenden ’mini’, ’klein’ und ’mittel’ nur für schnelle Tests.
if Werte == ’mini’:
e2 = 3
e3 = 2
380 if Werte == ’klein’:
e2 = 5
e3 = 3
if Werte == ’mittel’:
e2 = 8
385 e3 = 5
p = 2**e2 * 3**e3 - 1; print(’p =’), p
Fp.<i> = GF(p)[]
Fp2.<i> = GF(p^2, name = ’i’, modulus = i^2 + 1)
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E0 = EllipticCurve(Fp2,[1,0])
390 Q2 = Q2Gen(e2,e3,p,Fp,E0)
P2 = P2Gen(e2,e3,p,Fp2,i,E0,Q2)
Q3 = Q3Gen(e2,e3,p,Fp,E0)
P3 = P3Gen(e2,e3,p,Fp2,i,E0,Q3)
s = floor(log(3**e3,2))
395 return (e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s)
def curve_3_iso(A,B,T):
# berechnet die Bildkurve von M_{A,B} unter der 3-Isogenie mit Kern <T>
x = T[0]
400 A = (A*x - 6*x**2 + 6) * x
B = B * x**2
assert B * (A**2 - 4) != 0, ’ungültige Parameter für Montgomerykurve’
return (A,B)
405 def eval_3_iso(P,T):
# berechnet das Bild des Punktes P unter der 3-Isogenie mit Kern <T>
x3 = T[0]
(xP,yP) = (P[0],P[1])
x = (xP * (xP * x3 - 1)**2) / (xP - x3)**2
410 y = yP * (xP * x3 - 1) * (xP**2 * x3 - 3 * xP * x3**2 + xP + x3) / \
(xP - x3)**3
P = (x,y,1)
return P
415 def isogen3(sk3):
# berechnet die Bildkurve von E0 sowie die Bilder von P2 und Q2 unter der
# (3^e3)-Isogenie mit Kern <S>, wobei S = P3 + [sk3]Q3
(A,B) = (0,1)
S = P3 + sk3 * Q3
420 (P,Q) = (P2,Q2)
(A1,B1) = (A,B)
for i in xrange(0,e3):
# Berechne 3-Isogenie E -> E’ mit Kern <[3**(e3-i-1)]S>
T = DoubleAdd(3**(e3 - i - 1),S,(A1,B1))
425 assert isPoint(T[0],T[1],(A1,B1)), ’T ist kein Kurvenpunkt.’
(A1,B1) = curve_3_iso(A1,B1,T)
if i < e3 -1:
S = eval_3_iso(S,T)
assert isPoint(S[0],S[1],(A1,B1)), ’S ist kein Kurvenpunkt.’
430 P = eval_3_iso(P,T)
assert isPoint(P[0],P[1],(A1,B1)), ’P ist kein Kurvenpunkt.’
Q = eval_3_iso(Q,T)
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assert isPoint(Q[0],Q[1],(A1,B1)), ’Q ist kein Kurvenpunkt.’
pk3 = (P,Q,(A1,B1))
435 return pk3
def curve_4_iso(A,B,T):
# berechnet die Bildkurve von M_{A,B} unter der 4-Isogenie mit Kern <T>
x = T[0]
440 A = 4 * x**4 -2
B = -x * (x**2 + 1) * B/2
assert B * (A**2 - 4) != 0, ’ungültige Parameter für Montgomerykurve’
return (A,B)
445 def eval_4_iso(P,T):
# berechnet das Bild von P unter der 4-Isogenie mit Kern <T>
x4 = T[0]
(xP,yP) = (P[0],P[1])
x = (-(xP * x4**2 + xP - 2*x4) * xP * (xP * x4 - 1)**2) / \
450 ((xP - x4)**2 * (2*xP*x4 - x4**2 - 1))
y = yP * (-2*x4**2 * (xP*x4 - 1) * (xP**4 * (x4**2 + 1) - 4*xP**3 * \
(x4**3 + x4) + 2*xP**2 * (x4**4 + 5*x4**2) - 4*xP * (x4**3 + x4) \
+ x4**2 + 1)) / ((xP - x4)**3 * (2*xP*x4 - x4**2 - 1)**2)
P = (x,y,1)
455 return P
def isogen2(sk2):
# berechnet die Bildkurve von E0 sowie die Bilder von P3 und Q3 unter der
# (2^e2)-Isogenie mit Kern <S>, wobei S = P2 + [sk2]Q2
460 (A,B) = (0,1)
S = P2 + sk2 * Q2
assert isPoint(S[0],S[1],(A,B)), ’S ist kein Kurvenpunkt.’
(P,Q) = (P3,Q3)
(A1,B1) = (A,B)
465 for i in xrange(0,e2/2):
# Berechne 2-Isogenie E -> E’ mit Kern <[2**(e2-i-1)]S>
T = DoubleAdd(2**(e2 - 2*i - 2),S,(A1,B1))
assert isPoint(T[0],T[1],(A1,B1)), ’T ist kein Kurvenpunkt.’
(A1,B1) = curve_4_iso(A1,B1,T)
470 if i < e2/2 - 1:
S = eval_4_iso(S,T)
assert isPoint(S[0],S[1],(A1,B1)), ’S ist kein Kurvenpunkt.’
P = eval_4_iso(P,T)
assert isPoint(P[0],P[1],(A1,B1)), ’P ist kein Kurvenpunkt.’
475 Q = eval_4_iso(Q,T)
assert isPoint(Q[0],Q[1],(A1,B1)), ’Q ist kein Kurvenpunkt.’
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pk2 = (P,Q,(A1,B1))
return pk2
480 def j_inv(A):
# berechnet die j-Invariante der Kurve M_{A,B} (B wird nicht benötigt)
return (256 * (A**2 - 3)**3) / (A**2 - 4)
def isoex2(pk3,sk2):
485 # berechnet die j-Invariante der gemeinsamen Kurve M_{A,B} aus Sicht des
# Senders
P = pk3[0]
Q = pk3[1]
(A,B) = pk3[2]
490 S = Add(P,DoubleAdd(sk2,Q,(A,B)),(A,B))
(A1,B1) = (A,B)
for i in xrange(0,e2/2):
# Berechne 2-Isogenie E -> E’ mit Kern <[2**(e2-i-1)]S>
T = DoubleAdd(2**(e2 - 2*i - 2),S,(A1,B1))
495 assert isPoint(T[0],T[1],(A1,B1)), ’T ist kein Kurvenpunkt.’
(A1,B1) = curve_4_iso(A1,B1,T)
if i < e2/2 - 1:
S = eval_4_iso(S,T)
assert isPoint(S[0],S[1],(A1,B1)), ’S ist kein Kurvenpunkt.’
500 j = j_inv(A1)
return j
def isoex3(pk2,sk3):
# berechnet die j-Invariante der gemeinsamen Kurve M_{A,B} aus Sicht des
505 # Empfängers
P = pk2[0]
Q = pk2[1]
(A,B) = pk2[2]
S = Add(P,DoubleAdd(sk3,Q,(A,B)),(A,B))
510 (A1,B1) = (A,B)
for i in xrange(0,e3):
# Berechne 3-Isogenie E -> E’ mit Kern <[3**(e3-i-1)]S>
T = DoubleAdd(3**(e3 - i - 1),S,(A1,B1))
(A1,B1) = curve_3_iso(A1,B1,T)
515 if i < e3 -1:
S = eval_3_iso(S,T)
j = j_inv(A1)
return j
520 def Gen():
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# generiert das Schlüsselpaar (pk3,sk3) für den Empfänger
print(’\nSchlüssel generieren:’)
sk3 = 0
while sk3 == 0:
525 sk3 = ZZ(getrandbits(s))
print(’privater Schlüssel von B: sk3 =’), sk3
pk3 = isogen3(sk3); print(’öffentlicher Schlüssel von B: pk3 =’), pk3
return (pk3,sk3)
530 def Enc(pk3,m):
# verschlüsselt die Nachricht m mit dem öffentlichen Schlüssel pk3 des
# Empfängers
print(’\nVerschlüsselung:’)
print(’m =’), m
535 sk2 = 0
while sk2 == 0:
sk2 = ZZ(getrandbits(e2))
print(’sk2 =’), sk2
c0 = isogen2(sk2); print(’c0 =’), c0
540 j = isoex2(pk3,sk2); print(’j =’), j
# Hash von j bilden, c1 = m XOR Hash
h = hash(j); print(’h(j) =’), h
c1 = m^^h; print(’c1 =’), c1
return (c0,c1)
545
def Dec(sk3,(c0,c1)):
# entschlüsselt den Schlüsseltext (c0,c1) mit dem privaten Schlüssel sk3
# des Empfängers
print(’\nEntschlüsselung:’)
550 j = isoex3(c0,sk3); print(’j =’), j
# Hash von j bilden, m = c1 XOR Hash
h = hash(j)
m = c1^^h
return m
555
print(’\nSIKE - Kryptosystem’)
Modus = ’Kryptosystem’ # Kryptosystem, Test:Parameter, Test:Entschlüsselung
print(’Modus =’), Modus
Werte = ’SIKEp503’ # SIKEp503, SIKEp751, SIKEp964, mini, klein, mittel
560 if Modus == ’Kryptosystem’:
(e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s) = Params(Werte)
assert isPoint(P2[0],P2[1],(0,1)), ’P2 ist kein Punkt der Kurve E0.’
assert isPoint(Q2[0],Q2[1],(0,1)), ’Q2 ist kein Punkt der Kurve E0.’
assert isPoint(P3[0],P3[1],(0,1)), ’P3 ist kein Punkt der Kurve E0.’
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565 assert isPoint(Q3[0],Q3[1],(0,1)), ’Q3 ist kein Punkt der Kurve E0.’
(pk3,sk3) = Gen()
m = ZZ(getrandbits(63))
(c0,c1) = Enc(pk3,m)
m_dec = Dec(sk3,(c0,c1)); print(’Dec(Enc(m)) =’), m_dec
570 if m == m_dec: print(’\nEntschlüsselung gelungen.’)
else: print(’\nEntschlüsselung fehlgeschlagen.’)
if Modus == ’Test:Entschlüsselung’:
(e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s) = Params(Werte)
575 Fp.<i> = GF(p)[]
Fp2.<i> = GF(p^2, name=’i’, modulus = i^2 + 1)
(pk3,sk3) = Gen()
res = []
for k in xrange(0,10):
580 m = ZZ(getrandbits(64))
(c0,c1) = Enc(pk3,m)
m_dec = Dec(sk3,(c0,c1)); print(’Dec(Enc(m)) =’), m_dec
if m == m_dec:
print(’\nEntschlüsselung gelungen.’)
585 res = res + [True]
else:
print(’\nEntschlüsselung fehlgeschlagen.’)
res = res + [False]
print(’res =’), res
590
if Modus == ’Test:Parameter’:
(e2,e3,p,Fp,Fp2,E0,P2,Q2,P3,Q3,s) = Params(Werte)
Fp.<i> = GF(p)[]
Fp2.<i> = GF(p^2, name=’i’, modulus = i^2 + 1)
595
Q2_test = Q2Gen(e2,e3,p,Fp,E0)
if Q2 == Q2_test:
print(’Q2 = Q2_test’)
elif Q2[0] == Q2_test[0] and Q2[1] + Q2_test[1] == 0:
600 print(’Q2 = -Q2_test’)
else:
print(’Q2 aus der Dokumentation wurde nicht mit dem angegebenen \
Algorithmus generiert’)
P2_test = P2Gen(e2,e3,p,Fp2,i,E0,Q2_test)
605 if P2 == P2_test:
print(’P2 = P2_test’)
elif P2[0] == P2_test[0] and P2[1] + P2_test[1] == 0:
print(’P2 = -P2_test’)
60
else:
610 print(’P2 aus der Dokumentation wurde nicht mit dem angegebenen \
Algorithmus generiert’)
Q3_test = Q3Gen(e2,e3,p,Fp,E0)
if Q3 == Q3_test:
print(’Q3 = Q3_test’)
615 elif Q3[0] == Q3_test[0] and Q3[1] + Q3_test[1] == 0:
print(’Q3 = -Q3_test’)
else:
print(’Q3 aus der Dokumentation wurde nicht mit dem angegebenen \
Algorithmus generiert’)
620 P3_test = P3Gen(e2,e3,p,Fp2,i,E0,Q3_test)
if P3 == P3_test:
print(’P3 = P3_test’)
elif P3[0] == P3_test[0] and P3[1] + P3_test[1] == 0:
print(’P3 = -P3_test’)
625 else:
print(’P3 aus der Dokumentation wurde nicht mit dem angegebenen \
Algorithmus generiert’)
61
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