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ABSTRACT
One of the major challenges in human genetics is to
identify functional effects of coding and non-coding
single nucleotide variants (SNVs). In the past, several
methods have been developed to identify disease-
related single amino acid changes but only few tools
are able to score the impact of non-coding vari-
ants. Among the most popular algorithms, CADD and
FATHMM predict the effect of SNVs in non-coding re-
gions combining sequence conservation with sev-
eral functional features derived from the ENCODE
project data. Thus, to run CADD or FATHMM locally,
the installation process requires to download a large
set of pre-calculated information. To facilitate the pro-
cess of variant annotation we develop PhD-SNPg, a
new easy-to-install and lightweight machine learn-
ing method that depends only on sequence-based
features. Despite this, PhD-SNPg performs similarly
or better than more complex methods. This makes
PhD-SNPg ideal for quick SNV interpretation, and as
benchmark for tool development. Availability: PhD-
SNPg is accessible at http://snps.biofold.org/phd-
snpg.
INTRODUCTION
The recent advances in sequencing technology, have leaded
to an exponential growth of the observed genetic variants
in human (1), whose effects are poorly understood. Most of
the available data were generated by international consor-
tiums, which aim to characterize the pattern of genetic vari-
ations across individuals (2,3), and to identify mutations as-
sociated to human diseases (4,5).
Thus, predicting the functional effect of genetic vari-
ants is a key challenge for the interpretation of the human
genome, and in turn, for the implementation of more accu-
rate diagnostic and treatment strategies (6,7). In the last few
years, several methods have been developed for predicting
the impact of single nucleotide variants (SNVs) on human
health, nevertheless only few of them are capable of assess-
ing the effect of SNVs in non-coding regions (8).
In this paper, we present PhD-SNPg, which is an ex-
tension of the PhD-SNP algorithm (9) for predicting the
impact of human SNVs, both in coding and non-coding
regions. PhD-SNPg is available both as web server, and
standalone software to process large datasets of variants
locally. PhD-SNPg, which is designed to be simple and
lightweight, consists of a machine-learning core, trained
only on comparative information in the form of the conser-
vation score calculated from multiple sequence alignments.
This information is extracted from the UCSC (University
of California, Santa Cruz) repository (https://genome.ucsc.
edu/). With respect to the state-of-the-art methods, such as
CADD (10), FATHMM-MKL (11) and GVAWA (12), our
tool requires a relatively small amount of input resources,
and this makes PhD-SNPg easier to install and run on new
sets of variations, even on laptop computers. As an exam-
ple, to run the full version of PhD-SNPg <30 Gb data from
UCSC are needed. This must be contrasted with the 400
Gb (or more) required by FATHMM-MKL and CADD. In
addition, the lightest version of PhD-SNPg (∼100 Mb) can
run in a ‘web mode’ by retrieving the UCSC data directly
from their URLs, without downloading the whole genome
files.
Given its simple input (only nucleotide sequence and con-
servation are required), PhD-SNPg can also be regarded as
baseline tool for benchmarking algorithms based on more
complex input features. In particular, PhD-SNPg can be
used for estimating the improvement of the performance
obtained by adding new input features (such as open chro-
matin, histone modification, transcription factor binding
sites etc.). For this reason, all the training and testing
datasets created for implementing PhD-SNPg are available
online. The availability of benchmark datasets is a particu-
larly critical point for evaluating the discriminative power of
new methods with different input features, and at the same
time, avoiding an overestimation of the performances (13).
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METHOD OUTLINE
Technically, PhD-SNPg is a binary classifier based on a
Gradient Boosting algorithm, as implemented in scikit-
learn package (14). PhD-SNPg was trained and tested us-
ing a set of∼36,000 Pathogenic and Benign SNVs extracted
fromClinvar dataset (15) (Supplementary Table S1). In Fig-
ure 1A, the location and the type of each mutation is de-
picted on the corresponding human chromosome cartoon
(Pathogenic in red and Benign in blue).
Dataset selection
The dataset of SNVs used for training and testing PhD-
SNPg was extracted from Clinvar (15) (http://www.ncbi.
nlm.nih.gov/clinvar/). The Clinvar dataset (version Jan-
uary 2016) was filtered by selecting the SNVs with either
Pathogenic or Benign annotation. After this filtering, we
ended up with a dataset (Clinvar012016) that consists of
24,267 Pathogenic and 11,535 Benign SNVs. In the Clin-
var012016 dataset, 2,720 (11%) of the Pathogenic and 3,942
(34%) of the Benign SNVs are in non-coding regions.
To evaluate themethod on new incoming data, we derived
a second test set based on a more recent version of Clinvar
(March 2016), by selecting annotated SNVs not present in
the training set (Clinvar012016). The new dataset, indicated
as NewClinvar032016, is composed by 1,408 SNVs, 808 of
which are annotated as Pathogenic and 600 as Benign. In
the NewClinvar032016 dataset, 283 (35%) of thePathogenic
and 336 (56%) of the Benign SNVs are in non-coding re-
gions. The files containing the Clinvar012016 andNewClin-
var032016 datasets with the PhD-SNPg predictions are in-
cluded as Supplementary Files. The genomic location in
those files is based on the hg38 human genome assembly.
To further evaluate the performance of PhD-SNPg we
have collected a dataset (AllToolScores) composed only
by nonsynonymous SNVs (nsSNVs). This dataset was ob-
tained by merging the five datasets by Grimm and co-
workers from VarIBench website (16), and removing the
nsSNVs occurring in genomic locations included in the
PhD-SNPg training set. The AllToolScores set consists of
69,529 nsSNVs, ∼41% of which have been annotated as
Pathogenic. A final test for scoring PhD-SNPg was per-
formed on a set of 30 non-coding SNVs (LiverVariants)
whose change in transcriptional activity was experimentally
determined (17).
A summary of the composition of all datasets is reported
in Supplementary Table S1.
Feature evaluation
The PhD-SNPg input consists of 35 values, 25 encoding for
the sequence and mutation and 10 for the PhyloP conserva-
tion scores (18), as pre-computed at the UCSC repository
(Figure 1B).
In details they are: (i) 25 values representing the five-
nucleotide window sequence centered on the mutated po-
sition (five times five possible nucleotides: A, C, G, T, N);
(ii) 10 values mapping the conservation scores of the seven-
species (PhyloP7) and 100-species alignments (PhyloP100)
to the five window positions. Among the different input
features, PhyloP100 shows the highest discriminative power
(see Supplementary Table S2), as confirmed by plotting its
distribution for Pathogenic and Benign SNVs (Figure 1C
and Supplementary Figure S1). More details about the in-
put features and the optimization procedure of PhD-SNPg
are reported in Supplementary Materials (see also Supple-
mentary Tables S2–S5).
Testing prediction performance
First, PhD-SNPg performances were assessed by perform-
ing a 10-fold cross-validation test on ∼36,000 SNVs. On
this subset PhD-SNPg achieves an Area Under the Receiver
Operating Characteristics (19) Curve (AUC) of 0.93 (1 and
0.5, are the scores of a perfect and random predictors, re-
spectively). This result is shown in Table 1 and Supplemen-
tary Figure S2. In the first test PhD-SNPg performs as well
as state-of-the-art methods (CADDand FATHMM-MKL)
even though, for this test, their scores were not calculated
in cross-validation. Furthermore, to evaluate the general-
ization capability of our predictor, and to better compare
PhD-SNPg to the state-of-the-art methods, we extracted a
set of∼1400 newly annotated SNVs from amore recent ver-
sion of Clinvar (March 2016). On the NewClinvar032016
testing set, the AUC of PhD-SNPg is 0.92, which is still high
and comparable with that obtained in the cross-validation
test. It is worth noticing, that PhD-SNPg score compares
well with those obtained on the same set by the state-of-the-
art methods, CADD and FATHMM-MKL (Table 2 and
Figure 1D). The same trend is observed on the subsets of
mutations located in coding and non-coding regions. These
are surprising results, considering the limited information
employed by PhD-SNPg in comparison with the other ap-
proaches.
It was pointed out that prediction tools can be hindered
by two types of bias (13), such as: the same variants (type-
1 circularity), or different variants from the same protein
(type-2 circularity) occurring in both the training and val-
idation sets. To exclude these sources of bias, we split our
training and testing sets in a way that variants in the same
chromosome (and in same gene) are kept in the same sub-
set. To avoid that variants belonging to the same gene were
assigned to different subsets, all the SNVs in the sex chro-
mosomes (X and Y) were kept together. Nonetheless, we
further checked the presence of hidden type-2 circularity by
calculating the performance of our method for the subset of
variants in geneswith different ratio of pathogenic to benign
SNVs. This test was recently introduced for checking the
presence of type-2 circularly bias (13). In our analysis, we
divided Clinvar012026 in subsets of variants from ‘mixed’
genes, which have both pathogenic and benign SNVs in
different proportions, and ‘pure’ genes with only one class
of variants (either pathogenic or benign). The result shows
that PhD-SNPg is not affected by type-2 circularity bias be-
cause it achieves on average similar AUC or better MCC
(Matthews correlation coefficient) on the subsets of vari-
ants from the ‘mixed’ genes with respect to the ‘pure’ subset
(Supplementary Table S7 and Supplementary Figure S3).
To provide a further comparison of the performance of
PhD-SNPg, CADDand FATHMM-MKL in predicting the
impact of coding variants, we scored the three algorithms
Nucleic Acids Research, 2017 3
Figure 1. (A) Distribution of Pathogenic (red) and Benign (blue) single nucleotide variants (SNVs) along the chromosomes. *The size of the mitochondrial
chromosome (M) in panel A is increased 2,500 times. (B) Schematic view of the PhD-SNPg algorithm and its input features. (C) Distribution of PhyloP100
scores in the loci where Pathogenic (red) Benign (blue) SNVs are detected. (D) Performance of PhD-SNPg (red), CADD (black) and FATHMM-MKL
(blue) on the testing set (NewClinvar032016).
Table 1. Performance of PhD-SNPg, FATHMM-MKL and CADD on the Clinvar012016 dataset
Method Dataset Q2 TNR NPV TPR PPV MCC F1 AUC
PhD-SNPg All 0.88 0.81 0.82 0.91 0.91 0.72 0.91 0.93
Coding 0.88 0.74 0.77 0.92 0.91 0.67 0.92 0.92
Non-coding 0.90 0.92 0.91 0.86 0.88 0.78 0.87 0.94
FATHMM-MKLa All 0.84 0.67 0.79 0.91 0.85 0.61 0.88 0.88
Coding 0.83 0.58 0.70 0.91 0.86 0.53 0.89 0.86
Non-coding 0.88 0.84 0.95 0.92 0.79 0.75 0.85 0.95
CADDa All 0.90 0.90 0.81 0.90 0.95 0.78 0.93 0.95
Coding 0.91 0.85 0.80 0.93 0.95 0.77 0.94 0.94
Non-coding 0.88 0.99 0.83 0.71 0.99 0.76 0.82 0.94
Q2: overall accuracy, TNR: true negative rate, NPV: negative predictive value, TPR: true positive rate, PPV: positive predicted value, MCC: Matthews
correlation coefficient, AUC: area under the receiver operating characteristic curve. PhD-SNPg: performance evaluation measures (defined in Supplemen-
tary Materials) are averaged over five cross-validation tests (10-fold). The standard errors for all the performance measures are reported in Supplementary
Table S6.
aFATHMM-MKL and CADD returned predictions respectively on 99.3% and 99.9% of the total dataset.
Table 2. Performances of PhD-SNPg, FATHMM-MKL and CADD on the NewClinvar032016 dataset.
Method Dataset Q2 TNR NPV TPR PPV MCC F1 AUC
PhD-SNPg All 0.86 0.77 0.88 0.93 0.85 0.72 0.88 0.92
Coding 0.85 0.67 0.85 0.94 0.85 0.65 0.89 0.91
Non-coding 0.88 0.86 0.91 0.90 0.84 0.75 0.87 0.93
FATHMM-MKLa All 0.78 0.58 0.85 0.93 0.75 0.55 0.83 0.85
Coding 0.81 0.58 0.82 0.94 0.81 0.57 0.87 0.86
Non-coding 0.73 0.57 0.89 0.91 0.64 0.51 0.75 0.86
CADDa All 0.86 0.82 0.85 0.89 0.87 0.72 0.88 0.92
Coding 0.86 0.70 0.85 0.94 0.86 0.68 0.90 0.91
Non-coding 0.87 0.92 0.85 0.81 0.90 0.74 0.85 0.92
Q2: overall accuracy, TNR: true negative rate, NPV: negative predictive value, TPR: true positive rate, PPV: positive predicted value, MCC: Matthews cor-
relation coefficient, AUC: area under the receiver operating characteristic curve. PhD-SNPg: performance evaluation measures (defined in Supplementary
Materials) are averaged over five tests with previous Clinvar012016 models. The standard error for all the performance measures for PhD-SNPg is below
1%.
aFATHMM-MKL and CADD returned predictions respectively on 99.6% and 99.8% of the total dataset.
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on a dataset of nonsynonymous SNVs (AllToolScores)
from VariBench (16). This test confirmed that PhD-SNPg
performs similarly to CADD and better than FATHMM-
MKL (Supplementary Table S8).
Finally, we also evaluated the ability of PhD-SNPg to
predict the effect of non-coding variants on transcriptional
activity. We estimated the correlation coefficient (R2) be-
tween the output of PhD-SNPg (probability of pathogenic-
ity) and the logarithm of the ratio between the transcription
activities in the mutated versus the wild-type mouse liver
cells. This test, based on the correlation coefficients for the
whole set of 30 SNVs and its subsets (17), shows that PhD-
SNPg achieved better R2 than CADD and FATHMM-
MKL (Supplementary Table S9).
More information about the procedure for comparing
PhD-SNPg with the state-of-the-art methods as well as the
definition of the performance evaluation measures are pro-
vided in Supplementary Materials.
Method usage
PhD-SNPg can predict the effect of single and multiple
SNVs from an input file. Variant calling format (VCF) file is
also accepted as input. Our scripts accept as input genomic
coordinates from both assemblies of human genome: hg19
and hg38.
The application of our method is limited by the availabil-
ity of the conservation score. Indeed PhD-SNPg predictions
can be performed only on genomic regions for which Phy-
loP100 score is available.
Prediction output
Themain PhD-SNPg output is a probabilistic score between
0 and 1. When the score is >0.5 the SNVs is predicted as
Pathogenic otherwise Benign. PhD-SNPg also returns three
values that provide additional information in support of
the prediction. They are: the false discovery rate (FDR),
the PhyloP100 score in the mutated position and the aver-
age PhyloP100 score calculated on the five-nucleotide input
window. The false discovery rate, defined in supplementary
materials, can be used to filter out less reliable predictions.
The empirical function for the calculation of the FDR is
plot in Supplementary Figure S4.
SERVER DETAILS
Predicting the impact of single nucleotide variants
PhD-SNPg server predicts the impact of a single nucleotide
variant provided as comma-separated value (CSV) text or
variant calling format (VCF). For each SNV the CSV input
is composed by four elements, which indicate the chromo-
some, the position, the reference and alternative alleles. For
example, the variation of a Thymine to Cytosine in chromo-
some 17, position 41 251 803 is represented by 1741251803,
T,C. Multiple SNVs can be provided by copy/pasting in
the input box a list of variants in separated rows. For for-
matting reasons, the input in VCF format should be pro-
vided by uploading a file, which contains an header starting
with a hashtag (#) followed by the identifiers of at least five
columns (CHROM, POS, ID, REF, ALT) separated by a
tab character. After the header line, each SNV is indicated
in a separated row. If the variant’s ID in the third column is
missing or not available a dot sign (.) must be used.
When the list of SNVs is provided, either in CSV or VCF
formats, the server analyzes each variant and checks if the
reference allele corresponds to the allele reported in the se-
lected version of the human genome (hg19 or hg38). This
task is performed using the twoBitToFa program (20), which
quickly extracts a portion of the human genome from a se-
quence file in binary format. A window sequence of five nu-
cleotides centered around the mutated position is used to
generate the 25-element vector encoding for the sequence
information. If the nucleotide in input matches the refer-
ence allele, the server extracts the corresponding conser-
vation indexes (PhyloP7 and PhyloP100) for the positions
around the mutation site. The pre-calculated conservation
indexes, which are available on the UCSC repository, are
collected using the bigWigToBedGraph program (20). The
PhyloP7 and PhyloP100 scores are used to generate a 10-
element vector, which represents the conservation features.
After this step the 35-element vector encoding for the se-
quence and conservation features is given in input to the
Gradient Boosting algorithm, which returns the prediction
output described above. In the final step of the prediction
task, the PhD-SNPg server annotates the input variants us-
ing TransVar tool (21). TransVar finds the possible effect on
the amino acid sequence of the longest matching transcript
corresponding to the mutated region.
Alternative input format for single amino acid variants
To facilitate the task of predicting the impact of single
amino acid variants (SAVs), PhD-SNPg server also takes as
input a list of SAVs. Each SAV is represented by the ap-
proved HGNC (HUGO Gene Nomenclature Committee)
gene symbol (22) and the amino acid change separated by
a comma. The amino acid change is indicated putting to-
gether the one-letter symbol of the wild-type residue, the
position along the protein sequence and the one-letter sym-
bol of the mutant residue. For example, the change of the
Methionine (M) in position 237 to Isoleucine (I) in TP53 is
represented by the tuple TP53,M237I.When the PhD-SNPg
input is provided in this format (MUT) the server internally
maps the protein change back to variant at the genomic level
using TransVar algorithm. After this step, the impact of the
SNVs is predicted using the procedure described above.
Input interface
The web interface of PhD-SNPg consists of a textarea box
where the SNVs, in CSV and MUT format are provided.
Below a ‘Browse’ button allows to upload CSV and VCF
files either in standard text or gzipped format. When the list
of SNVs is provided, three ‘Input Type’ buttons (CSV, VCF
and MUT) allow to select the appropriate input format. A
second group of buttons (Assembly) is used to indicate the
human reference genome (hg19 or hg38) to which the SNVs
are referred. Examples of inputs in CSV and MUT format
can be provided using respectively the ‘chr,pos,ref,alt’ and
‘gene,mut’ links at the top of web interface. Although an
example of VCF-like input is linked in the ‘Help’ web page,
Nucleic Acids Research, 2017 5
the usage of the textarea box for the VCF input format is
discouraged.
On the bottom of the PhD-SNPg web page, the e-mail
box (optional) is available for receiving PhD-SNPg output
by e-mail.
Server output
The PhD-SNPg output is an interactive web page where the
prediction output is reported in tabular form. On the top of
the page, the JobID of the prediction process and the link to
the output in text format (output.txt) are provided. In the
JavaScript d3 (https://d3js.org/) table, the predictions asso-
ciated to each SNV are reported in rows composed by nine
columns. The first four columns define the SNV and the
remaining five provide information about the prediction.
From left to right, the five prediction columns are: the result
of the binary classifier (prediction), the probabilistic out-
put (score) defined above, the associated false discovery rate
(fdr), the value of the PhyloP100 score in the mutated site
(phylop100) and the average value of the PhyloP100 scores
for the five positions centered on the mutated site (avg-
phylop100). A plus sign (+) at the beginning of each row
allows to visualize the results of the annotation performed
by TransVar algorithm. When a SNV maps on a coding
region, four rows report the following information: i) Ref-
Seq (23) code of the longest transcript (Transcript), ii) the
HGNC gene symbol and the associated UniProt (24) iden-
tifiers (gene), iii) the sense of the translated strand (strand)
and iv) information about the nucleotide change at DNA,
RNA and protein levels (region). When available, the links
to theRefSeq andUniProt databases are provided. The out-
put file summarizes the prediction and annotation informa-
tion in a VCF-like format. The same file includes in bottom
part information about errors and warnings occurring dur-
ing the prediction process.
On the top of the page, a second web interface
(http://snps.biofold.org/phd-snpg/find-job.html), accessible
through the Job link, allows to retrieve the output stored on
the PhD-SNPg server for about one day. The prediction out-
put is accessible using the JobID provided at the beginning
of the output page.
CONCLUSIONS
The PhD-SNPg web server is a user-friendly interface to
predict the impact of SNVs in coding and non-coding re-
gions. The standalone version of PhD-SNPg can be easily
installed and executed on standard laptop machines. It can
run on an Intel Xeon 2.40GHzmachine, with 8GBofRAM
and can predict the effect of 1,000 SNVs in <2 min. This
time increases, depending on the network speed, when the
program runs in the web mode.
Despite its simple input features, PhD-SNPg performs
similarly to the state-of-the-art methods that require more
information and resources. This makes PhD-SNPg a reli-
able and lightweight tool for evaluating the impact of new
variants as well as a baseline benchmark tool for comparing
predictors based on more complex input features.
AVAILABILITY AND REQUIREMENTS
PhD-SNPg server is freely available on the Internet at http://
snps.biofold.org/phd-snpg. The web interface and the PhD-
SNPg scripts are written in Python. PhD-SNPg standalone
tool is stored on GitHub (https://github.com/biofold/PhD-
SNPg), and can be installed by running a python script that
automatically downloads the programs and data from the
UCSC repository, with few library dependencies.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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