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Abstrakt
Tato práce se zabývá matematickou homogenizací eliptických úloh pro heterogenní ob-
jekty s jemnou periodickou strukturou. Studovány jsou obycˇejné i parciální diferenciální
rovnice. Pro oba prˇípady jsou formulovány základní homogenizacˇní teorémy, které jsou
následneˇ dokázány. Pro du˚kaz v N dimenzích je prˇedstaven koncept dvojškálové kon-
vergence odrážející chování tzv. rapidneˇ oscilujících funkcí, které se v homogenizacˇních
úlohách vyskytují. Soucˇástí práce je i strucˇný popis praktické implementace rˇešení homo-
genizacˇních úloh ve 2D pomocí metody konecˇných prvku˚ a neprˇímé kolokacˇní metody
hranicˇních prvku˚. Dokázaná tvrzení jsou numericky oveˇrˇena na neˇkolika prˇíkladech.
Klíčová slova: homogenizace, dvojškálová konvergence, asymptotická expanze, metoda
konecˇných prvku˚, metoda hranicˇních prvku˚
Abstract
In this thesis we study mathematical homogenization of elliptic equations for heteroge-
neous materials with fine periodic structure. Both ordinary and partial differential equa-
tions were studied and for both cases we state and prove homogenization theorems. Two-
scale convergence method that reflects behaviour of rapidly oscillating functions is intro-
duced for proof of homogenization theorem inN dimensions. We also present an overview
of practical implementation for solving homogenization problems in 2D by finite element
method and collocation boundary element method. Theoretical results are confirmed by
several numerical experiments.
Keywords: Homogenization, Two-scale Convergence, Asymptotic Expansion, Finite Ele-
ment Method, Boundary Element Method

Seznam použitých zkratek a symbolů
N – Množina prˇirozených cˇísel
R – Množina reálných cˇísel
R
N – N -rozmeˇrný eukleidovský prostor
C(Ω) – Prostor spojitých funkcí na Ω
Ck(Ω) – Prostor k-krát spojiteˇ diferencovatelných funkcí na Ω
C0(Ω) – Prostor spojitých funkcí na Ω s kompaktním nosicˇem v Ω
X∗ – Duál prostoru X
‖·‖X – Norma v prostoru X
∇u – Gradient funkce u
∇xu – Gradient funkce u vzhledem k promeˇnné x
divu – Divergence funkce u
divx u – Divergence funkce u(x, y) vzhledem k promeˇnné x
∂Ω – Hranice množiny Ω
MKP – Metoda konecˇných prvku˚
MHP – Metoda hranicˇních prvku˚
ODR – Obycˇejná diferenciální rovnice
PDR – Parciální diferenciální rovnice

1Obsah
Úvod 7
1 Prostory funkcí a rˇešitelnost úloh 9
1.1 Definice prostoru˚ funkcí . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Rˇešitelnost úloh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Homogenizace pro ODR 17
2.1 Du˚kaz homogenizacˇního teorému pro ODR . . . . . . . . . . . . . . . . . . 22
2.2 Prˇíklady . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Asymptotická expanze 27
3.1 Formulace úlohy a rˇešení . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Prˇíklady . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4 Dvojškálová konvergence 35
4.1 Definice a vlastnosti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Dvojškálová konvergence pro posloupnosti z H10 (Ω) . . . . . . . . . . . . . . 39
5 Homogenizacˇní teorém pro PDR 43
5.1 Formulace úlohy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.2 Du˚kaz homogenizacˇního teorému pro PDR . . . . . . . . . . . . . . . . . . 44
6 Rˇešení homogenizacˇních úloh ve 2D 49
6.1 Rˇešení pomocí MKP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2 Rˇešení pomocí MHP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7 Numerické experimenty 59
7.1 Homogenizace v 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
7.2 Homogenizace ve 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.3 Vedení tepla ve 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Záveˇr 79
Reference 81
2
3Seznam obrázků
0.1 Ukázka zjemnˇování periodické struktury s ε→ 0. . . . . . . . . . . . . . . . 7
3.1 Prˇíklad 3.3 a 3.4: funkce az (y). . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.1 Zadání funkce a(y) pro kompozitní materiál. . . . . . . . . . . . . . . . . . . 51
7.1 Prˇíklad 2.7: srovnání rˇešení uε(zeleneˇ) a u0(modrˇe). . . . . . . . . . . . . . 61
7.2 Prˇíklad 2.8: srovnání rˇešení uε(zeleneˇ) a u0(modrˇe). . . . . . . . . . . . . . 62
7.3 Prˇíklad 7.2: Funkce f a rˇešení u0. . . . . . . . . . . . . . . . . . . . . . . . . 64
7.4 Prˇíklad 7.2: funkce χ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.5 Prˇíklad 7.2: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 65
7.6 Prˇíklad 7.2: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 66
7.7 Prˇíklad 7.3: rˇešení u0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.8 Prˇíklad 7.3: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 68
7.9 Prˇíklad 7.3: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 69
7.10 Prˇíklad 7.4: funkce χ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.11 Prˇíklad 7.4: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 71
7.12 Prˇíklad 7.5: zadání Ω a f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.13 Prˇíklad 7.5: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 73
7.14 Prˇíklad 7.5: rˇešení uε a chyba errε. . . . . . . . . . . . . . . . . . . . . . . . 74
7.15 Prˇíklad kompozitního materiálu. . . . . . . . . . . . . . . . . . . . . . . . . 75
7.16 Prˇíklad 7.6: Oblast Ω. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.17 Prˇíklad 7.6: funkce χ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.18 Prˇíklad 7.6: rˇešení u0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.19 Prˇíklad 7.6: rˇešení uε. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4
5Seznam tabulek
1 Chyba rˇešení errs a errr pro úlohy v 1D. . . . . . . . . . . . . . . . . . . . . 60
2 Prˇíklad 7.2: chyba rˇešení errs a errr. . . . . . . . . . . . . . . . . . . . . . . 63
3 Prˇíklad 7.3: chyba rˇešení errs a errr. . . . . . . . . . . . . . . . . . . . . . . 67
4 Prˇíklad 7.4: chyba rˇešení errs−K , errs−H , errr−K a errr−H . . . . . . . . . . . 70
5 Prˇíklad 7.5: chyba rˇešení errs a errr. . . . . . . . . . . . . . . . . . . . . . . 72
6 Prˇíklad 7.6: chyba rˇešení errs a errr. . . . . . . . . . . . . . . . . . . . . . . 77
6
7Úvod
Homogenní materiály prakticky neexistují. Všechny známé objekty jsou od urcˇitého meˇ-
rˇítka tvorˇeny z nehomogenních cˇástí. V této práci se budeme zabývat objekty s nehomoge-
nitami, které jsou na podstatneˇ veˇtší úrovni než je úrovenˇ atomu˚ cˇi molekul, ale které
se v makroskopickém meˇrˇítku jeví jako homogenní. V praxi se mu˚že jednat naprˇíklad
o kompozitní materiály. Ukazuje se, že prˇi dostatecˇneˇ jemné periodické strukturˇe se ta-
kový materiál chová jako homogenní, ale mnohé jeho makroskopické vlastnosti (vedení
tepla, elasticita atd.) jsou silneˇ ovlivneˇny velikostí, tvarem, rozmísteˇním a vlastnostmi cˇástí
na mikroskopické úrovni.
Základní úlohou matematické homogenizace je urcˇit vlastnosti tohoto zdánliveˇ homo-
genního materiálu na základeˇ znalostí o jednotlivých komponentech. Navíc modelování
pomocí klasických numerických metod je vzhledem k jemné strukturˇe vyloucˇeno. Diskre-
tizacˇní sít’, která by odrážela mikroskopické nehomogenity, by musela být velmi hustá a
vedla by na prˇíliš velkou soustavu rovnic.
Obrázek 0.1: Ukázka zjemnˇování periodické struktury s ε→ 0.
Uvažujme naprˇíklad Dirichletovu úlohu s nulovou okrajovou podmínkou modelující
stacionárního rozložení teplotního pole v kompozitním materiálu na oblasti Ω ⊂ RN
s vnitˇrními zdroji f : Ω→ R
− div
(
A
(x
ε
)
∇uε (x)
)
= f (x) , (0.1)
kde A je matice tepelné vodivosti. Cílem homogenizace je studium rˇešení uε pro malá
ε. Ukazuje se, že za splneˇní urcˇitých podmínek má pro ε → 0+ posloupnost rˇešení úloh
(0.1) limitu. To odráží skutecˇnost, že se heterogenní struktura prˇi zmenšujícím se ε stává
zanedbatelneˇ jemnou. Nehomogenní materiál se pak jeví jako zdánliveˇ homogenní a je
charakterizován konstantní maticí A0. Takto homogenizovaná úloha
− div
(
A0∇u0
)
= f, (0.2)
8kde u0 je limitou uε je pak za splneˇní urcˇitých požadavku˚ na kvality A (y), f(x) a Ω již
rˇešitelná beˇžnými numerickými metodami.
Cílem této práce je prˇedstavit a dokázat základní vztahy pro prˇechod od úloh s rapidneˇ
oscilujícími koeficienty (0.1) k homogenizované úloze (0.2). Po zavedení vhodných pro-
storu˚ funkcí ukážeme, že homogenizace není triviální ani pro úlohy v jedné dimenzi. Ná-
sledovat bude metoda asymptotické expanze ve více dimenzích pro rovnice, které ovšem
musí splnˇovat vyšší požadavky na regularitu. Pro obecneˇjší úlohy zavedeme koncept dvoj-
škálové konvergence, který následneˇ využijeme v du˚kazu homogenizacˇního teorému pro
parciální diferenciální rovnice. Záveˇr této práce je veˇnován praktické implementaci rˇešení
homogenizacˇních úloh pomocí MKP a MHP a numerickému oveˇrˇení dokázaných tvrzení
na neˇkolika modelových úlohách. Všechny výpocˇty jsou provedeny v programu MATLAB®.
91 Prostory funkcí a řešitelnost úloh
V následujícím textu budeme symbolem Ω oznacˇovat omezenou oblast s lipschitzovskou
hranicí vRN , kde N ∈ N, a symbolem Y := 〈0, 1〉N N -dimenzionální jednotkovou krychli.
Symbolem · budeme oznacˇovat standardní skalární soucˇin vRN
a · b =
N∑
i=1
aibi.
Symbolem ∇ budeme oznacˇovat gradient vRN , jehož složky jsou pro skalární funkci
v : RN → R a vektorovou funkci V : RN → RN definovány
(∇v)i :=
∂v
∂xi
, (∇V )i,j :=
∂Vi
∂xj
, i, j ∈ {1, . . . , N} .
Symbolem div budeme oznacˇovat divergenci, která je pro vektorovou funkci V : RN → RN
a maticovou funkci A : RN → RN×N definována
divV :=
N∑
i=1
∂Vi
∂xi
, (divA)i :=
N∑
j=1
∂Ai,j
∂xj
, i, j ∈ {1, . . . , N} .
Symbolem gradientu resp. divergence s dolním indexem oznacˇujícím promeˇnnou budeme
oznacˇovat operátor gradientu resp. divergence vzhledem kuvedené promeˇnné. Naprˇíklad
pro x, y ∈ RN , kde x = (x1, . . . , xN ) a funkci v : R
2N → R jsou složky gradientu vzhledem
k promeˇnné x definovány vztahem
(∇xv (x, y))i :=
∂v (x, y)
∂xi
, i ∈ {1, . . . , N} .
1.1 Deﬁnice prostorů funkcí
V této cˇásti uvedeme definice neˇkterých prostoru˚ s du˚razem na prostory periodických
funkcí, které jsou klícˇové pro metody homogenizace. U teˇchto prostoru˚ uvedeme i jejich
základní vlastnosti.
Definice 1.1. Necht’ 1 ≤ p < ∞. Lp (Ω) definujeme jako prostor meˇrˇitelných funkcí
u : Ω→ R, pro které platí
‖u‖Lp(Ω) :=
(ˆ
Ω
|u (x)|p dx
) 1
p
<∞.
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L∞ (Ω) definujeme jako prostor meˇrˇitelných funkcí, pro neˇž existuje M ∈ R takové, že
|u (x)| ≤M pro s. v. x ∈ Ω. Na L∞ (Ω) definujeme normu
‖u‖L∞(Ω) := esssup
Ω
|f | := inf
S⊂0
λ(S)=0
sup
x∈Ω\S
|u (x)| .
Poznámka 1.2. Pro zjednodušení nerozlišujeme mezi funkce a tˇrídy funkcí. Funkce lišící
se na množineˇ nulové míry považujeme za totožné.
Definice 1.3. Necht’ 1 ≤ p <∞. Sobolevu˚v prostor W 1,2 (Ω) definujeme
W 1,2 (Ω) :=
{
u ∈ Lp (Ω) :
∂u
∂xi
∈ Lp (Ω) , ∀i ∈ {1, . . . , N}
}
,
kde derivacemi myslíme derivace ve smyslu distribucí. Na tomto prostoru definujeme
normu
‖u‖W 1,p(Ω) :=
(ˆ
Ω
(
|u (x)|p +
N∑
i=1
∣∣∣∣ ∂u∂xi (x)
∣∣∣∣p
)
dx
)1/p
.
Na oblasti Ω s lipschitzovskou hranicí je
W 1,p (Ω) = C∞
(
Ω
)‖·‖
W1,p(Ω)
.
ProstorW 1,p0 (Ω) pak oznacˇujeme symbolemH
1 (Ω). Na tomto prostoru uvažujeme normu
‖u‖H1(Ω) :=
(ˆ
Ω
(
|u (x)|2 +
N∑
i=1
∣∣∣∣ ∂u∂xi (x)
∣∣∣∣2
)
dx
)1/2
.
Definice 1.4. Necht’ 1 ≤ p <∞. Sobolevu˚v prostor W 1,p0 (Ω) definujeme
1
W
1,p
0 (Ω) :=
{
u ∈W 1,p (Ω) : Tu = 0
}
Prostor W 1,20 (Ω) znacˇíme symbolem H
1
0 (Ω).
Poznámka 1.5. Symbolem H−1 (Ω) oznacˇujeme Banachu˚v prostor definovaný
H−1 (Ω) :=
(
H10 (Ω)
)∗
1Symbolem T myslíme operátor stopy.
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s normou
‖F‖H−1(Ω) := sup
u∈H10 (Ω)\{0}
|F (u)|
‖u‖H10 (Ω)
.
Definice 1.6. Necht’ X je Banachu˚v prostor, pak Lp (Ω;X) definujeme jako prostor meˇrˇi-
telných funkcí2 f : Ω→ X takových, že ‖f (x)‖X ∈ L
p (Ω) .
Definice 1.7. Necht’ f je funkce definovaná na RN . Rˇekneme, že f je Y -periodická funkce,
jestliže pro všechna k ∈ Z a všechna i ∈ {1, . . . , N} platí
f (x+ kei) = f (x) v R
N ,
kde {e1, . . . , eN} je kanonická báze R
N .
Definice 1.8. Necht’ α, β ∈ R, 0 < α ≤ β. M (α, β,Ω) definujeme jako množinu funkcí
A ∈ L∞
(
R
N ;RN×N
)
takových, že pro libovolné x, ξ ∈ RN platí:(i) ξTA (x) ξ ≥ α ‖ξ‖
2 ,
(ii) ‖A (x) ξ‖ ≤ β ‖ξ‖ .
(1.1)
Dále definujeme Mper (α, β,Ω) jako množinu Y -periodických funkcí A ∈M (α, β,Ω).
Pro manipulaci s rapidneˇ oscilujícími funkcemi definujme následující prostory:
• Cper (Y ) :=
{
f ∈ C
(
R
N
)
: f je Y -periodická
}
,
• C∞per (Y ) :=
{
f ∈ C∞
(
R
N
)
: f je Y -periodická
}
,
• L2per (Y ) definujeme jako zúplneˇní prostoru C
∞
per (Y ) v normeˇ
‖u‖L2per(Y ) :=
(ˆ
Y
|u (x)|2 dx
) 1
2
,
• H1per (Y ) definujeme jako zúplneˇní prostoru C
∞
per (Y ) v normeˇ
‖u‖H1per(Y ) :=
(ˆ
Y
(
|u (x)|2 +
N∑
i=1
∣∣∣∣ ∂u∂xi (x)
∣∣∣∣2
)
dx
) 1
2
,
2Funkce f je meˇrˇitelná práveˇ tehdy, když vzorem každé otevrˇené množiny v X je meˇrˇitelná množina v Ω.
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• C∞0
(
Ω; C∞per (Y )
)
je prostor nekonecˇneˇ diferencovatelných funkcí f : Ω → C∞per (Y ),
pro které platí
f(x) = 0, ∀x ∈ ∂Ω.
Poznámka 1.9. Všimneˇme si, že každou funkci f ∈ L2 (Ω; Cper (Y )) mu˚žeme ztotožnit
s funkcí f˜ definovanou na Ω× RN prˇedpisem f˜ (x, y) = f (x) (y) (viz [14]).
Poznámka 1.10. V prostoru H1per (Y ) neplatí Poincarého nerovnost, proto definujeme
Hper (Y ) :=
{
u ∈ H1per (Y ) :
ˆ
Y
u (x) dx = 0
}
.
Lze ukázat, že existuje konstanta Cp > 0 taková, že
∀u ∈ Hper (Y ) : ‖u‖L2(Y ) ≤ Cp ‖∇u‖L2(Y ) ,
a že funkcionál ‖·‖Hper(Y ) definovaný prˇedpisem
‖u‖Hper(Y ) := ‖∇u‖L2(Y )
je na prostoru Hper (Y ) normou ekvivalentní s normou ‖·‖H1per(Y ) (viz [18]).
Lemma 1.11. Necht’ Hper (Y ) je prostor definovaný v poznámce 1.10.
Pak prostor
H := H10 (Ω)× L
2 (Ω;Hper (Y ))
se skalárním soucˇinem
(U, V )H := (∇u,∇v)L2(Ω) + (∇yu1,∇yv1)L2(Ω;Hper(Y )) ,
kde U = (u, u1) a V = (v, v1), a indukovanou normou
‖U‖2H = ‖∇u‖
2
L2(Ω) + ‖∇yu1‖
2
L2(Ω;Hper(Y ))
,
je Hilbertu˚v prostor (viz [18]).
Lemma 1.12. Necht’ 1 ≤ p < ∞. Prostor Lp (Ω; Cper (Y )) je separabilní Banachu˚v prostor,
který je hustý vLp (Ω× Y ) a pro všechny funkce u (x, y) ∈ Lp (Ω; Cper (Y )) platí
• ∀ε > 0 :
∥∥u (x, xε )∥∥Lp(Ω) ≤ ‖u (x, y)‖Lp(Ω;Cper(Y )),
•
´
Ω
∣∣u (x, xε )∣∣p dx −→
ε→0+
´
Ω
´
Y |u (x, y)|
p dy dx.
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Du˚kaz tohoto tvrzení lze nalézt naprˇíklad v [14].
Lemma 1.13. Necht’ f ∈ L2per (Y ). Definujme
fε (x) := f
(x
ε
)
v RN .
Pak pro ε→ 0+ platí
fε ⇀
ˆ
Y
f (y) dy v L2 (Ω) .
Du˚kaz tohoto tvrzení lze nalézt naprˇíklad v [14] nebo v [7].
1.2 Řešitelnost úloh
Necht’ a je bilineární forma na Hilbertoveˇ prostoru H a F ∈ H∗. Uvažujme úlohunajdi u ∈ H takové, že∀v ∈ H : a (u, v) = F (v) . (1.2)
Tato úloha se nazývá variacˇní rovnice a funkce v nazýváme testovací funkce.
Veˇta 1.14 (Lax-Milgramovo lemma). Necht’ H je Hilbertu˚v prostor, a je spojitá bilineární
H-eliptická forma (s konstantou c) na H a F ∈ H∗.
Pak existuje práveˇ jeden prvek u ∈ H takový, že
∀v ∈ H : F (v) = a (u, v) ,
a navíc platí
‖u‖H ≤
1
c
‖F‖H∗ .
Poznámka 1.15. Z Lax-Milgramova lemmatu 1.14 vyplývá, že pro spojitou H-eliptickou
bilineární formu a má variacˇní rovnice (1.2) práveˇ jedno rˇešení u ∈ H.
Dirichletova úloha
Slabým rˇešením u ∈ H10 (Ω) homogenní
3 Dirichletovy úlohy−div (A∇u) = f v Ω,u = 0 na ∂Ω, (1.3)
3Zde myslíme homogenní ve smyslu okrajových podmínek
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kde f ∈ L2 (Ω) , A ∈M (α, β,Ω), rozumíme rˇešení variacˇní rovnice (1.2), kdeH = H10 (Ω),
F (v) =
´
Ω fv dx a
a (u, v) =
N∑
i,j=1
ˆ
Ω
ai,j (x)
∂u
∂xi
∂v
∂xj
dx, ∀u, v ∈ H10 (Ω) . (1.4)
Tvrzení 1.16. Necht’ ∂Ω je tˇrídy C1, A ∈
(
C1
(
Ω
))N×N
, f ∈ C0
(
Ω
)
a u ∈ C2
(
Ω
)
.
Pak u je klasické rˇešení úlohy−div (A (x)∇u (x)) = f, x ∈ Ω,u (x) = 0, x ∈ ∂Ω, (1.5)
práveˇ tehdy, když u je slabým rˇešením (1.3), viz [7].
Veˇta 1.17. Necht’ A ∈M (α, β, Y ) a f ∈ L2 (Ω) .
Pak existuje práveˇ jedno rˇešení u ∈ H10 (Ω) úlohy (1.5) a navíc platí
‖u‖H10 (Ω)
≤
1
α
‖f‖H−1(Ω) . (1.6)
Du˚kaz. Oveˇrˇíme prˇedpoklady Lax-Milgramova lemmatu 1.14. Z (1.1) a (1.4) vyplývá
∀v ∈ H10 (Ω) : a (v, v) ≥ α
N∑
i=1
∥∥∥∥ ∂v∂xi
∥∥∥∥2
L2(Ω)
= α ‖∇v‖2L2(Ω) , .
Díky Poincarého nerovnosti mu˚žeme vH10 (Ω) použít ekvivalentní normu
‖v‖H1(Ω) = ‖∇v‖L2(Ω) ,
takže platí
a (v, v) ≥ α ‖v‖2H10 (Ω)
,
což znamená, že a je H10 (Ω)-eliptická. Navíc opeˇt z (1.1) a Cauchy-Schwarzovy nerovnosti
dostaneme
|a (u, v)| ≤ β ‖∇u‖L2(Ω) ‖∇v‖L2(Ω) = β ‖u‖H10 (Ω)
‖v‖H10 (Ω)
,
což znamená omezenost a tedy spojitost a na H10 (Ω)×H
1
0 (Ω).
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Nyní již mu˚žeme aplikovat Lax-Milgramovo lemma pro H = H10 (Ω), F = f a a de-
finovanou vztahem (1.4) a získáme tak existenci a jednoznacˇnost rˇešení (1.3) a odhad
(1.6).
Úloha s periodickou okrajovou podmínkou
Prˇedpokládejme, že koeficienty ai,j ve vztahu (1.4) jsou Y -periodické a necht’ f je
Y -periodická funkce. Uvažujme úlohu−div (A∇u) = f v Y,u je Y -periodická. (1.7)
Prˇirozeným prostorem pro hledání rˇešení je prostor Hper (Y ) definovaný v poznámce 1.10.
Pro f ∈ (Hper (Y ))
∗ je variacˇní formulace této úlohynajdi u ∈ Hper (Y ) takové, že∀v ∈ Hper (Y ) : aY (u, v) = ´Y fv dy, (1.8)
kde
aY (u, v) =
N∑
i,j=1
ˆ
Y
ai,j (y)
∂u
∂yi
∂v
∂yj
dy, ∀u, v ∈ Hper (Y ) .
Veˇta 1.18. Necht’ A ∈Mper (α, β, Y ) a f ∈ L
2 (Y ) ,
´
Y f dy = 0.
Pak existuje práveˇ jedno rˇešení u ∈ Hper (Y ) úlohy (1.8) a navíc platí
‖u‖Hper(Y ) ≤
1
α
‖f‖(Hper(Y ))∗ . (1.9)
Du˚kaz. Obdobneˇ jako v du˚kazu veˇty (1.17) stacˇí oveˇrˇit prˇedpoklady Lax-Milgramova lem-
matu pro H = Hper (Y ) a a (u, v) = aY (u, v). V tomto prˇípadeˇ H-elipticita vyplývá z (1.1)
a definice normy na prostoru Hper (Y ) (viz pozn. (1.10)).
16
17
2 Homogenizace pro ODR
V této kapitole uvedeme a dokážeme základní homogenizacˇní teorém pro obycˇejné dife-
renciální rovnice. Následneˇ uvedeme neˇkolik prˇíkladu˚.
Veˇta 2.1 (Homogenizacˇní teorém pro ODR). Necht’ funkce a ∈ L∞(R) je 1 − periodicka´,
∃k ∈ R+ : 0 < k ≤ a(x) pro s. v. x ∈ R a f ∈ L2(0, 1). Definujme pro každé ε > 0 funkci
aε(x) := a(
x
ε ) a oznacˇme pro uε ∈ H
1
0 (0, 1) slabé rˇešení úlohy− (aεu′ε)
′ = f v (0, 1) ,
uε(0) = uε(1) = 0.
(2.1)
Pak pro každou posloupnost (εn) takovou, že εn → 0
+, platí
uεn ⇀ u0 v H
1
0 (0, 1) ,
kde u0 je slabým rˇešením úlohy− (a0u′0)
′ = f v (0, 1) ,
u0(0) = u0(1) = 0,
a0 :=
1´ 1
0
1
a(x) dx
. (2.2)
Prˇed uvedením du˚kazu této veˇty dokážeme neˇkolik lemmat.
Lemma 2.2. Bud’ X normovaný lineární prostor a (yn) taková posloupnost vX, že
• ∃c > 0 ∀n ∈ N : ‖yn‖ ≤ c,
• D ⊂ X∗, D = X∗,
• ∀ϕˆ ∈ D : 〈ϕˆ, yn〉 → 0.
Pak platí yn ⇀ 0.
Du˚kaz. Podle definice slabé konvergence musíme dokázat, že platí
∀ϕ ∈ X∗ : 〈ϕ, yn〉 → 0.
Bud’ ϕ ∈ X dáno. Pak z prˇedpokladu˚ vyplývá, že
(∀ε > 0) (∃ϕˆ ∈ D) (∃n0 ∈ N) (∀n,m > n0) :
18
|〈ϕ, yn〉 − 〈ϕ, ym〉| = |〈ϕ, yn〉 − 〈ϕˆ, yn〉+ 〈ϕˆ, yn〉 − 〈ϕˆ, ym〉+ 〈ϕˆ, ym〉 − 〈ϕ, ym〉| ≤
≤ ‖ϕ− ϕˆ‖︸ ︷︷ ︸
<ε
·‖yn‖︸︷︷︸
≤c
+ |〈ϕˆ, yn〉 − 〈ϕˆ, ym〉|︸ ︷︷ ︸
<ε
+ ‖ϕˆ− ϕ‖︸ ︷︷ ︸
<ε
· ‖ym‖︸ ︷︷ ︸
≤c
,
takže (〈ϕ, yn〉) je cauchyovská, a tedy konvergentní posloupnost (vR).
Definujme zobrazení L : X∗ → R prˇedpisem
Lϕ := lim 〈ϕ, yn〉 .
Toto zobrazení je zrˇejmeˇ lineární a omezené, a tedy spojité. Odtud a z prˇedpokladu˚ lem-
matu plyne
(∀ϕ ∈ X∗) (∃(ϕˆk) ⊂ D) : ϕˆk → ϕ,
0 = Lϕˆk → Lϕ = lim 〈ϕ, yn〉 ,
a proto
∀ϕ ∈ X∗ : lim 〈ϕ, yn〉 = 0.
Jednoduchým du˚sledkem tohoto lemmatu je následující tvrzení.
Lemma 2.3. Bud’ y ∈ L2 (0, 1) a (yn) ⊂ L
2 (0, 1) taková omezená posloupnost, že
ˆ 1
0
ynϕ dx→
ˆ 1
0
yϕ dx
pro všechna ϕ zmnožiny, jejíž lineární obal je hustý vL2(0, 1).
Pak platí
yn ⇀ y v L
2 (0, 1) .
Lemma 2.4. Bud’ y ∈ L∞(R) 1-periodická funkce.
Pak pro libovolnou posloupnost εn → 0
+ platí
y
(
x
εn
)
⇀ y0 :=
ˆ 1
0
y(x) dx v L2 (0, 1) .
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Du˚kaz. Musíme dokázat, že platí
∀ϕ ∈ L2 (0, 1) :
ˆ 1
0
y
(
x
εn
)
ϕ (x) dx→ y0
ˆ 1
0
ϕ (x) dx.
Díky lemmatu 2.3 víme, že toto tvrzení stacˇí dokázat pouze pro funkce zmnožiny, jejíž
lineární obal je hustý vL2 (0, 1), tzn. naprˇíklad pro všechny funkce tvaru
ϕ(x) :=
1, x ∈ (t, t+ a) ,0, x ∈ (0, 1) \ (t, t+ a) ,
kde a, t > 0, (t, t+ a) ⊂ (0, 1) . (Lineární kombinací teˇchto funkcí získáme libovolnou po
cˇástech konstantní funkci a množina po cˇástech konstantních funkcí je hustá vL2(0, 1).)
Stacˇí tedy dokázat pro všechna výše uvedená t, a, že
ˆ t+a
t
y
(
x
εn
)
dx→ ay0. (2.3)
Pro libovolné pevné εn ∈
(
0, a2
)
uvažujme deˇlení intervalu 〈0, 1〉
D : 0 = x0 < x1 = x0 + εn < . . . < xm−1 = xm−2 + εn < xm = 1,
takové, že
‖D‖ = max
ℓ∈{1,...,m}
(xℓ − xℓ−1) ≤ εn.
Definujme
xp := min {xℓ : xℓ ∈ (t, t+ a)} , xq = max {xℓ : xℓ ∈ (t, t+ a)}
a interval
Mεn := 〈xp, xq〉 .
Pak ˆ
Mεn
y
(
x
εn
)
dx =
q−1∑
i=p
ˆ xi+εn
xi
y
(
x
εn
)
dx =
q−1∑
i=p
ˆ xi
εn
+1
xi
εn
y (s) εn ds.
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(Provedli jsme substituci xεn = s, dx = εn ds.) Díky 1-periodiciteˇ funkce y je jedno, prˇes
který interval délky 1 ji budeme integrovat, proto
ˆ
Mεn
y
(
x
εn
)
dx =
q−1∑
i=p
ˆ 1
0
y (s) εn ds =
q−1∑
i=p
y0εn = y0 |xq − xp| .
Je zrˇejmé, že platí
a− 2εn ≤ |xq − xp| ≤ a,
takže pro εn → 0 bude
y0 |xq − xp| → y0a
a zárovenˇ
0 ≤
∣∣∣∣∣
ˆ
Mεn
y
(
x
εn
)
dx−
ˆ t+a
t
y
(
x
εn
)
dx
∣∣∣∣∣ ≤ 2εn ‖y‖L∞(0,1) → 0.
Odtud plyne ˆ t+a
t
y
(
x
εn
)
dx→ ay0,
což bylo podle (2.3) potˇreba dokázat.
Lemma 2.5. Necht’ (xn) , (yn) ⊂ L
2 (0, 1) ; x, y ∈ L2 (0, 1) a necht’
• xn ⇀ x v L
2 (0, 1),
• yn → y v L
2 (0, 1),
• ∀n ∈ N : xnyn ∈ L
2 (0, 1),
• ∃c > 0 ∀n ∈ N : ‖xnyn‖ ≤ c,
• xy ∈ L2(0, 1).
Pak
xnyn ⇀ xy v L
2 (0, 1) .
Du˚kaz. Díky Rieszoveˇ veˇteˇ stacˇí dokázat, že pro všechny funkce ϕ ∈ L2 (0, 1) platí
ˆ 1
0
xnynϕ dt→
ˆ 1
0
xyϕ dt.
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Podle lemmatu 2.3 se však stacˇí omezit naprˇíklad na funkce
ϕ(t) :=
1, t ∈ (a, b) ,0, t ∈ (0, 1) \ (a, b) ,
kde (a, b) ⊂ (0, 1); tzn. stacˇí dokázat, že platí
´ b
a xnyn dt→
´ b
a xy dt :
0 ≤
∣∣∣∣ˆ b
a
xnyn − xy dt
∣∣∣∣ = ∣∣∣∣ˆ b
a
xnyn + xny − xny − xy dt
∣∣∣∣ ≤ ∣∣∣∣ˆ b
a
xn (yn − y) dt
∣∣∣∣+
+
∣∣∣∣ˆ b
a
y (xn − x) dt
∣∣∣∣ ≤ (‖xn‖ · ‖yn − y‖+ ∣∣∣∣ˆ b
a
y (xn − x) dt
∣∣∣∣)→ 0,
protože slabeˇ konvergentní posloupnost (xn) je omezená, takže ‖xn‖ · ‖yn − y‖ → 0, a
konvergence
∣∣∣´ ba y (xn − x) dt∣∣∣ → 0 plyne prˇímo z definice slabé konvergence xn ⇀ x
vL2 (0, 1) .
Lemma 2.6. Bud’ H Hilbertu˚v prostor, (xn) omezená posloupnost vH a prvek x0 ∈ H, který
není slabou limitou posloupnosti (xn).
Pak existuje x̂0 ∈ H a posloupnost (xnk) vybraná z (xn) taková, že xnk ⇀ x̂0 6= x0 vH.
Du˚kaz. To, že (xn) nekonverguje slabeˇ kx0 znamená, že existuje f ∈ H
∗, pro který platí
(∃ε0 > 0) (∀n0 ∈ N) (∃n > n0) : |f (xn)− f (x0)| > ε0.
Z posloupnosti (xn) mu˚žeme tedy vybrat podposloupnost (xnk) takovou, že
(∀k ∈ N) : |f (xnk)− f (x0)| > ε0.
Tato posloupnost je zrˇejmeˇ také omezená, takže existuje posloupnost vybraná z (xnk)
(znacˇme ji stejneˇ) a x̂0 ∈ H takové, že xnk ⇀ x̂0 vH, takže platí
f (xnk)→ f (x̂0) .
Protože však platí |f (xnk)− f (x0)| > ε0, je i |f (x̂0)− f (x0)| ≥ ε0, takže x̂0 6= x0.
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2.1 Důkaz homogenizačního teorému pro ODR
Dokažme nyní veˇtu 2.1. Podle Lax-Milgramova lemmatu víme, že pro každé ε existuje
práveˇ jedno slabé rˇešení uε úlohy (2.1). Je to taková funkce uε ∈ H
1
0 (0, 1), pro niž platí
∀v ∈ H10 (0, 1) :
ˆ 1
0
aεu
′
εv
′ dx =
ˆ 1
0
fv dx. (2.4)
Díky Friedrichsoveˇ nerovnosti mu˚žeme vH10 (0, 1) použít normu
‖u‖2H10 (0,1)
:=
ˆ 1
0
u′u′ dx.
Uvažujme nyní posloupnost εn → 0
+. Pro funkce uεn pak platí
ˆ 1
0
ku′εnu
′
εndx ≤
ˆ 1
0
aεnu
′
εnu
′
εn dx =
ˆ 1
0
fuεn dx,
‖uεn‖
2
H10 (0,1)
=
ˆ 1
0
u′εnu
′
εn dx ≤
1
k
ˆ 1
0
fuεn dx ≤
≤
1
k
‖f‖L2(0,1) ‖uεn‖L2(0,1) ≤ c ‖uεn‖H10 (0,1)
,
a proto
∃c ∈ R+ ∀n ∈ N : ‖uεn‖H10 (0,1)
≤ c,
kde konstanta c nezávisí na εn. (V odhadech jsme využili Cauchy-Schwartzovy nerovnosti
a spojitosti vnorˇení H10 (0, 1) do L
2 (0, 1).)
Práveˇ jsme ukázali, že posloupnost (uεn) je omezená v reflexivním prostoru H
1
0 (0, 1),
takže z ní mu˚žeme vybrat slabeˇ konvergentní podposloupnost. Existuje tedy u0 ∈ H
1
0 (0, 1)
takové, že pro vybranou posloupnost z (uεn) (znacˇme ji stejneˇ) platí: uεn ⇀ u0 vH
1
0 (0, 1).
Necht’ ϕ ∈ L2 (0, 1) je libovolné. Pak funkcionál F : H10 (0, 1) → R definovaný prˇedpi-
sem
F (v) :=
ˆ 1
0
v′ϕ dx
je zrˇejmeˇ lineární, a protože∣∣∣∣ˆ 1
0
v′ϕ dx
∣∣∣∣ ≤ ∥∥v′∥∥L2(0,1) ‖ϕ‖L2(0,1) = ‖ϕ‖L2(0,1) ‖v‖H10 (0,1) ,
je F ∈
(
H10 (0, 1)
)∗
. Navíc už víme, že uεn ⇀ u0, takže Fuεn → Fu0.
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Zjistili jsme, že ∀ϕ ∈ L2 (0, 1) :
´ 1
0 u
′
εnϕ dx→
´ 1
0 u
′
0ϕ dx, a tedy
u′εn ⇀ u
′
0 v L
2 (0, 1) . (2.5)
Definujme nyní novou posloupnost (ξεn) ⊂ L
2(0, 1) prˇedpisem
ξεn := aεnu
′
εn . (2.6)
Tato posloupnost je omezená vL2(0, 1), protože ‖aεn‖L∞(0,1) ≤ ‖a‖L∞(0,1) ∈ R a
(
u′εn
)
je
omezená (viz lemma 2.5), takže z ní mu˚žeme vybrat slabeˇ konvergentní podposloupnost
(opeˇt ji znacˇme stejneˇ). Tzn.
∃ξ0 ∈ L
2 (0, 1) : ξεn ⇀ ξ0 v L
2 (0, 1) .
Uvažujeme-li ξεn jako distribuci, z definice slabého rˇešení (2.4) vyplývá, že platí −ξ
′
εn = f ,
takže
∥∥ξ′εn∥∥L2(0,1) = ‖f‖L2(0,1). Platí tedy
∃c ∈ R ∀n ∈ N : ‖ξεn‖H1(0,1) =
√
‖ξεn‖
2
L2(0,1) +
∥∥ξ′εn∥∥2L2(0,1) ≤ c.
Z omezené posloupnosti (ξεn) vH
1 (0, 1) mu˚žeme vybrat slabeˇ konvergentní posloupnost
vH1 (0, 1). Prostor H1 (0, 1) je kompaktneˇ vnorˇený do L2 (0, 1), takže (po vybrání) (ξεn)
konverguje dokonce silneˇ vL2 (0, 1).
Nyní se vrátíme k definici (ξεn) (2.6)
u′εn =
1
aεn
ξεn . (2.7)
Z lemmatu 2.4 vyplývá
1
aεn
⇀
ˆ 1
0
1
a(x)
dx v L2 (0, 1) (2.8)
a také jsme již ukázali, že
ξεn → ξ0 v L
2 (0, 1) . (2.9)
Z lemmatu 2.5 a vztahu˚ (2.7)-(2.9) plyne:
u′εn =
1
aεn
ξεn ⇀
(ˆ 1
0
1
a(x)
dx
)
ξ0 v L
2 (0, 1) ,
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ale soucˇasneˇ víme (viz.(2.5)), že u′εn ⇀ u
′
0 v L
2 (0, 1). Jedna posloupnost nemu˚že mít dveˇ
ru˚zné slabé limity, takže
u′0 =
(ˆ 1
0
1
a(x)
dx
)
ξ0,
ξ0 =
1´ 1
0
1
a(x) dx
u′0 (x) = a0u
′
0.
Navíc neprˇehlédneˇme, že zu′εn ⇀ u
′
0 v L
2 (0, 1) vyplývá, že uεn ⇀ u0 v H
1
0 (0, 1).
Pro všechna v ∈ H10 (0, 1) platí
ˆ 1
0
ξεnv
′ dx→
ˆ 1
0
ξ0v
′ dx
(
0 ≤
∣∣∣∣ˆ 1
0
ξεnv
′ − ξ0v
′dx
∣∣∣∣ ≤ ‖ξεn − ξ0‖L2(0,1) · ∥∥v′∥∥L2(0,1) → 0) ,
a zárovenˇ
∀v ∈ H10 (0, 1) :
ˆ 1
0
ξεnv
′ dx =
ˆ 1
0
fv dx,
viz (2.4) a (2.6). Limitním prˇechodem a dosazením za ξ0 dostaneme
∀v ∈ H10 :
ˆ 1
0
a0u
′
0v
′ dx =
ˆ 1
0
fv dx, kde a0 =
1´ 1
0
1
a(x) dx
.
Dokázali jsme, že pro libovolnou posloupnost (εn) takovou, že εn → 0
+, existuje vy-
braná posloupnost (εnk) taková, že uεnk ⇀ u0 vH
1
0 (0, 1) . Zbývá dokázat, že uεn ⇀ u0
vH10 (0, 1).
Prˇedpokládejme sporem, že uεn 6⇀ u0 vH
1
0 (0, 1), pak podle lemmatu 2.6 (víme, že
(uεn) je omezená posloupnost) existuje û0 ∈ H
1
0 (0, 1) takové, že û0 6= u0 a pro neˇ-
jakou vybranou posloupnost platí uεnk ⇀ û0. Už jsme však dokázali, že pro libovolné
εn → 0
+ mu˚žeme zuεn vybrat podposloupnost, která slabeˇ konverguje ku0. I z posloup-
nosti uεnk tedy mu˚žeme vybrat podposloupnost, která slabeˇ konverguje ku0. To je ovšem
spor, protože posloupnost uεnk konverguje slabeˇ k û0, což je ru˚zné od u0. Ze slabeˇ konver-
gentní posloupnosti nemu˚žeme vybrat podposloupnost, která by meˇla jinou slabou limitu.

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2.2 Příklady
Prˇíklad 2.7. Definujme funkci a ∈ L∞ (R) jako 1−periodické prodloužení funkce
az ∈ L
∞ (0, 1) definované
az (x) =
1, x ∈
〈
0, 14
〉
∪
〈
3
4 , 1
〉
10, x ∈
(
1
4 ,
3
4
)
,
a uvažujme funkci f ≡ 1. Rˇešení uε úlohy− (aεu′ε)
′ = f v (0, 1)
uε(0) = uε(1) = 0.
budou podle veˇty 2.1 pro ε→ 0+ konvergovat k rˇešení u0 homogenizované úlohy− (a0u′0)
′ = f v (0, 1) ,
u0(0) = u0(1) = 0,
a0 =
1´ 1
0
1
az(x)
dx
.
Homogenizovanou úlohu lze vyrˇešit snadno analyticky. Rovnici dvakrát integrujeme a
s využitím okrajových podmínek dostaneme rˇešení
u0 (x) = −
1
2a0
(
x2 − x
)
, a0 =
20
11
= 1, 81. (2.10)
Prˇíklad 2.8. Definujme funkci a ∈ L∞ (R) jako 1−periodické prodloužení funkce
az ∈ L
∞ (0, 1) definované
az (x) = 13− 12 cos (πx)
a uvažujme funkci f (x) = sin (2πx). Rˇešení uε úlohy− (aεu′ε)
′ = f v (0, 1)
uε(0) = uε(1) = 0.
budou podle veˇty 2.1 pro ε→ 0+ konvergovat k rˇešení u0 homogenizované úlohy− (a0u′0)
′ = f v (0, 1) ,
u0(0) = u0(1) = 0,
a0 =
1´ 1
0
1
13−12 cos(πx) dx
= 5.
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Homogenizovanou úlohu lze vyrˇešit snadno analyticky. Rovnici dvakrát integrujeme a
s využitím okrajových podmínek dostaneme rˇešení
u0 (x) =
sin (2πx)
20π2
. (2.11)
Srovnání rˇešení u0 suε pro ru˚zná ε lze pro oba prˇíklady najít v cˇásti 7 .
27
3 Asymptotická expanze
Mezi nejstarší metody homogenizace patˇrí metoda nazývaná asymptotická expanze. Její
první použití se datuje do šedesátých let minulého století, viz [8]. Tato metoda je založena
na prˇedpokladu, že rˇešení úlohy s periodickou mikrostrukturou lze vyjádrˇit rˇadou
uε (x) = u0
(
x,
x
ε
)
+ εu1
(
x,
x
ε
)
+ ε2u2
(
x,
x
ε
)
+ . . .
Tato úvaha odráží prˇedpoklad, že pro materiál s ε-periodickou strukturou má rˇešení uε
oscilace ve stejném meˇrˇítku, viz [8, 3, 19]. Následující text je založen zejména na ruko-
pisu [4].
3.1 Formulace úlohy a řešení
Uvažujme eliptickou parciální diferenciální rovnici s Dirichletovou okrajovou podmínkou
ve tvaru −
∑N
i,j=1
∂
∂xi
(
ai,j
(
x
ε
)
∂uε
∂xj
(x)
)
= f (x) v Ω,
uε = 0 na ∂Ω,
(3.1)
kde f ∈ C∞
(
R
N
)
, A ∈ Mper (α, β,Ω) ∩ C
∞
(
R
N ;RN×N
)
a Ω je oblast s hladkou hranicí
vRN .
Poznámka 3.1. Je zrˇejmé, že ve formulaci úlohy (3.1) klademe na funkce A, f a oblast
Ω prˇíliš prˇísné požadavky. Umožní nám to však provést úpravy, pomocí kterých odvodíme
vzorec pro homogenizované koeficienty. V následující kapitole pak dokážeme, že získaný
vzorec platí i pro neˇkteré funkce a oblasti, které prˇedpoklady úlohy (3.1) nesplnˇují.
Podívejme se na problém (3.1) zmakroskopického pohledu pomocí promeˇnné x a mi-
kroskopického pomocí promeˇnné xε . Pro x ∈ Ω totiž existuje k ∈ Z takové, že
x
ε = k + y,
kde y ∈ Y , takže x udává pozici v oblasti Ω a y udává pozici v referencˇní jenotkové krychli
Y . Zkusme hledat rˇešení (3.1) ve tvaru
uε (x) = u0
(
x,
x
ε
)
+ εu1
(
x,
x
ε
)
+ ε2u2
(
x,
x
ε
)
+ . . . , (3.2)
kde funkce uj (x, y) : R
N × RN → R jsou pro všechna j ∈ N Y -periodické vzhledem
kpromeˇnné y.
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Necht’ ψ = ψ (x, y) : RN × RN → R je hladká funkce a definujme pro každé ε > 0
funkci ψε (x) := ψ
(
x, xε
)
: RN → R. Pro parciální derivace funkce ψε (x)pak platí
∂ψε
∂xj
(x) =
∂ψ
∂xj
(
x,
x
ε
)
+
1
ε
∂ψ
∂yj
(
x,
x
ε
)
. (3.3)
Formální derivací uε ve tvaru (3.2) tedy dostaneme
∂uε
∂xj
(x) =
(
∂u0
∂xj
+ ε
∂u1
∂xj
+ ε2
∂u2
∂xj
+ . . .
)
+
(
1
ε
∂u0
∂yj
+ 1
∂u1
∂yj
+ ε
∂u2
∂yj
+ . . .
)
(3.4)
Nyní formálneˇ dosad’me (3.4) do (3.1) a opeˇt použijme vztah (3.3), tentokrát pro funkci
ψε (x) = ψ
(
x,
x
ε
)
= ai,j
(x
ε
) ∂uε
∂xj
(x) .
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Dostaneme tak (pro každé ε > 0):
−
N∑
i,j=1
∂
∂xi
(
ai,j (y)
∂uε
∂xj
(x)
)
= −
N∑
i,j=1
(
∂
∂xi
(
ai,j (y)
∂uε
∂xj
(x)
)
+
+
1
ε
∂
∂yi
(
ai,j (y)
∂uε
∂xj
(x)
))
=
1
ε2
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u0
∂yj
(x, y)
)
︸ ︷︷ ︸
=:A0u0
+
+
1
ε
−
N∑
i,j=1
∂
∂xi
(
ai,j (y)
∂u0
∂yj
(x, y)
)
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u0
∂xj
(x, y)
)
︸ ︷︷ ︸
=:A1u0
−
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u1
∂yj
(x, y)
)
︸ ︷︷ ︸
=A0u1
+ ε0
−
N∑
i,j=1
∂
∂xi
(
ai,j (y)
∂u0
∂xj
(x, y)
)
︸ ︷︷ ︸
=:A2u0
−
−
N∑
i,j=1
∂
∂xi
(
ai,j (y)
∂u1
∂yj
(x, y)
)
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u1
∂xj
(x, y)
)
︸ ︷︷ ︸
=A1u1
−
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u2
∂yj
(x, y)
)
︸ ︷︷ ︸
=A0u2
+ ε [. . .] + ε2 [. . .] + . . . = f (x) v Ω,
prˇicˇemž y = xε . Dostáváme tedy rovnici
1
ε2
A0u0 +
1
ε
(A0u1 +A1u0) + (A0u2 +A1u1 +A2u0) + . . . = f v Ω.
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Ta bude splneˇna, budou-li rovny „koeficienty” prˇíslušných mocnin ε na levé a pravé straneˇ,
tzn. bude-li platit:
A0u0 = 0 v Y, (3.5)
A0u1 +A1u0 = 0 v Y, (3.6)
A0u2 +A1u1 +A2u0 = f v Y. (3.7)
...
V rovnicích (3.5)-(3.7) chápeme x ∈ Ω jako parametr. Všimneˇme si, že neznámé funkce
u0, u1 a u2 mohou být vyjádrˇeny postupneˇ.
Zacˇneˇme tedy od rovnice (3.5). Hledejme neznámou funkci u0 = (x, y), která je
Y -periodická v promeˇnné y. Rˇešíme tedy periodickou úlohu
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u0
∂yj
(x, y)
)
= 0 v Y. (3.8)
Tato rovnice má rˇešení4, které je urcˇeno jednoznacˇneˇ až na konstantu, což v tomto prˇí-
padeˇ mu˚že být neˇjaká funkce promeˇnné x. Jedním z rˇešení (3.8) je zrˇejmeˇ nulová funkce.
Všechna rˇešení pak jsou nulová funkce plus konstanta respektive funkce promeˇnné x. Od-
tud vyplývá, že funkce u0 = u0 (x) nezávisí na promeˇnné y. Platí tedy
A1u0 = −
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u0
∂xj
(x)
)
= −
N∑
i,j=1
∂u0
∂xj
(x)
∂
∂yi
(ai,j (y)) .
Rovnici (3.6) pak lze prˇepsat do tvaru
−
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂u1
∂yj
(x, y)
)
=
N∑
i,j=1
∂u0
∂xj
(x)
∂
∂yi
(ai,j (y)) v Y, (3.9)
kde neznámou je funkce u1 (x, y), která je Y -periodická v promeˇnné y. Protože pro každé
i, j ∈ {1, . . . , N} platí díky periodiciteˇ ai,j (y), že
´
Y
∂
∂yi
(ai,j (y)) dy = 0, má rovnice(3.10)
rˇešení. Hledejme jej pomocí separace promeˇnných ve tvaru
u1 (x, y) = −
N∑
k=1
∂u0
∂xk
(x)χk (y) , (3.10)
4Periodická rovnice má rˇešení práveˇ tehdy, když integrál z pravé strany je nulový, což je v tomto prˇípadeˇ
zjevneˇ splneˇno.
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kde funkce χk je Y -periodická. Dosadíme-li (3.10) do (3.9), získáme rovnici
5
N∑
i,j=1
∂
∂yi
(
ai,j (y)
N∑
k=1
∂u0
∂xk
(x)
∂χk
∂yj
(y)
)
=
N∑
i,k=1
∂u0
∂xk
(x)
∂
∂yi
(ai,k (y)) v Y.
Odtud dostaneme rovnici pro χk (k ∈ {1, . . . , N})
N∑
i,j=1
∂
∂yi
(
ai,j (y)
∂χk
∂yj
(y)
)
=
N∑
i=1
∂
∂yi
(ai,k (y)) v Y. (3.11)
Rovnice (3.7)
A0u2 = f (x)−A1u1 −A2u0 v Y
má Y -periodické rˇešení u2 (x, y) splnˇuje-li pravá strana podmínku
ˆ
Y
f (x)−A1u1 −A2u0 dy = 0.
Musí tedy platit
f (x) +
N∑
i,j=1
ˆ
Y
(
∂
∂xi
(
ai,j (y)
∂u1
∂yj
(x, y)
)
+
∂
∂yi
(
ai,j (y)
∂u1
∂xj
(x, y)
)
+
+
∂
∂xi
(
ai,j (y)
∂u0
∂xj
(x)
))
dy = 0,
f (x) +
N∑
i,j=1
ˆ
Y
ai,j (y)
∂
∂xi
(
∂u1
∂yj
(x, y) +
∂u0
∂xj
(x)
)
dy+
+
N∑
i,j=1
∂u1
∂xj
(x, y)
ˆ
Y
∂
∂yi
(ai,j (y)u1 (x, y)) dy = 0.
S využitím periodicity ai,j (y) a vztahu
∂u1
∂yj
(x, y) = −
N∑
k=1
∂u0
∂xk
(x)
∂χk
∂yj
(y)
5Zárovenˇ na pravé straneˇ rovnice (3.9) formálneˇ nahradíme scˇítací index j indexem k.
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dostaneme
−
N∑
i,j=1
ˆ
Y
ai,j (y)
(
N∑
k=1
(
−
∂χk
∂yj
(y)
∂2u0
∂xk∂xi
(x)
)
+
∂2u0
∂xj∂xi
(x)
)
dy = f (x) .
Vhodným serˇazením cˇlenu˚ podle prˇíslušných derivací u0 dostaneme
−
N∑
i,k=1

ˆ
Y
ai,k (y)− N∑
j=1
ai,j (y)
∂χk
∂yj
(y)

︸ ︷︷ ︸
=:a0
i,k
∈R
dy ·
∂2u0
∂xk∂xi
(x)
 = f (x) , (3.12)
kde χk jsou rˇešeními periodické úlohy (3.11). Rovnici (3.12) pak ovšem mu˚žeme zapsat
ve tvaru
−div
(
A0∇u0 (x)
)
= f (x) ,
což už je hledaná parciální diferenciální rovnice s konstantními koeficienty, jejíž rˇešení u0
je práveˇ první cˇlen rozvoje (3.2) a pro ε→ 0+ platí uε → u0.
Poznámka 3.2. Uvažujeme-li úlohu (3.1) smaticovou funkcí A danou prˇedpisem
A (y1, y2) =
(
a (y1) 0
0 b (y1)
)
,
kde a, b : R→ R jsou 1-periodické funkce, dostaneme (viz (3.11)) pro χ1 (y1, y2) rovnici
∂
∂y1
(
a (y1)
∂χ1
∂y1
(y1, y2)
)
= a′ (y1) .
Hledejme funkci χ1 ve tvaru χ1 (y1, y2) = χ1 (y1), tzn. rˇešme obycˇejnou diferenciální rov-
nici
(
a (y1)χ
′
1 (y1)
)′
= a′ (y1)
a (y1)χ
′
1 (y1) = a (y1) + c, c ∈ R
χ1 (y1) = 1 +
c
a (y1)
.
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Pro χ2 (y1, y2) máme rovnici
∂
∂y1
(
a (y1)
∂χ2
∂y1
(y1, y2)
)
+
∂
∂y2
(
b (y1)
∂χ2
∂y2
(y1, y2)
)
︸ ︷︷ ︸
=0
=
∂b
∂y2
(y1)︸ ︷︷ ︸,
=0
jejímž jedním z rˇešení je χ2 = 0. Koeficienty homogenizované matice A0 jsou proto dány
vztahy
a01,1 =
1´ 1
0
1
a(y1)
dy1
,
a02,2 =
ˆ 1
0
b (y1) dy1, (3.13)
a01,2 = a
0
2,1 = 0.
3.2 Příklady
Prˇíklad 3.3. Uvažujme úlohu (3.1) smaticovou funkcí A danou prˇedpisem
A (y) =
(
a (y) 0
0 a (y)
)
,
kde a (y) = a (y1, y2) = 2 + sin (2πy1) · sin (2πy2), viz obrázek 3.1a. Funkce χ1 a χ2 musí
podle (3.11) splnˇovat rovnosti
∂
∂y1
(
a (y)
∂χ1
∂y1
(y)
)
+
∂
∂y2
(
a (y)
∂χ1
∂y2
(y)
)
=
∂a
∂y1
(y) = 2π cos (2πy1) · sin (2πy2) ,
∂
∂y1
(
a (y)
∂χ2
∂y1
(y)
)
+
∂
∂y2
(
a (y)
∂χ2
∂y2
(y)
)
=
∂a
∂y2
(y) = 2π sin (2πy1) · cos (2πy2) .
Koeficienty homogenizované matice A0 pak jsou dány vztahy
a01,1 =
ˆ
Y
a (y) dy −
ˆ
Y
a (y)
∂χ1
∂y1
(y) dy,
a02,2 =
ˆ
Y
a (y) dy −
ˆ
Y
a (y)
∂χ2
∂y2
(y) dy,
a01,2 = −
ˆ
Y
a (y)
∂χ2
∂y1
(y) dy,
a02,1 = −
ˆ
Y
a (y)
∂χ1
∂y2
(y) dy.
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Obrázek 3.1: Prˇíklad 3.3 a 3.4: funkce az (y).
Prˇíklad 3.4. Uvažujme úlohu (3.1) smaticovou funkcí A danou prˇedpisem
A (y) =
(
a (y1) 0
0 a (y1)
)
, kde a (y1) = 13− 12 cos (2πy1) ,
viz obr. 3.1b. Podle (3.13) je tedy A0 dána vztahy
a01,1 =
1´ 1
0
1
aZ(y1)
dy1
=
1´ 1
0
1
13−12 cos(2πy1)
dy1
= 5,
a02,2 =
ˆ 1
0
az (y1) dy1 =
ˆ 1
0
13− 12 cos (2πy1) dy1 = 13, (3.14)
a01,2 = a
0
2,1 = 0.
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4 Dvojškálová konvergence
V roce 1989 byl (viz [17]) publikován nový prˇístup k homogenizaci parciálních diferen-
ciálních rovnic, pomocí tzv. dvojškálové konvergence. Následující text je založen zejména
na pracích [1, 14, 16], kde je toto téma prˇehledneˇ zpracováno.
Víme, že z každé omezené posloupnosti (un) vL
2 (Ω) lze vybrat slabeˇ konvergentní
podposloupnost (znacˇme ji stejneˇ). Existuje tedy u ∈ L2 (Ω) takové, že pro všechna
v ∈ L2 (Ω) platí ˆ
Ω
un (x) v (x) dx→
ˆ
Ω
u (x) v (x) dx. (4.1)
Pokud však nahradíme v omezenou posloupností (vn) vL
2 (Ω) situace se znacˇneˇ kompli-
kuje. Vztah ˆ
Ω
un (x) vn (x) dx→
ˆ
Ω
u (x) v (x) dx, (4.2)
kde u a v jsou slabé limity (un) a (vn), totiž obecneˇ neplatí pro všechny slabeˇ konvergentní
posloupnosti (un) a (vn) vL
2 (Ω).
Prˇíklad 4.1. Necht’ (un) , (vn) ⊂ L
2 (Ω) jsou posloupnosti definované prˇedpisy
uεn (x) = vεn (x) := sin (2πnx) .
Slabou limitou obou posloupností nulová funkce, ale jejich soucˇin
uεnvεn = sin
2 (2πnx) =
1
2
[1− cos (4πnx)]
slabeˇ konverguje v L2 (Ω) ke konstantní funkci 12 . Navíc pro
vεn (x) := sin (2πnx− α)
mu˚že (zvolíme-li vhodné α ∈ R) soucˇin uεnvεn slabeˇ konvergovat k libovolné konstantní
funkci, jejíž hodnota je z intervalu
〈
−12 ,
1
2
〉
. Slabá konvergence totiž nezachovává infor-
maci o lokálním chování funkcí uεn .
Jedním ze zpu˚sobu˚ jak zajistit platnost (4.2) je zprˇísnit prˇedpoklady a požadovat, aby
alesponˇ jedna z posloupností (un), (vn) konvergovala silneˇ. Pro neˇkteré posloupnosti perio-
dických funkcí však mu˚žeme popsat limitní chování pomocí tzv. dvojškálové konvergence,
která odráží chování funkcí i vmikroskopickém meˇrˇítku, ale zárovenˇ nevyžaduje silnou
konvergenci.
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4.1 Deﬁnice a vlastnosti
Definice 4.2. Necht’ εn → 0
+, (uεn) ⊂ L
2 (Ω) a u0 ∈ L
2 (Ω× Y ). Rˇekneme, že posloupnost
funkcí (uεn) dvojškáloveˇ konverguje ku0 (znacˇíme uεn
2
⇀ u0), pokud platí:
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx→
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx (4.3)
pro libovolné ψ ∈ L2 (Ω; Cper (Y )).
Poznámka 4.3. Dvojškálovou konvergencí vektorové funkce rozumíme dvojškálovou kon-
vergenci po složkách.
V dalším vždy prˇedpokládejme, že (uεn) ⊂ R je taková posloupnost, že εn → 0
+.
Poznámka 4.4. Všimneˇme si, že dvojškálová limita je dána jednoznacˇneˇ. Pro du˚kaz stacˇí
uvažovat posloupnost (uεn) ⊂ L
2 (Ω) a funkce u0, v0 ∈ L
2 (Ω× Y ), že pro každé
ψ ∈ L2 (Ω; Cper (Y )) platí
ˆ
Ω
uεn (x)ψ
(
x,
x
ε
)
dx→
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx,
ˆ
Ω
uεn (x)ψ
(
x,
x
ε
)
dx→
ˆ
Ω
ˆ
Y
v0 (x, y)ψ (x, y) dy dx,
Zrˇejmeˇ pak platí ˆ
Ω
ˆ
Y
[u0 (x, y)− v0 (x, y)]ψ (x, y) dy dx = 0,
odkud vyplývá, že u0 (x, y) = v0 (x, y) skoro všude.
Pro posloupnost (uεn) vL
2 (Ω) máme nyní tˇri druhy konvergence: silnou, slabou a
dvojškálovou. Vztahy mezi teˇmito konvergencemi mu˚žeme zapsat symbolicky:
[uεn → u0] =⇒
[
uεn
2
⇀ u0
]
=⇒ [uεn ⇀ u0] (4.4)
Implikace 4.4 popisují veˇty 4.5 a 4.6. Lze ukázat, že opacˇné implikace neplatí.
Veˇta 4.5. Necht’ (uεn) ⊂ L
2 (Ω) (silneˇ) konverguje ku0 vL
2 (Ω).
Pak (uεn) konverguje dvojškáloveˇ ku0 (x, y) := u0 (x).
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Du˚kaz. Necht’ ψ ∈ L2 (Ω; Cper (Y )) je dána libovolneˇ. Pak platí∣∣∣∣ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx−
ˆ
Ω
ˆ
Y
u0 (x)ψ (x, y) dy dx
∣∣∣∣ = ∣∣∣∣ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx−
−
ˆ
Ω
u0 (x)ψ
(
x,
x
εn
)
dx+
ˆ
Ω
u0 (x)ψ
(
x,
x
εn
)
dx−
ˆ
Ω
ˆ
Y
u0 (x)ψ (x, y) dy dx
∣∣∣∣ ≤
≤ ‖uεn − u0‖L2(Ω)
∥∥∥∥ψ(x, xεn
)∥∥∥∥
L2(Ω)
+
+
∣∣∣∣ˆ
Ω
u0 (x)ψ
(
x,
x
εn
)
dx−
ˆ
Ω
ˆ
Y
u0 (x)ψ (x, y) dy dx
∣∣∣∣→ 0,
protože posloupnost (uεn) je podle prˇedpokladu˚ omezená, u0 (x)ψ (x, y) ∈ L
1 (Ω; Cper (Y ))
a podle lemmatu 1.12 je i posloupnost
(
ψ
(
x, xεn
))
omezená.
Veˇta 4.6. Necht’ posloupnost (uεn) ⊂ L
2 (Ω) dvojškáloveˇ konverguje ku0 ∈ L
2 (Ω× Y ).
Pak uεn ⇀ u vL
2(Ω), kde u(x) =
´
Y u0 (x, y) dy.
Du˚kaz. Pokud v definici 4.2 volíme testovací funkce závislé pouze na x, dostaneme prˇímo
definici slabé konvergence uεn k u(x) =
´
Y u0 (x, y) dy vL
2(Ω).
Poznámka 4.7. Pro platnost lemmatu 4.6 je klícˇová volba prostoru testovacích funkcí.
Následující prˇíklad ukazuje , že v (4.3) nestacˇí volit testovací funkce pouze z prostoru
C∞0
(
Ω; C∞per (Y )
)
.
Prˇíklad 4.8. Necht’ Ω = (0, 1), u (x, y) = 0 a
uεn :=
 1εn , 0 < x ≤ εn,0, ε < x < 1.
Pak pro libovolné ψ ∈ C∞0
(
Ω; C∞per (Y )
)
platí
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx→
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx = 0,
ale (uεn) není omezená a nekonverguje slabeˇ ku0 = 0 vL
2 (Ω) (stacˇí volit funkcionál
g ≡ 1, protože potom ˆ 1
0
uεng dx→ 1 6= 0 =
ˆ 1
0
u0g dx).
Lze ukázat, že pro platnost lemmatu 4.6 nestacˇí volit funkce ani z veˇtšího prostoru
C
(
Ω; C∞per (Y )
)
, viz [14]. Následující tvrzení však ukazuje, že v definici 4.2 lze prostor
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L2 (Ω; Cper (Y )) nahradit prostorem C
∞
0
(
Ω; C∞per (Y )
)
, prˇedpokládáme-li navíc omezenost
posloupnosti (uεn).
Tvrzení 4.9. Necht’ (uεn) je omezená posloupnost vL
2 (Ω) taková, že pro libovolné
ψ (x, y) ∈ C∞0
(
Ω; C∞per (Y )
)
platí
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx→
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx.
Pak (uεn) konverguje dvojškáloveˇ ku0.
Lemma 4.10. Necht’ (uεn) ⊂ L
2 (Ω) je omezená posloupnost.
Pak existuje vybraná posloupnost
(
uεn′
)
a u0 ∈ L
2 (Ω× Y ) takové, že uεn′
2
⇀ u0.
Du˚kaz. Necht’ (uεn) ⊂ L
2 (Ω) je taková posloupnost, že
(∃c > 0) (∀n ∈ N) : ‖uεn‖ ≤ c.
Definujme posloupnost lineárních funkcionálu˚ (Fεn) ⊂
(
L2 (Ω; Cper (Y ))
)∗
Fεn (ψ) :=
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx.
Z omezenosti (uεn), Cauchy-Schwartzovy nerovnosti a lemmatu (1.12) vyplývá
|Fεn (ψ)| =
∣∣∣∣ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx
∣∣∣∣ ≤ c ∥∥∥∥ψ(x, xεn
)∥∥∥∥
L2(Ω)
≤ c ‖ψ (x, y)‖L2(Ω;Cper(Y )) .
Posloupnost (Fεn) je tedy omezená a prostor L
2 (Ω; Cper (Y )) je Banachu˚v, takže podle
Alaougluovy veˇty (viz [15] str. 69) existuje posloupnost vybraná z (Fεn) (znacˇme ji stejneˇ)
a F0 ∈
(
L2 (Ω; Cper (Y ))
)∗
takové, že
Fεn ⇀ F0 slabeˇ
∗ v
(
L2 (Ω; Cper (Y ))
)∗
.
Platí tedy
∀ψ ∈ L2 (Ω; Cper (Y )) : Fεn (ψ)→ F0 (ψ) ,
a
|F0 (ψ)| ≤ c ‖ψ (x, y)‖L2(Ω×Y ) .
Prostor L2 (Ω; Cper (Y )) je hustý vL
2 (Ω× Y ) (viz. lemma (1.12)), takže mu˚žeme F0 spo-
jiteˇ rozšíˇrit na L2 (Ω× Y ). Tento rozšíˇrený funkcionál oznacˇme F . Prostor L2 (Ω× Y ) je
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Hilbertu˚v, takže díky Rieszoveˇ veˇteˇ mu˚žeme F ztotožnit s prvkem u0 ∈ L
2 (Ω× Y ). Pro
všechna ψ ∈ L2 (Ω; Cper (Y )) tedy platí
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx = Fεn → F (ψ) =
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx.
Následující dveˇ tvrzení ukazují, že pokud (uεn) dvojškáloveˇ konverguje ku0, pak vztah
(4.3) platí i pro testovací funkce z jiných prostoru˚ než L2 (Ω; Cper (Y )).
Tvrzení 4.11. Necht’ (uεn) je posloupnost vL
2 (Ω), která dvojškáloveˇ konverguje k funkci
u0 ∈ L
2 (Ω× Y ).
Pak pro libovolné ψ (x, y) ∈ L2per (Ω; C (Y )) platí
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx→
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx.
Tvrzení 4.12. Necht’ (uεn) je posloupnost vL
2 (Ω), která dvojškáloveˇ konverguje k funkci
u0 ∈ L
2 (Ω× Y ) .
Pak pro každou funkci ve tvaru ψ (x, y) = ψ1 (y)ψ2 (x, y), kde ψ1 ∈ L
∞
per (Y )
a ψ2 ∈ L
2 (Ω; Cper (Y )), platí
ˆ
Ω
uεn (x)ψ
(
x,
x
εn
)
dx→
ˆ
Ω
ˆ
Y
u0 (x, y)ψ (x, y) dy dx.
Du˚kazy tvrzení 4.11 a 4.12 lze najít naprˇ. v [14].
4.2 Dvojškálová konvergence pro posloupnosti z H10 (Ω)
Na záveˇr prˇehledu základních vlastností dvojškálové konvergence si uved’me lemma týka-
jící se dvojškálové konvergence vH10 (Ω), které využijeme v du˚kazu veˇty 5.1.
Lemma 4.13. Necht’ (uεn) ⊂ H
1
0 (Ω) a u0 ∈ H
1
0 (Ω) jsou takové, že uεn ⇀ u0 vH
1
0 (Ω).
Pak platí:
• uεn
2
⇀ u˜0 (x, y) := u0 (x),
• existuje u1 (x, y) ∈ L
2 (Ω;Hper (Y )) a posloupnost
(
uεn′
)
vybraná z (uεn) taková, že
∇uεn′
2
⇀ ∇xu0 +∇yu1.
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Du˚kaz. Pro posloupnost (uεn) platí (po prˇípadném vybrání), viz lemma 4.10:
uεn
2
⇀ u˜0 ∈ L
2 (Ω× Y ) ,
∇uεn
2
⇀ U ∈
(
L2 (Ω× Y )
)N
,
takže pro libovolné ψ ∈
[
C∞0
(
Ω; C∞per (Y )
)]N
platí
ˆ
Ω
∇uεn (x) · ψ
(
x,
x
εn
)
dx→
ˆ
Ω
ˆ
Y
U (x, y) · ψ (x, y) dy dx. (4.5)
Uvažujme-li ∇uεn jako distribuci, platí
ˆ
Ω
∇uεn (x) · ψ
(
x,
x
εn
)
dx = −
N∑
i=1
ˆ
Ω
uεn (x)
[
∂ψi
∂xi
(
x,
x
εn
)
+
1
εn
∂ψi
∂yi
(
x,
x
εn
)]
dx.
(4.6)
Po vynásobení této rovnosti εn a následnou úpravou dostaneme
N∑
i=1
ˆ
Ω
uεn (x)
∂ψi
∂yi
(
x,
x
εn
)
dx =
= εn
[
−
N∑
i=1
ˆ
Ω
uεn (x)
∂ψi
∂xi
(
x,
x
εn
)
dx−
ˆ
Ω
∇uεn (x) · ψ
(
x,
x
εn
)
dx
]
.
Limitním prˇechodem εn → 0 a s využitím (4.5) dostaneme
N∑
i=1
ˆ
Ω
ˆ
Y
u˜0 (x, y)
∂ψi
∂yi
(x, y) dy dx = 0.
Po úpraveˇ pomocí Greenovy veˇty pro libovolné [ψ ∈ C∞0 (Ω× Y )]
N platí
ˆ
Ω
ˆ
Y
∇yu˜0 (x, y) · ψ (x, y) dy dx = 0,
takže∇yu0 = 0 skoro všude vΩ×Y . Funkce u˜0 tedy nezávisí na y, a proto u˜0(x, y) = u0 (x)
(viz veˇta 4.6 a prˇedpoklad uεn ⇀ u0 v H
1
0 (Ω), takže uεn → u0 v L
2 (Ω) ). Pokud nyní
zvolíme funkce ψ ∈
[
C∞0
(
Ω; C∞per (Y )
)]N
takové, že
divyψ =
N∑
i=1
∂ψi
∂yi
= 0,
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dostaneme z (4.6) s využitím dvojškálové konvergence (uεn):
ˆ
Ω
∇uεn (x) · ψ
(
x,
x
εn
)
dx = −
N∑
i=1
ˆ
Ω
uεn (x)
∂ψi
∂xi
(
x,
x
εn
)
dx→
→ −
N∑
i=1
ˆ
Ω
ˆ
Y
u0 (x)
∂ψi
∂xi
(x, y) dy dx =
ˆ
Ω
ˆ
Y
∇u0 (x) · ψ (x, y) dy dx.
Porovnáním s (4.5) dostaneme pro libovolnou funkci ψ ∈
[
C∞0
(
Ω; C∞per (Y )
)]N
takovou, že
divyψ = 0, vztah ˆ
Ω
ˆ
Y
[U (x, y)−∇u0 (x)] · ψ (x, y) dy dx = 0,
takže existuje práveˇ jedna funkce6 u1 (x, y) ∈ L
2 (Ω;Hper (Y )) taková, že
U (x, y) = ∇u0 (x) +∇yu1 (x, y) .
6Zde využíváme faktu, že pokud
´
Y
Fϕ dy = 0 pro libovolné ϕ takové, že divϕ = 0, pak F je gradient (viz
[10] str. 29). V tomto prˇípadeˇ F (x, y) = U (x, y)−∇u0 (x).
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5 Homogenizační teorém pro PDR
V cˇásti 3 jsme za prˇísných požadavku˚ na funkce a, f a oblast Ω našli prˇedpis pro koeficienty
homogenizované matice A0. V této cˇásti pomocí dvojškálové konvergence dokážeme, že
takto získaná homogenizovaná matice vyhovuje i prˇi obecneˇji zadaných úlohách. Uvedený
du˚kaz homogenizacˇního teorému je kombinací du˚kazu˚ uvedených v pracích [7, 18].
5.1 Formulace úlohy
Veˇta 5.1 (Homogenizacˇní teorém pro PDR). Necht’ α, β ∈ R, 0 < α ≤ β,A ∈Mper (α, β,Ω)
a f ∈ L2 (Ω) . Oznacˇme pro každé ε > 0 Aε (x) = A
(
x
ε
)
a uε ∈ H
1
0 (Ω) slabé rˇešení úlohy−div (Aε∇uε) = f v Ω,uε = 0 na ∂Ω. (5.1)
Necht’ u0 ∈ H
1
0 (Ω) je slabé rˇešení homogenizovaného problému−div
(
A0∇u0
)
= f v Ω,
u0 = 0 na ∂Ω,
(5.2)
kde
A0 =
ˆ
Y
(
A (y)−A (y) (∇yχ (y))
T
)
dy (5.3)
a funkce χ (y) je rˇešením problémudiv
(
∇yχ (y) (A (y))
T
)
= divy (A (y))
T v Y,
χ (y) je Y -periodická.
(5.4)
Pak pro každou posloupnost (εn) takovou, že εn → 0
+, platí uεn ⇀ u0 v H
1
0 (Ω).
Definice 5.2. Slabým rˇešením úlohy (5.1) rozumíme funkci uε ∈ H
1
0 (Ω) takovou, že
∀v ∈ H10 (Ω) :
ˆ
Ω
(Aε∇uε) · ∇v dx =
ˆ
Ω
fv dx. (5.5)
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Poznámka 5.3. Všimneˇme si, že prvky homogenizované matice A0 jsou podle (5.3) dány
vztahem
a0i,k =
ˆ
Y
ai,k (y)− N∑
j=1
ai,j (y)
∂χk
∂yj
(y)
 ,
což je stejný prˇedpis jako v (3.12).
5.2 Důkaz homogenizačního teorému pro PDR
Pro všechna n ∈ N existuje podle Lax-Milgramova lemmatu práveˇ jedno slabé rˇešení
uεn ∈ H
1
0 (Ω) úlohy (5.1). Navíc platí
‖uεn‖H10 (Ω)
≤
1
α
‖f‖L2(Ω) .
Posloupnost (uεn) je tedy omezená v reflexivním prostoruH
1
0 (Ω), a proto existuje posloup-
nost vybraná z (uεn) (znacˇme ji stejneˇ) a u0 ∈ H
1
0 (Ω) takové, že
(i) uεn ⇀ u0 v H
1
0 (Ω) ,
(ii) uεn → u0 v L
2 (Ω) .
Podle lemmatu 4.13 posloupnost (uεn) dvojškáloveˇ konverguje ku0 a navíc existuje
posloupnost vybraná z (uεn) (opeˇt ji znacˇme stejneˇ) a u1 ∈ L
2 (Ω;Hper (Y )) takové, že
∇uεn
2
⇀ ∇xu0 +∇yu1.
Necht’ v0 ∈ C∞0 (Ω) a v1 ∈ C
∞
0
(
Ω; C∞per (Y )
)
. Pro všechna n mu˚žeme funkci v0(x) +
εnv1
(
x, xεn
)
použít jako testovací funkci v (5.5):
ˆ
Ω
(Aεn∇uεn) ·
(
∇xv0(x) + εn∇xv1
(
x,
x
εn
)
+∇yv1
(
x,
x
εn
))
dx =
=
ˆ
Ω
f
(
v0(x) + εnv1
(
x,
x
εn
))
dx. (5.6)
Úpravou rovnice (5.6) dostaneme
I1 + εnI2 =
ˆ
Ω
f
[
v0(x) + εnv1
(
x,
x
εn
)]
dx, (5.7)
kde
I1 =
ˆ
Ω
∇uεn ·
[
(Aεn)T
(
∇xv0(x) +∇yv1
(
x,
x
εn
))]
dx,
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I2 =
ˆ
Ω
∇uεn ·
[
(Aεn)T ∇xv1
(
x,
x
εn
)]
dx.
Funkce (Aεn)T
[
∇xv0(x) +∇yv1
(
x, xεn
)]
je ve tvaru ψ (x, y) = ψ1 (y)ψ2 (x, y), kde ψ1 (y) =
(Aεn)T ∈ L∞per (Y ) a ψ2 (x, y) = ∇xv0(x) + ∇yv1
(
x, xεn
)
∈ L2 (Ω; Cper (Y )), takže podle
tvrzení 4.12 mu˚žeme ψ (x, y) použít jako testovací funkci v (4.3), takže platí
I1 →
ˆ
Ω
ˆ
Y
(∇xu0 (x) +∇yu1 (x, y)) ·
[
(A (y))T (∇xv0(x) +∇yv1 (x, y))
]
dydx. (5.8)
Obdobneˇ pro (Aεn)T ∇xv1
(
x, xεn
)
. S využitím omezenosti (Aεn∇uεn) a Hölderovy nerov-
nosti dostaneme
εnI2 → 0. (5.9)
Dále zrˇejmeˇ platí
(
v0 (x) + εnv1
(
x, xεn
))
⇀ v0 vH
1
0 (Ω), takže
ˆ
Ω
f
(
v0(x) + εnv1
(
x,
x
εn
))
dx→
ˆ
Ω
fv0(x) dx. (5.10)
Dosazením (5.8), (5.9) a (5.10) do (5.7) a úpravou dostaneme pro εn → 0
+
ˆ
Ω
ˆ
Y
[A (y) (∇xu0 (x) +∇yu1 (x, y))] · [∇xv0(x) +∇yv1 (x, y)] dy dx =
ˆ
Ω
fv0(x) dx.
(5.11)
Definujme na prostoru H×H (viz lemma1.11) bilineární formu
a (U, V ) :=
ˆ
Ω
ˆ
Y
[A (y) (∇xu0 (x) +∇yu1 (x, y))] · [∇xv0(x) +∇yv1 (x, y)] dy dx,
kde U = (u0, u1) a V = (v0, v1). S využitím omezenosti A a Cauchy-Schwartzovy nerov-
nosti dostaneme pro všechna U, V ∈ H:
a (U, V ) =
ˆ
Ω
ˆ
Y
[A (y) (∇xu0 (x) +∇yu1 (x, y))] · [∇xv0 (x) +∇yv1 (x, y)] dy dx ≤
≤ β
ˆ
Ω
ˆ
Y
(∇xu0 (x) +∇yu1 (x, y)) · (∇xv0 (x) +∇yv1 (x, y)) dydx ≤ β ‖U‖H ‖V ‖H ,
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protože
ˆ
Ω
ˆ
Y
∇xu0 (x) · ∇yv1 (x, y) dy dx =
ˆ
Ω
[ˆ
Y
∇y (∇xu0 (x) v1 (x, y)) dy
]
dx =
=
ˆ
Ω
[ˆ
∂Y
(∇xu0 (x) v1 (x, y)n (y)) dsy
]
dx = 0.
Dále platí
∀V ∈ H : a (V, V ) ≥ α ‖∇xv0 (x) +∇yv1 (x, y)‖
2
L2(Ω×Y ) ≥
≥ α ‖∇xv0‖
2
L2(Ω) + α ‖∇yv1‖
2
L2(Ω) .
Bilineární forma a (U, V ) je tedy spojitá a eliptická. Je zrˇejmé, že funkcionál
F (v0, v1) :=
ˆ
Ω
fv0(x) dx
je lineární a spojitý na H, proto podle Lax-Milgramova lemmatu 1.14 existuje práveˇ jeden
prvek U ∈ H, a to U = (u0, u1), takový, že
∀V ∈ H : a (U, V ) = F (V ) . (5.12)
To znamená, že pro každé V ∈ H platí (5.11). Speciálneˇ volíme-li do (5.11) postupneˇ
v0 ≡ 0 a v1 ≡ 0 dostaneme ekvivalentní problém
−divy (A (y) (∇xu0 (x) +∇yu1 (x, y))) = 0 v Ω× Y,
−divx
(´
Y A (y) (∇xu0 (x) +∇yu1 (x, y)) dy
)
= f v Ω,
u0 = 0 na ∂Ω,
u1 (x, y) je Y -periodická v y.
(5.13)
Funkci u1 vyjádrˇíme pomocí funkce ∇u0 a neznámé vektorové funkce χ ∈ Hper (Y ) ve
tvaru
u1 (x, y) = −χ (y) · ∇xu0 (x) = −
N∑
j=1
χj (y)
∂u0 (x)
∂xj
. (5.14)
Dosazením (5.14) do první rovnice v (5.13) dostaneme
divy
(
∇yχ (y) (A (y))
T
)
· ∇xu0 (x) = divy (A (y))
T · ∇xu0 (x) .
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Tato rovnost je splneˇna práveˇ tehdy, když χ je rˇešením problému (5.4).
Dosazením (5.14) do druhé rovnice v (5.13) dostaneme
− divx
(ˆ
Y
A (y)
(
∇xu0 (x)−∇y (χ (y))
T ∇xu0 (x)
)
dy
)
= f
−divx
(ˆ
Y
A (y)
(
I −∇y (χ (y))
T
)
dy
)
∇xu0 (x) = f
−divx
(
A0 (y)∇xu0 (x)
)
= f. (5.15)
Toto je ovšem homogenizovaná rovnice (5.2), kde koeficienty matice A0 jsou dány vzta-
hem (5.3).
Ukázali jsme funkce u0, která je rˇešením (5.2), a u1 (daná vztahem (5.14)) rˇeší pro-
blém (5.13), který je ekvivalentní s (5.12). Zárovenˇ však víme, že existuje práveˇ jedno
rˇešení tohoto problému, takže funkce u0 je limitou jisté vybrané posloupnosti z (uεn). Od-
tud pomocí obdobné úvahy jako v du˚kazu veˇty (2.1) vyplývá, že u0 je slabou limitou (uεn).

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6 Řešení homogenizačních úloh ve 2D
V této kapitole naznacˇíme praktické rˇešení homogenizacˇních úloh ve 2D pomocí metody
konecˇných prvku˚ a metody hranicˇních prvku˚. Uvažujme modelovou úlohu (5.1):−div (Aε∇uε) = f v Ω,uε = 0 na ∂Ω, (6.1)
kde Ω je jednotkový cˇtverec vR2, f je daná funkce zL2 (Ω) a Aε (x) = A
(
x
ε
)
, kde
A ∈Mper (α, β,Ω) , A(y) :=
(
a(y) 0
0 a(y)
)
. (6.2)
Základním úkolem je najít homogenizovanou matici A0 a následneˇ prˇípadneˇ rˇešit úlohu

−div
(
A0∇u0
)
= f v Ω,
u0 = 0 na ∂Ω.
Podle veˇty 5.1 musíme nejprve najít funkci χ, která rˇeší úlohu (5.4), což v tomto prˇípadeˇ
znamená najít pro k = 1, 2 funkce χ(k) , které splnˇují

−div
(
a(y)∇χ(k)(y)
)
= −∂a(y)∂yk v Y,
χ(k) je Y -periodická.
(6.3)
Koeficienty homogenizované matice pak budou dány vztahem
a0i,k =
ˆ
Y

ai,k (y)− N∑
j=1
ai,j (y)
∂χk
∂yj
(y)

 dy. (6.4)
6.1 Řešení pomocí MKP
Funkce χ(k) je slabým rˇešením úlohy (6.3), pokud platí:
• χ(k) ∈ Hper (Y ) ,
•
´
Y a(y)∇χ
(k)(y)∇v(y)dy =
´
Y a(y)
∂v
∂yk
dy ∀v ∈ Hper (Y ),
nebo ekvivalentneˇ
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• χ(k) ∈ Hper (Y ) ,
• J(χ(k)) = minχk∈Hper(Y )
{
1
2
´
Y a(y)
∥∥∇χ(k)(y)∥∥2 dy − ´Y a(y)∂χ(k)∂yj dy} .
Uvažujme diskretizaci cˇtvercové oblasti Y na standardní pravidelnou trojúhelníkovou sít’
sn1 × n2 vrcholy xi, kde i ∈ {1, . . . , n := n1n2}, a pravoúhlými trojúhelníky Ti, kde
i ∈ {1, . . . ,m := 2(n1 − 1)(n2 − 1)}. Hledejme funkce χ(k) jako spojité po cˇástech (na
trojúhelnících) lineární aproximace funkcí χ(k). Tyto funkce χ(k) mu˚žeme vyjádrˇit jako
lineární kombinace bázových funkcí. Výše zmíneˇné formulace slabého rˇešení vedou po
diskretizaci na sedlobodovou úlohu:
Aχ(k) +BTλ = b(k), (6.5)
kde A je matice tuhosti sestavená z lokálních matic tuhosti Alok, B je matice sestavená
z podmínek Y -periodicity:
χ(k)i − χ
(k)
j = 0 pro i, j : xi ∈ {(x, y) ∈ Ω : y = 0} , xj ∈ {(x, y) ∈ Ω : y = 1} ,
χ(k)i − χ
(k)
j = 0 pro i, j : xi ∈ {(x, y) ∈ Ω : x = 0} , xj ∈ {(x, y) ∈ Ω : x = 1} ,
vektor b(k) je sestaven z rovnic
blok = aℓ
ˆ
Tℓ
∂ϕi
∂yk
dy,
kde ϕi jsou bázové funkce a aℓ je diskretizovaná hodnota a(y) v trojúhelníku Tℓ.
Výpocˇet χ(k) pro k = 1, 2 se bude lišit jen ve vektoru pravé strany b(k). Rovnici (6.5)
vyjádrˇíme ve vhodneˇjším tvaru
Mχ˜(k) = b˜(k), (6.6)
kde
M :=
(
A BT
B 0
)
, χ˜(k) :=
(
χ
(k)
j
0
)
, b˜(k) :=
(
b(k)
0
)
.
Hledané funkce χ(k) v diskretizovaném tvaru dostaneme jako prvních n složek rˇešení (6.6).
Diagonální prvky A0 urcˇíme ze vztahu (6.4):
a0k,k =
ˆ
Y
(
a (y)− a (y)
∂χ(k)
∂yk
(y)
)
dy
.
=
m∑
ℓ=1
[(
aℓ − aℓ
∂χ(k)
∂yi
)
|Tℓ|
]
, k = 1, 2,
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a prvky mimo diagonálu
a0i,k =
ˆ
Y
a (y)
∂χ(k)
∂yi
(y) dy
.
=
m∑
ℓ=1
[
aℓ
∂χ(k)
∂yi
|Tℓ|
]
k = 1, 2, k 6= i,
kde |Tℓ| je obsah trojúhelníku Tℓ.
6.2 Řešení pomocí MHP
V praxi se kompozitní materiály cˇasto skládají ze dvou homogenních materiálu˚ ru˚zných
vlastností. Tuto situaci mu˚žeme v úloze (6.1) modelovat pomocí funkce a (y) která nabývá
konstantních hodnot, a to a1 > 0 na Y1 a a2 > 0 na Y2 = Y − Y1 (viz obr.6.1). V následu-
jících úvahách budeme postupovat bez prˇesného stanovení prˇedpokladu˚. Získané vztahy
pak numericky oveˇrˇíme v cˇásti 7.
Uvažujme pro k ∈ {1, 2} funkci χ(k) ∈ Hper (Y ), která splnˇuje rovnici
ˆ
Y
a∇χ(k) · ∇v dy =
ˆ
Y
a
∂v
∂yk
dy, ∀v ∈ Hper (Y ) . (6.7)
✲ y1
✻
y2
1
3
1
3
2
3
2
3
1
1
✂
✂
✂
✂
✂
✂
✂
✂
✂✂
✂✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂✂
✂
✂
∂Y
∂Y1
∂Y2 = Y ∪ Y1
Y2, a2
Y1, a1
Obrázek 6.1: Zadání funkce a(y) pro kompozitní materiál.
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Levou stranu rovnice upravíme s využitím první Greenovy identity a periodicity funkce
a na oblasti Y :
ˆ
Y
a∇χ(k) · ∇v dy = a1
ˆ
Y1
∇χ
(k)
1 · ∇v dy + a2
ˆ
Y2
∇χ
(k)
2 · ∇v dy
= a1
ˆ
Y1
(
−∆χ
(k)
1
)
v dy︸ ︷︷ ︸
=0
+ a1
ˆ
∂Y1
∂χ
(k)
1
∂nY1
v dsy − a2
ˆ
Y2
∆χ
(k)
2 v dy︸ ︷︷ ︸
=0
+
+ a2
ˆ
∂Y2
∂χ
(k)
2
∂nY2
v dsy
=
ˆ
∂Y1
(
a1
∂χ
(k)
1
∂nY1
+ a2
∂χ
(k)
2
∂nY2
)
v dy + a2
ˆ
∂Y
∂χ
(k)
2
∂nY2
v dsy︸ ︷︷ ︸
=0
.
Podobneˇ upravíme i pravou stranu
ˆ
Y
a
∂v
yk
dy = a1
ˆ
Y1
1 ·
∂v
∂yk
dy + a2
ˆ
Y2
1 ·
∂v
∂yk
dy
= a1
ˆ
Y1
(
−
∂1
∂yk
)
v dy︸ ︷︷ ︸
=0
+ a1
ˆ
∂Y1
v (nY1)k dsy + a2
ˆ
Y2
(
−
∂1
∂yk
)
v dy︸ ︷︷ ︸
=0
+
+ a2
ˆ
∂Y2
v (nY2)k dsy
=
ˆ
∂Y1
(a1 (nY1)k + a2 (nY2)k) v dsy + a2
ˆ
∂Y
v (nY2)k dsy︸ ︷︷ ︸
=0
=
ˆ
∂Y1
(a2 − a1) (nY2)k v dsy.
Dostáváme tedy úlohu


−∆χ
(k)
1 = 0 v Y1, (6.8a)
−∆χ
(k)
2 = 0 v Y2, (6.8b)
χ
(k)
1 = χ
(k)
2 na ∂Y1, (6.8c)
a1
∂χ
(k)
1
∂nY1
+ a2
∂χ
(k)
2
∂nY2
= (a2 − a1) (nY2)k na ∂Y1, (6.8d)
χ
(k)
2 vyhovuje periodickým okrajovým podmínkám na ∂Y . (6.8e)
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Hraniční integrální rovnice
Funkce χ
(k)
1 a χ
(k)
2 vyjádrˇíme pomocí potenciálu jednoduché vrstvy
∀x˜ ∈ Y1 : χ
(k)
1 (x˜) =
ˆ
∂Y1
q
(k)
1 (y)G (x˜, y) dsy, (6.9)
∀x˜ ∈ Y2 : χ
(k)
2 (x˜) =
ˆ
∂Y1
q
(k)
2 (y)G (x˜, y) dl (y) +
ˆ
∂Y
q(k) (y)G (x˜, y) dsy, (6.10)
kde G (x, y) je fundamentální rˇešení Laplaceovy rovnice
G (x, y) = −
1
2π
ln ‖x− y‖ ,
a kde funkce q1, q2 : ∂Y1 → R a q : ∂Y → R jsou hustoty potenciálu˚.
Dosazením vztahu˚ (6.9) a (6.10) do rovnic (6.8c) a (6.8d) dostaneme následující hra-
nicˇní integrální rovnice. Pro x ∈ ∂Y1 platí
ˆ
∂Y1
q
(k)
1 (y)G (x, y) dsy −
ˆ
∂Y1
q
(k)
2 (y)G (x, y) dsy −
ˆ
∂Y
q(k) (y)G (x, y) dsy = 0
Pro x ∈ ∂Y1 platí
a1
(
1
2
q
(k)
1 (x) +
ˆ
∂Y1
q
(k)
1 (y)
∂G
∂nY1 (x)
(x, y) dsy
)
+ a2
(
1
2
q
(k)
2 (x)+
+
ˆ
∂Y1
q
(k)
2 (y)
∂G
∂nY2 (x)
(x, y) dsy +
ˆ
∂Y
q(k) (y)
∂G
∂nY2 (x)
(x, y) dsy
)
= (a2 − a1) (nY2)k .
Z podmínky periodicity (6.8e) pro χ
(k)
2 na ∂Y dostaneme rovnice
• ∀x1 ∈ (0, 1) :
ˆ
∂Y1
q
(k)
2 (y)G ((x1, 0) , y) dsy +
ˆ
∂Y
q(k) (y)G ((x1, 0) , y) dsy−
−
ˆ
∂Y1
q
(k)
2 (y)G ((x1, 1) , y) dsy −
ˆ
∂Y
q(k) (y)G ((x1, 1) , y) dsy = 0,
1
2
q(k) ((x1, 0)) +
ˆ
∂Y1
q
(k)
2 (y)
∂G
∂nY2 (x)
((x1, 0) , y) dsy+
+
ˆ
∂Y
q(k) (y)
∂G
∂nY2 (x)
((x1, 0) , y) dsy +
1
2
q(k) (x1, 1)+
+
ˆ
∂Y1
q
(k)
2 (y)
∂G
∂nY2 (x)
((x1, 1) , y) dsy +
ˆ
∂Y
q(k) (y)
∂G
∂nY2 (x)
((x1, 1) , y) dsy = 0.
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• ∀x2 ∈ (0, 1) :
ˆ
∂Y1
q
(k)
2 (y)G ((0, x2) , y) dsy +
ˆ
∂Y
q(k) (y)G ((0, x2) , y) dsy−
−
ˆ
∂Y1
q
(k)
2 (y)G ((1, x2) , y) dsy −
ˆ
∂Y
q(k) (y)G ((1, x2) , y) dsy = 0,
1
2
q(k) ((0, x2)) +
ˆ
∂Y1
q
(k)
2 (y)
∂G
∂nY2 (x)
((0, x2) , y) dsy+
+
ˆ
∂Y
q(k) (y)
∂G
∂nY2 (x)
((0, x2) , y) dsy +
1
2
q(k) (1, x2)+
+
ˆ
∂Y1
q
(k)
2 (y)
∂G
∂nY2 (x)
((1, x2) , y) dsy +
ˆ
∂Y
q(k) (y)
∂G
∂nY2 (x)
((1, x2) , y) dsy = 0.
Zaved’me následující integrální operátory:
[V1u] (x) :=
ˆ
∂Y1
u (y)G (x, y) dsy,
[V u] (x) :=
ˆ
∂Y
u (y)G (x, y) dsy,
[K1u] (x) :=
ˆ
∂Y1
u (y)
∂G
∂nY2 (x)
(x, y) dsy,
[Ku] (x) :=
ˆ
∂Y
u (y)
∂G
∂nY2 (x)
(x, y) dsy.
Výše uvedené hranicˇní integrální rovnice pak mu˚žeme prˇehledneˇ zapsat do soustavy
[
V1q
(k)
1
]
−
[
V1q
(k)
2
]
−
[
V q(k)
]
= 0, x ∈ ∂Y1,[
a1T1q
(k)
1
]
+
[
a1T1q
(k)
2
]
+
[
Kq(k)
]
= (a2 − a1) (nY2)k , x ∈ ∂Y1,
(6.11)

[
V1q
(k)
2
]
(x1, 0)−
[
V1q
(k)
2
]
(x1, 1) +
[
V q(k)
]
(x1, 0)−
[
V q(k)
]
(x1, 1) = 0, x1 ∈ (0, 1) ,[
V1q
(k)
2
]
(0, x2)−
[
V1q
(k)
2
]
(1, x2) +
[
V q(k)
]
(0, x2)−
[
V q(k)
]
(1, x2) = 0, x2 ∈ (0, 1) ,[
K1q
(k)
2
]
(x1, 0) +
[
K1q
(k)
2
]
(x1, 1) +
[
Tq(k)
]
(x1, 0) +
[
Tq(k)
]
(x1, 1) = 0, x1 ∈ (0, 1) ,[
K1q
(k)
2
]
(0, x2) +
[
K1q
(k)
2
]
(1, x2) +
[
Tq(k)
]
(0, x2) +
[
Tq(k)
]
(1, x2) = 0, x2 ∈ (0, 1) ,
(6.12)
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kde7
T1 =
(
1
2
I +K1
)
a T =
(
1
2
I +K
)
.
Výpočet koeﬁcientů homogenizované matice
Z veˇty 5.1 vyplývá, že prvky homogenizované matice A0 jsou dány vztahem
a0i,k =
ˆ
Y
ai,k (y)− 2∑
j=1
ai,j (y)
∂χ(k)
∂yj
(y)
 dy. (6.13)
Prˇedpis (6.13) mu˚žeme upravit
a0i,k =
ˆ
Y
ai,k(y) dy −
ˆ
Y
ai,i(y)
∂χ(k)
∂yi
(y) dy.
Rozdeˇlením druhého integrálu na integrály prˇes oblasti Y1 a Y2, úpravou pomocí Greenovy
veˇty a využitím periodicity funkce χ(k) dostaneme pro ai,i (y) = a (y)
ˆ
Y
a(y)
∂χ(k)(y)
∂yi
dy = a1
ˆ
Y1
∂χ(k)(y)
∂yi
dy + a2
ˆ
Y2
∂χ(k)
∂yi
(y) dy =
= a1
ˆ
Y1
(
−
∂1
∂yi
)
χ(k)(y) dy︸ ︷︷ ︸
=0
+ a1
ˆ
∂Y1
χ(k)(y)ni dsy+
+ a2
ˆ
Y2
(
−
∂1
∂yi
)
χ(k)(y) dy︸ ︷︷ ︸
=0
+ a2
ˆ
∂Y2
χ(k)(y) (nY2)i dsy =
= a1
ˆ
∂Y1
χ(k)(y) (nY1)i dsy − a2
ˆ
∂Y1
χ(k)(y) (nY1)i dsy+
+ a2
ˆ
∂Y
χ(k)(y) (nY2)i dsy︸ ︷︷ ︸
=0
=
= (a1 − a2)
ˆ
∂Y1
χ(k)(y) (nY1)i dsy.
Odtud vyplývá, že pro diagonální prvky homogenizované matice A0 platí
a0k,k =
ˆ
Y
ak,k(y) dy − (a1 − a2)
ˆ
∂Y1
χ(k)(y) (nY1)k dsy,
7I znacˇí identické zobrazení.
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a pro prvky mimo diagonálu
a0i,k = − (a1 − a2)
ˆ
∂Y1
χ(k)(y) (nY1)i dsy.
Odtud vidíme, že k urcˇení prvku˚ homogenizované matice stacˇí znát hodnoty funkcí χ(k)
na ∂Y1. Využijeme-li vyjádrˇení (6.9) dostaneme pro diagonální prvky
a0k,k =
ˆ
Y
ak,k(y) dy − (a1 − a2)
[ˆ
∂Y1
(ˆ
∂Y1
q
(k)
1 (y)G (x˜, y) dsy
)
(nY1)k dsy
]
, (6.14)
respektive
a0i,k = − (a1 − a2)i,k
[ˆ
∂Y1
(ˆ
∂Y1
q
(k)
1 (y)G (x˜, y) dsy
)
(nY1)i dsy
]
(6.15)
pro prvky mimo diagonálu.
Uvažujme diskretizaci hranic ∂Y1 a ∂Y do disjunktních otevrˇených úsecˇek tak, aby
m1⋃
ℓ=1
Sℓ1 = ∂Y1 a
m2⋃
ℓ=1
Sℓ2 = ∂Y.
Uvažujme po úsecˇkách konstantní funkce ψi1 a ψ
i takové, že
ψi1 (y) |Sj1
= δij pro i, j = 1, . . . ,m1 a ψ
i
2 (y) |Sj2
= δij pro i, j = 1, . . . ,m2.
Hledejme neznámé funkce q
(k)
1 , q
(k)
2 a q
(k) lineární kombinace bázových funkcí ψi1 a ψ
i
2:
q
(k)
1 (y) =
m1∑
ℓ=1
q
(k)
1,ℓψ
i
1 (y) , q
(k)
2 (y) =
m1∑
ℓ=1
q
(k)
2,ℓψ
i
1 (y) , q
(k) (y) =
m2∑
ℓ=1
q
(k)
ℓ ψ
i
1 (y) ,
prˇicˇemž hledané vektory koeficientu˚ oznacˇíme
q
(k)
1 :=
(
q
(k)
1,1 , . . . , q
(k)
1,m1
)
, q
(k)
2 :=
(
q
(k)
2,1 , . . . , q
(k)
2,m1
)
, q(k) :=
(
q
(k)
1 , . . . , q
(k)
m2
)
.
Kolokacˇní verze metody hranicˇních prvku˚ spocˇívá v rˇešení soustavy (6.11) a (6.12) pouze
ve stˇredových bodech úsecˇek, které oznacˇíme xℓ1 ∈ S
ℓ
1 a x
ℓ ∈ Sℓ2. To vede na soustavu
57
2m1 +m2 lineárních rovnic o stejném pocˇtu neznámých
V1,1 −V1,1 −V1,2
a1
(
1
2I1 +K1,1
)
a2
(
1
2I1 −K1,1
)
−a2K1,2
0 PV2,1 PV2,2
0 PK2,1 P
(
1
2I+K2,2
)

 q
(k)
1
q
(k)
2
q(k)
 =
 0n(k)
0
 , (6.16)
kde:
• I1 je matice identity m1 ×m1, I je matice identity m×m.
• Pro s, t ∈ {0, 1} definujeme matice Vs,t,Ks,t ∈ R
ms×mt:
(Vs,t)i,j :=
ˆ
Sjt
G
(
xit, y
)
dsy,
(Ks,t)i,j :=
ˆ
Sjt
∇xG
(
xis, y
)
· nis dsy,
prˇicˇemž ni1 a n
i
2 znacˇí jednotkovou normálu k S
i
1 a S
i
2 smeˇrˇující ven z Y1 resp.Y.
• Vektor n(k) ∈ Rm1 definujeme prˇedpisem(
n(k)
)
i
= a1
(
ni1
)
k
− a2
(
ni1
)
k
,
prˇicˇemž
(
ni1
)
k
a
(
ni2
)
k
znacˇí k−tou složku jednotkové normály k Si1 a S
i
2 smeˇrˇující
ven z Y1 resp.Y.
• P je permutacˇní matice m2 ×
m
2
(P1)i,j :=

1, i = j ∧ 1 ≤ i ≤ m4 ,
1, j = 34m+ 1− i ∧ 1 ≤ i ≤
m
4 ,
1, j = 54m+ 1− i ∧
m
4 < i ≤
m
2 ,
0, jinde.
Rˇešením (6.16) dostaneme vektor q
(k)
1 , pomocí kterého pro po cˇástech konstantní funkci
a na oblasti Y1 resp. Y − Y1 snadno urcˇíme koeficienty homogenizované matice A0 podle
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vztahu˚ (6.14) a (6.15)
a0k,k = a1 |Y1|+ a2 |Y − Y1| − (a1 − a2)
(
n(k)
)T
V1,1
(
q
(k)
1 · l
)
, k = 1, 2,
a0i,k = − (a1 − a2)
(
n(i)
)T
V1,1
(
q
(k)
1 · l
)
, i, k = 1, 2, i 6= k,
kde |Y1| resp. |Y − Y1| je obsah oblasti Y1 resp. Y − Y1 a vektor l definujeme
li :=
∥∥Si1∥∥ .
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7 Numerické experimenty
V této cˇásti ukážeme numerická rˇešení prˇíkladu˚ z cˇástí 2 a 3. Dále pak uvedeme srovnání
výpocˇtu homogenizované matice pomocí MKP a MHP. U každé úlohy je uvedena použitá
hustota diskretizace pro výpocˇet chyby, která je uvedena v tabulce.
Necht’ Xn ⊂ Ω je množina diskretizacˇních uzlu˚ xi pro MKP resp. MHP. Pro porovnávání
funkcí uε a u0 na oblasti Ω definujeme normy errs a errr:
errs := sup
xi
|uε (xi)− u0 (xi)|
errr :=
√∑n
i=0 (uε (xi)− u0 (xi))
2√∑n
i=0 (u0 (xi))
2
.
Na obrázcích je z du˚vodu prˇehlednosti sít’ upravena. Pro vizuální porovnání charakteru
chyby je definována funkce
errε (xi) := uε (xi)− u0 (xi) .
Rovneˇž obrázky této funkce chyby jsou pouze orientacˇní s méneˇ hustou diskretizacˇní sítí.
7.1 Homogenizace v 1D
U následujících prˇíkladu˚ uvažujeme Ω = 〈0, 1〉.
Prˇíklad 7.1. Uvažujme zadání z prˇíkladu˚ 2.7 a 2.8. Porovnejme pro
ε ∈
{
1,
1
2
,
1
4
,
1
10
,
1
20
,
1
100
,
1
200
,
1
1000
}
jednotlivá rˇešení uε s rˇešeními u0. Na obrázku 7.1 (resp. (7.2)) jsou pro zadaná ε ≤
1
100
vykreslena rˇešení uε pomocí MKP a analyticky vypocˇtená rˇešení homogenizované úlohy u0,
viz (2.10) (resp. (2.11)). Pro názornost jsou vykresleny i odpovídající funkce aε (cˇerveneˇ).
V tabulce 1 vidíme, že se chyby rˇešení s ε→ 0 zmenšují. Výpocˇet byl proveden s diskretizací
na n = 105 uzlu˚.
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ε errs errr
1 4,22.10−2 5,96.10−1
0,5 2,46.10−2 2,19.10−1
0,25 1,32.10−2 9,78.10−2
0,1 5,56.10−3 3,76.10−2
0,05 2,81.10−3 1,87.10−2
0,01 5,61.10−4 3,75.10−3
0,005 2,81.10−4 1,91.10−3
0,001 5,62.10−5 3,73.10−4
(a) Prˇíklad 2.8.
ε errs errr
1 4,81.10−3 8,71.10−1
0,5 1,06.10−2 1,63
0,25 4,73.10−3 7,02.10−1
0,1 1,81.10−3 2,72.10−1
0,05 9,13.10−4 1,35.10−1
0,01 1,82.10−4 2,70.10−2
0,005 9,11.10−5 1,35.10−2
0,001 1,82.10−5 2,71.10−3
(b) Prˇíklad 2.8.
Tabulka 1: Chyba rˇešení errs a errr pro úlohy v 1D.
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Obrázek 7.1: Prˇíklad 2.7: srovnání rˇešení uε(zeleneˇ) a u0(modrˇe).
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Obrázek 7.2: Prˇíklad 2.8: srovnání rˇešení uε(zeleneˇ) a u0(modrˇe).
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7.2 Homogenizace ve 2D
U následujících tˇrí prˇíkladu˚ uvažujeme Ω = 〈0, 1〉 × 〈0, 1〉.
Prˇíklad 7.2. Uvažujme úlohu z prˇíkladu 3.3 a porovnejme pro ε ∈
{
1, 12 ,
1
4 ,
1
10 ,
1
20
}
jed-
notlivá rˇešení uε s rˇešením u0 získaným pomocí veˇty 5.1. Funkce f necht’ je definována
prˇedpisem
f(x) =
0, x ∈
〈
1
4 ,
3
4
〉
×
〈
0, 12
〉
,
20x1x2 cos (2πx1) sin (2πx2) , jinde,
viz obrázek 7.3a.
Pro homogenizaci byla použita metoda konecˇných prvku˚ s diskretizacˇní sítí o 40000 uz-
lech. Rˇešením rovnice (5.4) jsou funkce χ1 a χ2 viz obrázek 7.4. Získaná homogenizovaná
matice je
A0
.
=
(
1,9354 0
0 1,9354
)
.
Pokud s touto maticí rˇešíme úlohu
−div
(
A0∇u0
)
= f v Ω,
u0 = 0 na ∂Ω,
dostaneme funkci u0 znázorneˇné na obrázku 7.3b. Srovnání rˇešení u0 a uε pro jednotlivá
ε je uvedeno v tabulce 2 a na obr. 7.5 a 7.6. Pro rˇešení uε byla použita diskretizacˇní sít’
o 90000 uzlech.
ε errs errr
1 1,97.10−2 8,24.10−2
0,5 1,54.10−2 5,84.10−2
0,25 9,62.10−3 3,00.10−2
0,1 4,80.10−3 1,24.10−2
0,05 2,51.10−4 6,44.10−3
Tabulka 2: Prˇíklad 7.2: chyba rˇešení errs a errr.
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Obrázek 7.3: Prˇíklad 7.2: Funkce f a rˇešení u0.
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Obrázek 7.4: Prˇíklad 7.2: funkce χ.
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Obrázek 7.5: Prˇíklad 7.2: rˇešení uε a chyba errε.
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Obrázek 7.6: Prˇíklad 7.2: rˇešení uε a chyba errε.
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Prˇíklad 7.3. Uvažujme zadání z prˇíkladu 3.4 s funkcí f ≡ 1 a maticovou funkcí A danou
prˇedpisem
A (y) =
(
a (y1) 0
0 a (y1)
)
, kde a (y1) = 13− 12 cos (2πy1) ,
viz obr. 3.1b. Porovnejme pro ε ∈
{
1, 12 ,
1
4 ,
1
10 ,
1
20
}
jednotlivá rˇešení uε s rˇešením u0 získa-
ným pomocí veˇty 5.1. V prˇíkladu 3.4 jsme podle (3.13) analyticky urcˇili homogenizovanou
matici (3.14)
A0 =
(
5 0
0 13
)
.
Rˇešením homogenizované úlohy dostaneme funkci u0 znázorneˇnou na obrázku 7.7. Srov-
nání rˇešení u0 a uε pro jednotlivá ε je uvedeno v tabulce 3 a na obrázku 7.8 a 7.9. Pro
rˇešení uε byla použita diskretizacˇní sít’ o 90000 uzlech.
ε errs errr
1 4,21.10−3 3,77.10−1
0,5 3,51.10−3 2,67.10−1
0,25 2,52.10−3 1,69.10−1
0,1 1,31.10−3 9,82.10−2
0,05 9,73.10−4 8,37.10−2
Tabulka 3: Prˇíklad 7.3: chyba rˇešení errs a errr.
Obrázek 7.7: Prˇíklad 7.3: rˇešení u0.
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Obrázek 7.8: Prˇíklad 7.3: rˇešení uε a chyba errε.
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Obrázek 7.9: Prˇíklad 7.3: rˇešení uε a chyba errε.
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Prˇíklad 7.4. Uvažujme prˇíklad kompozitního materiálu popsaného v podkapitole 6.2 (viz
obrázek 6.1) s koeficienty a1 = 1, a2 = 10. Porovnejme pro ε ∈
{
1, 12 ,
1
4 ,
1
10 ,
1
20
}
jednotlivá
rˇešení uε s rˇešením u0−K získaným pomocí MKP a u0−H získaným pomocí MHP. Funkci f
uvažujme konstantní, rovnu 1.
Homogenizované matice jsou
A0K =
(
6,4771 0
0 6,4771
)
a A0H =
(
6,4782 0
0 6,4782
)
.
Na obrázku 7.11 je pro vybraná ε srovnání rˇešení uε a rˇešení homogenizované úlohy u0−H
vcˇetneˇ znázorneˇní chyby errε. V tabulce 4 je uvedeno srovnání chyb mezi u0−K a u0−H .
K výpocˇtu homogenizované úlohy byla použita diskretizacˇní sít’ o 160000 uzlech. Ukazuje
se, že výpocˇet koeficientu˚ pomocí MHP a MKP dává prakticky stejné výsledky.
ε errs−K errs−H errr−K errr−H
1 1,27.10−2 1,27.10−2 5,54.10−1 5,54.10−1
0,5 2,92.10−3 2,92.10−3 1,62.10−1 1,62.10−1
0,25 1,68.10−3 1,68.10−3 6,93.10−2 6,92.10−2
0,1 8,10.10−4 8,10.10−4 2,87.10−2 2,86.10−2
0,05 4,08.10−4 4,08.10−4 1,41.10−2 1,40.10−2
Tabulka 4: Prˇíklad 7.4: chyba rˇešení errs−K , errs−H , errr−K a errr−H .
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Obrázek 7.10: Prˇíklad 7.4: funkce χ.
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Obrázek 7.11: Prˇíklad 7.4: rˇešení uε a chyba errε.
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Prˇíklad 7.5. Uvažujme stejnou úlohu jako v prˇedchozím prˇíkladu, ale tentokrát na ob-
lasti Ω definované jako pru˚nik kruhu o stˇredu v [0,5; 0,7] s polomeˇrem 0,5 a obdélníku
definovaného body [0; 0] , [1; 0] , [1; 0,3] , [0; 0,3], viz obrázek 7.12a. Dále uvažujme funkci f
definovanou prˇedpisem
f (x, y) :=
(
x−
1
3
)2
+
(
y −
1
2
)2
,
viz obrázek 7.12b. Využijme homogenizovanou matici z prˇedchozího prˇíkladu a porov-
nejme pro ε ∈
{
1, 12 ,
1
4 ,
1
10 ,
1
20 ,
1
100
}
jednotlivá rˇešení uε s rˇešením u0.
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Obrázek 7.12: Prˇíklad 7.5: zadání Ω a f .
Srovnání rˇešení u0 a uε pro jednotlivá ε je uvedeno v tabulce 5 a na obrázku 7.8 a 7.9.
Pro rˇešení uε byla použita diskretizacˇní sít’ o 2,87.106 uzlu˚.
ε errs errr
1 5,76.10−4 2,87.10−1
0,5 7,84.10−4 2,07.10−1
0,25 5,20.10−4 1,02.10−1
0,1 1,61.10−4 3,50.10−2
0,05 1,00.10−4 1,73.10−2
0,01 4,70.10−5 7,74.10−3
Tabulka 5: Prˇíklad 7.5: chyba rˇešení errs a errr.
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Obrázek 7.13: Prˇíklad 7.5: rˇešení uε a chyba errε.
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Obrázek 7.14: Prˇíklad 7.5: rˇešení uε a chyba errε.
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7.3 Vedení tepla ve 2D
V cˇásti 5 jsme dokázali homogenizacˇní teorém pro Dirichletovu úlohu s nulovou okrajo-
vou podmínkou na celé hranici Ω. Prˇi odvození homogenizovaných koeficientu˚ matice A0
však okrajové podmínky úlohy v makroskopickém meˇrˇítku nehrají roli. Podívejme se nyní
na konkrétní úlohu stacionárního rozložení teplotního pole v sendvicˇovém materiálu jako
naprˇíklad na obrázku 7.15.
Obrázek 7.15: Prˇíklad kompozitního materiálu.
Prˇíklad 7.6. Necht’ Ω je oblast viz obrázek 7.16 a funkce A je definovaná jako periodické
prodloužení funkce Az : 〈0, 1〉 × 〈0, 1〉 → R
2×2 definované prˇedpisem
Az (y) :=
(
az (y2) 0
0 az (y2)
)
, kde az (y2) =


1
10 , y2 ∈
〈
1
3 ,
2
3
〉
,
10, y2 ∈ 〈0, 1〉 \
〈
1
3 ,
2
3
〉
.
Rˇešme pro ε ∈
{
1, 12 ,
1
4 ,
1
10 ,
1
20
}
úlohu


−div
(
A
(
x
ε
)
∇uε (x)
)
= 0, x ∈ Ω,
uε (x) =
1
2 − (x2)
2 , x ∈ ΓZ ,
uε (x) = 0, x ∈ ΓV ,
∂uε(x)
∂n = −
1
2 , x ∈ ΓS ∪ ΓJ ,
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Obrázek 7.16: Prˇíklad 7.6: Oblast Ω.
a porovnejme jednotlivá rˇešení uε s rˇešením u0 homogenizované úlohy
−div
(
A0 (x)∇u0 (x)
)
= 0, x ∈ Ω,
u0 (x) =
1
2 − (x2)
2 , x ∈ ΓZ ,
u0 (x) = 0, x ∈ ΓV ,
∂u0(x)
∂n = −
1
2 , x ∈ ΓS ∪ ΓJ ,
kde A0 je matice získaná pomocí veˇty 5.1.
Rˇešením úlohy (5.4) dostaneme funkce χ1 a χ2 znázorneˇné na obrázku 7.17. Následneˇ
podle (5.3) vypocˇteme homogenizovanou matici
A0 =
(
6,634 0
0 0,289
)
,
a pak snadno i homogenizované rˇešení u0 viz obrázek 7.18. Rˇešení uε jsou vykreslena na
obrázku 7.19. Srovnání chyb je uvedeno v tabulce 6. Pro výpocˇet byla použita sít’ o 2,21.106
uzlu˚.
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Obrázek 7.17: Prˇíklad 7.6: funkce χ.
ε errs errr
1 6,54.10−1 9,99.10−1
0,5 1,37.10−1 1,88.10−1
0,25 7,93.10−2 1,31.10−1
0,1 5,85.10−2 7,23.10−2
0,05 3,86.10−2 4,43.10−2
Tabulka 6: Prˇíklad 7.6: chyba rˇešení errs a errr.
Obrázek 7.18: Prˇíklad 7.6: rˇešení u0 .
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Obrázek 7.19: Prˇíklad 7.6: rˇešení uε.
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Závěr
Cílem této práce bylo seznámit se se základy teorie matematické homogenizace eliptic-
kých rovnic pro heterogenní objekty s jemnou periodickou strukturou. V první cˇásti byl
formulován a následneˇ dokázán homogenizacˇní teorém pro obycˇejné diferenciální rov-
nice. S homogenizací ve více dimenzích jsme se seznámili pomocí metody asymptotické
expanze vyžadující velkou regularitu dat i rˇešení okrajové úlohy. Pro du˚kaz homogenizacˇ-
ního teorému pro obecneˇji zadané úlohy byla zavedena dvojškálová konvergence odráže-
jící chování tzv. rapidneˇ oscilujících funkcí, které se v teˇchto úlohách vyskytují.
V další cˇásti jsme strucˇneˇ uvedli popis praktické implementace pomocí metody konecˇ-
ných prvku˚, která byla následneˇ použita pro numerické experimenty. Touto klasickou me-
todou získáme prvky homogenizované matice pomocí hodnot derivace funkce χ, která je
rˇešením jisté periodické úlohy na jednotkovém cˇtverci. Soucˇástí této kapitoly je i hranicˇní
formulace homogenizacˇní úlohy. Pro speciální prˇípad kompozitního materiálu skládajícího
se ze dvou homogenních cˇástí jsme odvodili vztah pro výpocˇet koeficientu˚ homogenizo-
vané matice využívající hodnot funkce χ pouze na hranici, které lze urcˇit pomocí metody
hranicˇních prvku˚.
Na záveˇr jsme pomocí neˇkolika numerických experimentu˚ oveˇrˇili konvergenci rˇešení
úloh se zjemnˇující se periodickou strukturou k homogenizovanému rˇešení vypocˇtenému
pomocí dokázaných tvrzení. Rovneˇž jsme oveˇrˇili, že námi odvozený vztah pro výpocˇet ko-
eficientu˚ homogenizované matice pomocí MHP dává stejné výsledky jako klasický postup
pomocí MKP. Na modelové úloze vedení tepla jsme ukázali, že vztahy pro homogenizo-
vané koeficienty jsou relevantní i v prˇípadeˇ úloh se smíšenou okrajovou podmínkou.
Tuto práci je možné považovat za úvod do problematiky homogenizace eliptických
rovnic a meˇla by se stát východiskem pro další zkoumání v tomto oboru. Zejména se
nabízí precizní odvození a formulace hranicˇních integrálních rovnic, pomocí kterých bude
možné efektivneˇ pocˇítat homogenizacˇní úlohy s kompozitními materiály. Dalším smeˇrem
vývoje by mohla být homogenizace periodicky pórovitých materiálu˚.
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