Three-dimensional image reconstruction for scanning baggage in security applications is becoming increasingly important. Compared to medical x-ray imaging, security imaging systems must be designed for a greater variety of objects. There is a lot of variation in attenuation and nearly every bag scanned has metal present, potentially yielding significant artifacts. Statistical iterative reconstruction algorithms are known to reduce metal artifacts and yield quantitatively more accurate estimates of attenuation than linear methods.
INTRODUCTION
Images used for x-ray scanning of baggage in security applications must be quantitatively accurate for improved identification of materials, and the computation time must be short enough to satisfy throughput requirements. The iterative alternating minimization (AM) algorithm yields accurate (penalized) maximum-likelihood estimates.
Two methods were investigated for accelerating the convergence of the AM algorithm using scans of phantom objects acquired on a SureScan x 1000 system: ordered subsets and additive step-size adjustment. These methods can be used simultaneously.
Ordered subsets 4, 5 is a well known range decomposition technique for accelerating iterative algorithms, but does not guarantee convergence. Our analysis starts with a novel reformulation of convergent ordered subsets that was originally introduced by Ahn, Fessler et. al. 1 The derivation of the AM algorithm is modified to use new surrogate functions. Contrary to Ahn and Fessler's approach, the surrogate functions are not quadratic, so this method yields a straightforward modification of the ordered subsets AM algorithm with guaranteed convergence.
The first acceleration technique (beyond the convergent ordered subsets algorithm) that has been implemented is based on scheduling the number of subsets used in a sequence of ordered subsets iterations. Using a large number of subsets in our ordered subset implementation yields a final cost that is higher than that achievable without ordered subsets or with convergent ordered subsets. Scheduling the number of subsets to decrease slowly as the iterations proceed yields a lower final value of the cost than using any fixed number of subsets.
The second acceleration technique varies the step size for the updates in the AM algorithm. The AM algorithm yields additive updates for the attenuation values with a multiplicative factor that is chosen to guarantee convergence. This guarantee can result in smaller step sizes that are more conservative than necessary. Larger step sizes may yield lower values of the cost, but may not guarantee convergence.
Step sizes may be selected in a number of ways including line-search, an optimization method, and a fixed schedule. Line-search and optimization methods have been investigated by Kaufman using the EM algorithm for PET imaging. 6 The line-search and optimization methods require multiple computations of the cost (or its derivative and Hessian) at each step, but these computations are typically significantly less costly than the computation of either a forward or a backward projection that are required for a full iteration. If the line-search also takes into account the nonnegativity of attenuation, then thresholding of the updates would require additional forward projections. Furthermore, the fixed schedule requires no additional computations but is not guaranteed to converge for every schedule.
ALTERNATING MINIMIZATION ALGORITHM FOR TRANSMISSION TOMOGRAPHY
Estimation of linear attenuation coefficients of the image volume from transmission data obtained by X-ray beams passing through the volume is formulated as a Maximum Likelihood problem in statistical estimation theory. Throughout the document, x is the index for voxels in image space while y is the index for source-detector pairs. Symbols in bold represent vectors; otherwise they are scalars. Denoting transmission data by d(y), the detector readings for each y are assumed to be conditionally independent Poisson random variables with means q(y : µ), where the colon indicates that it is a function of the linear attenuation vector µ, in inverse length units. The Poisson log-likelihood function is
where the data means are q(y : µ)
where I 0 (y) is the incident photon count for source-detector pair y, and β(y) is the mean number of background events, assumed to be nonnegative and known. h(y|x) is an element of the system matrix H that represents the length of the intersection between the ray path of index y and voxel of index x. The objective is to maximize the log-likelihood function in (1) subject to µ(x) being nonnegative, due to the nature of the linear attenuation coefficients. It turns out that maximizing l(d : µ) is equivalent to minimizing the I-divergence † between d(y) and q(y : µ). In other words,
This objective function cannot be directly minimized in µ. One good approach is to employ surrogate functions that approximate the original function at each iteration and are easy to minimize. This approach leads to iterative algorithms where different surrogate functions are formed and solved at each iteration and yet the original function decreases monotonically.
Minimizing I-divergence (or maximizing log likelihood) results in noisy images since the problem is usually ill-posed. To overcome this, a widely used approach is to modify the objective function by adding a regularization † I-divergence between two vectors p, q ∈ R N + is defined as I(p||q) = i pilog( p i q i ) − pi + qi.
(penalty) term R(µ) that penalizes the difference between adjacent voxels, which results in smoother and less noisy images. The overall problem is then to find the penalized likelihood estimate,
where λ is a scalar value that controls the desired smoothness. This approach is also called Penalized Maximum Likelihood Estimation where λR(µ) can be interpreted as the log-likelihood term for some prior. It is worth noting that (3) is a special case of (4) when λ = 0.
Derivation of Regularized AM
In this section, we present the AM algorithm derivation with a penalty term. Specifically, we focus on the type of penalty term that has the form 7, 8
where ψ(t) is a differentiable, convex, and even scalar function, 3 N x denotes the set of voxels in the neighborhood of voxel x, and ω x,x is the corresponding set of nonnegative weights.
The approach is to start with a nonnegative initial image, µ (0) , where the superscript represents the iteration index, and create surrogate functions at each iteration and update the image by minimizing the surrogate. Special properties of the surrogate function guarantee a monotonic decrease of the original function, which will be explained later in this section.
Define the forward projection of an image estimateμ aŝ
the back projection ofq(y) asb (x) = yq (y)h(y|x),
and finally the back projection of data d(y) as
Derivation of Surrogate Functions for the Data Fitting Term
The I-divergence has some terms that depend on the data only, which do not affect the minimization. Assuming β(y) = 0, it can be written as
Focusing on the terms that include µ, we construct the surrogate function as follows:
where the convex decomposition lemma 2 is used for r(x|y) ≥ 0, x r(x|y) ≤ 1. r(x|y) is chosen as
where
And finally, we have
Adding the constant term in I-divergence, we define our surrogate function,
The surrogate functionÎ(d||q; µ,μ) has the following majorization 9 properties:
Using these two properties, we have
In other words, if we choose some µ which makes the right hand side of the inequality positive, i.e., the surrogate function value decreases, then the original objective function also decreases.
Derivation of Surrogate Functions for the Regularization Term
Referring to (5), we can find surrogate functions for each term as follows:
where in (20) we used the convex decomposition lemma, and in (21) we used the fact that ψ(t) is an even function.
Choosing α = 1/2, this becomes
Using this approach for the regularization term, we get the following surrogate function family,
It is important to note that this family of surrogate functions also has the majorization properties defined in (17) for data-fitting term surrogate functions.
Regularized AM Algorithm
The decoupling steps provide an iterative algorithm that is guaranteed to decrease the objective function monotonically. Also, it creates many one-parameter convex functions (one for each voxel) that can be minimized in parallel. The regularized AM Algorithm is shown below.
Algorithm 1 Regularized AM Algorithm
Inputs:
end for 3. ACCELERATION METHODS
ORDERED SUBSETS AM
Ordered subsets is a widely used range-decomposition technique whose aim is to increase the convergence speed by using a subset of data at each subiteration. The subsets are constructed to be balanced, disjoint, and exhaustive.
Assuming that the data is partitioned into M subsets, at subiteration m a surrogate function for the data-fitting term with only data indices in subset m is created and minimized with a proportional regularization term (with M subsets, λ/M is used). Since the original data-fitting term for which we create surrogate functions changes at each iteration, there is no convergence guarantee. Denoting all source-detector pairs as Y and source-detector pairs in subset m as Y m for m = 0, 1, ..., (M −1), the regularized ordered subsets algorithm (OS-AM) is presented in Algorithm 2.
Algorithm 2 Regularized Ordered Subsets AM Algorithm
Back projection of data for each subset Precompute Z m = max y∈Ym x h(y|x) for every m for j = 0, 1, ...,
Ahn, Fessler et. al. 1 proposed an iterative algorithm that is both incremental gradient (known as ordered subsets in transmission tomography) and convergent. The algorithm can be used with a guarantee of convergence with any surrogate function type as long as the conditions listed in the appendix of the paper are met. Recalling our notation for ordered subsets from the previous section, the idea is to construct m different surrogate functions using different estimated images and minimize them all at once. Before presenting the formulated algorithm for AM, we make some definitions. The I-divergence between the data and the estimated mean for source detector pairs in subset m is defined as
The surrogate function for the data-fitting term involving data from subset m as defined above is defined likewise.
With the estimate imageμ, the surrogate function is denoted asÎ m (d||q; µ,μ). With some nonnegative initial images for each subset,μ (0,m) (x), where the first superscript represents the iteration index and the second represents the subset whose data indices are being used, Algorithm 3 results.
Algorithm 3 Regularized Convergent Ordered Subsets AM Algorithm
Inputs: µ (0,m) for m = 0, 1, ...,
m =mÎ m (d||q; µ,μ (j,m ) ) + λ MR (µ,μ (j,m ) ) end for end for
SWITCHING ORDERED SUBSETS AM
Empirically, we have found that using a large number of subsets in early iterations when the initial image consists of zeros provides good speed-up. However, in later iterations, this setup fails to fill in high frequency components, i.e., details, in the image. Thus, we propose a method where we start off with many ordered subsets, then reduce the number of subsets as the iterations proceed. One favored choice for this scheme is to choose the number of possible subsets as powers of 2, i.e., start with 32 ordered subsets, then change to 16, 8, and so on, in a way that each time the number of subsets is halved, the new subsets are unions of 2 subsets from the previous set of subsets. Back projections of data for the new subsets can be computed as pairwise summations of back projections of data from the previous subsets, and Z can be computed as a maximum operation over pairs of scalars from the previous values of Z. The algorithm is presented in Algorithm 4.
VARIABLE STEP SIZE AM
The AM algorithm yields additive updates for the attenuation values with a multiplicative factor that is chosen to guarantee convergence. This guarantee results in smaller step sizes that are more conservative than necessary. The use of larger step sizes, denoted as γ ≥ 1 from now on, is proposed in order to have faster convergence. This strategy was investigated by Kaufman 6 for PET imaging. To our knowledge, it has not been investigated for transmission tomography. The AM algorithm is run and the surrogate functions are created as before. After the additive update is found by minimizing the decoupled convex functions, it is multiplied by a step size that is larger than 1 and added to the old image value, to yield the next image estimate. It is easy to see that for γ = 1, the algorithm becomes the regularized AM with guaranteed convergence. A general variable step size algorithm is presented in Algorithm 5. Different ways to choose the multiplicative factor are explored in following sections.
LINE SEARCH VS-AM
The first method to select the variable step size factor is to perform a line search over γ to find the multiplier that provides the largest decrease in the objective function at the next iteration. In other words, For subset choice i, run pre-determined J i iterations. for m = 0, 1, ...,
Due to the nonnegativity operator [.] + , there is no straightforward way to find γ. A line search technique over a specified interval is used to find the optimal γ up to a certain precision. While the forward projection of updates does not cause extra computation, extra forward projections may be needed in order to correct the terms due to the nonnegativity constraint.
OPTIMIZATION VS-AM
Another method is to approximate the original problem by ignoring the nonnegativity operator and try to find
After expanding the functions and ignoring constant terms, we get
The function in (28) has the following gradient and Hessian:
The function in (28) is convex in γ. Any convex minimization method can be used to find the minimum without needing any extra forward projections in the process of optimization over γ. However, after finding the minimum, a partial forward projection may be needed in order to correct the forward projection due to the nonnegativity constraint on the image.
SCHEDULED VS-AM
Finding the minimum over γ as explained in the previous two sections introduces an extra computational burden, regardless of the need for extra forward projections. In order to ensure better time performance, one can also use predetermined step sizes that have been stored or computed by a function whose domain is some tuning parameters and the iteration number. This approach has no guarantee of convergence or monotonic decrease of the objective function. However, in our experience, good parameters that work well over a large number of datasets can be found. Also, depending on the application and timing constraints, schemes that enforce the step size to be equal to 1 for some number of iterations when the objective function starts increasing can be developed. Two schemes are investigated below.
-Exponential function: Denoting the iteration number as j, scheduled values of the multiplier are given by
where k i , i = 0, 1, 2, 3 are the parameters that define the initial value, the final value and the rate of change for γ. Starting with small step sizes and increasing to larger values of γ over iteration number was observed to be a good choice for convergence speed-up.
-Periodic exponential function with initial constant term: Another option is to have a periodic function of γ over iteration index, which can be written as γ (j+1)
where T 1 is the duration for the conservative step size region, T 2 is the duration for the exponential region, and T 1 + T 2 is the total period.
RESULTS
The acceleration methods presented here have been evaluated using a real data scan of the NIST Phantom Test Article A 10 acquired on a SureScan TM x 1000 Explosive Detection System. The x 1000 features several x-ray sources located to the left, to the right, and above the bag to be scanned, with linear arrays of photoncounting detectors arranged oppositely to the right, to the left, and below the bag. The x-ray sources are toggled on and off to acquire multiple views. The reconstruction algorithms and data presented in this paper describe experiments that were conducted to evaluate potential improvements to reconstruction image quality and accelerated convergence. The results are not intended to represent performance of algorithms that are approved for any aviation security applications.
All reconstructed image volumes are discretized into voxels with 240 rows, 400 columns, and 176 slices of size 0.25 cm, 0.25 cm, and 0.508 cm, respectively. The units of the estimated attenuation coefficients are inverse cm. The axial (x-y) slice shown in the figures below is slice 99. This image slice contains a cross section of a cylinder of Delrin surrounded by an annulus of aluminum.
The edge-preserving function used for regularization is a Huber type penalty, 3
for some positive δ. This function behaves quadratically for small |t/δ| and linearly for large |t/δ| values. Regularization parameters λ and δ were experimentally tuned to get smooth images with good edge responses. For all the methods presented in this section, λ = 15000, and δ = 0.001 were used. Convex minimizations needed in the algorithms were performed using a Trust Region Method 11 with proper parameter tuning. The function minimization over γ (eq. (28)) in Optimization VS-AM was performed using Newton's Method. 12 For both minimization methods, the termination criterion is whether the absolute value of the gradient is smaller than a threshold or the maximum number of iterations allowed is reached. For all methods, the initial image consists of zeros. In the plots of the objective functions, iteration number = 0 corresponds to the objective function value for the zero image. Figures 1a and 1b show a slice of a reconstructed image after 100 and 1000 iterations using the AM algorithm (Algorithm 1).
Figures 2a -2e compare the objective function values obtained by ordered subsets AM (Algorithm 2) and convergent ordered subsets AM (Algorithm 3) for different numbers of subsets. The guaranteed convergence of convergent ordered subsets AM comes at the expense of a slower decrease in the objective function in early iterations compared to regular ordered subsets AM. It is important to note that convergent OS-AM requires the storage of M images and back projections of estimates compared to 1 for OS-AM, where M is the number of subsets, and this might be a constraint for some systems using a straightforward approach. Furthermore, the one-parameter convex minimization problem for each voxel involves M times as many convex functions as OS-AM, which also causes an extra time burden in the image update. Figure 3 shows the images reconstructed using convergent ordered subsets AM with different numbers of subsets while Figure 4 shows the images reconstructed using the ordered subsets AM algorithm with the same choice of subsets. Figure 7 shows the corresponding images obtained.
CONCLUSIONS
Several methods were investigated for accelerating AM based algorithms for image reconstruction in x-ray CT. Some of the methods feature guaranteed convergence (AM, CONV-OS-AM, LS-VS-AM), whereas others do not (OS-AM, SW-OS-AM, OPT-VS-AM, VS-SCH-AM). In practice, there is a trade-off between guaranteed convergence and the rate of decrease of the objective function per unit of computation time.
Using the value of the objective function achieved by the AM algorithm at iteration 100 as a basis for comparison, the most effective acceleration methods were Switching Ordered Subsets AM and Line Search Variable Step Size AM, which required 10 and 11 iterations, respectively to reach the same value of the objective function. However, these algorithms require more time per iteration than the AM algorithm due to computational overhead. Switching Ordered Subsets AM requires M image updates per iteration, where M is the number of subsets, whereas Line Search Variable Step Size AM requires a line search to find the optimal multiplicative factor, which requires multiple evaluations of the objective function and possibly partial forward projections to account for the nonnegativity constraint.
The least effective methods in our study were Convergent Ordered Subsets AM and Scheduled Variable Step Size AM with update multipliers given by (34), which required 74 and 39 iterations, respectively, to achieve the same objective function value at iteration 100 as AM. It is important to note that CONV-OS-AM is the most computationally intensive of all the methods investigated while VS-SCH-AM does not require any additional computations compared to the AM algorithm.
These comparisons are based on the number of iterations required. However, real time applications are constrained by total elapsed processing time. A fair comparison of total processing time depends on efficient implementations of the forward and back projections, the image update, and other optimization methods needed that take advantage of the processor architecture being used.
Some of the methods presented in this paper can be combined to achieve additional speed-up. Preliminary studies, not reported here, were found to be promising and are the subject of continuing investigation. Proc. of SPIE-IS&T Vol. 9401 94010C-14
