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TREE INDISCERNIBILITIES, REVISITED
BYUNGHAN KIM, HYEUNG-JOON KIM, AND LYNN SCOW
Abstract. We give definitions that distinguish between two notions of indiscernibility
for a set {aη | η ∈ ω>ω} that saw original use in [7], which we name s- and str-
indiscernibility. Using these definitions and detailed proofs, we prove s- and str-modeling
theorems and give applications of these theorems. In particular, we verify a step in the
argument that TP is equivalent to TP1 or TP2 that has not seen explication in the
literature. In the Appendix, we exposit the proofs of [7, App. 2.6, 2.7], expanding on
the details.
1. Introduction
Many classification-theoretic properties can be stated in terms of the existence of an
infinite set of witnesses to some “forbidden” graph configuration, where the edge relation is
some definable relation in the theory. The following properties are all such examples: being
unstable, having the independence property, having the tree property (being non-simple),
having TP1, TP2, or the SOPn, for n = 1, 2. Being able to choose “very homogeneous”
witnesses to the definable configuration, whenever witnesses exist, is a very powerful tool.
We look at unstable theories as an example of this situation. A theory T is unstable just
in case it has the order property, i.e. there exist some formula ϕ(x; y) in the language of T ,
and some infinite set of finite tuples {
〈
ai, bi
〉
| i < ω} from the monster model M such that
 ϕ(ai; bj) ⇔ i < j. The correct notion of a “very homogeneous” infinite set in this case
is that of an order-indiscernible sequence, which is a sequence of parameters (ci | i ∈ I),
indexed by some linear order I, such that  ψ(ci1 , . . . , cin) ↔ ψ(cj1 , . . . , cjn), whenever
i1 < . . . < in and j1 < . . . < jn are in I and ψ(x¯1, · · · , x¯n) is any formula in the language.
By Ramsey’s theorem (and compactness), we may always choose an indiscernible sequence
of witnesses to the order property in any unstable theory.
Suppose we consider the linear order I as a structure in its own right, a set with a binary
relation, I := (I,<). Then a set {ci : i ∈ I} of parameters from M is order-indiscernible
just in case for any n and (i1, . . . , in), (j1, . . . , jn) from I with the same quantifier-free type
in I, we have that (ci1 , . . . , cin) and (cj1 , . . . , cjn) share the same complete type inM. Once
viewed from this perspective, one may have as many notions of indiscernibility as there are
useful index structures to serve in the place of I, as was first pointed out in [7]. If the set
of indiscernible parameters is indexed by a structure I that is a tree under some expansion
of the language for partial orders, {E}, call it a tree-indexed indiscernible (or specifically,
an I-indexed indiscernible.) Tree-indexed indiscernibles have been studied in several places,
among them [3, 2]. A certain tree-indexed indiscernible was recently used in [5] to show
that TP1 is equivalent to k-TP1.
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In this paper we give explicit definitions for two notions of tree-indexed indiscernibility
that are used in [7], which we name s- and str-indiscernibility. These notions are used in
[7, Thm III.7.11] to prove that k-TP (for some k ≥ 2) is equivalent to 2-TP1 or k′-TP2,
for some k′. (See subsection 2.2 for the definitions of k-TPi.) Say that a set of I-indexed
indiscernibles B = {bi | i ∈ I} is based on a set A = {ai | i ∈ I} if for any formula
ϕ in the language of M and for any (bj1 , . . . , bjn) there exists some (ai1 , . . . , ain) so that
(bj1 , . . . , bjn) ≡ϕ (ai1 , . . . , ain) and qftp(i1, . . . , in; I) = qftp(j1, . . . , jn; I). (See Definition
3.8.) In this sense, {bi | i ∈ I} is “finitely modeled” on {ai | i ∈ I}. We say I-indexed
indiscernibles have the modeling property if for any set of parameters A = {ai | i ∈ I} we
may find an I-indexed indiscernible set B = {bi | i ∈ I} based on A.
That s- and str-indiscernible sets have the modeling property is the content of Theorems
4.3 and 4.12, the s- and str-modeling theorems. These claims are implicit in [7, Thms
III.7.11, VII.3.6]. However explicit proofs do not appear to be present, so we supply them
here. The interested reader can read alternate proofs of the s- and str-modeling theorems
in [9] that rely on the fact exposited in Theorem 6.7. Moreover, we define s- and str-type
properties, and prove in Theorem 5.3 that such properties are always modeled by s- and
str-indiscernibles that are based on parameters witnessing those properties.
It would be wrong to construe the following Claim 1.1 from the proof of [7, Thm III.7.11],
where str-indiscernible witnesses to TP are obtained from s-indiscernible witnesses citing
Ramsey’s theorem and compactness.
Claim 1.1. Suppose ϕ(x; y) is a formula witnessing k-TP with some s-indiscernible param-
eters {aη | η ∈ ω>ω}. If {bη | η ∈ ω>ω} is any set of str-indiscernible parameters str-based
on {aη}η, then ϕ(x; y) and {bη}η must witness k′-TP for some k′.
This is because Claim 1.1 is false, as we show in Proposition 5.10. However, the conclusion
of Claim 1.1 is true under the added assumption of NTP2, and so this step in the proof is
valid. We feel there is room to add the relevant details here, as it also serves to exposit the
technology of tree-indexed indiscernibles. In Lemma 5.8, we illustrate how the assumption
of TP together with k-NTP2 for all k, yields str-indiscernible witnesses to TP. The proof
for Theorem 5.9 summarizes the rest of the argument as it stands in the literature.
Note that the statement of [7, Thm III.7.11] is as follows: under the assumption of k-TP
(for some k ≥ 2), the negation of k′-TP2 for all k′ implies 2-TP1. A modified statement is
given in [1]: under the assumption of k-TP (for some k ≥ 2), the negation of 2-TP2 implies
2-TP1. To obtain the modified statement, one uses the fact that 2-TP2 is equivalent to
k-TP2. This fact is argued for in [1]. We repeat Adler’s main argument in Proposition 5.7,
but we use the str-modeling theorem (Theorem 4.12) to justify the key ingredient of the
proof, namely that we may assume a given array to be ‘indiscernible’ (see Theorem 5.5 and
Lemma 5.6). (That the str-modeling theorem can be used to simplify the argument here
was pointed out to the authors by the anonymous reviewer of this paper, to whom we would
like to express gratitude.)
We state notation and key propositions in section 2. The definitions of s- and str-
indiscernible sets are given in section 3. In section 4 we argue for the s- and str-modeling
theorems, Theorems 4.3 and 4.12. In section 5 we give formal definitions of s- and str-type
properties, and give arguments for the main theorems, Theorem 5.3 and Theorem 5.9. In
the Appendix, we supply detailed proofs of [7, App. 2.6, 2.7] for the interested reader.
We acknowledge helpful conversations with Thomas Scanlon on the subject of this paper.
We thank Artem Chernikov for suggesting Adler’s paper. We thank Miodrag Sokic for
pointing out an error in the initial proofs in the Appendix. We thank the reviewer for a
careful reading of this paper and for pointing us to a simplified proof of the s-modeling
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theorem that avoids the use of [7, App. 2.6, 2.7], and also for suggesting simplifications of
the proofs for Theorem 5.5 and Lemma 5.8 that eschew infinite combinatorics.
2. Notation and conventions
We use standard notation. We work in a saturated model M of a complete theory T in
a first-order language L, and x, y, a, b, . . . denote finite tuples. We write  ϕ to denote that
M  ϕ. Given a set I, a tuple ı from I is assumed to be finite unless said otherwise. For a
structure I we write i ∈ I when we mean i is in the underlying set, |I|. For an indexed set
of parameters {aη | η ∈ I} and an n-tuple η¯ from I, let a¯η¯ := (aη0 , . . . , aηn−1), (η¯)l := ηl,
and l(η¯) := n. We reserve a ≡ b (a ≡∆ b, resp.) to mean tp(a) = tp(b) (tp∆(a) = tp∆(b),
resp.) as computed in M. Given a structure I and a tuple η from I, we let qftp(η; I)
denote the quantifier-free type of η in I (namely, the set of all quantifier-free formulas in
the language of I satisfied by η in I.) In the case that I = |I| for an L′-structure I, by
qftpL
′
(η; I) we mean qftp(η; I). For a type Γ in variables {xi | i ∈ I} and an I-indexed
set A = {ai | i ∈ I} by A  Γ we mean that Γ is satisfied under the variable assignment
xi 7→ ai for i ∈ I. For a set X we write ‖X‖ for the cardinality of X . By
YX we mean the
set of functions from Y into X ; for an ordinal β, β>X :=
⋃
α<β
αX , β≥X := β>X ∪ βX .
For η ∈ β>X , ℓ(η) denotes the domain of η.
2.1. Trees. For the rest of the paper, we let λ stand for an ordinal, and β stand for an
ordinal ≤ ω. We consider ω>λ as a tree under the usual partial ordering E: η ⊳ ν ⇔ η
is a proper initial segment of ν. Any tree E-isomorphic to n≥λ is said to have a height n.
The meet of two elements η, ν ∈ ω>λ with respect to E is denoted by η ∧ ν. We let <lex
denote the lexicographic order on elements η ∈ ω>λ as sequences. i.e., η <lex ν means that
either η ⊳ ν, or η and ν are E-incomparable in such a way that, if α is the least ordinal
such that η(α) 6= ν(α), then η(α) < ν(α). We shall write η <len ν to mean ℓ(η) < ℓ(ν).
We let Pn(
ω>λ) := {η ∈ ω>λ | ℓ(η) = n} and P≤n(
ω>λ) :=
⋃
α≤n Pα(
ω>λ). The elements
of Pn(
ω>λ) are said to be on the n-th level of the tree ω>λ. For a cardinal χ, a subtree
I ⊆ n≥λ is said to be “occupying all levels ≤ n and χ-branching” if 〈〉 ∈ I and, for each
η ∈ I ∩ n>λ, ‖{α < λ | ηa 〈α〉 ∈ I}‖ = χ.
Now we define languages based on the above relations:
Definition 2.1. The following are languages under which ω>λ may be considered as a
structure, using the interpretations described in the paragraph above.
• Ls = {E,∧, <lex, (Pα)α<ω} (the Shelah language)
• Lstr = {E,∧, <lex, <len} (the strong Shelah language)
Notation 2.2. For the remainder of the paper, we write s′ to refer to either of s or str.
Definition 2.3.
(1) By a subtree of ω>λ we mean a substructure in the language {E,∧}.
(2) By the Ls′-structure on
n>λ, we mean the structure the set inherits as a substructure
of ω>λ.
Remark 2.4. In Definition 2.3 note that any Ls-substructure of
ω>λ has a natural expansion
to a {E,∧, <lex, <len (Pα)α<ω}-structure, which in turn has an Lstr-reduct. In this way, we
can talk of taking Lstr-reducts of Ls-structures. Moreover, in any subtree of
ω>λ, E is
definable using ∧ and =, but we keep the relation for ease of reading.
4 BYUNGHAN KIM, HYEUNG-JOON KIM, AND LYNN SCOW
Here we fix terminology for trees. A tuple η¯ from a tree is said to be meet-closed if for
each i, j < l(η¯), there is k < l(η¯) such that ηk = ηi ∧ ηj . Elements η0, ..., ηk−1 ∈ ω>λ are
called siblings if they are distinct elements sharing the same immediate predecessor. (i.e.
there exist ν ∈ ω>λ and distinct t0, ..., tk−1 < λ such that ν⌢ 〈ti〉 = ηi for each i < k.)
Elements η0, ..., ηk−1 ∈
ω>λ are called distant siblings if there exist ν ∈ ω>λ and distinct
t0, ..., tk−1 < λ such that ν
⌢ 〈ti〉 E ηi for each i < k. When distant siblings occur on the
same level, we shall call them same-level distant siblings.
2.2. k-TP, k-TP1, weak k-TP1 and k-TP2. Here we recall some definitions. A theory
is said to have k-TP if there exist a formula ϕ(x, y) and a set {aη | η ∈ ω>ω} of parameters
such that {ϕ(x, aµ↾n) | n < ω} is consistent for every µ ∈
ωω, while for any siblings
η0, · · · , ηk−1 ∈ ω>ω, {ϕ(x, aηj ) | j < k} is inconsistent. The definitions of k-TP1 and weak
k-TP1 are obtained by replacing the word ‘siblings’ by ‘pairwise E-incomparable elements’
and ‘distant siblings’, respectively. A theory is said to have k-TP2 if there exist a formula
ϕ(x, y) and a set {aij | i, j < ω} of parameters such that {ϕ(x, a
i
f(i)) | i < ω} is consistent
for every function f : ω → ω, while {ϕ(x, aij) | j < ω} is k-inconsistent for every i < ω.
TP means k-TP for some k ≥ 2. By TP1 and TP2, we shall mean 2-TP1 and 2-TP2,
respectively.
3. s-indiscernibles and str-indiscernibles
Here we make a distinction between two kinds of indiscernibility for trees presented in
[7]. We want two notions of similarity:
Definition 3.1. For η¯, ν¯ finite tuples from β>λ, we make the following abbreviations
(1) η¯ ∼s ν¯ (η¯ is s-similar to ν¯) iff qftp
Ls(η¯; β>λ) = qftpLs(ν¯; β>λ).
(2) η¯ ∼str ν¯ (η¯ is str-similar to ν¯) iff qftp
Lstr(η¯; β>λ) = qftpLstr(ν¯; β>λ).
Remark 3.2. In the case that η, ν are meet-closed tuples, s′-similarity is merely Ls′-isomorphism.
Also note that η¯ ∼s′ ν¯ iff η¯
′ ∼s′ ν¯
′, where η¯′ and ν¯′ denote the meet-closures of η¯ and ν¯,
respectively, both enumerated in the same way according to the enumerations of η¯ and ν¯.
Remark 3.3. η¯ ∼s ν¯ implies η¯ ∼str ν¯.
The first part of the following definition may be found in [7].
Definition 3.4. Fix a structure I (the index structure.) Given a set {bi : i ∈ I} of
same-length tuples we say it is I-indexed indiscernible if for all finite tuples ı,  from I
qftp(ı; I) = qftp(; I) ⇒ bı ≡ b
In particular, for a set {bη | η ∈
β>λ}, we say it is
(1) s-indiscernible (Shelah-indiscernible) if it is I-indexed indiscernible for I the Ls-
structure on β>λ.
(2) str-indiscernible (strongly Shelah-indiscernible) if it is I-indexed indiscernible for I
the Lstr-structure on
β>λ.
(3) (for finite tuples η¯i from
β>λ, ∆ a set of L-formulas) s′-indiscernible with respect to
η0, . . . , ηm and ∆ if for all finite tuples ν¯ from
β>λ, for all i ≤ m,
ν¯ ∼s′ η¯i ⇒ b¯ν¯ ≡∆ b¯η¯i
Remark 3.5. Every str-indiscernible set is s-indiscernible since ∼s implies ∼str.
Notation 3.6. From now on, a set of parameters {aη | η ∈
β>λ} will always consist of
same-length tuples, aη.
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With this definition we follow notation for order-indiscernibles from [10, Def 15.2].
Definition 3.7. (1) Let I be an arbitrary index structure. The EM-type of a set of
parameters A = {ai : i ∈ I} is the partial type in variables {xi | i ∈ I}, consisting
of all the formulas in the form ϕ(xı) (where ı is a tuple in I) satisfying the following
property:
 ϕ(a) holds whenever  is a tuple in I with qftp(; I) = qftp(ı; I)
We let EMI(A) denote this partial type.
(2) When I is the Ls′-structure
β>λ, we shall write EMs′(A) (called the s
′-EM-type of
A) for EMI(A).
We recall a notion from [6]:
Definition 3.8. (1) Let I be an arbitrary index structure. A set B = {bη | η ∈ I} is
based on a set A = {aν | ν ∈ I} if for any formula ϕ from the language of M, and
for any tuple (η1, . . . , ηn) from I, there exist (ν1, . . . , νn) from I such that
(a) qftp(ν1, . . . , νn; I) = qftp(η1, . . . , ηn; I), and
(b) (bη1 , . . . , bηn) ≡ϕ (aν1 , . . . , aνn).
(2) When I is the Ls′ -structure
ω>λ, we shall say B is s′-based on A whenever B is
based on A.
Remark 3.9. Note that, for B = {bη | η ∈
ω>λ} and A = {aη | η ∈
ω>λ}, B is s′-based on
A just in case B  EMs′(A).
Remark 3.10. We make no assumptions about the language of M. Note that for a small
subset of parameters C ⊂ M we may always talk about I-indexed indiscernibles over C,
that are based on A over C by simply adding constants for the elements of C into the
language of M.
For certain tree-indexed parameters in [11], B is defined to be lokal wie A just in case B is
s-based on A. Note that for a finite set of formulas ∆, any ∆-type can be conjoined into a
single formula ϕ, so in applications ϕmay be replaced by a finite set, ∆. If a property follows
from the fact that one set is based on another, we shall say that it follows by basedness.
4. s′-modeling theorems
First we verify that the usual Ramsey theorem argument works to find a sequence of
infinite order-indiscernible tuples based on an initial set.
Proposition 4.1. Fix a possibly infinite ordinal γ and let (ai)i<ω be a sequence where every
tuple ai has length γ. Then we may find order-indiscernible (bi)i<ω <-based on (ai)i<ω.
Proof. Let Θ(xi | i < ω) be the EM-type of (ai)i<ω , and let Γ(xi | i < ω) be a partial type
describing order-indiscernibility of the xi. Then the usual Ramsey theorem implies that
every finite subset of Θ∪ Γ is realizable by some infinite subsequence of (ai | i < ω). Hence
by compactness Θ ∪ Γ is realized by some (bi | i < ω) which is the desired sequence. 
Remark 4.2. By compactness, it is easy to grow a set of ω>ω-indexed s-indiscernibles to an
s-indiscernible set indexed by ω>λ. In the case of str-indiscernibles, the index set can be
grown to γ>λ for any ordinal γ. In the next two theorems, we choose to focus on ω>ω as
the index set.
For the s-modeling theorem, we repeat the argument in [11].
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Theorem 4.3 (s-modeling theorem). Let A = {aη | η ∈ ω>ω} be an ω>ω-indexed set of
parameters from M. There exists s-indiscernible C = {cη | η ∈ ω>ω} s-based on A.
Remark 4.4. The same proof works for the case where the length of the tuple aη is a function
of ℓ(η).
Proof. By compactness, it suffices to show : given any h < ω and any A = {aη | η ∈ K}
where K is the Ls-structure on
h>ω, there exists some s-indiscernible C = {cη | η ∈ K}
s-based on A. We prove this by induction on h.
The case h = 0 is trivial. For the induction step, suppose we are given A = {aη | η ∈ K}
where K is the Ls-structure on
h+1>ω.
First, some notation. For every m < ω, let Km be the Ls-substructure of K on {η ∈ K |
〈m〉 E η}. Observe K = {∅} ∪
⋃
m<ωKm. Let Am := {aη | η ∈ Km}.
Using the induction hypothesis on h, we recursively define sets B0, B1, . . . where, for each
m < ω
(∗)m Bm is Km-indexed indiscernible over the set {a∅} ∪
⋃
i<mBi ∪
⋃
k>m Ak, and is
s-based on Am over this same set.
Now we let b∅ := a∅ and B := {b∅} ∪
⋃
i<ω Bi.
Claim 4.5. Every Bm is s-indiscernible over {b∅} ∪
⋃
i6=mBi.
Proof of Claim 4.5. Suppose not. Then we have
 ϕ(bl1 , dm+1, . . . , dn)↔ ¬ϕ(bl2 , dm+1, . . . , dn)
where ϕ(xm, xm+1, · · · , xn) is a formula (for some n > m) with parameters from {b∅} ∪⋃
i<mBi, and l1, l2 are tuples from Km with the same quantifier-free type, and dm+1, . . . , dn
are tuples where each di is from Bi.
Then by the basedness assumption in (∗)n, there exists en from An such that
 ϕ(bl1 , dm+1, . . . , en)↔ ¬ϕ(bl2 , dm+1, . . . , en)
Continue applying the basedness assumption in (∗)i, for n ≥ i > m, to obtain en, . . . , em+1,
where ei are from Ai and
 ϕ(bl1 , em+1, . . . , en)↔ ¬ϕ(bl2 , em+1, . . . , en)
But this contradicts the indiscernibility assumption in (∗)m. This completes the proof of
Claim 4.5.
Claim 4.6. B is s-based on A.
Proof of Claim 4.6. We will use the following.
Observation 4.7. If ηi, νi are tuples from Ki for i = 1, · · · , n and ηi ∼s νi, then we have
qftpLs(η1, . . . , ηn/∅) = qftp
Ls(ν1, . . . , νn/∅).
This is due to the definition of the Ki’s. We need only check that binary relations in Ls
over the parameter ∅ are preserved in ν¯i, ν¯j when they hold of elements across η¯i, η¯j for
i 6= j. However, any µi ∈ Ki and µj ∈ Kj (with i < j) are E-incomparable, µi <lex µj , and
µi ∧ µj = ∅.
So it suffices to show the following :
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Given any formula ϕ(x0, · · · , xn) over {b∅}, and any ηi from Ki for i = 0, . . . n such
that  ϕ(bη
0
, . . . , bηn), there exist νi from Ki for i = 0, . . . , n such that νi ∼s ηi and
 ϕ(aν0 , . . . , aνn).
But we can find such νi’s by the same procedure as in the proof for Claim 4.5, using
(∗)i repeatedly (from i = n to i = 0) to replace tuples from Bi with tuples from Ai. This
completes the proof of Claim 4.6.
Now let us fix an enumeration of h>ω, say (ki | i < γ) for some ordinal γ. Then we can
view each Bm as an infinite tuple Bm = (d
m
i | i < γ), where d
m
i := b〈m〉⌢ki .
Notation 4.8. We will refer to the Ls-isomorphismKm →֒ Km′ given by 〈m〉
⌢
ki 7→ 〈m′〉
⌢
ki
as the natural bijection.
Claim 4.9. There exists a sequence (Cm | m < ω) which is order-indiscernible over {b∅},
and is <-based on (Bm | m < ω) over {b∅}.
Proof of Claim 4.9. This is a straightforward application of Proposition 4.1.
Now consider C = {cη | η ∈ K} which is naturally constructed from the Cm’s. More
precisely: let Cm = (e
m
i | i < γ) for each m < ω, and for each η ∈ K − {∅}, let cη := e
m
i
where m < ω and i < γ are such that η = 〈m〉⌢ ki. Finally we let c∅ := b∅.
Claim 4.10. C is s-based on B.
Proof of Claim 4.10. Suppose  ϕ(c∅, ck0 , . . . , ckn) for some formula ϕ(x, x0, . . . , xn) and
tuples km from Km for m = 0, . . . , n. Since (Cm | m < ω) is <-based on (Bm | m < ω) over
{b∅} = {c∅}, there exist indices s(0) < . . . < s(n) < ω and k
′
m ∈ Ks(m) for m = 0, . . . n,
where each k
′
m is the image of km under the natural bijection Km →֒ Ks(m) and such that
 ϕ(b∅, bk′
0
, . . . , b
k
′
n
). By the bijection and Observation 4.7, (∅, k0, . . . , kn) ∼s (∅, k
′
0, . . . , k
′
n).
This completes the proof of Claim 4.10.
Claim 4.11. Each Cm is s-indiscernible over {c∅} ∪
⋃
i6=m Ci.
Proof of Claim 4.11. We show that C0 is s-indiscernible over {c∅} ∪
⋃
i>0 Ci; the general
case is only notationally more difficult. Suppose not. Then for some n < ω there exist
tuples ℓ1 ∼s ℓ2 from K0, ki from Ki for 1 ≤ i ≤ n, and a formula ϕ(x0, . . . , xn) over {c∅},
such that
 ϕ(cℓ1 , ck1 , . . . , ckn)↔ ¬ϕ(cℓ2 , ck1 , . . . , ckn)
Since (Ci | i < ω) is <-based on (Bi | i < ω) over {c∅}, there exist s(0) < . . . < s(n) < ω,
ℓ
′
1, ℓ
′
2 ∈ Ks(0), and k
′
i ∈ Ks(i) for i = 1, . . . n, where ℓ
′
1, ℓ
′
2 are the images of ℓ1, ℓ2 under
the natural bijection K0 →֒ Ks(0), each k
′
i is the image of ki under the natural bijection
Ki →֒ Ks(i), and such that
 ϕ(b
ℓ
′
1
, b
k
′
1
, . . . , b
k
′
n
)↔ ¬ϕ(b
ℓ
′
2
, b
k
′
1
, . . . , b
k
′
n
)
But this is impossible since clearly ℓ
′
1 ∼s ℓ
′
2 and, by Claim 4.5, Bs(0) is s-indiscernible over
{b∅} ∪
⋃
i6=s(0) Bi. This completes the proof of Claim 4.11.
Now Claims 4.9 and 4.11 imply that C is s-indiscernible. Moreover, C is s-based on B
which is s-based on A. Hence C is s-based on A, since s-basedness is a transitive property.
This completes the induction step and the proof of Theorem 4.3. 
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Theorem 4.12 (str-modeling theorem). Let A = {aη | η ∈ ω>ω} be an ω>ω-indexed set of
parameters from M. There exists str-indiscernible B = {bη | η ∈ ω>ω} str-based on A.
Proof. By Theorem 4.3, there is an s-indiscernible C := {cη| η ∈
ω>ω} s-based on A. By
Remark 2.4 and taking reducts, it is clear that C is also str-based on A, as every quantifier-
free Lstr type is a union of quantifier-free Ls-types. Since str-basedness is a transitive
property, it suffices to find a str-indiscernible set {bη | η ∈ ω>ω} that is str-based on C.
By Remark 3.9, it suffices to show that the type EMstr(C)∪Ψ(xη | η ∈ ω>ω) is consistent,
where Ψ(xη| η ∈ ω>ω) is the type describing the str-indiscernibility of the xη’s.
By compactness, it suffices to fix any finite set ∆ of formulas and any finitely many
meet-closed tuples η¯1, · · · , η¯t in
ω>ω, and assume that the type Ψ(xη | η ∈
ω>ω) expresses
the str-indiscernibility of {xη | η ∈ ω>ω} with respect to η¯1, · · · , η¯t and ∆.
Given any subset E ⊆ ω>ω, let P (E) := {ℓ(η) | η ∈ E}. (Recall ℓ(η) denotes the level of
η in the tree ω>ω.) By P (ν¯) we mean P (ran(ν¯)). In particular, P (E) ⊆ ω.
For each i = 1, · · · , t, let C(η¯i) denote the set consisting of all the tuples ν¯ in ω>ω which
are ∼str-equivalent to η¯i. Note that, for each i, P (ν¯) has a fixed size for all ν¯ ∈ C(η¯i). Let
ki denote this fixed size. In fact, for our purposes, it suffices to assume k1 = · · · = kt(:= k).
Observation 4.13. For each i, the following holds: for any ν¯1, ν¯2 ∈ C(η¯i), if P (ν¯1) = P (ν¯2)
then ν¯1 ∼s ν¯2.
Since C = {cη | η ∈ ω>ω} is s-indiscernible, we can then well-define a map which
sends each subset A ⊆ ω of size k to a tuple of uniquely determined types (tp∆(c¯ν¯1), · · · ,
tp∆(c¯ν¯t)) where ν¯i ∈ C(η¯i) with P (ν¯i) = A. Since there are only finitely many ∆-types, this
is a finite coloring map. Hence, by Ramsey’s theorem, there exists an infinite homogeneous
subset H ⊆ ω. Then choose any str-embedding f : ω>ω → ω>ω such that P (Im(f)) ⊆ H ,
and define a tree {dη | η ∈ ω>ω} by letting dη := cf(η). Then {dη | η ∈
ω>ω} satisfies
EMstr(C) ∪Ψ(xη | η ∈ ω>ω), and this completes the proof. 
5. Applications
In the following, ω>ω could easily be replaced by ω>λ.
Definition 5.1. A property P (for theories) is called pre-s′-type if there exists a partial
type Γ(xη | η ∈ ω>ω) such that
(1) for any theory T , T has P iff Γ is satisfiable in some model of T ,
(2) for any A = {aη | η ∈ ω>ω} realizing Γ, EMs′(A) ⊢ Γ(xη | η ∈ ω>ω).
Given a pre-s′-type property P , we shall say that a set of parameters A = {aη | η ∈ ω>ω}
witnesses P if A realizes the partial type Γ(xη | η ∈ ω>ω) associated with P .
By an s′-type property, we mean a (possibly infinite) disjunction of pre-s′-type properties.
Remark 5.2. Note that, for any formula ϕ, the property “ϕ witnesses k-TP” is a pre-s-type
property. And the property “ϕ witnesses (weak) k-TP1” is a pre-str-type property. Hence
we have the following:
(1) k-TP is an s-type property.
(2) Weak-k-TP1 and k-TP1 are str-type properties.
Theorem 5.3. Suppose a theory T has an s′-type property witnessed by a set of parameters
{aη | η ∈ ω>ω}. Then we may choose {aη | η ∈ ω>ω} to be s′-indiscernible. In particular,
if T has k-TP witnessed by a formula ϕ(x, y) and parameters {aη| η ∈
ω>ω}, then we
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may choose {aη| η ∈ ω>ω} to be s-indiscernible. Similarly, if T has k-TP1 or weak k-
TP1 witnessed by a formula ϕ(x, y) and parameters {aη| η ∈ ω>ω}, then we may choose
{aη| η ∈ ω>ω} to be str-indiscernible.
Proof. By the definition of s′-type property, A := {aη | η ∈ ω>ω} realizes a certain par-
tial type Γ(xη | η ∈ ω>ω) associated with the given pre-s′-type property, and moreover
EMs′(A) ⊢ Γ. Then by the s′-modeling theorems (Theorems 4.3, 4.12), there exists some
s′-indiscernible set of parameters B := {bη | η ∈ ω>ω} that is s′-based on A. Then
B  EMs′(A) (by Remark 3.9), and hence B  Γ. 
For the next result, we will need the notions of indiscernible array and array-basedness.
Definition 5.4. Let I be the structure on ω×ω in the language Lar = {<len, <2} with the
interpretation: (i, j) <len (s, t)⇔ i < s, and (i, j) <2 (s, t)⇔ (i = s) ∧ (j < t).
We refer to an I-indexed indiscernible set as an indiscernible array; we say B is array-
based on A if B is based on A as an I-indexed set (see Def.s 3.4, 3.8.)
Another application of the str-modeling theorem yields the following theorem.
Theorem 5.5 (array-modeling theorem). Given any parameters {aij | i, j ∈ ω}, there exists
an indiscernible array {bij | i, j ∈ ω} which is array-based on {a
i
j | i, j ∈ ω}.
Proof of Theorem 5.5. Given any {aij | i, j ∈ ω}, we shall define an embedding f :
ω>ω →
ω × ω and consider a tree {cη | η ∈ ω>ω} defined by cη := af(η).
To define f , we temporarily view ω>ω as an Lar-structure in which <2 is interpreted as
η <2 ν ⇔ (ℓ(η) = ℓ(ν)) ∧ (η <lex ν). (And <len is interpreted as the level relation in the
tree, as usual.) Then we define f to be any Lar-embedding
ω>ω →֒ ω × ω. (It is clear that
such an Lar-embedding exists.)
Now, by Theorem 4.12, there exists some str-indiscernible tree {dη | η ∈ ω>ω} which is
str-based on {cη | η ∈ ω>ω}.
Let ηi be the sequence of zeroes ηi : 2i→ {0} in
ω>ω. Then define an array {bij | i, j ∈ ω}
by letting bij := dηia〈j+1〉. One may check that {b
i
j | i, j ∈ ω} is an indiscernible array which
is array-based on {aij | i, j ∈ ω}. 
As an immediate consequence, we have the following lemma:
Lemma 5.6. Assume a formula ϕ(x, y) and parameters {aij| i, j ∈ ω} witness k-TP2 (in
some sufficiently saturated model). Then we may assume such {aij| i, j ∈ ω} is array-
indiscernible.
Proof. By Theorem 5.5, there exists an indiscernible array {bij | i, j ∈ ω} which is array-
based on {aij| i, j ∈ ω}. Then clearly ϕ(x, y) still witnesses k-TP2 with {b
i
j | i, j ∈ ω}. 
For completeness we repeat the proof of [1, Prop. 13].
Proposition 5.7. If a formula ϕ(x, y) witnesses k-TP2 (k ≥ 2) then there exists some
finite conjunction ψ(x, y¯) =
∧n
i=1 ϕ(x, yi) witnessing TP2. Hence, a theory has TP2 iff it
has k-TP2 for some k ≥ 2.
Proof. We prove by induction on k. The case k = 2 is trivial, so assume that the claim
holds for 2, ..., k − 1, and suppose that a formula ϕ(x, y) witnesses k-TP2 with an array
{aij | i, j ∈ ω}. By Lemma 5.6, we may assume {a
i
j | i, j < ω} is array-indiscernible.
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Case I) Assume {ϕ(x, ai0)∧ϕ(x, a
i
1) | i ∈ ω} is consistent: Then the array-indiscernibility
of {aij | i, j < ω} implies that the conjunction γ(x, y¯) = ϕ(x, y0)∧ϕ(x, y1) and b
i
j := a
i
2ja
i
2j+1
witness ⌈k2 ⌉-TP2. Then, by the induction hypothesis, some conjunction of γ(x, y¯) (hence
some conjunction of ϕ(x, y)) witnesses TP2.
Case II) Assume {ϕ(x, ai0) ∧ ϕ(x, a
i
1) | i ∈ ω} is inconsistent: Then, by compactness,
there exists some n such that {ϕ(x, ai0) ∧ ϕ(x, a
i
1)| i < n} is inconsistent. Then the array-
indiscernibility of {aij | i, j < ω} implies that the conjunction ψ(x, y¯) = ϕ(x, y0) ∧ ... ∧
ϕ(x, yn−1) and b
i
j := a
ni
j a
ni+1
j ...a
ni+n−1
j witness TP2. 
Lemma 5.8. Suppose ϕ(x, y) is a formula that does not witness k-TP2 for any k < ω. If
ϕ(x, y) witnesses m-TP for some m < ω, then it witnesses N -TP for some N < ω with
some str-indiscernible parameters {bη | η ∈ ω>ω}.
Proof. Assume that ϕ(x, y) witnesses m-TP for some m < ω. Then by Theorem 5.3, there
exists some s-indiscernible A = {aη | η ∈ ω>ω} witnessing m-TP with ϕ(x, y).
Observation. Since ϕ(x, y) cannot witness m-TP2 by assumption, compactness implies
that there exists a number N < ω satisfying the following property: for any array of
parameters {cij | i, j < ω} such that {ϕ(x, c
i
j) | j < ω} is m-inconsistent for every i < ω,
there exists a function f : N → ω such that {ϕ(x, ci
f(i)) | i < N} is inconsistent.
Let us fix such N . Obviously we can assume N > m.
Note that any set {η0, η1, . . .} ⊆ ω>ω of (at least two) same-level distant siblings induces
a unique pair (s, t) ∈ ω2 where ℓ(η0 ∧ η1) = s and ℓ(η0) = t. Then we shall call the nodes
η0, η1, . . . (s, t)-distant siblings.
Note that any tuples of (s, t)-distant siblings (η0, . . . , ηk) and (ν0, . . . , νk) (where the ηi’s
and νi’s are ordered in increasing <lex order, respectively) are ∼s-similar.
Now, let {s < t} ⊆ ω be any 2-element subset and consider any (s, t)-distant siblings
η0, η1, . . . ordered in <lex-increasing order.
Claim. {ϕ(x, aηi) | i < ω} is N -inconsistent.
Proof of Claim. The case s + 1 = t is trivial since ϕ(x, y) and A are witnessing m-TP
and m < N . So assume s + 1 < t. Let νi denote the immediate E-predecessor of ηi.
i.e., νi := ηi ↾ (t − 1). Then consider the array C = {cij | i, j < ω} where c
i
j := aνi⌢〈j〉.
Then, for each i < ω, {ϕ(x, cij) | j < ω} is m-inconsistent since ϕ(x, y) is witnessing m-
TP with A. Therefore, by the Observation above, there exists a function f : N → ω such
that {ϕ(x, ci
f(i)) | i < N} is inconsistent. Then it follows that {ϕ(x, aηi) | i < ω} is
N -inconsistent by the s-indiscernibility of A. This completes the proof of the Claim.
Notice that the choice of (s, t) was arbitrary. i.e., the Claim is valid for any arbitrary set
of same-level distant siblings {η0, η1, . . .}. This means that ϕ(x, y) and A = {aη | η ∈ ω>ω}
witness a strong N -TP. i.e., in addition to witnessing N -TP, they also satisfy: {ϕ(x, aηi) |
i < ω} is N -inconsistent for any set of same-level distant siblings {η0, η1, . . .}. But strong
N -TP is clearly a str-type property. Hence, by Theorem 5.3, we may replace A by some
str-indiscernible {bη | η ∈ ω>ω}. 
Theorem 5.9. If a formula ϕ(x, y) witnesses k-TP (k ≥ 2), then there exists some finite
conjunction ψ(x, y¯) =
∧n
i=1 ϕ(x, yi) witnessing TP1 or TP2. Hence, a theory has TP iff it
has TP1 or TP2.
Proof. Assume that a formula ϕ(x, y) witnesses k-TP for some k ≥ 2. If ϕ(x, y) witnesses
m-TP2 for some m, then Proposition 5.7 ensures that some finite conjunction
∧n
i=1 ϕ(x, yi)
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witnesses TP2. On the other hand, assume that ϕ(x, y) does not witness m-TP2 for any m.
In this case, the argument in [1, Thm 14] gives a clear and detailed proof that some finite con-
junction
∧n
i=1 ϕ(x, yi) witnesses TP1, except that it leaves the following fact to be checked
by the reader; we may assume that ϕ(x, y) witnesses k-TP with some str-indiscernible pa-
rameters. But this fact is guaranteed by Lemma 5.8 above. 
Finally, we show that Claim 1.1 (from the Introduction section) is false by producing a
counterexample.
Proposition 5.10. Claim 1.1 is false.
Proof. To produce a counterexample, we consider the theory T ∗feq of infinitely many inde-
pendent parameterized equivalence relations x ∼z y. (See [8].) A model of this theory is a
two-sorted structure in sorts Q and P , where each c ∈ Q gives an equivalence relation ∼c on
P consisting of infinitely many equivalence classes, in such a way that the following property
holds: for any finitely many, distinct elements c1, · · · , ck ∈ Q, and for any b1, · · · , bk ∈ P ,
there exists some a ∈ P such that a ∼ci bi for each i.
Now, choose any set {cν | ν ∈
ω>ω} where the cν ’s are distinct elements of Q. Also choose
any c ∈ Q distinct from all the cν ’s. For each ν ∈ ω>ω, choose any sequence (dνa〈i〉)i<ω
of elements in P such that i 6= j implies dνa〈i〉 ≁cν dνa〈j〉. Also let d〈〉 be any arbitrary
element of P . Then define aνa〈i〉 := (dνa〈i〉, cν) for each ν ∈
ω>ω and each i < ω, and also
define a〈〉 := (d〈〉, c).
Now, let ϕ(x; y, z) be the formula x ∼z y. Then it follows that {ϕ(x; aη) | η ∈ ω>ω}
witnesses 2-TP. Moreover, for any finitely many, distinct elements η1, · · · , ηk ∈ ω>ω where
no two ηi’s are siblings with each other, the conjunction
∧k
i=1 ϕ(x; aηi) is consistent. Note
that 2-TP together with this property is an s-type property. Hence, by Theorem 5.3, we
may assume {aη | η ∈ ω>ω} is s-indiscernible.
To complete the proof, it remains to find some str-indiscernible {bη | η ∈ ω>ω} that is
str-based on {aη | η ∈ ω>ω} such that {ϕ(x, bη) | η ∈ ω>ω} does not witness k-TP for
any k. The idea is first to take a subtree {a′η | η ∈
ω>ω} of {aη | η ∈
ω>ω} as follows:
define a function h : ω>ω → ω>ω by letting h(〈〉) := 〈〉 and h(ηa 〈i〉) = h(η)a 〈i〉a 〈0〉 for
all η ∈ ω>ω and all i < ω. Then define a′η := ah(η). Note that {a
′
η | η ∈
ω>ω} is str-based
on {aη | η ∈ ω>ω}. Moreover, note that {ϕ(x, a′η) | η ∈
ω>ω} satisfies the following ‘strong
ϕ-consistency’: for any finitely many η1, · · · , ηk ∈ ω>ω, the conjunction
∧k
i=1 ϕ(x, a
′
ηi
)
is consistent. Now, by the str-modeling theorem (Theorem 4.12), there exists some str-
indiscernible {bη | η ∈ ω>ω} that is str-based on {a′η | η ∈
ω>ω}. Then {bη | η ∈ ω>ω}
still has the strong ϕ-consistency. In particular, {ϕ(x, bη) | η ∈ ω>ω} does not witness
k-TP for any k. Finally we note that {bη | η ∈ ω>ω} is str-based on {aη | η ∈ ω>ω} since
str-basedness is a transitive property. Hence such {bη | η ∈ ω>ω} is a counterexample to
Claim 1.1. 
6. Appendix
Here we reproduce proofs of the combinatorial lemmas referenced in [7, Thm III.7.11].
They are more involved than the proof given for the s-modeling theorem, but perhaps a
detailed exposition will find future application. See [4] for a different approach to Theorem
6.7.
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We use the following notation: For any tuple η¯ = (ηl)l<m from
ω>λ and any n < ω,
η¯ ↾ n := (η′l)l<m where
η′l :=
{
ηl if ℓ(ηl) ≤ n
ηl ↾ n if ℓ(ηl) > n
Lemma 6.1. For any tuples η¯, ν¯ from ω>λ and any n < ω, if η¯ ∼s ν¯ then η¯ ↾ n ∼s ν¯ ↾ n.
Proof. By Remark 3.2, we may assume that the tuples η¯, ν¯ are meet-closed, and therefore the
mapping f : ηl 7→ νl is an Ls-isomorphism. Let η¯′, ν¯′ be the closure downwards under E in
ω>λ of η¯, ν¯, respectively, enumerated in the same way according to the enumerations of η¯, ν¯.
It is routine to check that the natural extension of f to η¯′ is also an Ls-isomorphism mapping
onto ν¯′, because the predicates (Pα) preserve levels. Thus, by restricting the domain, f
guarantees that qftpLs(η¯ ↾ n; ω>λ) = qftpLs(ν¯ ↾ n; ω>λ), and so η¯ ↾ n ∼s ν¯ ↾ n. 
In the following definitions, we shall use the terminology introduced in Section 2 (Notation
and Conventions), namely a subtree I ⊆ n≥λ “occupying all levels ≤ n”.
Definition 6.2. (1) Given a pair (n,m) of positive integers and an infinite cardinal χ,
a cardinal λ is said to be (n,m)-sufficient for χ if for every map
f : (n≥λ)m → χ
there exists a χ+-branching subtree I ⊆ n≥λ occupying all levels ≤ n such that I
is ∼s-homogeneous for f (i.e., any ∼s-equivalent m-tuples in I are sent to the same
image by f).
(2) A pair (n,m) of positive integers is called a Ramsey pair if there exists some k < ω
such that, for any infinite cardinal χ, ik(χ)
+ is (n,m)-sufficient for χ. Let R(n,m)
denote the smallest such k for a Ramsey pair (n,m).
Definition 6.3. Suppose
⋃
i<γ Xi is a disjoint union of Ls-structures where γ is an ordinal.
In any finite Cartesian product (
⋃
i<γ Xi)
n, define an equivalence relation qn (or simply q)
as follows: (η1, · · · , ηn) q (ν1, · · · , νn) iff for all indices i and k,
(1) ηi ∈ Xk ⇔ νi ∈ Xk
(2) for any finite sequence ηi0 , . . . , ηit in Xk, (ηi0 , . . . , ηit) ∼s (νi0 , . . . , νit)
Definition 6.4. (1) Given a pair (n,m) of positive integers and an infinite cardinal χ,
a cardinal λ is said to be strongly (n,m)-sufficient for χ if the following holds: given
any disjoint union
⋃
i<γ Xi of Ls-structures where γ is an ordinal with ‖γ‖ ≤ χ and
each Xi is Ls-isomorphic to
n≥λ, for every function
f : (
⋃
i<γ
Xi)
m → χ
there exists a χ+-branching subtree Yi ⊆ Xi (for each i < γ) occupying all levels
≤ n such that
⋃
i<γ Yi is q-homogeneous for f (i.e., any q-equivalent m-tuples in⋃
i<γ Yi are sent to the same image by f .)
(2) A pair (n,m) of positive integers is called a strong Ramsey pair if there exists some
k < ω such that, for any infinite cardinal χ, ik(χ)
+ is strongly (n,m)-sufficient for
χ. Let R′(n,m) denote the smallest such k for a strong Ramsey pair (n,m).
Remark 6.5. Clearly, if λ is strongly (n,m)-sufficient for χ then λ is (n,m)-sufficient for χ.
Hence, every strong Ramsey pair is a Ramsey pair.
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The following argument is a modification of [7, App. 2.7].
Theorem 6.6. Every Ramsey pair is a strong Ramsey pair.
Proof. Let (n,m) be any Ramsey pair and let k := R(n,m).
We will show R′(n,m) ≤ m(k + 2).
So let χ be any infinite cardinal and let λ := im(k+2)(χ)
+.
And let
⋃
i<γ Xi be any disjoint union of Ls-structures where γ is an ordinal with ‖γ‖ = χ
and each Xi is Ls-isomorphic to
n≥λ.
And fix any function
f : (
⋃
i<γ
Xi)
m → χ
Before we begin our proof, we need to introduce some notation.
(1) For any element η ∈
⋃
i<γ Xi, π(η) denotes the ordinal i such that η ∈ Xi.
(2) Given any m-tuple η¯ := (η1, · · · , ηm) in
⋃
i<γ Xi and any ordinal α,
E(η¯) := {π(η1), · · · , π(ηm)} and Nα(η¯) := ‖{i ∈ E(η¯) | i ≥ α}‖
(3) Given any m-tuples (η1, · · · , ηm) and (ν1, · · · , νm) in
⋃
i<γ Xi and any ordinal α
and any integer t,
(a) η¯ ≈α ν¯ means:
(i) η¯ q ν¯
(ii) α ∈ E(η¯)
(iii) if π(ηi) 6= α then ηi = νi (for all i).
(b) η¯ ≈(α,t) ν¯ means:
(i) η¯ q ν¯
(ii) α ∈ E(η¯)
(iii) if π(ηi) < α then ηi = νi (for all i).
(iv) Nα(η¯) ≤ t
(4) A subset
⋃
i<γ Yi ⊆
⋃
i<γ Xi (where Yi ⊆ Xi) is called t-homogeneous for f if, for
all i < γ, any ≈(i,t)-equivalent m-tuples in
⋃
i<γ Yi are mapped to the same image
by f .
Observe that, for any subset
⋃
i<γ Yi ⊆
⋃
i<γ Xi (where Yi ⊆ Xi)
(1)
⋃
i<γ Yi is 0-homogeneous.
(2)
⋃
i<γ Yi is m-homogeneous iff it is q-homogeneous.
Now, we are ready to start our proof.
First consider the case m = 1. Then, since (n,m) is a Ramsey pair and m(k + 2) >
k = R(n,m), we readily obtain a χ+-branching subtree Yi ⊆ Xi (for each i < γ) occupying
all levels ≤ n such that Yi is ∼s-homogeneous for f . Then it’s clear that
⋃
i<γ Yi is q-
homogeneous for f , as desired.
Next, assume m > 1.
Let X0i := Xi for each i < γ. We will inductively define a descending chain⋃
i<γ
X0i ⊇
⋃
i<γ
X1i ⊇ · · · ⊇
⋃
i<γ
Xmi
where
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(1) Xji is a i(m−j)(k+2)(χ)
+-branching subtree of Xj−1i occupying all levels ≤ n (for all
i < γ and 0 < j ≤ m)
(2)
⋃
i<γ X
j
i is j-homogeneous (for all 0 ≤ j ≤ m).
We use induction: let 0 ≤ q < m and assume that we have found a q-homogeneous⋃
i<γ X
q
i where each X
q
i is a i(m−q)(k+2)(χ)
+-branching subtree of Xi occupying all levels
≤ n.
We start a second induction: let α be any ordinal < γ and assume that we have defined
{Xq+1i | i < α} such that
(1) each Xq+1i is a i(m−(q+1))(k+2)(χ)
+-branching subtree of Xqi occupying all levels
≤ n,
(2) for each β < α, any ≈(β,q+1)-equivalent m-tuples in⋃
i≤β
Xq+1i ∪
⋃
β<i<γ
Xqi
are mapped to the same image by f .
We will find a i(m−(q+1))(k+2)(χ)
+-branching subtree Xq+1α ⊆ X
q
α occupying all levels
≤ n such that any ≈(α,q+1)-equivalent m-tuples in⋃
i≤α
Xq+1i ∪
⋃
α<i<γ
Xqi
are mapped to the same image by f . (This will complete the second induction, giving us a
(q+ 1)-homogeneous
⋃
i<γ X
q+1
i which will in turn complete the first induction and indeed
the entire proof of the theorem.)
We will find such Xq+1α via two claims below. But first, let us choose an arbitrary family
of subtrees
{Si ⊆ X
q
i | α < i < γ}
where each Si is a ℵ0-branching subtree of X
q
i occupying all levels ≤ n.
Claim 1. There exists a i(m−(q+1))(k+2)(χ)
+-branching subtree Z ⊆ Xqα occupying all levels
≤ n such that any ≈α-equivalent m-tuples in⋃
i<α
Xq+1i ∪ Z ∪
⋃
α<i<χ
Si
are mapped to the same image by f .
Proof of Claim 1. Let A :=
⋃
i<αX
q+1
i ∪
⋃
α<i<χ Si. Note ‖A‖ ≤ i(m−(q+1))(k+2)(χ)
+.
For any subset B ⊆ m, any m-tuple η¯ := (η0, · · · , ηm−1) in Xqα and any m-tuple ν¯ :=
(ν0, · · · , νm−1) in A, define an m-tuple η¯ +B ν¯ := (ǫ0, · · · , ǫm−1) as
ǫi :=
{
ηi if i ∈ B
νi otherwise
Then, for any subset B ⊆ m and any m-tuple η¯ in Xqα, we can define a function
ΨB(η¯) : A
m → χ
by letting ν¯ 7→ f(η¯ +B ν¯) for each ν¯ ∈ Am.
Furthermore, let Ψ be the function with domain (Xqα)
m, sending each η¯ ∈ (Xqα)
m to the
finite string of functions 〈ΨB(η¯) | B ⊆ m〉.
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Now, the fact ‖A‖ ≤ i(m−(q+1))(k+2)(χ)
+ implies that the range of Ψ has a size at most
τ := i(m−(q+1))(k+2)+2(χ). Moreover, observe:
i(m−q)(k+2)(χ) = ik(τ)
So Xqα is a ik(τ)
+-branching tree occupying all levels ≤ n, and Ψ can be viewed as a
map (Xqα)
m → τ . But (n,m) is a Ramsey pair and k = R(n,m). Hence, there exists a
τ+-branching subtree Z ⊆ Xqα occupying all levels ≤ n which is ∼s-homogeneous for Ψ.
Then it’s clear that ⋃
i<α
Xq+1i ∪ Z ∪
⋃
α<i<χ
Si
is ≈α-homogeneous for f , as desired. Finally, since i(m−(q+1))(k+2)(χ)
+ < τ+, we may as
well assume that Z is i(m−(q+1))(k+2)(χ)
+-branching. This completes the proof of Claim 1.
Claim 2. Let Z be as in Claim 1. Then any ≈(α,q+1)-equivalent m-tuples in⋃
i<α
Xq+1i ∪ Z ∪
⋃
α<i<γ
Xqi
are mapped to the same image by f .
Proof of Claim 2. Let η¯ := (η1, · · · , ηm) and ν¯ := (ν1, · · · , νm) be any≈(α,q+1)-equivalentm-
tuples in the said set. If Nα(η¯) ≤ q then the q-homogeneity of
⋃
i<γ X
q
i ensures f(η¯) = f(ν¯).
So we may assume Nα(η¯) = q + 1.
We define m-tuples (η∗1 , · · · , η
∗
m) and (ν
∗
1 , · · · , ν
∗
m) as follows: First, for each i such that
π(ηi) ≤ α, define η∗i := ηi and ν
∗
i := νi.
Next, let β1, · · · , βq list those ordinals in E(η¯) which are strictly greater than α. For
each of these βi’s, perform the following operation. (For clarity, we will only describe the
operation for β1.)
Let ηi1 , · · · , ηit and νi1 , · · · , νit list those ηi’s and νi’s in X
q
β1
. In particular,
(ηi1 , · · · , ηit) ∼s (νi1 , · · · , νit)
Moreover, it is clear that we can find some tuple (ǫi1 , · · · , ǫit) in Sβ1 such that
(ηi1 , · · · , ηit) ∼s (ǫi1 , · · · , ǫit) ∼s (νi1 , · · · , νit)
Define η∗ij := ǫij and ν
∗
ij
:= ǫij for each j = 1, · · · , t.
After performing this operation for each of β1, · · · , βq, we obtain m-tuples η¯∗ and ν¯∗ in⋃
i<α
Xq+1i ∪ Z ∪
⋃
α<i<γ
Si
such that
(1) η¯ ≈(β1,q) η¯
∗ and ν¯ ≈(β1,q) ν¯
∗
(2) η¯∗ ≈α ν¯∗.
Then the q-homogeneity of
⋃
i<γ X
q
i ensures f(η¯) = f(η¯
∗) and f(ν¯) = f(ν¯∗). Moreover,
Claim 1 ensures that ⋃
i<α
Xq+1i ∪ Z ∪
⋃
α<i<γ
Si
is ≈α-homogeneous for f , and so f(η¯∗) = f(ν¯∗). So f(η¯) = f(ν¯). This completes the proof
of Claim 2.
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Hence, letting Xq+1α := Z, we complete the second induction and therefore the proof of
this theorem. 
Theorem 6.7 ([7, App. 2.6]). Every pair (n,m) of positive integers is a Ramsey pair.
Proof.
Case 1 (m = 1). We will show R(n,m) = 0 for every n ≥ 1.
Fix any integer n ≥ 1 and any infinite cardinal χ.
Let λ := χ+(= i0(χ)
+) and fix any function f : n≥λ→ χ.
Let Kn :=
n≥λ. We will inductively define a descending chain of trees
Kn ⊇ Kn−1 ⊇ · · · ⊇ K0
where each Ki is a χ
+-branching tree occupying all levels ≤ n, and satisfies the following
‘i-th height homogeneity for f ’: for any η, ν ∈ Ki, if ℓ(η) = ℓ(ν) and ℓ(η ∧ ν) ≥ i then
f(η) = f(ν).
Observe:
(1) Kn is n-th height homogeneous for f .
(2) 0-th height homogeneity for f ⇔ ∼s-homogeneity for f (assuming m = 1).
Hence, finding such K0 would finish the proof for this case.
We use induction: let 0 < q ≤ n and assume that we have defined a χ+-branching subtree
Kq ⊆ Kn occupying all levels ≤ n which is q-th height homogeneous for f .
For each η ∈ Pq(Kq), define a function
Φ(η) : {i | q ≤ i ≤ n} → χ
by i 7→ f(ν) where ν is any element in Pi(Kq) such that η E ν. Note that the q-th height
homogeneity of Kq ensures that such a map is well-defined.
Now, for each η ∈ Pq−1(Kq), define:
(1) Y (η) := {α < λ | ηa 〈α〉 ∈ Kq}. So ‖Y (η)‖ = χ+.
(2) Ψ(η) is the function with domain Y (η), sending each α ∈ Y (η) to Φ(ηa 〈α〉).
Note that, for each η ∈ Pq−1(Kq), the range of Ψ(η) has a size at most χ. Hence, by the
pigeon hole principle, there exists a size-χ+ subset Y ′(η) ⊆ Y (η) on which Ψ(η) is constant.
Let B := {ηa 〈α〉 | η ∈ Pq−1(Kq), α ∈ Y ′(η)}.
And define Kq−1 := {η ∈ Kq | η is E-comparable with some element of B}.
Then Kq−1 is χ
+-branching and occupies all levels ≤ n, and is (q − 1)-th height homo-
geneous for f . This completes the induction step and hence the proof for Case 1.
Case 2 (m > 1). We prove it by induction on n.
Base step (n = 1). Erdo˝s-Rado theorem essentially states that R(1,m) ≤ m−1 for every
m ≥ 1.
Induction step. Let n ≥ 1 and assume that (n,m) is a Ramsey pair for every m > 1.
Fix any m > 1 and let k := R(n,m). We will prove (n + 1,m) is a Ramsey pair by
showing R(n+ 1,m) ≤ m(k + 3) + 1.
So let χ be any infinite cardinal and let λ := im(k+3)+1(χ)
+. And fix any function
f : (n+1≥λ)m → χ
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We shall abbreviate n+1≥λ by K.
Let κ := im+1(χ) and consider the family of trees {Xi ⊆ K | i < κ} where
Xi := {〈i〉
a
η | η ∈ n≥λ}
Note that each Xi is a λ-branching tree of height n.
For any subsetB ⊆ m and anym-tuple η¯ := (η0, · · · , ηm−1) in
⋃
i<κXi, define anm-tuple
η¯B := (ǫ0, · · · , ǫm−1) as
ǫi :=
{
ηi if i ∈ B
〈〉 otherwise
Furthermore, let f ′ be the function with domain (
⋃
i<κXi)
m, sending each η¯ ∈ (
⋃
i<κXi)
m
to the finite string 〈f(η¯B) | B ⊆ m〉.
Note χ < κ. So the range of f ′ has a size < κ.
Moreover, observe:
im(k+3)+1(χ) = im(k+2)i(m+1)(χ) = im(k+2)(κ)
Now, recall that (n,m) is a Ramsey pair and k = R(n,m). Furthermore, Theorem 6.6
(and its proof) tells us that (n,m) is in fact a strong Ramsey pair and R′(n,m) ≤ m(k+2).
Hence, there exists a κ+-branching subtree Yi ⊆ Xi (for each i < κ) of height n such that⋃
i<κ Yi is q-homogeneous for f
′. And, since χ+ < κ+, we may as well assume that each Yi
is χ+-branching.
Let I1 := {〈〉} ∪
⋃
i<κ Yi.
For any m-tuple η¯ in
⋃
i<κ Yi, define θ(η¯) ∈ κ
m by θ(η¯) := (η0(0), · · · , ηm−1(0)).
The following two observations can be verified straightforwardly.
Observation 1. I1 is ‘weakly ∼s-homogeneous for f ’. i.e., for anym-tuples η¯ := (η0, · · · , ηm−1)
and ν¯ := (ν0, · · · , νm−1) in I1,
if (η¯ ∼s ν¯ and ηi(0) = νi(0) for all i < m) then f(η¯) = f(ν¯)
Observation 2. For any m-tuples η¯, ν¯ in
⋃
i<κ Yi,
(1) η¯ q ν¯ ⇔ η¯ ∼s ν¯ and θ(η¯) = θ(ν¯).
(2) Suppose θ(η¯) = θ(ν¯). For any subset B ⊆ m, if η¯B = (η
′
0, · · · , η
′
m−1) and ν¯B :=
(ν′0, · · · , ν
′
m−1) then η
′
i(0) = ν
′
i(0) for all i < m.
(3) whenever η¯ ∼s ν¯,
(a) θ(η¯) and θ(ν¯) have the same order-type in κ.
(b) η¯B ∼s ν¯B for every subset B ⊆ m.
(c) If θ(η¯) = θ(ν¯) then f(η¯B) = f(ν¯B) for every subset B ⊆ m.
Claim. There exists a size-χ+ subset Z ⊆ κ such that I2 := {η ∈ I1 | η(0) ∈ Z} is
∼s-homogeneous for f .
(Note that such I2 ⊆ K is χ+-branching and occupies all levels ≤ n+ 1. Hence, proving
this claim will finish the proof of the induction step and hence the proof for Case 2.)
Proof of Claim. Let C denote the set of all ∼s-equivalent classes of m-tuples in
⋃
i<κ Yi.
Note ‖C‖ = ℵ0.
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For any α¯ ∈ κm and any subset B ⊆ m, define a function
E(α¯, B) : C → χ
as follows: Let c ∈ C. If there exists any m-tuple η¯ in
⋃
i<κ Yi such that
(1) η¯ ∈ c
(2) θ(η¯) = α¯.
then define E(α¯, B)(c) := f(η¯B). Otherwise, define E(α¯, B)(c) := 0.
E(α¯, B) is well-defined thanks to Observation 2(3)(c).
Furthermore, let E ′ be the function with domain κm, sending each α¯ ∈ κm to the finite
string 〈E(α¯, B) | B ⊆ m〉.
Note that the range of E ′ has a size at most 2χ = i1(χ). Moreover,
κ = im+1(χ) ≥ im−1(i1(χ))
+
Hence, by Erdo˝s-Rado theorem, there exists a size-(2χ)+ subset Z ⊆ κ such that, for any
m-tuples α¯, β¯ in κ, if they have the same order-type in κ then E ′(α¯) = E ′(β¯). And, since
χ+ < (2χ)+, we may as well assume ‖Z‖ = χ+.
Let I2 := {η ∈ I1 | η(0) ∈ Z}.
Note I2 is a χ+-branching subtree of K occupying all levels ≤ n+ 1.
Subclaim. I2 is ∼s-homogeneous for f .
Proof of Subclaim. Let η¯, ν¯ be any ∼s-equivalent m-tuples in I2. Then it’s clear that we
can find some m-tuples η¯∗, ν¯∗ in
⋃
i∈Z Yi and some subset B ⊆ m such that:
(1) η¯∗ ∼s ν¯∗.
(2) η¯∗B = η¯ and ν¯
∗
B = ν¯.
Then α¯ := θ(η¯∗) and β¯ := θ(ν¯∗) have the same order-type in Z, by Observation 2(3)(a).
Hence, E ′(α¯) = E ′(β¯). This implies that E(α¯, B) = E(β¯, B). Hence, if we let c denote the
∼s-equivalence class to which both η¯∗ and ν¯∗ belong, then E(α¯, B)(c) = E(β¯, B)(c). But
E(α¯, B)(c) = f(η¯∗B) = f(η¯) and E(β¯, B)(c) = f(ν¯
∗
B) = f(ν¯). Hence f(η¯) = f(ν¯). This
completes the proof of Subclaim.
This completes the proof of Claim, and hence the induction step. 
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