












Optimal Combinations of Character of a Superior and His/Her Subordinate 













第１章 本研究の概要 ............................................................................................ 3 
１．１ 問題意識と目的 ............................................................................................ 3 
１．２ 問題への基本的な考え方 ............................................................................... 4 
１．３ 本研究の構成  ............................................................................................. 7 
１．４ 先行研究との関係  ....................................................................................... 8 
第２章 定式化の概念的枠組み  ............................................................................ 11 
第３章 現場情報の価値化過程（PTIV）の定式化  ...................................................... 15 
３．１ サブプロセス（１） 「事前の所見」の形成  .......................................................... 15 
３．２ サブプロセス（２） 議論から「最終表明」迄の過程 ................................................ 19 
３．３ サブプロセス（３） 上司の意思決定 .................................................................. 35 
第４章 性格の組合せを評価する経営過程（MPACC）の定式化 ...................................... 43 
４．１ MPACC の数学的モデルの定式化  .................................................................. 43 
４．２ 評価関数 AU の特定化とその期待評価関数 AU  ................................................. 44   
４．３ 平均的実現確率 0Cx ,
0
Bx の分布について ........................................................... 46 
第５章 最適な性格の組合せ ................................................................................. 47 
５．１ シミュレーションの方法 .................................................................................. 47 
５．２ シミュレーションの結果  ................................................................................ 48 
第６章 結論 ...................................................................................................... 54 
参考文献 ......................................................................................................... 55 










































１．２  問題への基本的な考え方 
 
























































































































































１．４．１ 情報の伝達過程及び意思決定過程の観点  
 






をあて、意思決定モデルを構築している。この過程を基礎として Crawford and Sobel [10]は
cheap-talk model というモデルを、Holmstrom [18]、Gibbons [15]は signal-jamming model
というモデルを、Austen-Smith and Banks [8]、Kartik [21]は signaling model というモデルを、
Grossman [17]、Milgrom [22]は verifiable-information model というモデルを、Rayo and 














































り、従業員の経営に対する信頼の視点からは、Morgan and Zeffane [24]や Zeffane and 






















第１段階は、「現場情報の価値化過程」であり、英語で Process of transforming 










第２段階は、「性格の組合せを評価する経営過程」であり、英語で Management Process 





















































２） サブプロセス（２） 議論から「最終表明」迄の過程 
 


















３） サブプロセス（３） 上司の意思決定 
 












れるので、PTIV の繰り返しが行われる。ＭＰＡＣＣは、特定の上司 B と部下 C との間で第１
段階の PTIV を繰り返した結果に基づいて、経営者 A が、経営の視点から、平均的にみた







本章では、前章で述べた概念的な枠組の第一段階の PTIV（Process of transforming 
business-front information into a value）を数学的モデルとして定式化し、PTIV のゲーム論
的分析を行う。 
本研究が焦点を当てている上司Ｂと部下Ｃの性格は、自己忠実性であり、その強さを示
すパラメータ  ,i i B C  は、区間（０，１）上の値で表す。 i が 1 に近ければ近いほど自己
忠実性は強く、情報に対する自己の評価に固執する傾向が強くなることを意味する。 
なお、本研究全体を通しての前提として、上司 B と部下 C は、性格に起因する自己忠実
性の強さ B と C の値を互いに知っていると仮定する。ここで、定義２．１に従い PTIV の３つ
のサブプロセスについて特定化する。 
 
３．１ サブプロセス（１） 「事前の所見」の形成 
 




















（３．１）   0Cx ～   
0 0
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区間（０，１）上の切断正規分布 2( , ) tN （truncated normal distribution）とは、平均
 、分散 2 をもつ正規分布 2( , ) N の密度関数を 2( : , ) f x とすると、区間（０，１）
上の次の密度関数（３.１a）をいう。 （詳細は付録１参照） 
 
（３.１a）   2 2 2( : , ) ( : , ) / ( , )g x f x c        
 
ここで、  2,c   は、下記の（３.１b）で表される。 
（３.１b）     
1








       は標準正規分布の密度関数 
以下の議論では、1 0.5, 1 3 0        もしくは 0.5 0, 3 0      の状況である
ので、分母の  2,c   の値は、下記の(3.1ｃ)となることが示される。（証明は、付録２参照） 
（３.１c）      2 20 . 5 , 0 . 5 3 0 . 9 9 7 4 , 0 . 9 9 8 7c c       
従って、切断密度関数は正規分布に極めて近いものといえる。 
なお、切断正規分布 2( , ) tN においては、  は、切断される前の正規分布の平均であ
り、 2 も切断される前の正規分布の分散である。しかしながら、本研究での用語法としては、



















平均値）が、一定の水準 d より、小さいと、B に報告しない。すなわち 
 
（３.２）  0Cx    d  のとき、B に当該現場情報を C の事前の所見とともに報告  
0








で表す。情報伝達性向 d は、C の自己忠実性に依存するとする。すなわち（３.２）の閾値 d
は ( ) Cd d とし、Ｃの性格としての自己忠実性が強い（ C が大きい）ほど大きくなると仮定
し、簡単化のために 1 次式で定式化する。 
 
（３.３）    C Cd f a b    ，   0 1a,b  ． 
後述のシミュレーション分析の際には、 0 5 0 13a . , b .  とする。 
 
0 5 0 13 Cd . .    
 
情報伝達性向 d を上記のように決めた理由と、その前提となる平均的実現確率 0Cx の確
率分布について議論する。 
 
まず、平均的実現確率 0Cx の確率分布について述べる。 
前述のように、C は、一回の PTIV の中で、一つの平均的実現確率 0Cx を認識する。PTIV
は、日常的に繰り返されるので、C は、平均的実現確率 0Cx を、PTIV の繰り返し毎に、認識
することになる。 











0 2~ (0.5, (0.5 / 3) )tCx N と仮定
する。 
 
情報伝達性向を 0 5 0 13 Cd . .   と定式化した理由を述べる。 
C の性格が、自己忠実性の極めて弱い場合、彼は、自分が確信をもって「実現しえない」
と思う情報は、Bに報告しないであろうが、「平均実現確率が 0.5」という情報は、自分の所見
とともに B に報告するであろう。 
一方で、C の性格が、自己忠実性の極めて強い場合、自分が、相当なる確信をもって
「実現可能性が極めて高く、その情報を活用して、ほぼ戦略や戦術として実現しうる」情報
のみ、自分の所見とともに B に報告するであろう。本研究では、実際に、C が企業の外部で
接する現場情報は、平均的には、一日に４～５件であろうと考える。極めて自己忠実性の強
い C も、一日に一件も上司 B に報告しないということはないと考えた。 
平均的実現確率 0Cx の確率分布をこのように仮定し、情報伝達性向を 0 5 0 13 Cd . .  
と定式化すると、C の自己忠実性が極めて弱い場合、つまり、 C が限りなく０に近づく場合、
d は 0.5 に近づき、 d が 0.5 の場合は、得た全ての現場情報のうち、およそ 50％程度を B
に報告すると仮定できる。 
一方で、C の自己忠実性が極めて強い場合、つまり C が限りなく１に近づく場合は、 d
は 0.63に近づく。この場合、Cは実現可能性が 0.63以上の現場情報しか報告しないことに
なる。従って、この定式化では、PTIV の繰り返しの中で、得た全ての情報のうち、およそ
25％程度を B に報告すると仮定できる。 
 
３．１．4 上司 B の「事前の所見」の形成 
 

















BF は C の場合と同様に、次の切断正規分布とする。 
（３.４）   0Bx ～   
0 0
2
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    
但し ０＜ 0Bx ＜１ 













上司 B と部下 C は、当該現場情報の実現可能性について議論する。議論に先立ち B も、




















（３.５）  1(BF ・
1) (BF ・
0 0: , , )B B Cx x    
1(CF ・
1) (CF ・

















1 2( )B ，
1 2( )C が次の切断正規分布で表現されると仮定する。 
（３.６B）   1 1 1 2~ ( , ( ) ) tB B Bx N     
1 0 01 ,  B B B B Cx + x-  
   
1 1










　 　  
（３.６C）   1 1 1 2~ ( , ( ) ) tC C Cx N     
1 0 01 ,  C C C C Bx + x-  













 1 0 01B B B B Cx + x   - なので、自己忠実性の強さＢが 1 に近い場合、つまり、B の自
己忠実性が極めて強い場合、Ｂの事後の平均値 1
B は、ほとんど B 自身の事前の平均的実
現確率 0
Bx で決まるということである。 
一方、自己忠実性の強さＢが 0 に近い場合は、つまり、B の自己忠実性が極めて弱い
場合、 1















































B Cx x の
2 つの変数の関数とし、その関数形は自己忠実性Cに依存する次の関数とする。 
 
（３.７）    1 2 ( )( , : )C C C C B CU U w w    
（３.７a）       1 * * *1 2 ( ),C C C C B B Cw x x w x x    , 




定する。（３.７a）の仮定により、（３.７）の関数は、 1Cw に関する減少関数、 2 ( )C Bw  に関しても
減少関数である。ここで重要な変数は、自己忠実性C  
であり
1Cw と 2 ( )C Bw の間のバランス
を取る。我々の見方として、自己忠実性C  が強い（１に近い）場合、関数はより 1Cw に敏感
に反応するであろう、と想定している。 
部下 C は、最終表明の *Cx を選択するとき、期待効用関数を最大化すると仮定する。すな
わちＣは、その最大化では、相手の最終表明 *Bx を所与として 
（３.７ｂ）      
1
1 1 1 * *
1 2 ( )
0





** ** * ** *( ) ( ; )C C B C B Cx x x x x    となる： 
（３.７ｃ）      *
* * ** * *
( ) ( )max ( , ; ) ( ( ), ; )
C
C C C B C C C B C B Cx
u x x u x x x   
 
同様に、上司Ｂの効用関数も 
（３.８）     1 2 ( )( , : )B B B B C BU U w w   
（３.８a）        1 * * *
1 2 ( ),B B B B C C Bw x x w x x    , 






BF をもつ確率変数であるので、上司 B も相手の最終表明
*
Cx
を所与 と して 、期 待効用関数 （ ３ . ８ b ） を最 大にするよ うに 、自 分 の最終表明
** ** * ** *( ) ( ; )B B C B C Bx x x x x   を選択する。 
（３.８b）       
1
1 1 1 * *
1 2 ( )
0
( ( ), : ) ( ) ( , ; )B B B B B C B B B B B C BU U w x w dF x u x x     
（３.８c）      *
* * ** * *
( ) ( )max ( , ; ) ( ( ), ; )
B
B B B C B B B C B C Bx
u x x u x x x  . 
定義によって、 ** ** **( )C C Bx x x と
** ** **( )B B Cx x x を同時に満たす解  * *,B Cx x が存在するとき、そ
れらが、ゲームのナッシュ均衡解であり、最終表明であり ( , )
n n
B Cx x と表す。 
以下ではこの均衡解が存在するものとする。 




（３.９）       0 0 0 0( , ; , ), ( , ; , )n n n nC C C B C B B B B C B Cx x x x x x x x      
 
のように 0 0( , )C Bx x  と ( , )C B  の関数の形で表現できる。 
 
なお、このナッシュ均衡解 ( , )
n n
B Cx x を可能にする必要条件として 
１）上司 B、部下 C はともに互いの性格パラメータB 、Cを知っている 
２）上司 B、部下 C はともに互いの効用関数の形状を知っている 
 23 








（３.１０C）      2 21 * * *exp 1C C C C C C BU x x x x          
（３.１０B）      2 21 * * *exp 1B B B B B B CU x x x x        
これらの特定化した式は、それぞれ(３．７a)（３．８a）を満たす。この効用関数の定式化で
は、最大値が exp(0)＝１、最小値が exp(－１)＝１/e となる。 








2 ( )C Bw にあたり、B と Cの最終表明の
差であり、差は大きいほど、効用関数は小さくなる。自己忠実性パラメータ C は、 1Cw と
2 ( )C Bw の間のバランスを取る役割を果たしている。Cが 1 に近いほど、 1Cw に、より大きな
ウェイトを与える。 
上司 B の場合も（３.１０B）式にて表すが、意味は C と同様である。 
 










効用関数 BU 、 CU を最大にするように ** ** * ** *( ) ( ; )B B C B C Bx x x x x   、
** ** * ** *( ) ( ; )C C B C B Cx x x x x  
を選択する。 
（３.１１C）           
1
1 1 1
1 2 ( )
0
1 2 2
1 * * * 1 1
0
* *
( ( ), : ) ( )
exp 1 ( )
( , ; )
C C C C C B C C C
C C C C C B C C
C C B C
U U w x w dF x











（３.１１B）           
1
1 1 1
1 2 ( )
0
1 2 2
1 * * * 1 1
0
* *
( ( ), : ) ( )
exp 1 ( )
( , ; )
B B B B B C B B B
B B B B B C B B
B B C B
U U w x w dF x






     


      
このとき、 ** ** **( )C C Bx x x と
** ** **( )B B Cx x x を同時に満たす解（
* *,B Cx x  ）が存在するとき、それ








Bx が与えられたという条件のもとで、期待効用関数 BU 、 CU をそ
れぞれ *Bx 、
*
Cx で微分して、最大化する式を構築し、この 2 式からもとめた、同時解が、ナッ
シュ均衡解である。導出にあたっては、下記のプロセスで解く。 
 
下記の命題 3.1 の為に、 ,i B C ,に関し、下記のようにおく。 





























さらに正規分布 2( , )N   の密度関数を 2( : , )f x   とし、 




( , ) ( : , )c f x dx     . 
とおく。この時、次の命題が成立する。 
 
命題 ３．１  C と B の期待効用関数は、 
（３.１４C）     
 
* 1 2




( , ; ) exp (1 )( )
2 1
C C C
C C B C C C C C B
C C
x





       
    
  
（３.１４B）      
 
* 1 2





( , ; ) exp (1 )( )
2 1
B B B
B B C B B B B B C
x





       





11/ 2 1 ( , ).i i iD i B C     
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証明  B の期待効用関数は、 
         
1 2
1 * 2 * * 2 1 1 1 1
0
e x p ( ) (1 ) ( ) : ,B B B B B B C B B B BU x x x x f x d x           





B B B B B Bx x dx
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 
.  
である。 2( ) /B B B     を計算すると求める結果をえる。求める。 C のケースも同




CU 、 BU を用いて、解を求める代わりに、C と B に関する近似的期待効用 /C CU c  と
/B BU c  を使って、最大化し、同時解を求める。このことが、有効であることをいうために、
 2,i i ic c     ,i C B は、ほぼ１に近いことを立証する。ここで、  ic  は、（0,1） の範
囲における 2( , )i iN    の積分であり、
2,i i  はそれぞれ平均と分散である。 
 
補題 ３．１  2,i i ic c   の 2,i i  に関して、 
(1) 1i i    は、 3 18 /19 2.92   の場合、最大となる。  
(2) 0i i    は、 3 18 /19 2.92   の場合、最小となる。 
従って    2, 0 1 0.98i ic x       となる。 
 




（３.１６）  11 1B B Cg y y        
とする。 
ここで、 0 01 , 1B B C Cy x y x    .  
（３.１２）、（３.１５）により、 /B B B    、 1/ 2B B    なので、 
         
   
 
2 2




2 ( ) 2 11
2 2 1
1
{2 ( 1) ( 1) }
1
1 [ ]
B B B B B B B
B




h x J h J
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k g h J
J








     




ここで   1 2 2 *, , 1 2 , 2 ( 1 ) /B B Bh J h k h x J          . である。 
これらはすべて非負の変数である。特に、 *0 1Bx  であり、
2 0h  なので、 
（  1 0B   なので 0h  。） 0k  である。 
従って、 
（３.１７）   
1 1
1 [ ] 1 [ ]Q k g h J g h J
J J
            
となる。 
そこで、 [ ]g h J  が非正になると 1Q   となるので、 0g h J   がすべての











ケース 1) 0.5 (1 ) 0B Cg y y      の場合 
0 0.5Cx  なので 0.5 0Cy  に注意する。 
この時、 1 1(1 ) / 3 ( (1 ) ) / 3 / 3B B B Ch y y g          となる。 
それゆえ (3.1６)により     
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   
2 2 2
3 3 3 3





h J h J h g  




となる。最小値は (1 ) 1/ 2B Cg y y     を満たす ( , , )B B Cy y の時に 
達成される。例えば、それは、 1/ 2B Cy y  の時である。 
  
ケース 2)  0.5 1 1B Cg y y       の場合 
この時、 0.5 0Cy  なので
00 0.5Bx  すなわち 1 0.5By  であること
を必要とする。この場合、 
1 1 / 3 [ 1] / 3B Bh g      なので、                 
          
2 2
3
1 3 1 2 1 3 1 1 2 1 3
g g g
h J g g g g 
 










    
2
3
1 1 2 1 3
g





の最小値は、いずれの場合でも (1 ) 1/ 2B Cg y y      
を満たす ( , , )B B Cy y に対して、
g
h J








{2 } [ ]
B B
B B
Q h x h J
J













  において左辺の最小値を求める問題である。 
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          
 





B  の場合 
 1 11 3B Bh      であるから、 

























1 0 0(1 ) 1/ 2B B Cx x      を満たす
0 0( , , )B B Cx x に対
して、等号が成立する。 
                              （証明終） 
 
（３.１３）の係数 2( , )i i ic c   ＞０．９８ ( , )i B C は、自己忠実性 i に依存するが、こ
の値は、この補題によってほぼ 1 であり、最大化に関してその部分は、敏感でない関数とい
える。 
C と B のそれぞれ、




（３.１８）          
2 2
1 12 1 1 , 2 1 1C C C C C B B B B B                  
B C C B B CG          
とおく。 






   
         
 
   











2 1 1 2 1 1
2 1 1
:
2 1 1 2 1 1
B B B C
B B B C C C C C B
C C C B
C C C B B B B B C
C B
B C
   

        
   

        
 

     
 





定理 ３．１.  上司 B と部下 C のナッシュナッシュ均衡解均衡解は、それぞれ次式で与えら
れる。 
（３.２０）     
1 1
1 1
( : ) (1 ( : ))





x C B C B
x B C B C
   













    
  
2











     
  




    
  
2











     
  




が導出される。この 2 式から求められる *
Cx 、
*
Bx がナッシュ均衡解 ( ,
n n










 1 0 01B B B B Cx + x    、  
1 0 01C C C C Bx + x     
を用いると、次の系が得られる。 
 
系 ３．１. 上司と部下のナッシュ均衡解の差は、次式となる。 






C Bx x となる。 
(２) 1B C   の場合、
n n
C Bx x となる。  
 
証明  下記の式より明らか。 
    
   
1 1
1 1 0 0
[ ( : ) (1 ( : ))] [ (1 ( : )) : )]
[ / ]( ) [ / ] 1
n n
C B C B
B C C B B C B C C B
x x C B B C C B B C
G G x x
     
       
     
    
- (
-











C Bx x ）。 
つまり、最終表明は等しくなる。この場合 1 1
C B  ,
0 0 1 1,B C B C     が成立する。 
(２) 両者の性格が補完的な場合（ 1B C   の場合） 
事前の平均的実現確率 0 0,C Bx x が何であろうと、ナッシュ均衡解は等しくなる。
（ n nC Bx x となる）。 
1B C   の場合のグラフを、 ( , )C B  =(0.9, 0.1), (0.5, 0.5) そして (0.1, 0.9)





が、４5 度線上にプロットされ、 n nC Bx x の直線となる様子を示している。つまり、図３－１
上でも、 n nC Bx x を表している。 
なお、 n nC Bx x の直線の長さの違いは、両者の自己忠実性の影響によるが、詳細を３．
２．５で説明する。 
(３) 
C B  ≠１ そして
0 0




Cx の乖離は、 C B  -１が大きくなるほど、大きくなる。 また、
















図３－２（１）及び図３－２（２）は、       0 0, : , ,1 × 0.1,1n nC B C Bx x x x d  における ( , )C B  の組
合せのグラフである。横に 0.9,0.5,0.1B  の順に、縦に、 C ＝0.1～0.9 と並べた際の









で あ る 。
C B  ＞ １ で あ る時 、 C 、 B がそれぞれ １ に近 づ く ほ ど 、 つ ま り 、
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図３－２（１） 性格の組合せ別 ナッシュ均衡解（ ,n nC Bx x ）のプロット（ C ＝0.1～0.5） 
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３．２．５  両者の性格が補完的な場合（ 1B C   の場合）のナッシュ均衡解 
 










C Bx x の直線と
なるが、その直線の長さが異なる。これは両者の自己忠実性の強弱によるのだが、下記に詳









（３.２０）から     1 1: 1 :nC C Bx C B C B        
（３.６B）（３.６C）から  1 0 01 ,  B B B B Cx + x-  
1 0 01 ,  C C C C Bx + x-  
なので、 
          0 0 0 0: 1 1 : 1nC C C C B B B B Cx C B x x C B x x             
      0 0 0 0: 1 :C C B B B B C CC B x x C B x x           
0 0
C C B Bx x    
が成立する。同様に 
0 0n
B C C B Bx x x    






Cx が d より大である」ということに影響を受ける。 
 
 
図３－３  事前の平均的実現確率とナッシュ均衡解  
0.1 0.9C B    
0.9 0.1C B    
n




Cx   
0
Cx   
n
Bx   
n
Bx   
0
Bx   
0
Bx   
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Bx は       0 0, ,1 × 0.1,1C Bx x d
の範囲とする。 
下段は 0.9 0.1C B   の場合の同様のグラフである。 
上段の C の自己忠実性が弱い場合（ 0.1 0.9C B   の場合）、
0




Bx は、広い範囲にプロットされるが、下段は C の
自己忠実性が強い（ 0.9 0.1C B   の場合）ので、
0
Cx が d の下限をもつということに影
響されてプロットされている。 
 
















の値をとる意思決定変数 aBx の関数である、と仮定する。 
（３.２２）    2 2 1 2 ( )( , : )B B B B C BU U y y  , 
ここで、 2BU は（0,1）×（0,1）×（0,1）において正で、次の条件を満たすあり連続微分可能
な関数である。  
（３.２２a）       1
1 2 ( ),
a n a
B B B B C C By x x y x x    , 








Bx と B の意思決定
a
Bx の差であり、 2BU は











B B By x x  に大きなウェイトを持つと仮定する。それは、 B が 1 に近いほど、
B が、C の情報に対する評価の最終表明について考慮せず、自己の事後の所見との一貫
性を重視した意思決定をするということを意味する。逆に、自己忠実性 B が 0 に近いほど、
2 ( )
n a
B C C By x x  にウェイトがかかり、B が C の最終表明に配慮した意思決定をしたというこ
とを意味する。 
実際に、B の意思決定関数は性格依存型の次の期待効用をベースとしている。 





2 2 1 2 ( )
0
2
( , : )
, ;
B B B B C B B B
a n
B B C B













Cx の関数  2 , ;a nB B C Bu x x  として、表される。 
 
（３．２２）（３．２２ｂ）に関して具体的な特定化を行う。                           
B の意思決定の効用関数として、ここでも取扱いの簡易さと理解のしやすさから、コブ＝
ダグラス関数を利用する。 
（３.２３）      2 212 exp 1a n aB B B B B C BU x x x x        ,   
実際、B の行動に関わる意思決定は（３．２２ｂ）の期待効用関数となる。 

















, ; exp 1
2 1
a
B B Ba n a n
B B C B B B B B C
B B
x




         
    
  




Bx   とした意思決定関数
 2 1, ;nB C Bu x  の値 が、 0aBx  とした  2 0, ;nB C Bu x  の値より大なるときは情報を採用する、
さもなければ情報として採用しない。 
式で表現すると、 
（３.２３ｂ)   
   
   
2 2
2 2
1 1, ; 0, ;
0 1, ; 0, ;
n n




B C B B C B
if u x u x
x







となる。ここで、（３.２３a）の 1B は（３.６B）で示した、  
1 0 01 ,  B B B B Cx + x-
n
Cx は（３．９）で
示した 0 0( , ; , )n nC C C B C Bx x x x   であるので、（３.２２ｂ）にある通り、 2BU は、 
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   0 02 , ; , ;a n aB B C B C B Bu x x h x x x   
と表現されることに注意する。 
つまり、B の意思決定ルールは、事前の平均的実現確率（ 0Cx 、
0
Bx ）の関数として表現す
ることができる。もちろんそれは、両者の自己忠実性パラメータ（ ,C B  ）にも依存するが、こ
こではそれらを表記しない。それゆえ（３.２３ｂ）を書き換えると、 
（３.２３ｃ)    
0 0 0 0
0 0 0 0
1 ( , :1) ( , : 0)
0 ( , :1) ( , : 0)
C B C Ba
B
C B C B
if h x x h x x
x




   
となる。同じことを、次式のように記述することもできる。  
 
（３.２３ｄ)    0 0 0 01 ( , ) 0 ( , )a aB C B B C Bx if x x R and x if x x R          






定理３．２ （３．２３ｃ)の 1aBx   に関する必要十分条件は 
（３.２４）     1 1 1 1 0.5 0.5n nB B B B C B B C Bx x k                 
となる。 
ここで、 k = log[ (1) / (0)] 0B Bc c   と   21B B1/ 2 1B     
証明 0 0 0 0( , ;1) / ( , ;0)C B C Bh x x h x x の比率を取ると 
 





(1) [(1 ) ( ) ]
exp (1 )[(1 ) ( ) ] 1
(0) 2 1










         
    
 
    ここで、下記より、結果を求める。 
   
2 2
1 1 1
B B B B[1 2 ] (1 )[1 2 ](2 1) (2 1)
n
B B B Cx k              
（証明の詳細は付録５参照） 





1 (1 ) nB B B B Cv x     ; B の自己忠実性をウェイトとして、B の事後の平均的実現
確率と C のナッシュ均衡解の加重平均である。ここで、C のナッシュ均衡解が考慮さ
れている。 
2)   1 1 nB B B B Cv x     ; Bv と Cのナッシュ均衡解 の第２段階目の加重平均。こ
こで、 B は 0.97 より大。 B =0.5 で
1
B =0.5/3 の時、 B =0.97。従って、実際に、こ
の第２段階目の加重平均値は、B の意思決定に大きな影響を与えない。  
 
系３．２  1min( , ) 0.5nB Cx  の場合、（３．２４）の不等式は成立ち、 1
a
Bx   がとられる。  














（１） PTIVが繰り返される中での、B と Cの平均的実現確率の形成する同時分布の定式    
   化 
（２） PTIV の繰り返しを前提とした時、（１）の分布と（３.２２ｂ）の B の意思決定関数を結
合した同時密度関数 0 0( , ; )apdf C B Bh x x x の定式化 
（３） ネイマン・ピアソンのレンマの視点で、本研究の（３.２３ｃ）の意思決定ルールの最適
性の証明 





（１）PTIV が繰り返す中で、B と C の平均的実現確率 0Bx
0




実現確率をもつ N 個の事前主観確率分布を形成する。       
 0{ ( ) : 1, , }Cx i i N  
 この繰り返し行われるビジネスの慣習に関し、 0 ( )Cx i のセットは、特定の分布関数 CG からの
ランダムサンプルとみなすことができる。つまり、C はランダムに現場情報に遭遇するので、そ
れぞれの情報に関する C の事前分布の平均値 0Cx は、次の（３.２５C）の連続分布関数をも
つ 0Cx のランダムサンプルとみなされる。 




( ) ( )
z




         0{ ( ) : 1, , }B j j Bx i i N ,        
ここで、 BN は B が C から受け取った現場情報の数であり、C のスクリーニング後の情報の数
であり N より少ない。 0 ( )Cx i と同様、
0 ( )B jx i も、次の（３.２５B）の連続分布関数 BG からのランダ
ムサンプルと仮定する。 
（３.２５B）       0Bx ～
0
( ) ( )
z















意思決定関数は 2 2( , : )
a n
B B B C BU u x x  は、
0 0
2 ( , : )
a
B C B BU h x x x と、表せる。 
PTIV が繰り返される時、 0 02 ( , : )
a





2 ( , : )
a




Bx )の同時密度関数を定義する。    
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（３.２６）    0 0 0 0 0 0( , ; ) ( ) ( , ; ) ( ) ( )a a ap d f C B B B C B B C C B Bh x x x c x h x x x g x g x   
ここで 
1 1
0 0 0 0
0 0
( , ; ) 1apdf C B B C Bh x x x dx dx   , 
ここで、 ( )aBc x は正規化のための定数である。 
この密度関数は、  aBx  をパラメータとして見たときの意思決定関数




0 0( ) ( )C C B Bg x g x を掛けて作ったものだが、これは繰り返しを前提とし、
















繰り返しの中での（３.２３ｃ）の意思決定ルールの最適性を示すために、所与の 0 0( , )C Bx x に
関して、 0 0( , )C Bx x を「 1
a
Bx  を採択する確率」（ここで、
0 00 ( , ) 1C Bx x  ）と定義する。それ
ゆえ、 0 01 ( , )C Bx x は、所与の
0 0( , )C Bx x に関して、「 0
a
Bx  を採択する確率」となる。 
この時、（３．２６）の密度関数 0 0( , ; )apdf C B Bh x x x に対して、
0 0( , )C Bx x は、統計的検定理論
における検定関数となる。 
 
ここで、上記で議論した視点からのパラメータ aBx が１の場合に、実際に 1
a
Bx  を採択す
る期待確率 0 0[ ( , ) |1]C BE x x (統計的検定論での検出力 )を最大化する問題を考える。 
ここで、パラメータ aBx の時の期待確率を 
 （３.２７）    
1 1
0 0 0 0 0 0 0 0
0 0
[ ( , ) | ] ( , ) ( , ; )a aC B B C B pdf C B B C BE x x x x x h x x x dx dx      
と表す。 




上記の（３.２７）では、 0aBx  の時
0 0[ ( , ) | 0]C BE x x と表すが、これは、 0
a
Bx  （つまり、本
当は、「採用に値しない」情報）なのに、 1aBx  と判断してしまう（情報を採用してしまう）確率
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0 0( , )C Bx x の期待確率である。それゆえ
0 0[ ( , ) | 0]C BE x x c  は第一種の過誤の有意水準を
示すことになる。 
また、 0 0[ ( , ) |1]C BE x x は、「採用するに値する」情報である時に、実際に 1
a
Bx  とする（情






ネイマン・ピアソンのレンマ(Ferguson[14]を参照)により、 0 0[ ( , ) | 0]C BE x x c  という条件の
もとで、 0 0[ ( , ) |1]C BE x x を最大化する
0 0( , )C Bx x は、 
 
（３.２７a）      
0 0 0 0
* 0 0
1 ( , ;1) / ( , ;0)
( , )
0
pdf C B pdf C B
C B








で与えられる。通常は、 0 0[ ( , ) | 0]C BE x x c  の cを与えて、その条件を満たすｋを選択するが、
ここでは、ｋ＝１を与えて、 * 0 0[ ( , ) | 0]C BE x x c  を決める。 
一方で、本研究の枠組みでは、（３．２３ｄ）の一回ごとの意思決定ルールは、 
「もし、 0 0( , )C Bx x が下記の（３.２７ｂ）の Rに属するなら、確率１で 1
a
Bx  をとり、そうでない場合
は、確率１で 0aBx  をとる」というものであった。  
 
（３.２７ｂ）       0 0 0 0 0 0{( , ) : ( , ;1) / ( , ;0) 1}C B C B C BR x x h x x h x x   
 
 この意思決定ルールは上のネイマン・ピアソンの意思決定ルールと同等なものである。 







0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
( , ;1) ( , ;1) ( ) ( ) ( , ;1)
=
( , ;0) 0 ( , ;0) ( ) ( ) 0 ( , ;0)
pdf C B C B C C B B C B
pdf C B C B C C B B C B
h x x c h x x g x g x c h x x







       0 0 0 0* 0 0 1 , ;1 , ;0 0 1 ,,
0
C B C B
C B














最適である。なお、 * 0 0[ ( , ) | 0]C BE x x c  の値は結果としてきまる。 
この意思決定ルールの最適性は、（３ .２６）の確率密度関数からの情報としての所与の
0 0( , )C Bx x に関して、B が、









本章では、2 章で述べた概念的な枠組みの第 2 段階 MPACC（Management Process of 
Assessing Character Combination）を数学的モデルとして定式化する。 






４．１ MPACC の数学的モデルの定式化 
 
ここでは、MPACC の数学的モデルの定式化を行う。 
経営者 A は、B への「権限委譲の適切性」のもとでの「性格の組合せの適合度」について、
PTIV の繰り返しの中で、平均的に評価する。以下に、期待評価関数を定式化する。 
 
ます、一回の PTIV に関する A の評価関数について述べる。 
A の評価関数は、下記（４.１）の通りとする。 
 
（４.１）    ( , : )A A B C AU U z z , 
（４.１a）        ,n a n aB B B C C Bz x x z x x    ,   
                 , / 0, , / 0A B C B A B C CU z z z U z z z        
評価関数 AU は、（0,1）×（0,1）×[0,1] において正であり、且つ内点において、連続微
分可能である。 
 
パラメータ A について述べる。A は、A の評価パラメータであり、性格パラメータではな
い。Aは、区間[０,１]上にあり、「経営者 A が上司 B に意思決定権限を委譲したことの適
切性」を見る変数である。特に、評価パラメータA が１に近い程 Bz に大きなウェイトを与
え、Aが 0 に近くなると Cz へのウェイトが高まると仮定する。 
AU は、変数 ,B Cz z の関数で、 Bz は、「B が行った意思決定と B の最終表明（ナッシュ
均衡解）との乖離」で、 Cz は、「B が行った意思決定と C の最終表明の乖離」である。 
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（４.１a）の仮定により（４.１）の関数は、 Bz に関する減少関数であり、 Cz の減少関数でも
あるので、「B が行った意思決定と B の最終表明との乖離」 Bz や、「B が行った意思決定と
Cの最終表明の乖離」 Cz が小さくなると、 AU は大きな値となる。つまり、「Bの行った意思決




である。実際には、PTIVは、日常的に繰返される。従って、経営者 Aは、 AU の期待評価関
数 AU が最大になるA を求める。 
ここで 
         , :A A A B C AU E U E U z z       
以下では、 AU を最大にするA を maxA と書き、それを「権限委譲の適切性」と呼ぶ。
また、 maxA のもとでの AU の値 maxAU を上司と部下の「性格の組合せの適合度」という。 
これにより、経営者 A は、一定の期間の繰り返しが行われた時に、「権限委譲の適切性」
と上司と部下の「性格の組合せの適合度」のペアー 













n a n a
B B B C C Bz x x z x x    の関数である。これらは、それぞれ、「B が行った
意思決定と彼の最終表明の乖離」と 「B が行った意思決定と C の最終表明の乖離」であ





ここで、 AU の値は、一回の PTIV に関して、 ( , , )
n n a
B C Bx x x が与えられると決まる。 
( , , )n n aB C Bx x x は、（３.９）から、それぞれ  0 0, : ,B C B Cx x    に依存する。 
その結果、    * ** 0 0, , : , : , :n n aA A B C B A A B C B C AU U x x x U x x      である。 












Bx )の同時分布 CG (・) BG (・)に関しての期待値 





exp 1n a n aA A B B A C B C C B BU x x x x dG x dG x 
 
      
             
として与えられる。この関数は性格パラメータ ( , )C B  と評価パラメータAの関数であること
に注意する。 
つまり（４.３）の期待評価関数は 
     
 
* ** 0 0, , : , : , :
, :
n n a
A A A B C B A A B C B C A
A B C A
U E U E U x x x E U x x
u
   
  
     
   

     
  と表すことができる。
 




者 A は、「性格の組合せの適合度」 AU を最大にするA である maxA と「性格の組合せの
適合度」としてのその最大値 maxAU を求める。ここで、C の平均的実現確率 0Cx の分布関数
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CG は、切断正規分布
0 2~ (0.5, (0.5 / 3) )tCx N を仮定する。一方、B の平均的実現確率
0
Bx の分布関数 BG は[0, 1] の一様分布を仮定するが、詳細は、次節４．３にて説明する。 
 




まず、平均的実現確率 0Cx の確率分布について述べる。 
部下 C は、一回の PTIV の中で、一つの平均的実現確率 0Cx を認識する。PTIV は、日常
的に繰り返されるので、Cは、平均的実現確率 0Cx を、PTIVの繰り返し毎に、認識することに
なる。 







そこで、我々は、部下 C の平均的実現確率 0Cx 自身が主観的確率分布を形成すると考
え、この分布を確率分布 CG とし、 
区間（０，１）上の切断正規分布
0 2~ (0.5, (0.5 / 3) )tCx N  
と仮定する。 
 
また 上司 B は、部下 C からの、集約された現場情報の報告を受け、自分の知識経験に
基づく評価基準に照らして、事前の平均的実現確率 0Bx を形成する。この形成される値は、















者 A の期待評価関数を用い、それぞれの AU を最大化する maxA とその時の最大値






シミュレーションの全体のフローは、下記のとおりの 3 ステップからなる。 
（詳細は付録７を参照） 
 
（１） PTIV のステップ 
まず、一つの上司 B と部下 C の性格の組合せを、「自己忠実性の強さの組合せ」
（ B 、 C ）として与える。 





この 0 0,B Cx x  から、 ,
n n
B Cx x を算出し、B の意思決定関数により
a
Bx  を決定する。 
A の評価関数にて、当該現場情報に関する評価である AU を算出する。 
 
（２） MPACC のステップ 
C が、一定期間に 4000 個の現場情報に遭遇するとし、PTIV を 4000 回くりかえす。 
なお、この 4000 回という数は現場における現実的なケースを念頭に決定した。現場
における具体的な一組の上司と部下は、異動等により、3～4 年程度で、組合せが変
わっていくと考え、部下は、日に 4 から 5 個の情報に社外にて遭遇するとする。年に
250日程度勤務するとすれば、部下は合計 4000前後の情報に遭遇することになる。そ
こで、シミュレーションの回数は 4000 回行うこととした。  
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（１）で与えた性格の組合せ、つまり自己忠実性の強さ B 、 C の場合の適合度






AU と A を算出する。 
自己忠実性の強さを、0.1 刻みで、9 段階 B =0.1～0.9、 C =0.1～0.9 とし、これら
の 9×9 の性格の組合せにつき、上記（１）（2）のステップをくりかえす。 
いずれの「性格の組合せの適合度」である maxAU が大きく、その際の maxA を見るた













maxA 、下段に、「性格の組合せの適合度」 maxAU を表示している。 
 
この表５－１から、まず、 maxA について下記が言える。 
期待評価関数 AU を最大とする評価パラメータ maxA は、結果として、０または 1 となった。 
（詳細は、付録 8 を参照） 
評価パラメータ maxA は、「性格の組合せの適合度 maxAU を最大にする A 」である。従っ
て、経営者としては maxA が１であれば、権限委譲は適切、0 であれば不適切という評価が
できる。 
maxAU は 1 に近い程、適合度が高く、より最適な組合せといえる。 
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「権限委譲の適切性」 maxA と適合度 maxAU について、表５－１を用いて考察する。 
 
（１）「権限委譲の適切性」を示す評価パラメータ maxA が 1 である場合に、適合度 maxAU が、
１に近いということは、平均的にみて、「Bの行った意思決定は、Bの最終表明に近い形で
なされる」上司と部下の性格の組合せということになる。 




は適切であり、組合せの適合度も高いということになる。   
 
（２）「権限委譲の適切性」を示す評価パラメータ maxA が 1 であっても、適合度 maxAU が、１
から遠い数値である場合は、平均的にみて、「B の行った意思決定は、C の最終表明より





表５－１でいえば、 B が 0.5 で、 C が 0.6 や 0.7 の時である。B の自己忠実性が強く




ことになる。   
 
（３）「権限委譲の適切性」を示す評価パラメータ maxA が 0 である場合で、適合度 maxAU が、
１に近い値である場合は、平均的にみて、「B の行った意思決定は、B の最終表明ではな
く、C の最終表明に近い形でなされる」上司と部下の性格の組合せということになり、経営
者 A にとっては、B に権限委譲をしたことは適切ではなかった」ということになる。 
 





なる。経営者の視点から見て平均的に、権限委譲は適切ではないということになる。   
 
（４）「権限委譲の適切性」を示す評価パラメータ maxA が 0 である場合で、適合度 maxAU が、
１から遠い値である場合は、平均的にみて、「B の行った意思決定は、C の最終表明に影
響を受けているが、Cの最終表明も Bのそれに影響をうけている、つまり、Bの行った意思
決定は、最終表明前の、B 及び C の事後の所見の平均的実現確率からは遠い形でなさ
れる」ような、上司と部下の性格の組合せであるといえる。 
 








〈1〉経営者にとって好ましい R1 の領域 
R1＝   , : 1, 0.6C B C B B       であり表５－１では青色で表示されている。 






特に「 B ＝0.9 の場合及び B ＝0.8 で C が 0.4 以下の場合」組合せは経営者にとっ
て大変に好ましい。ここでは適合度 maxAU の値は、 C が増加するにつれて減少するが、
常に 0.9 以上である。部下の自己忠実性が弱くなるほど適合度は高まるといえる。 
 
〈2〉 経営者にとって避けたい R２の領域 
R２＝   , : 1, 0.5, 0.4C B C B C B         であり表５－１では赤色で表示され
ている。  








〈3〉 上司・部下の自己忠実性が完全補完の R３の領域 
R３=   , : 1C B C B     であり表５－１では黄色で表示されている。 
両者の自己忠実性が完全補完の域である。すべての maxA の値は、１であり権限委譲
は適切といえる。適合度は ( , ) (0.1,0.9)C B   の組合せの時ベストとなるが、三番目に適






C が 0.5以上の補完的な関係の組合せと、 B を 0.1減少させた組合せを比較してみ
る。例えば、    , 0.2,0.8C B   、    , 0.3,0.7C B   、    , 0.4,0.6C B   の組合

























0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
0.1 
0 0 0 0 0 0 0 0 1 
0.875  0.868  0.869  0.874  0.880  0.888  0.896  0.905  0.913  
0.2 
0 0 0 0 0 0 0 1 1 
0.883  0.876  0.875  0.878  0.883  0.889  0.896  0.904  0.913  
0.3 
0 0 0 0 0 0 1 1 1 
0.881  0.876  0.876  0.878  0.882  0.887  0.893 0.902  0.912  
0.4 
0 0 0 0 0 1 1 1 1 
0.877  0.874 0.874  0.876  0.879  0.883  0.892  0.901  0.911  
0.5 
0 0 0 0 1 1 1 1 1 
0.872  0.871  0.871  0.872  0.875  0.881  0.889  0.899  0.910  
0.6 
1 1 0 1 1 1 1 1 1 
0.870  0.870  0.870  0.870  0.873  0.879  0.887  0.898  0.909  
0.7 
1 1 1 0 1 1 1 1 1 
0.874  0.874  0.873  0.872  0.872  0.876  0.884  0.895  0.908  
0.8 
1 1 0 0 0 1 1 1 1 
0.888  0.886  0.885  0.881  0.875  0.874  0.881  0.892  0.905  
0.9 
1 0 0 0 0 1 1 1 1 






１．横軸は B 縦軸は C である。 
２．「性格の組合せの適合度」 maxAU はマスの下段、 
「権限委譲の適切性」を表す、評価パラメータ maxA はマスの上段である。 
３．斜体文字は、「性格の組合せの適合度」 maxAU
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（付１.１）   












        
          
      
 
        a x b   
で、定義される。 
ここで、  2: ,f x   は正規分布の密度関数であり、  




f x x  

 
   
 
x    
 2,c   は、 



















  を用いると、 










     




           
          





    ここで  
    ：  標準正規分布の累積分布関数  
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         
            





    
    

























  で変換すると、 



































   
      
   







    
       


















    
        
    
  












b a b a   
   
   
              
               






























    
    
   






   
   









              
              
          
    
    
   
    
   
    
    
    
   
 
（３）切断正規分布の分散の計算 
         
2 22Var x E x E x E x E x      
１）まず、第一項を求める。 



































         
            





    
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    
 
   
      


























        
         








    
       
    
を利用し、 
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       
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      








      
          





































                          
 
         
            


















     
   
     


      
           
    
                
               









      
     





      
     
    
 
2 2b b a a b a        
     
                
              





    
    







b a b b a a
E x
b a
     
     




                
             
            
    
    
   
を得る。 
２）次に、第２項目   
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    
   
    
    
    











b a b a







   
   
   
  
   
   
      
          
         
     
            
                     
                     
         
 
 
３） 上記１）２）より  Var x を求める。 
      
22Var x E x E x   





b a b b a a
b a b a
b a b a
b a b
     
   
     
   
   
   
   
   




            
        
          
          
          
       
          
        
         
       
      





    
 
      




a a b b a b
b a b a
     
   
     

   
   
               
          
           
                        










［付録２］   2,c   の値について 
以下で、     2 20.5, 0.5 3 0.9974 , 0.9987c c     の証明を行う。 






















     ここで、a=0,b=1 
１） 0.5 0, 3 0      の場合   




















     
 
 なので、 






は∞から 3 に近づき、  2,c   は、 に
関して減少関数ということがわかる。  
従って、この範囲での最大値は下記の通りとなる。  
   2 2( , )
0
1
max , 3 0.9987
3 3






       
 
 
２) 1 0.5, 1 3 0       の場合 

























      
 なので 










   
 2 2( , )
1
1
max , 3 0.9987
1 3 1 3






      
  
   
  ３） 0.5  の場合、  2,c   は、最小値をとり、その値は、上記１）、２）より  






min , 0.5, 0.9974
3





       
  
       
従って、     2 20.5, 0.5 3 0.9974 , 0.9987c c       
（証明終） 
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［付録３］   「命題３．１の証明」 式の展開 
 
命題 ３．１  C と B の期待効用関数をそれぞれ、下記の通りとする。 
（３.１４C）     
 
* 1 2




( , ; ) exp (1 )( )
2 1
C C C
C C B C C C C C B
C C
x





       
    
  
（３.１４B）      
 
* 1 2





( , ; ) exp (1 )( )
2 1
B B B
B B C B B B B B C
x





       




11/ 2 1 ( , ).i i iD i B C     
[式の展開] 
C の場合は B と同様なので、ここでは B にて説明する。 
B の事後所見分布 1Bx は、切断平均値
1
B 切断分散
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B B
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B B B B B
B
x x x E dx
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    
      
     
    
 
     
 
 
   
 














































B B B B B B
BB
B B
B B B B
B BB
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U I x x E dx
I
II II
I x E dx
I I
II II








      
  
     
         
       
    
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              
  
   
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［付録４］  「定理３．１の証明」 式の展開 
定理３．１ 
上司 B と部下 C のナッシュ均衡解は、それぞれ次式で与えられる。 
1 1
1 1
( : ) (1 ( : ))





x C B C B
x B C B C
   







   
         
   















B B B C
B B B C C C C C B
C C C B
C C C B B B B B C
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2I 2I
を *Bx で、微分する。 
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Bx に関して、上の凸の放物線、従って、極値は最大値。  
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 定理３．２ （３．２３ｂ)（３．２３ｃ)の 1aBx   に関する必要十分条件は 
（３．２４）     1 1 1 1 0.5 0.5n nB B B B C B B C Bx x k                 
ここで、 k = log[ (1) / (0)] 0B Bc c   と   21B B1/ 2 1B     
証明 0 0 0 0( , ;1) / ( , ;0)C B C Bh x x h x x の比率を取ると 
 





(1) [(1 ) ( ) ]
exp (1 )[(1 ) ( ) ] 1
(0) 2 1










         
    
 
  ここで、下記より、結果を求める。 
   
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0 0 0 0( , ;1) / ( , ;0)C B C Bh x x h x x ＝ 
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           2 21 1 11 2 1 1 2 2 1 2 1nB B B C B B B Bx k              
（３．２３ｂ)（３．２３ｃ)の 1aBx   に関する
0 0 0 0( , ;1) / ( , ;0)C B C Bh x x h x x ＞１の必要十分条件は 
上記の最終式を証明すればよい。 
          2 21 1 11 2 1 1 2 2 1 2 1nB B B C B B B Bx k              
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     
     
      
       
         
          5 1 0.5B B B k     
 
ここで 
      1 1 1 1 1 0B B B B B B B B B                   なので、  
      1 1 1 1 0.5 1 0.5 0.5 0.5n nB B B B C B B C B B B Bx x k k                      
といえる。 














本研究の PTIV が繰り返されたときの同時密度関数 0 0( , : )apdf C B Bh x x x を  :f y   とおく。
 0 0,C By x x  aBx   である。 
また、仮説を以下の通りにおく。 
帰無仮説を 0 0:H    とし、本研究では、情報を「採用しない」場合とする。 
対立仮説を 1 1:H    とし、本研究では、情報を「採用する」場合とする。 
本研究においては、観測値としては、 0 0,C Bx x であり、仮説検定の意味するところは「
0 0,C Bx x
を観測したときに、 0H と 1H のいずれをとるのが適切か」という問題となる。 
ここで、 y  が、観測されたときに 1H をとる確率を  y  とする。  0 1y  とすると 0H
をとる確率は１－  y となる。ここで、第１種の過誤は、「真は、 0H であるのに、 1H をとる」こ
とである。つまり、採用する価値のない情報を採用してしまう誤りである。この確率  y の期
待値を有意水準α以下に抑えたい。また、第 2 種の過誤は「真は、 1H であるのに、 0H をと
る」ことである、つまり、採用する価値のある情報をすててしまう誤りである。この確率１－
 y を最小にしたい。 
これを下記のように表現する。 
（付６．１） 
 第１種の過誤    0E y H       
    第２種の過誤    11E y H   を最小にする。  
  1E y H     を最大にする。  
問 題は 、 こ こで 、  y  は任 意 の関 数 なので 、   0E y H     の も と で 、






 最適解  * y は   
   




0 : : :
f y f y k
y







  である。 
               ただし、ここで     1 0 0Pr : :f y f y k H    ＝α 
（証明） 
 
 * y は１または０であり、（付６．２）を満たすためには、 
 * y ＝１の時は、   1 0y  なので、   1:f y k  ・  0:f y  ＞0 
 * y ＝0 の時は、    0y  なので、   1:f y k  ・  0:f y  ＜0 
でなければならない。（ここで、本研究の場合  :f y ・ は正である。） 
従って、  * y が、最適解であるためには、任意の  y に対して、 
         1:y y f y k     ・  0: 0f y dy   
を示すことができれば、結果が証明される。これを、以下に示す。 
       1:y y f y k     ・  0:f y dy  
               1 1 0 0: : : :y f y dy y f y dy k y f y dy y f y dy       
 
 
    
 
   
    
ここで、    1:y f y dy 

 は、   1E y H
  であり、 
   1:y f y dy  は、   1E y H  である。 
   0:y f y dy 

 は、   0E y H
  であり、 
   0:y f y dy  は、   0E y H  であり、両者とも有意水準αである。 
従って、上記に代入すると、 
       1:y y f y k     ・  0:f y dy ＝   1E y H
  ―   1E y H    
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となり、   1E y H

































図 付７－１ シミュレーションの全体フロー 
 
 












どの性格の組合せの、 maxAU が大きく、 maxA が何かを算出し、比較する。 
 
第二段階 MPACC 
 性格の組合せ B 、 C は、所与。 









 当該性格の組合せの適合度 maxAU を算出。 AU を最大化する maxA を算出。 
 
第一段階 PTIV 
 一つの現場情報にたいし、C と B の平均的実現確率を乱数発生。 
   0
Cx  区間（０，１）の切断正規分布    
   0
Bx  区間（０，１）の一様分布 
 この 0 0,B Cx x  から、 ,
n n
B Cx x を導出。 
 B の意思決定関数により aBx  を決定。 











おり、0.1 から 0.9 までの 0.1 刻みの 9 つの度合いで表す。 数値が少なくなるにしたがっ
て自己忠実性は弱くなる。 
 
  , ; , 0.1, 0.2, 0.3, ,0.9C B C B     , 
 
従って、９×９の性格の組合せにつき、第１段階 PTIV、第２段階 MPACC の過程につ
いて、以下のシミュレーションを行う。 
   
（２） 第１段階 PTIV、第２段階 MPACC におけるシミュレーション 
 
（１）にて与えられた一組の性格の組合せについて第１段階 PTIV、第２段階 MPACCを行
う。 B 、 C は、それぞれ、0.1 から 0.9 までの 0.1 刻みの 9 つの度合いのうち、いずれかを
前提として、シミュレーションを行う。 
 
１） 第１段階の PTIV 
第１段階の PTIV は、実際に日常的に繰り返される。本研究では、部下 C は、一定期
間に 4000 個の現場情報に遭遇するとし、第１段階の PTIV を 4000 回繰り返す。 
この 4000 回という数は現場における現実的なケースを念頭に決定した。現場における
具体的な一組の上司と部下は、異動等により、3～4 年程度で、組合せが変わっていくと 
考え、部下は、日に 4 から 5 個の情報に社外にて遭遇するとする。年に 250 日程度勤務
するとすれば、部下は合計 4000 前後の情報に遭遇することになる。そこで、シミュレーシ
ョンの回数は 4000 回行うこととした。  
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1 回の PTIV に当たっては、下記のように仮定をおいている。 
 
① 部下 Cの事前の平均的実現確率 0Cx の分布関数 CG (・)は、前述のとおり、切断正規
分布 0 2~ (0.5, (0.5 / 3) )tCx N を仮定している。 
従って、本シミュレーションでは、乱数を発生させ、上記の切断正規分布に従う数
値に変換し部下 C の事前の平均的実現確率 0Cx とした。 
（シミュレーションにおける 0Cx の発生のさせ方については、付録７を参照） 
② スクリーニング水準については、（３.３）で述べたように、下記のように仮定した。 
 
（付７.1）         0 5 0 13 Cd . .   . 
 
従って、 0Cx d  の場合のみ、B へ報告するとし、計算の対象とする。 
③ C の報告を受けて、B は自分の所見を C の事前の所見とは独立に形成する。 
上司 B の事前の平均的実現確率 0Bx の分布関数 BG （・）は（0, 1） の一様分布 
0
Bx ～  0,1U を仮定している。 従って本シミュレーションでは、区間（０、１）の一様




④ 上記の 0Cx 、
0
Bx をもちいて、特定の性格の組合せ B 、 C を前提として、ナッシュ均
衡解 nCx 、
n
Bx を算出する。（３.２３a）の Bの意思決定関数 2Bu  を用い、（３.２３ｂ）の意
思決定ルールのより意思決定変数 aBx を決定する。（４.２）の評価関数で、 AU  を算






経営者 A は、第一段階での 4000 回のシミュレーションの結果、次の（付７.２）の通り、
AU  の平均値 AU を求める。ここで、 A については、０から１まで 0.1 刻みの 11 ケースの
数値をおいたので、その中で、 AU を、最大化する A  がいずれかを、11 ケースの AU の
比較により求める。 
 
（付７.２）   0 0 0 0 *( ) [ ( ( , ), ( , ) : )] ( : , )A A A B C B C C B A A A B CU E U E U z x x z x x u       
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この１）２）の 2 段階をへて、経営者 A は、所与の ( , )C B  に対し、「権限委譲の適切
性」 maxA と「性格の組合せの適合度」 maxAU を算出し、を求めることができる。 
 
（１）で、述べたように、これを、９×９の性格の組合せにつき、繰り返す。  
                                   




（１） 部下 C の事前の平均的実現確率 0Cx の発生のさせかた 
１）  乱数発生は、EXCEL の乱数発生関数 RAND を利用。 
     関数 RAND（）は 0 以上 1 より小さい乱数を発生させる関数である。  







Cx は   20.5, 0.5 3N に
従う変数となる。 
３）  前の手順で得た 0Cx のうち、0 以下、1 以上となる
0
Cx は除き、 
0 2~ (0.5, (0.5 / 3) )tCx N に従う
0
Cx  を発生させる。 
 
（２）上司 B の事前の平均的実現確率 0Bx の発生のさせかた 
乱数発生は、EXCEL の乱数発生関数 RANDBETWEEN を利用。 
   RANDBETWEEN 関数とは、RANDBETWEEN（最小値、最大値）にて最小値、最大値
を指定するとその間の乱数（整数）を発生させる関数である。 
   0
Bx ＝RANDBETWEEN（0、1000000）／1000000 と置くことにより、
0








[付録８]  評価パラメータ maxA について 
AU の A に関する最大化を行い、その時の A （これを本文では、評価パラメー
タ maxA と呼んでいる）について述べる。 
AU を A の関数として 




( )A A A C C B BU U dG x dG x     
ただし      2 2exp 1n a n aA A B B A C BU x x x x        
とおく。まず、 AU の関数形から、 ,
n n
C Bx x が、区間（０，１）で、任意の
0 0,C Bx x に対して
n n
C Bx x
が成立する場合、 AU が A から独立となり、その最大化問題が存在しなくなる。 
n n
C Bx x は、 1B C   の時のみ成立する。 
 
ケースＡ 1B C   のとき 
AU は区間（０，１）で A の関数として解析的であり、微分したものが[0，1]で右連続、かつ左
連続であるので、区間[０，１]での、 A ＝ *A が最大値を与える必要条件は、 








である。 AU の被積分関数が有界であるので積分と微分を入れ替えて微分すると 
          
        




n a n a n a n aA
C B B B A B B A C B
A
n n n n a n a n a
C B C B B A B B A C B
U
x x x x x x x x





        

        　　　
 
となる。それゆえ、 
             
1 1 1 1
2 2
0 0 0 0
0 0 0 0
n a n a
B B A C C B B C B A C C B Bx x U dG x dG x x x U dG x dG x       
を満たす A ＝ *A が求めるものとなる。 
他方、十分条件は、2 階微分したものが、 A ＝ *A で負になることである。区間（０，１）
内で負になれば、最大値を与えるものとなる。1 階微分した被積分関数が再び有界関数な
ので 2 階微分を積分の中で行うと、 
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          
2 2
2 2 2 2
2
exp 1n a n a n a n aA C B B B A B B A C B
A
U
x x x x x x x x 













C C B B
A A
UU






となり、  A AU  は区間[0,1]上で凸関数である。このことは、区間（０，１）上で最大値は存在
せず、端点 0 と 1 のいずれかで最大値をとることになる。 
 
ケースＢ 1B C   のとき 
1B C   を仮定し、 1B C   とすると、上の結果が成立する。したがって最大値を与
える A は、0 または 1 である。結果としてこの最大値を求めることになる。シミュレーションで
の値は、この値とみることができる。そしてその時の AU の値が求められている。 
 
以上 
 
 
