Brain atlases are a fundamental resource for neuroscience research. In the past few decades they have undergone a transition from traditional printed histological atlases to digital atlases made up of multiple data sets from multiple modalities, and atlases based upon magnetic resonance imaging (MRI) have become widespread. In this article we discuss the methods involved in making an MRI brain atlas, including registration of multiple data sets into a model, ontological classification, segmentation of a minimum deformation model, dissemination strategies, and applications of these atlases. Finally we discuss possible future directions in the development of brain atlases.
INTRODUCTION
Brain atlases are fundamental resources for neuroscience research that provide crucial information on cytological features, structural locations, and ontology. Traditionally, brain atlases have been available as printed books containing high-resolution images of multiple markers, segmented line drawings, and detailed text explanations (Wullimann et al., 1996; Puelles et al., 2007; Watson and Paxinos, 2010; Paxinos and Franklin, 2013; Paxinos and Watson, 2014) . These paper atlases are found in most neuroscience laboratories around the world and are among the most highly cited works in the field of neuroscience.
While paper atlases have functioned as vital anatomical references for many years, several shortcomings limit their utility. First, histological atlases are typically generated from a single brain (Puelles et al., 2007) , or one brain per section plane . The information presented in the atlas is thus biased to the individual's anatomy and is not representative of a population. Pre-mortem differences, as a result of inter-specimen variability exist across most species and are even visible in the brains of inbred animal models such as the laboratory mouse. Variations are found in size, shape, and even significant morphological differences. For example, studies on the cerebellar folial pattern in inbred laboratory mice strains revealed significant inter-strain variation primarily due to allelic differences on three loci (Inouye and Oda, 1980; Neumann et al., 1993) . Second, post-mortem changes caused by dissection to remove the brain and histological preparation creates several types of artifacts that can alter the shape and volume of the brain. The steps in histological processing (fixation, embedding, sectioning, and staining) also modify the tissue by causing shrinkage, stretching and tearing (Simmons and Swanson, 2009; Yang et al., 2012) . Third, due to the time and labor involved in data collection, sections are often only presented at intervals of hundreds of micrometers (or in some cases even millimeters. Fourth, due to variation between planar sections such as different shrinkage artifacts, anatomical borders frequently do not align perfectly between sections and can differ by up to a few millimeters in an unpredictable direction (Majka et al., 2012) . Finally, being two-dimensional, an inherent limitation of paper atlases is that they do not facilitate three-dimensional (3D) visualization of brain structures. Reconstructing a series of ill-corresponding two-dimensional sections into a 3D volume is difficult and prone to inaccuracy.
Over the past decade, magnetic resonance imaging (MRI) has become a powerful modality for generating detailed 3D digital atlases of the vertebrate brain. While MRI was initially and widely adopted for non-invasive human brain imaging, increases in magnetic field strength and improvements in coil design now allow a large range of species to be imaged at high resolution. These images form the basis of digital atlases that have numerous advantages over the traditional paper counterparts. Digital atlases can contain significantly more data, as they are not limited to the size or display format of printed atlases. They enable flexible ways of navigation through brain slices and can be updated dynamically as new data becomes available. MRI data are inherently 3D, and isotropic data sets can be re-sliced into any plane. Being acquired in a standardized 3D coordinate system or stereotaxic space, MRI data permit the registration of multiple individual brain maps to a single average space and can also serve as a framework for the inclusion of data from other modalities.
Advances in technology have progressively overcome most of the disadvantages initially encountered by MRI-based atlases. These included low resolution, low contrast, and limited availability of specific markers when compared to standard optical imaging. In terms of resolution, it is now possible to routinely achieve a resolution of 15 µm in ex-vivo mouse brain MRI images Ullmann et al., 2012; Ullmann et al., 2013b; Ullmann et al., 2014) . While, this still cannot match the highest resolution that can be achieved with optical microscopy, it is certainly at the level of low power microscopy. The range of contrast achievable with MRI has also improved as a result of the diverse array of MRI pulse sequences and contrast agents. Pre-clinical imaging is routinely performed using T 1 -weighted (Johnson et al., 2010) , T 2 -weighted (Sharief and Johnson, 2006; Dorr et al., 2008; Papp et al., 2014) , T 2 *-weighted (Ullmann et al., 2010b; Ullmann et al., 2012; Ullmann et al., 2013b; Ullmann et al., 2014) and diffusion weighted imaging (Jiang and Johnson, 2011; Zhang et al., 2012) sequences to highlight differences in cytoarchitecture. New techniques such as susceptibility-weighted imaging (Haacke et al., 2004; Wang et al., 2014) , oscillating gradient diffusion MRI , are also continuously being developed to further detect microscopic differences in tissue composition and organization. ) also exist (see Table 1 ), although gadolinium based contrast agents are still primarily used for atlas creation.
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Another challenge for MRI-based atlases has been the ability to manage very large MRI model datasets (4GB -12GB). Previously, this presented significant challenges for analysis and dissemination. However, increases in processing power of readily available or commodity computer hardware and the ability to disseminate atlases via the web using modern HTML5 and Adobe Flash based web interfaces have minimized this issue. Examples of such websites include those of the Allen Institute of Brain Science, The Scalable Brain Atlas (Bakker et al., 2010) , the online BigBrain dataset at the Montreal Neurological Institute (Amunts et al., 2013) and other TissueStack based websites (Lin et al., 2013) . Increasing speed of institutional and domestic Internet connections has greatly benefited dissemination and use of large MRI datasets.
Accompanying the development and distribution of digital atlases is the growing need for curation of data. For digital atlases to become an established and standardized tool in neuroscience research, they will require a consistent versioning scheme with static releases and a method to track and publish changes. The atlases should be made available on dedicated sites with data curation for future researchers. Multiple sites exist for this purpose such as NITRC.org, the Scalable Brain Atlas and the resources of the International Neuroinformatics Coordinating Facility (INCF) such as DataSpace.
The past few years have seen the publication of MRI-based brain atlases of a range of taxa including primates, rodents, birds, and fish (Ullmann et al., 2010b; Chuang et al., 2011; Frey et al., 2011; Johnson et al., 2012; Gunturkun et al., 2013) . Typically these atlases have been created with delineation of some anatomical structures but without detailed descriptions of operational criteria for defining anatomical boundaries, thus limiting the reproducibility of the segmentation. Nonetheless, if the volumetric MRI images on which the atlases are based are available, images from other studies can be aligned to the atlas data sets and model-based segmentation performed.
To aid the future development of atlases with high quality images and accurate, reproducible segmentation, in this communication we discuss the generation of an MRI-based brain model and ontology, the steps needed to create a detailed MRIbased atlas, and best practice for the dissemination of digital atlases.
REGISTRATION OF MULTIPLE DATA SETS
Brains exhibit individual variation, even with rigorous genetic and age matching; even in inbred strains, environmental differences may result in anatomical variation. For example, in a morphometric analysis of age and sex matched C57BL/6J mice, Badea et al. (2007) found that the coefficient of variation of the volume of different brain structures ranged from 2.9% for the deep mesencephalic reticular nucleus to 19.8% for the interpeduncular nucleus. Although these differences may be small for some structures, the level of variability is sufficient to drive the development of average models from a population of individuals representing the taxa rather than being biased to an individual.
Registration of multiple data sets is also needed to counter the unavoidable variations incurred during sample preparation and data acquisition. There are inevitable differences between identically prepared and acquired MRI or computed tomography (CT) data sets due to differential uptake of staining agents, artifacts such as those caused by air bubbles or tears during surgical extraction for ex-vivo imaging, and acquisition artifacts such as signal differences due to MR gradient non-linearity and B0 inhomogeneity (Fig. 1 ). These signal differences may result in poor contrast and hamper anatomical delineation in images from individual brains but can be accounted for by a systematic approach to average model generation (Fonov et al., 2011) .
Early MR atlases were generated by linearly registering to a single representative individual, followed by manual scaling, to match the new atlas to existing reference spaces. Soon this registration process was augmented with non-linear registration in order to better the fit, the individuals now being matched to an existing model of normative anatomy. The process of analyzing the deformations required to match the individuals to the model became known as Deformation Based Morphometry (DBM).
At this point the process of iteratively fitting to an internal average and accounting for the average transformation became common (Grabner et al., 2006) . While averaging of the transforms is a robust technique it has also been suggested that it is too simplistic for some cases and more complex methods, such as graph reduction are more applicable (Wu et al., 2011; Ying et al., 2014) . During the evolution of the model building process multiple registration techniques have been used, most rely upon edge information (mutual information) or a form of normalized cross correlation (Evans et al., 2012) .
Today, a robust atlas generation process ensures that the resulting model exhibits the average morphology and signal intensity of the input datasets. The model generation consists of an initial linear registration followed by nonlinear registration to an internally evolving average image. Non-linear registration takes into account inter-individual differences between brains. During model generation, a "winner takes all" or robust averaging approach can be used in which voxels in the individual brain images that deviate from the current mean by more than a set amount are downweighted. This is an effective technique to identify and remove artifacts that are not consistent between individual images.
In most cases it also beneficial to produce a symmetric (left/right) atlas. This effectively doubles the number of subjects and increases the signal to noise ratio (SNR). Symmetric atlases are also desirable for model based segmentation because it halves the time for the initial manual segmentation of the model. A symmetric atlas ensures that left-right bias is not introduced by automatic segmentation techniques that utilize non-linear registration. It can however be counter-productive if significant left-right asymmetry truly exists in individual images.
During atlas creation, parametric maps can also be generated of the residual variability in local morphology after each stage of fitting. These provide insight into which parts of the model have greatest homology and thus where a high degree of accuracy from model based segmentation can be expected. The following is an outline of the steps we have used to create an average nonlinear model.
Determine the number of individuals and collect data
Determine the number of individuals and collect data As a rule, a larger number of individuals yields a more consistent average in model creation. However, at some point adding more individuals to a model will have diminishing gains for SNR. In general, greater pre-mortem variability in structure will require a larger number of individuals. Previous studies have shown that ~150 human subjects are required to produce a brain atlas that is representative of a population (Janke and Budge, 2009 ). In contrast, it has been shown that for the inbred wildtype C57BL/6J mouse only 8 brains are required . While there is no fixed minimum contrast to noise ratio, a reduction in contrast will require a larger number of individuals in a model to achieve a similar result. To determine the number of specimens required for a specific organism, the model building process should be monitored to ascertain the point at which adding more individuals no longer reduces the summed variance significantly (see step 5). As mentioned in the introduction, there are numerous imaging sequences that elicit different features of cytoarchitecture. However, we suggest using T2 weighted imaging as this is the most used modality in the imaging of normal mammalian brains. The selection of this modality therefore facilitates comparison with existing datasets.
Pre-processing
It is important to organize data in a standard orientation, as the model will define the space and co-ordinate system that will be referenced by others. If there no standard orientation exists, a sensible choice would be one based upon closely related taxa. For example, for the mouse the Bregma/Interaural/Flat Skull and Waxholm systems are typically used (Johnson et al., 2010; Paxinos and Franklin, 2013) . Conventionally, the medial to lateral dimension is the Y plane and inferior-superior dimension is the Z plane. Care should be taken to avoid confusing the left and right hemispheres. Consideration should be given to scaling the data or provision of a transformation to match it to models of similar taxa.
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Obvious artifacts, such as the results of poor dissection or extraneous cranial nerves should be masked, aiming to make all the brains in the model look as similar as possible (Figure 1 ). MRI data also require correction of intensity inhomogeneity; a commonly used algorithm for this is N3 (Sled et al., 1998) . Gradient field mapping can also be used to account for gradient induced geometric distortion.
Model generation
A number of published techniques can be used to create minimum deformation atlases (Joshi et al., 2004; Fonov et al., 2011; Janke et al., 2012) . To avoid common pitfalls, newcomers to model generation are encouraged to use an existing, validated method. The methods share the common goal of recursively fitting the individual data to an internal evolving brain model. Using a low order fitting procedure, the data are generally first fitted either to an existing model, if one is available, or to a randomly selected dataset in the subject group. This allows an initial average, termed the level 0 model, to be created. Each dataset is then fitted to the level 0 model using a more refined fitting strategy, allowing a level 1 model to be created. The process is then iterated with a progressively finer fitting strategy until a stable model is created at the desired resolution and level of fit (Figure 2 ). Different model creation techniques usually generate different results from the model generation phase of each iteration. The inverse of the average registration transformation from each of the individuals to the current model is commonly applied to the current model to ensure that the final result is not biased to the starting model or image. This ensures that the model reflects the average morphology of the subject group.
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If the number of subjects is sufficiently large, the resolution of the model can be increased as it is being created. Conceptually this is similar to signal averaging, with increased SNR due to the alignment of homologous structures in images from individual subjects. During the model creation it is also advantageous to inspect the signal averages and standard deviation images at each iteration. The standard deviation image shows sites of residual variability in the model population, with a higher local variability signifying greater residual morphometric variability in that area (Figure 3) . The final standard deviation image can also be used to determine the areas of consistent structure in the cohort and thus where model-based segmentation will perform well (Figure 4 ). In contrast, for areas with high residual variation, nonlinear fitting to the average model will generally result in a poorer fit, resulting in inconsistent model-based segmentation of individual brain images.
Model cleanup and conversion to a standard data format
Following model creation, sampling and extent of the model need to be decided. It is important to consider how the scientific community will utilize the model. For example, it may seem attractive at this stage to crop the model to include only specific anatomical structures of interest such as the cerebellum or removing part of the spinal cord. However, cropping the data will limit the utility of the model and the accuracy of registration by other users may be reduced if there is incomplete coverage of the brain. For these reasons, it is generally best to leave 10 voxels of free space around the model.
ONTOLOGICAL DEFINITION AND CLASSIFICATION
An ontology is a way to represent an existing domain of knowledge in the form of a hierarchical taxonomy (Gruber 1993) . There have in the past been a number of attempts to create a brain ontology; these include NeuroNames (Bowden and Martin, 1995; Bowden et al., 2007) , the Biomedical Information Research Network (BIRN) (Bug et al., 2008) , and the Brain Architecture Management System (BAMS) (Bota et al., 2005; Bota and Swanson, 2008) . However, these ontologies are largely based on traditional topographic classification of parts of the adult brain, whereas the advent of gene targeting in mice (Capecchi, 1989) has had a major impact on the understanding of brain ontology (Puelles et al., 2013) . Studies of progressive gene expression and lineage mapping during development have revealed the true relationships of parts of the brain, thus replacing older schemes based on topography. For example, the subthalamic nucleus is clearly a hypothalamic derivative rather than a distinct part of the diencephalon (Puelles et al., 2013) . The new developmental ontology has arrived just in time to inform modern MR segmentation studies, and has already been incorporated into an MR analysis of postnatal brain development in the rat (Calabrese et al., 2013) . The incorporation of modern views of ontology will greatly enhance MR studies on brain segmentation.
A PROTOCOL FOR SEGMENTATION OF MRI DATA
Segmentation of a novel MRI brain atlas set can be a daunting and difficult task. Image contrast in a variety of imaging sequences may provide subtle clues for the location of boundaries of anatomical structures. To perform the segmentation, a thorough understanding of the visible contrast and a discerning eye for distinguishing the subtleties in contrast is required. The skill set required and the steps to follow are not all that different from those for structural delineation on a conventional histological data set. The following is a step-by-step protocol for segmentation of a novel MRI data set.
1. Identify major landmarks, such as major brain regions, large fiber bundles or large nuclei, on the MRI slice to orient oneself within the brain.
2. Identify major structures that have distinct borders that can be used to anchor the rest of segmentation.
3. Begin segmentation with the 'anchor' structures.
4. Segment every (2 n )th slice to allow interpolation of the segmentation in intervening slices; if required the intervening slices can also be segmented. For larger structures every eighth slice may be enough while for smaller regions every second slice may be required. Only segment one side of the model if a symmetric model is used as the segmentation can be automatically mirrored during interpolation.
5. Begin to delineate other visible structures making sure to flip back and forth between MRI slices to verify borders. It is advantageous to use a symmetric model because structures on one side remain visible to aid the delineation of structures on the other side of the brain.
6. While it is usually easiest to segment in one plane, MR images in the other two orthogonal planes can provide evidence of structural boundaries not apparent in the primary orientation. Examining the segmentation in the other two orthogonal planes provides important internal validation of the evolving segmentation.
7. If an existing histological atlas exists for the same or similar species, attempt to find a section in the similar plane. Note that this can be very difficult due to difference in the angle at which the histological section was cut. As a result, more than one MRI slice may partly correspond to a single histological section, such as when the dorsal and ventral parts of a MRI slice correspond to different histological sections. This can be overcome by re-slicing the MRI data to the orientation of the histological atlas if the MRI data are isotropically sampled. However, it is important to be aware that the orientation of sections in the histological atlas may not be consistent throughout the brain.
8. Start from one end of a brain region and work towards the middle. Then stop and segment from the other end of the brain region again working towards the middle. This is a way of confirming the segmentation, as ideally the structural borders should match in the middle.
9. Finally, it is invaluable to put the segmentation aside and review it after some time. From experience, the more time spent looking at the MRI data set the greater the number of structural boundaries that will be identified.
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Using this method we provide a description of the segmentation of the rostral brain stem on successive images in Figure A1 -A3. Newly identified structures are in white lettering, while previously delineated structures are in black/gray lettering.
1. The rostral part of the brain stem begins with the caudal cerebellum still visible ( Figure 5A1 ). The cerebellum, including the flocculus (Fl) and lobule 2 of the cerebellar vermis (2Cb,) and very well defined fibers tracts, including the facial nerve (7n), the vestibulocochlear nerve (8n), and the spinal trigeminal tract (sp5), provide major landmarks with which to frame the brainstem. Also visible are a few additional white matter structures from the cerebellum including the superior cerebellar peduncle (scp) and the uncinate fasciculus of the cerebellum (un). 2. With more careful examination of the brain stem it is possible to begin to delineate less obvious structures ( Figure 5A2 ). This includes hypointense fiber tracts medial longitudinal fasciculus (mlf), the pyramindal tract (py), the rubrospinal tract (rs), and the ventral spinocerebellar tract (vsc). Hyperintense structures also become more apparent including the olivocochlear bundle (ocb) and the nucleus of the trapezoid body (Tz) . Lateral to Tz, three slightly less hyperintense nuclei (when compared to Tz) are separated by a hypointense border including the more medial superior paraolivary nucleus (SPO), the lateral superior olive (LSO), and the ventrally located medioventral periolivary nucleus (MVPO). 3. Finally, a few general borders of a few nuclei can be ascertained based upon the previously identified structures ( Figure 5A3 ). These include the hypointense dorsal periolivary region (DPO) that lies dorsal to LSO; the intermediate reticular nucleus (IRT) which is lies medially to 7n and lateral to the slightly darker pontine reticular nucleus (PnC); ventro-medial to PnC is the lighter gigantocellular reticular nucleus (GiA), and surrounding the raphe the hypointense raphe magnus nucleus (RMg).
Another approach, which we are not keen to recommend in most cases, is to conduct 'automatic' segmentation of MR images by the direct application of histological data to the MR images. To do so, direct correspondence between the two data sets needs to be established by digital reconstruction of the histological data set and registration of the histological data to MRI data. Depending on the availability of histological data two methods are possible. The first method entails registering an established histological atlas to the MRI data using either manual landmark or point based registration or automated mutual information registration (Collignon et al., 1995) . Registration can be performed on histological sections or line figures created from the histological data. The main advantage of using a published atlas is that data are likely to be of high quality and already accepted by the scientific community. However, even the best histological atlases have structural borders that do not align perfectly between sections. As a result, the reconstructed borders of brain regions can appear very jagged in the planes orthogonal to the plane of histological sectioning. A second method is to perform histology on a brain that has been imaged with MRI. Using an iterative process, MRI slices are matched to the histological sections followed by a piecewise rigid registration .
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Registration of the MRI model to a histology-based segmentation allows direct correlation of anatomical boundaries visible on MRI and on histological features. For example in Figure 6 we can correlate the medial lemniscus between the individual MRI data set ( Figure 6 bottom) and its corresponding restacked histological data set (Figure 6 top). The difficulty of collecting and aligning histological sections to MRI data should not be underestimated. Ideally, every histological section needs to be collected and histology is almost impossible to do perfectly. Moreover, nonlinear tissue distortions including rolling or separating of sections, shrinkage that occurs during staining and mounting, and intensity inhomogeneities due to uneven staining all hinder the reconstruction and registration processes. Nonetheless, if an excellent histological series can be collected, reconstruction and registration methodologies can be automated and amenable to high throughput.
DISSEMINATION STRATEGIES
Dissemination of brain atlases is the final essential aspect of atlas creation. The sharing of data and segmentations will accelerate progress in the fundamental understanding of a brain. Importantly, it reduces the cost of subsequent studies by obviating unnecessary manual segmentation. Sharing of brain models also enables standardization and the use of common reference co-ordinate frame, facilitating the description and understanding of research findings and allowing future meta-analysis of large agglomerated data sets. Data sharing is also a method of enhancing accountability for the published work, permitting scrutiny of the source data. Inevitably, all brain atlases are based on imperfect primary images (e.g. noise, missing data, etc.) and data sharing facilitates quality improvement by enabling others to discover and remedy errors and by allowing iterative updating as new data become available.
However, dissemination of data faces a number of obstacles. Typically, researchers have created their own websites where data are accessible for download. However, these websites are often unstable and may only be maintained for the limited time due to constraints of funding, manpower, server infrastructure and location of the researcher and research group. Moreover, it is time consuming and often difficult to keep up to date with changes in operating system, visualization software, server security patching and other administrative tasks. More generalized websites such as The Neuroscience Information Framework (http://neuinfo.org) and Databib (http://databib.org) often provide lists of various atlases but typically these are also incomplete.
The most mature field in this area is that of human brain imaging. The International Consortium for Brain Imaging (ICBM) was specifically established for the purpose of creating and disseminating atlases of human cortical structure. In the ICBM's case dedicated and managed websites are used (http://loni.usc.edu/ICBM/) that allow continued access to the data now 20 years after the inception of the Consortium. Other sites such as NITRC (www.nitrc.org) have also emerged as possible repositories offering free long term storage and data curation in a location with which many are already familiar or already actively searching for data. Addressing the issues of maintaining atlases in this area, we provide the following recommendations when disseminating new MRI-based atlases.
1. Resist the urge to release the model immediately.
2. Decide on a naming scheme early. Use other atlases that have already been released for guidance here. The Paxinos/Watson nomenclature and abbreviation set (Paxinos and Watson, 1982) has become the most widely used in the field of neuroscience, and has been adopted by almost all major mammalian and avian brain atlases (Morin and Wood, 2001; Paxinos et al., 2007; Puelles et al., 2007; Ashwell and Paxinos, 2008; Mai et al., 2008; Paxinos et al., 2009a; Paxinos et al., 2009b; Watson and Paxinos, 2010; Paxinos et al., 2012; Paxinos and Franklin, 2013; Paxinos and Watson, 2014) . 3. Ensure the data are in a well-recognized or documented coordinate space. 4. Decide on a version numbering system and license for the model and only release data with a version number and license. Once a release has been made, be sure to archive a local copy of the release for future reference. It is likely that changes and updates will be required over time and a method to track these is essential. 5. Provide metadata. Metadata should include descriptions of the content of the data, its file format, sample source, preparation methods, data acquisition strategy, field strength, filters and other associated data. It is also critical to include the provenance of any post processing and segmentation. Data must be in a format that other researchers can clearly understand and use. Provisos for open or limited use of the data should be made clear by clearly stipulating conditions such as restricting useto non-commercial applications.. A commonly used and well understood method of defining and documenting re-use rights is by giving the data a Creative Commons, BSD, or GPL license. 6. Decide where the data will be deposited and hence from where it will be released.
Currently, good choices here include INCF, Dryad, and GitHub. While GitHub is not primarily designed for the release of data, it is a good repository with well-established versioning history tools for the release of metadata and software code that can accompany the data.
PHENOTYPING USING MRI-BASED ATLASES
The free dissemination of brain atlases enables researchers around the world the ability to assess novel models of neurological disease. Using a deformation based morphometry (DBM), MR images from a disease model are non-linearly registered to a common coordinate space and then the inverse transformation fields are applied to an established atlas to automatically segment the disease model brains into individual regions. DBM has been extensively applied to human MRI data, but only recently been utilized in non-human imaging experiments. With the more recent development of numerous rodent atlases automated image-processing tools (Budin et al., 2013; Ma et al., 2014) rapid phenotyping of mouse models is also possible. As a result, DBM has now also been utilized in examining mouse models autism (Horev et al., 2011; Steadman et al., 2014) , fragile X syndrome (Ellegood et al., 2010) Huntington disease (Carroll et al., 2011 ), Alzheimer's disease (Badhwar et al., 2013) , and depression (Spinelli et al., 2013) .
INTEGRATION OF STRUCTURE AND FUNCTION
Bridging the gap between structural and functional imaging is the next goal in neuroscience research. Numerous methods, that cover a range of scales, exist for functional analyses. At the cellular level these include genetic approaches such as examinations of immediate early genes, whose expression is upregulated with neuronal activity (Sheng and Greenberg, 1990; Guzowski et al., 2005) , and calcium imaging and optogenetics which enable visualization and manipulation of activity in defined cell types (Stosiek et al., 2003; Tian et al., 2009; Lim et al., 2013) . At the whole-brain level the two most widely used techniques are manganese-enhanced magnetic resonance imaging (MEMRI) and functional magnetic resonance imaging (fMRI). MEMRI exploits characteristics of manganese: paramagnetism, a calcium analog, and transportation along axons and across synapses to neighboring neurons (for review see (Inoue et al., 2011) to visualize brain activity while fMRI detects changes in blood flow or the blood-oxygen level as a proxy for neuronal activity. Brain atlases are fundamental to these techniques as they facilitate examinations of brain function by 1) serving as templates spaces for the registration of new data (Johnson et al., 2010; Frey et al., 2011; Ku et al., 2011; Papp et al., 2014) , and 2) segmentation of whole-brain functional data sets into individual structures or regions of interest to deduce areas of brain activation (Valdes-Hernandez et al., 2011; Belcher et al., 2013; Miranda-Dominguez et al., 2014; Sforazzini et al., 2014) . For example, registration of MEMRI data to an existing MRI atlas enabled identified reduced brain activity in the amygdala and hippocampus in a mouse model of human tauopathy (Perez et al., 2013) .
Despite the widespread use of these various techniques there is a clear need to develop a better understanding of how different mapping modalities, at different spatial and temporal scales relate to one another, given the assumptions underlying these measurements and sources of noise and error. As a result, more recently there has been an effort to combine modalities at the various scales including validation of MEMRI with immediate early gene expression (Malkova et al., 2014) and combined optogenetic-fMRI experiments (Lee et al., 2010; Desai et al., 2011; Gerits et al., 2012) . While these combinations have been successful, they still do not overcome the fundamental problem in multi-scale analyses -that statistical analysis techniques have been developed to control for significance given the unique characteristics of the data in each specific modality. In most cases this means that spatial smoothing constraints have to be introduced to the data, most typically in MRI. In doing this a researcher is limited to only analyzing data from a particular scale as other data would have to be either up or down-sampled to be included, thus loosing its utility. Novel techniques for the statistical estimation significance via FDR (False Discovery Rate) have recently been proposed in that do not require an a-priori estimation of effect size and thus define a way in which the combined statistical analysis of data from multiple scales could be achieved.
FUTURE DIRECTIONS
Since the creation of early histological atlases, significant progress has been made in the development of brain maps. In the past few decades, the field has moved towards digital atlases composed of data from a group of individuals collected with a range of modalities. For example, population atlases created for many animal models now routinely include MRI, CT, diffusion weighted imaging (DWI), and histology (Johnson et al., 2010; Gunturkun et al., 2013; Ullmann et al., 2013a) . Although multimodal atlases are becoming commonplace and provide greater detail, they are limited by primarily using different imaging sequences and only some serial histology. However, recent developments in non-destructive whole-brain technologies are exciting as they introduce fewer artifacts than histological processing, and permit acquisition of high-resolution whole-brain imaging datasets. Whole brain clearing techniques (i.e. CUBIC, CLARITY and SeeDB) at the light microscope level preserve the fine morphological architecture of the brain enabling the collection of whole-brain immunohistochemistry data (Chung et al., 2013; Ke et al., 2013; Susaki et al., 2014) . In doing so, they permit the interrogation of the brain from a gene or protein level all the way to a whole brain connectivity level. At the nanostructural level, techniques for staining and embedding the whole mouse brain have also been developed (Mikula et al., 2012) . When combined with serial block-face electron microscopy these methods present the possibility of increasing the resolution of brain maps to the 10 -100 nm scale (Kleinfeld et al., 2011) .
Concurrent developments in image analysis and computer processing power make the creation of population based CLARITY or SeeDB atlases feasible. However, significant hurdles with registration of such high-resolution and detailed data sets must first be overcome before this can be achieved. Massive data storage and processing power is required to perform automated registration on the substantial amounts of data generated by these new technologies. Algorithms to deal with the non-isotropic data generated by light microscopy must be developed. Data from light microscopes is always of lower resolution in the Z-plane due to the point spread function. The breakdown of homology between scales also poses a challenge. A fundamental assumption when averaging data at the level of MRI, CT and positron emission tomography is that sufficient homology exists at the scale of image acquisition to allow the statistical approach of averaging data from multiple subjects to be well posed. At the resolution of optical microscopy and ultrastructure, it is not readily apparent that this assumption holds. Consequently, novel algorithms and statistical techniques need to be developed to both extract consistent microstructural features from and achieve registration of multiple data sets a these high resolutions.
Finally, future brain maps will need to move beyond structural maps to incorporate correlated structure/function maps. At present this is limited to organisms with transparent brains (i.e. zebrafish) where optical technologies permit visualization of near simultaneous behavior and neuronal activity. However, we anticipate that recent large-scale initiatives such as the National Institute of Health funded Brain Research through Advancing Innovative Neurotechnologies (BRAIN) project will transform our experimental capabilities in this domain. Figure 1 . Examples of sample preparation and acquisition artifacts that should be controlled during preprocessing. Arrows indicate: a) dissection artifact in the olfactory bulb as a result of surgical damage during extraction of cortex; b) signal drop out due to air bubble on surface of neocortex; c) B0 inhomogeneity -on the right is the extracted B0 inhomogeneity field, on the left is the uncorrected image with a spectral colourmap (note the change in signal intensity between the top and bottom of the cortex (arrows) in tissue that would normally exhibit constant signal); d) signal drop off as a result of distance from the receive coil.
127x100mm (300 x 300 DPI) It is now possible to make quality brain atlases based on MR images. The value of these atlases can be increased by the use of multiple data sets, modern nomenclature, segmentation of a minimum deformation model, and sophisticated dissemination strategies.
