The Gordon-Rodriguez-Villegas theorem says that, in a finite group, the number of solutions to a system of coefficientfree equations is divisible by the order of the group if the rank of the matrix composed of the exponent sums of j-th unknown in i-th equation is less than the number unknowns. We obtain analogues of this and similar facts for algebraic groups. In particular, our results imply that the dimension of each irreducible component of the variety of homomorphisms from a finitely generated group with infinite abelianisation into an algebraic group G is at least dim G.
Introduction
Solomon's theorem [Solo69] . In any group, the number of solutions to a system of coefficient-free equations is divisible by the order of the group if the system has less equations than unknowns.
Here as usual, an equation over a group G is an expression of the form v(x 1 , . . . , x m ) = 1, where v is a word whose letters are unknowns, their inverses, and elements of G called coefficients (there are no coefficients though by the condition of Solomon's theorem). In other words, the left-hand side of an equation is an element of the free product G * F (x 1 , . . . , x m ) of G and the free group F (x 1 , . . . , x m ) of rank m (where m is the number of unknowns).
Solomon's theorem was generalised in different directions, see [Isaa70] , [Stru95] , [AmV11] , [GRV12] , [KM14] , [KM17] , [BKV18] , and literature cited therein. For example, the following fact was proved in [KM14] .
Theorem KM [KM14] . The number of solutions to a system of equations over a group is divisible by the order of the centraliser of the set of coefficients if the rank of the matrix composed of the exponent sums of j-th unknown in i-th equation is less than the number unknowns.
For coefficient-free equations, this theorem was obtained earlier by Gordon and Rodriguez-Villegas [GRV12] (and, in this case, the number of solutions is divisible by the order of the whole group). For example, the number of solutions to the system of equations x 100 y 100 [x, y] 777 = 1, (xy) 2019 = 1 is always divisible by the order of the group because this system (although not covered by Solomon's theorem) satisfies the conditions of the Gordon-RodriguezVillegas theorem: the matrix composed of the exponent sums (called the matrix of the system of equations) has the form 100 100 2019 2019 , and its rank is one (while the number of unknowns is two). Note that, in these divisibility theorems, the group is not assumed to be necessarily finite; the divisibility is always understood in the sense of cardinal arithmetic: each infinite cardinal is divisible by all smaller nonzero cardinals. However, the most interesting applications of these theorems concern finite groups.
The purpose of this paper is to obtain analogues of the divisibility theorems for equations over algebraic groups. An analogue of the number of solutions to a system of equations is, in this case, the dimension of the variety of solutions. Slightly more precisely one can say that the dimension is something like the logarithm of the number of solutions. Note that the solutions of a (finite or infinite) system of equations in m unknowns over an affine algebraic group G form an affine algebraic subvariety in G m . An analogue of the Solomon theorem is the following simple observation.
Theorem 0. In any affine algebraic group G, the dimension of each irreducible component of the variety of solutions to a finite system of equations (possibly with coefficients) is at least (the number of unknowns) − (the number of equations) · dim G.
Proof. The left-hand sides of n equations in m unknowns specify a morphism of algebraic varieties γ: G m → G n . The solution variety is the fiber γ −1 1, . . . , 1 . Each irreducible component M of the variety G m is isomorphic to G m 0 as an algebraic variety (where G 0 is the identity component of G) and, therefore, dim M = m · dim G. The restriction of γ to M is a dominant morphism of irreducible algebraic varieties M → N , where N is the Zariski closure of f (M ). It remains to refer to the following general fact (see, e.g., [Bo72] ).
Fiber lemma. If γ: M → N is a dominant morphism of irreducible algebraic varieties, then, for any point s ∈ f (M ), the dimension of the fiber
Theorem 0 is hardly new; for coefficient-free equations, this fact was noted, e.g., in [LM11] .
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Solomon's theorem looks better than Theorem 0 in the sense that Solomon's theorem asserts divisibility, while Theorem 0 only asserts an inequality (this is unavailable -the divisibility of dimensions would be too much of course). In all other aspects, Theorem 0 looks better; but one cannot improve Solomon's theorem accordingly as the following simple examples show.
False theorem. In any group G, the number of solutions to a consistent system of equations with more unknowns than equations 1) is at least the order of the group; 2) is a multiple of |G| (the number of unknowns)−(the number of equations) if the system is coefficient-free.
Proof.
1) The first assertion is false by a simple reason: in the symmetric group of order six, the equation x 3 y 3 = (1 2 3) has precisely three solutions, because x and y must have the same parity. Moreover, they cannot be even, because the cube of an even permutation is identity. The product of two different transpositions is always a 3-cycle; three of these six products give one 3-cycle, and three give the other. (Surely, the number of solutions must be a multiple of three by Theorem KM.)
2) The second assertion is also false as the equation x 2 y 2 z 2 = 1 in the same symmetric group shows. The squares of permutations are even; therefore, for these squares, we have three possibilities:
-they are the same 3-cycle; -or one of the squares is the identity permutation, and the other two are different 3-cycles; -or all three square are the identity permutation. The identity permutation has four square roots, a 3-cycle has one square root, and we obtain 2+3·2·4+4·4·4 = 90 solutions.
The following fact is an analogue of Theorem KM. Theorem 1. If the rank of the matrix of a system of equations with finitely many unknowns over an affine algebraic group is less than the number of unknowns, then the dimension of each component of the variety of solutions to this system is at least the dimension of the centraliser of the set of coefficients.
The equation [x, y] = 1 (with zero matrix and two unknowns) over a nonabelian connected group shows that the estimate from Theorem 1 (even for coefficient-free case) cannot be strengthened to the inequality dim(the variety of solutions) (the number of unknowns) − (rank of the matrix of the system) · dim G (similar to Theorem 0).
Corollary (or rather a reformulation of Theorem 1 for coefficient-free equations). Suppose that G is an affine algebraic group and F is a finitely generated group whose commutator subgroup is of infinite index. Then the dimension of each irreducible component of the variety of homomorphisms F → G is at least dim G.
The representation variety (or homomorphism variety) Hom(F, G) of a finitely generated group F in an algebraic group G was studied in many papers, see, e.g., [RBCh96] , [MO10] , [LM11] , [LL13] , [LS05] , [Ki18] , [LT18] and literature cited therein. In particular, it was studied when there exists injective or topologically surjective homomorphisms, i.e. homomorphisms with a dense (in Zariski topology) image, and how many such homomorphisms are there. For example, in [Ki18] it was shown that topologically surjective homomorphisms from the fundamental group of a closed oriented surface of genus larger than one into a real semisimple algebraic group always exist, and there are a lot of them in some sense. In [BGGT12] , it was shown that there exists a homomorphism from any free group into almost any semisimple algebraic group such that the restriction of the homomorphism to any noncyclic subgroup is topologically surjective. See also a recent survey [GKP18] .
Generally, neither injective nor topologically surjective homomorphisms form a variety; however, the following theorem shows that, in some sense, all "components" of these (and similar) non-varieties have dimension not less than that of the commutator subgroup of G. We consider the following property of a homomorphism ϕ: F → G from a finitely generated group F containing a subgroup W into an algebraic group G containing a closed subgroup A. Theorem 2. Suppose that A is a subgroup of an affine algebraic group G, and F is a finitely generated group whose commutator subgroup is of infinite index. Then each homomorphism F → G having some (possibly infinite) combination (conjunction) Here, one cannot replace the dimension of the commutator subgroup with the dimension of the entire group as the following simple example shows: there are many topologically surjective homomorphisms from the infinite cyclic group to the torus (C * ) 2019 but they are all lone in the sense that any non-zero-dimensional subvariety of Hom Z, (C * )
2019
contains a homomorphism that is not topologically surjective (because any infinite subvariety in C * contains a finiteorder element).
One cannot also remove the condition on the family F and C as simple examples of homomorphisms from Z to SL n (C) show.
For instance, Theorem 2 implies that if a homomorphism from the fundamental group F = x, y, z, t [x, y] = [z, t] of the genus-two orientable surface (or from any other group with more generators than relators) into an algebraic group G is injective on the subgroup x, y, z and maps any non-abelian subgroup onto a dense in G subgroup, then it is contained in a (dim[G, G])-dimensional subvariety of Hom(F, G) consisting of homomorphisms with the same two properties.
Partially, Theorem 2 is an analogue of the following known fact [KM17] :
the number of surjective homomorphisms from a finitely generated group whose commutator subgroup is of infinite index into a (finite if you like) group G is divisible by the order of the commutator subgroup of G. For example, the number of pairs of elements generating a (2-generated) group is always divisible by the order of the commutator subgroup of this group.
However, in "algebraic settings" some new effects arise. Theorems 1 and 2 are special cases of a more general Main theorem, which is stated in the next section. Our main theorem is a direct "algebraic" analogue of the main theorem from [KM17] (whose special cases are all theorems on divisibility mentioned above and some other curious facts, see [KM17] and [BKV18] ).
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Main theorem
A group F equipped with an epimorphism F → Z is called an indexed group. This epimorphism F → Z is called the degree or indexing and denoted as deg; thus, for any element f of an indexed group F , there is an integer deg f , the group F contains elements of all integer degrees, and deg(f g) = deg f + deg g for any f, g ∈ F .
Suppose that ϕ: F → G is a homomorphism from an indexed group F to some group G, and H is a subgroup of G. We call the subgroup
the ϕ-core of H. In other words, the ϕ-core H ϕ of H consists of its elements h such that h ϕ(f ) ∈ H for all f and
Main theorem.
Suppose that H is an affine algebraic subgroup of an algebraic group G, and a subvariety Φ of Hom(F, G), where F is a finitely generated indexed group, has the following two properties.
I. Φ is invariant under conjugation by elements of H:
if h ∈ H and ϕ ∈ Φ, then the homomorphism ψ: f → ϕ(f ) h also lies in Φ.
II. For any ϕ ∈ Φ and any element h of the ϕ-core H ϕ of H, the homomorphism ψ defined as
for all elements f ∈ F of degree zero; ϕ(f )h for some element f ∈ F of degree one (and, hence, for all elements of degree one) belongs to Φ too. Then the dimension of each irreducible component of Φ is at least the dimension of H.
Note that the mapping ψ from Condition I is a homomorphism for any h ∈ G, and the formula for ψ from condition II defines a homomorphism for any h ∈ C(ϕ(ker deg)) ( [KM17] , Lemma 0). Conditions I and II only require these homomorphisms to belong to Φ (under some additional restrictions on h).
This theorem is an analogue of the main theorem in [KM17] , which asserts that, for any (abstract) group G and any its subgroup H, the cardinality of a set Φ of homomorphisms from an indexed group F to G is divisible by |H| if Conditions I and II hold.
Proof of Theorem 1
Let A ⊆ G be the subgroup generated by all coefficient of all equations, and let F be the quotient group F = (A *  F (x 1 , . . . , x n ))/ {v i } of the free product A * F (x 1 , . . . , x n ) of A and the free group F (x 1 , . . . , x n ) by the normal subgroup {v i } generated by the left-hand sides of all equations. As the set Φ we consider the set of homomorphisms F → G which restrict to the identity on A (we assume that the natural mapping A → F is an embedding because otherwise equations have no solutions and we have nothing to prove). Clearly, the solutions to the system of equations are in a natural one-to-one correspondence with the elements of Φ, and Φ is a subvariety of Hom(F, G).
The condition on the rank means that F admits an epimorphism onto Z whose kernel contains A. Now, take the centraliser of A in G as H. The conditions of the main theorem are obviously fulfilled. Indeed, Condition I holds because h centralises A ⊆ G and, hence, ψ coincides with ϕ on A ⊂ F ; Condition II holds because elements of A ⊂ F have degree zero and, therefore, ψ coincides with ϕ on A ⊂ F -again.
Proof of Theorem 2
If the commutator subgroup of a finitely generated group is of infinite index, then, as is known, the group admits an epimorphism onto Z. Therefore, the conditions of Theorem 2 implies the existence of an indexing deg: F → Z whose kernel contains all subgroup from the families C and F (and the commutator subgroup F ′ of course). Let H be the commutator subgroup A ′ of A, and let Φ be the set of homomorphisms F → G coinciding with a given homomorphism α: F → G modulo H and coinciding with α on elements of degree zero:
Clearly, the conditions of the main theorem hold for these F , deg, Φ, and H. Therefore, the dimension of each component of the variety Φ is at least dim H = dim A ′ . It remains to verify that, if the homomorphism α has the property P, then all homomorphisms from Φ have this property too. Suppose that ϕ ∈ Φ, i.e. ϕ(f ) = α(f )h f for all f ∈ F , where h f ∈ H = A ′ . First, note that the subgroup ϕ(W ′ ) = α(W ′ ) is dense in A ′ for all W ∈ S. Indeed, any algebraic group has finite commutator width, i.e. the morphism κ: A 2n → A ′ sending (x 1 , . . . , x n , y 1 , . . . , y n ) to the product of commutators [x i , y i ] is surjective for sufficiently large n (see, e.g., [VO88] ). The image of a dense set under a continuous surjective mapping is dense (and
Let U ⊆ A be a nonempty open set. Since α(W ) is dense in A (where W ∈ S), the set U contains an element α(w) = ϕ(w)h −1 w , where w ∈ W . Therefore, the open set ϕ(w −1 )U contains h −1
is a nonempty open subset in A ′ . As shown above, it contains some element ϕ(w 1 ), where w 1 ∈ W . Therefore, U ∋ ϕ(ww 1 ), and this completes the proof of property S W,A for ϕ.
Properties F W,A (where W ∈ F ) and C W,A (where W ∈ C) hold by the obvious reason: all these subgroup W consist of elements of degree zero (by the choice of deg), therefore, ϕ and α coincide on all such subgroups W .
Proof of the main theorem
We follow the proof of the main theorem in [KM17] with necessary modifications. The first difficulty is that the subgroup ker deg ⊂ F may be non-finitely generated and, therefore, the set of homomorphisms ker deg → G may have no natural structure of an algebraic variety. To overcome this unpleasant feature we use the following simple observation:
there exists a finite subset K ⊆ ker deg ⊂ F such that any two homomorphism from F to G coinciding on K coincide on ker deg.
Indeed, suppose that ker deg = {d 1 , d 2 , . . .} and let Π i be the set of pairs of homomorphisms F → G coinciding on d 1 , . . . , d i . Clearly, Π i form a decreasing chain of subvarieties in Hom(F, G) × Hom(F, G). Such a chain must stabilise: Π n = Π n+1 = . . . for some n. Therefore, we can put
We also need a similar fact:
there exists a finite subset A ⊂ F such that, if, for two homomorphisms α and β from F to G, their composition with the natural mapping G → G/H (where G/H is the set of left cosets of H in G ) coincide on A, then they coincide on the entire group F :
Indeed, suppose now that F = {d 1 , d 2 , . . .} and Π i is the set of pairs of homomorphisms α, β:
Clearly, Π i form a decreasing chain of subvarieties. Such a chain must stabilise: Π n = Π n+1 = . . . for some n. Therefore, we can put A = {d 1 , d 2 , . . . , d n }.
Now, consider the variety
A consisting of all pairs of mappings K → G and A → G/H (where G/H is the variety of left cosets the subgroup H in G). The group H acts on X (by conjugations):
The tail χ(ϕ) of a homomorphism ϕ: F → G is the pair (ϕ 0 , ϕ H ), where ϕ 0 is restriction of ϕ to the set K ⊆ ker deg ⊂ F , and ϕ H : A → {gH ; g ∈ G} is the mapping from A to G/H which maps a ∈ A to the coset ϕ(a)H. Clearly, the mapping χ: Hom(F, G) → X is a morphism of algebraic varieties.
We say that two homomorphism ϕ, ψ ∈ Φ are similar and write ϕ ∼ ψ if their tails lie in the same orbit under the action of H on X described above. Note that neither the similarity of homomorphisms nor coincidence of their tails depend on the choice of sets A and K (these sets are needed solely to make "taking the tail" a morphism of algebraic varieties and to make the action of H on tails an action of an algebraic group on an algebraic variety):
for all f ∈ F of degree zero and
Without loss generality, we assume that the group H is irreducible (because the identity component of H is a group of the same dimension).
Each class of similar homomorphisms is a locally closed subvariety in Hom(F, G) because this class is the preimage of an orbit under the morphism χ, and the orbit of an action of an algebraic group on an algebraic variety is always locally closed (see, e.g., [VO88] ). The main theorem follows immediately from the following proposition.
Proposition. The dimension of each component of each class of similar homomorphisms in Φ is dim H. More precisely, for each ϕ ∈ Φ, 1) the dimension of the variety X ϕ of tails of homomorphisms from Φ similar to ϕ equals dim H − dim H ϕ ; 2) for each homomorphism ψ similar to ϕ, the dimension of each component of the variety of homomorphisms from Φ with the same tail as ψ equals dim H ϕ .
Proof. To prove Assertion 1) note that the set χ(Φ) ⊆ X is invariant with respect to the action of H on X. Indeed,
). This homomorphism f → hϕ(f )h −1 lies in Φ by Condition I of the main theorem. The tails of homomorphisms similar to ϕ is the orbit of the tail of ϕ under this action. The dimension of an orbit is, as is known, equal to the codimension of the stabiliser (this is a special case of the fiber lemma). It remains to note that the subgroup H ϕ is the stabiliser of the tail of ϕ (by formula ( * )).
Let us prove the second assertion. Choose an element x ∈ F of degree one. A homomorphism α: F → G is uniquely determined by its tail and the value α(x) (by formula ( * )). Moreover, for two homomorphisms α and β with the same tail, the quotient h = (α(x)) −1 β(x) must stabilise this tail, i.e. lie in H α Indeed, for all f ∈ F of degree zero we have
and, for any element f ∈ F , we have
(Here, equalities * = follow from formula ( * ).) Thus, h = (α(x)) −1 β(x) ∈ H α . On the other hand, if h is an element of H α , then the mapping
can obviously be extended to a homomorphism with the same tail as α (see the remark after the statement of the main theorem in Section 2). This homomorphism lies in Φ by Condition II of the main theorem. We showed that, for any α ∈ Φ, the mapping H α → Hom(F, G) that maps an element h ∈ H α to the homomorphism ( * * ) is an injective morphism of algebraic varieties whose image is the set of elements of Φ with the same tail as α. This means that dim χ −1 (χ(α)) = dim H α . It remains to note that, for similar homomorphisms ψ and ϕ, the subgroup H ϕ and H ψ are isomorphic and even conjugate in H because they are the stabilisers of points χ(ϕ) and χ(ψ) lying in the same orbit under the action of H on X. This completes the proof of Assertion 2).
The variety X ϕ is irreducible (because we assume that the group H is irreducible) and each component Π ϕ ∋ ϕ of the variety of homomorphisms similar to ϕ maps onto X ϕ surjectively because χ f → hϕ(f )h −1 = h • χ(ϕ) and the variety {f → hϕ(f )h −1 | h ∈ H} is irreducible (as it is an orbit under the action of the connected group H on Hom(F, G)). Therefore, 1), 2), and the following general fact imply that the dimension of each component of each class of similar homomorphisms from Φ is dim H.
Lemma. Let γ be a morphism from a variety P to an irreducible variety N such that all components of all fibers γ −1 (y) (where y ∈ N ) have same dimension d and the image of each component of P is dense in N . Then the dimension of each component of P is dim N + d.
Proof. Let M be an irreducible component of P . Take an open nonempty subset U ⊆ γ(M ) ⊆ N from the fiber lemma. Irreducibility of M implies that γ −1 (U ) contains a point x not belonging to other components of P . Thus, each component K of the fiber γ −1 (γ(x)) containing x must lie in M and, therefore, be a component of the fiber of the restriction of the morphism γ to M . Clearly, the other components of this fiber M ∩ γ −1 (γ(x)) have dimension at most d = dim K. By the fiber lemma, we obtain dim M = dim K + dim N as required. This completes the proofs of the lemma and main theorem.
