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Resumen. En la actualidad muchos procesos de transferencia de datos están 
condicionados por el hecho de que se difunden grandes cantidades de 
información a multitud de destinatarios. Los protocolos clásicos de 
transferencia, basados en comunicación uno a uno, producen una transferencia 
poco eficiente en estos escenarios. Propuestas como P2P, sistemas 
colaborativos o el streaming de información aportan una mejor solución a este 
tipo de transferencias. En este trabajo se propone la realización de un protocolo 
de transporte para la difusión de información, de tipo streaming y que además 
incluya características de los protocolos P2P, los sistemas colaborativos y 
técnicas de multicast para conseguir una difusión de información eficiente y 
altamente escalble. 
1   Introducción 
Los tradicionales protocolos de transmisión de información como HTTP o FTP no 
explotan todo el potencial de la red de comunicaciones a la hora de distribuir la 
información. Su principal problema radica en que son protocolos uno-a-uno, es decir 
establecen comunicaciones, normalmente bidireccionales, entre dos únicos nodos, 
normalmente basadas en protocolos de aplicación fundamentados en TCP. 
En la actualidad muchos de los procesos de transmisión de información suelen 
estar marcados por dos características diferenciadoras: se transmiten grandes 
volúmenes de información y se transmite a un elevado número de destinatarios. El 
uso de protocolos basados en comunicaciones uno-a-uno en estos casos produce 
varios problemas: la red se satura ya que la información masiva debe ser transmitida 
tantas veces como destinatarios existan; los emisores de la información, por ejemplo 
los servidores de datos, también se saturan debido a que son el origen común de la 
información; el sistema de transferencia no es escalable, cuanto más grande sea la 
información o más destinatarios existan más problemas de rendimiento tendremos; y 
es difícil acotar el tiempo de transferencia. 
En el modelo de gestión propuesto este problema se acentúa aun más ya que en el 
modelo de distribución propuesto las entidades informan cuando hay un paquete de 
información nuevo y en el caso de que existan múltiples entidades que requieran este 
paquete, se produciría un problema de saturación. 
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En los últimos años han surgido multitud de protocolos y aplicaciones basados en 
sistemas colaborativos que realizan transferencia masiva de información. Es el caso 
de los sistemas P2P [1] [2] [3] o las aplicaciones denominadas Grid Computing [4] 
[5]. La filosofía que siguen estos sistemas está fundamentada en la colaboración como 
medio para conseguir una transmisión de la información más eficiente. 
En estos sistemas de transmisión de información la escalabilidad es uno de los 
puntos fuertes respecto a los enfoques tradicionales. El hecho de que el proceso de 
transmisión esté distribuido entre todos los participantes del sistema hace que el 
sistema soporte transferencia a conjuntos grandes de destinatarios. De hecho en 
muchos de estos sistemas el rendimiento relativo es mayor cuando más participantes 
existen. 
El uso de protocolos P2P también suele ser una posibilidad viable a la hora de 
realizar difusión de información. Sin embargo, en muchas ocasiones el uso de estos 
protocolos no es posible. Esto es debido a que las aplicaciones P2P se fundamentan 
en el hecho de fraccionar la información en bloques de datos que se transmiten de 
forma independiente en la nube de participantes. De esta manera la información va 
llegando a cada destinatario de forma fraccionada y no ordenada, en función de la 
disponibilidad en cada momento de un bloque. Este hecho fuerza a que el destinatario 
de la información, durante el proceso de transmisión, tenga un espacio de 
almacenamiento al menos tan grande como el tamaño de la información a recibir, ya 
que los fragmentos de información pueden llegar desordenados y hay que reconstruir 
el paquete de información original al final del proceso, cuando se tienen todos los 
bloques. El volumen de información intermedia suele ser tan alto que su gestión se 
suele realizar en algún tipo de almacenamiento masivo como discos de 
almacenamiento. 
En muchas aplicaciones existen restricciones físicas, como memoria y computo 
reducido, que hacen que estos esquemas basados en P2P no sean factibles. Estas 
restricciones hacen que enfoques basados en streaming de datos sean mucho más 
adecuados para la transmisión de información en los sistemas de gestión. Los sistemas 
de streaming aportan las siguientes características en el proceso de transporte: 
• La información puede ir procesándose según se va recibiendo. 
• No necesitan gran cantidad de memoria o almacenamiento para el transporte, 
y ésta no es dependiente del tamaño total de la información transmitida. 
• Permite, de forma sencilla, continuar la transmisión en caso de parada 
temporal de la misma. 
• El proceso de transmisión está en todo momento sincronizado entre emisores 
y receptores. 
Es por ello que en este trabajo se propone la realización de un protocolo de 
transporte para la difusión de información, de tipo streaming y que además incluya 
características de los protocolos P2P, los sistemas colaborativos y técnicas de 
multicast para conseguir la transferencia de la información de forma eficiente y 
altamente escalable. 
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2   Protocolo de Transporte MDCTP 
El Multi-Destination Collaborative Transfer Protocol (MDCTP) consiste en un 
protocolo de transporte para la trasferencia de información al estilo de TCP que 
permite a las aplicaciones el streaming de información, entendida como la 
comunicación basada en un flujo de datos unidireccional y confiable, desde un origen 
hasta múltiples destinatarios. 
Al contrario que en TCP el hecho de que la comunicación sea unidireccional hace 
que dentro del proceso de comunicación se diferencie claramente los emisores de la 
información de los destinatarios de la misma. 
2.1   Descripción General 
MDCTP está concebido como un protocolo de transporte basado en IP, al igual que 
TCP y UDP. Sin embargo, dado que en su base utiliza el envío y la recepción de 
datagramas, también podría ser implementado sobre UDP. El uso de UDP además nos 
aportaría dos características interesantes: la multiplexación por aplicación mediante 
los puertos UDP y un control de errores en datos mediante el checksum que incorpora. 
En cualquier caso el protocolo está pensado para poder ser implementado tanto sobre 
UDP como sobre IP (ver fig. 27). 
 
Fig. 27. Pila de protocolos. 
En una comunicación basada en MDCTP existirán un conjunto de 2 o más 
miembros entendidos como procesos de usuario que utilizan el protocolo para 
intercambiar información entre ellos. En el protocolo cada uno de esos miembros será 
denominado a partir de ahora nodo. 
En las comunicaciones P2P no existe diferenciación entre nodos emisores y 
destinatarios ya que todos los miembros de la comunicación (denominados peers en 
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que algunos peers tengan toda la información, similar a los emisores, y otros no 
tengan nada de la información, similar a los receptores. 
Como se comento anteriormente en estos sistemas la información se fracciona en 
bloques y puntualmente, para la transmisión de cada bloque, uno de los dos extremos 
actúa como origen y otro como destino, rol que se puede intercambiar perfectamente 
para otro bloque. 
Nuestra propuesta realiza un enfoque mixto en el sentido de que, al tratarse de un 
streaming, siempre existirá al menos un nodo que actuará con el rol de emisor y otros 
que actuaran como receptores, si bien internamente un receptor podrá retransmitir un 
bloque de datos a otro receptor, al estilo de los sistemas P2P. 
En el proceso de comunicación existirá un emisor que actuará como coordinador 
principal de todo el proceso. A este nodo lo denominaremos emisor principal. A los 
otros nodos que contienen la información a transmitir y que también participan en el 
proceso los denominaremos emisores secundarios. Los emisores secundarios juegan 
un papel fundamental en la escalabilidad del sistema ya que permiten optimizar el 
proceso emitiendo la información desde lugares más cercanos a determinados 
destinatarios que al emisor principal. 









Emisor principal •   • 
Emisor secundario •   • 
Receptor  • • • 
Soporte   • • 
Además de emisores y receptores existirán otro tipo de nodos, que denominaremos 
nodos de soporte, que permitirán ayudar en el proceso de transmisión reenviando 
datos o recuperando paquetes perdidos. Los nodos de soporte son nodos que no tienen 
un interés en la información a transferir pero que se unen al proceso de transporte para 
que este gane en eficiencia y escalabilidad. 
En la tabla 11 vemos un resumen de los diferentes tipos de nodos que podemos 
tener y las funciones que puede realizar. 
Durante el proceso de comunicación cada nodo tendrá asociado un identificador 
(peerID). Este identificador será único para cada nodo implicado en la comunicación 
y sólo tendrá sentido dentro del proceso de comunicación. El identificador es un 
entero de dos bytes sin signo que no puede ser 0 (de 1 a 65,535). El identificador 1 
está reservado para el emisor principal. 
A partir de este momento en las siguientes figuras utilizaremos una serie de 
símbolos que representa a los nodos implicados en el proceso de comunicación. Cada 
nodo estará representado por un circulo que en su interior contiene el identificador de 
nodo (peerID). Si se quiere explicitar el tipo de nodo que se está utilizando se usarán 
los símbolos descritos en la fig. 28. 
Al igual que en TCP y al contrario que los protocolos P2P el proceso de 
transmisión está contextualizado en una sesión de transferencia (a partir de ahora 
sesión). Durante la sesión se establece un flujo virtual y unidireccional entre emisores 
y receptores para la transmisión de la información. Cada sesión es un proceso de 
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comunicación independiente. Por ejemplo un mismo emisor podría estar emitiendo 
datos distintos a dos conjuntos de receptores de forma simultánea, cada uno de estos 
procesos de transferencia estaría contextualizado en una sesión distinta. 
 
Fig. 28. Símbolos representando los tipos de nodos. 
La sesión estará identificada por un identificador único (sessionID). El 
identificador será constante durante todo el proceso y será la referencia única que 
asocie todos los nodos que interactúan en cada proceso de transferencia. En el 
protocolo el sessionID será un valor entero positivo representado por 2 bytes (de 1 a 
65,535). 
Cada sesión está estructurada en tres fases consecutivas: 
• Conexión: Los participantes se pondrán en contacto con el emisor principal 
para unirse a la comunicación. 
• Transferencia: La información será difundida desde los emisores hasta los 
receptores. 
• Cierre: La transferencia será finalizada y todos los participantes 
abandonarán la sesión. 
Las fases de conexión y cierre inician y terminan el proceso  de comunicación y 
durante la fase de transferencia se transmiten los datos (ver fig. 29). Posteriormente se 
describirán cada una de estas fases. 
 
Fig. 29. Fases de una sesión de transferencia. 
Cuando tenemos muchos participantes en una misma sesión de transferencia la red 
se suele saturar con la retrasmisión de los bloques. 
Las técnicas de multicast y broadcast permiten realizar un envió de tramas 
eficiente en el caso de múltiples destinatarios. Tanto IP como UDP permiten el uso de 
estas técnicas en el envío de tramas por lo que es posible integrarlas dentro de nuestro 
protocolo. 
En el caso de broadcast, cuando se envía una trama a la dirección de broadcast, 
ésta es recibida potencialmente (no hay confiabilidad) por todos los nodos de la red 
local. Esto permitiría enviar simultáneamente un paquete de datos a varios receptores 
de una misma red, sin tener que enviar por duplicado la trama en cuestión. Los 
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• Es válido sólo para redes de área local. En caso de querer extender el 
broadcasting a otras redes se necesitaría configurar los elementos de 
internetworking como routers para tal efecto. 
• Las tramas enviadas llegan a todos los nodos de la red local, estén 
interesados o no en dicha información. Esto satura las NICs de otros equipos 
con tramas inecesarias para ellos. 
Las técnicas de multicast permiten solucionar estos dos problemas. Por una parte 
ofrecen la posibilidad de enviar tramas a múltiples destinatarios aunque estos se 
encuentren en redes locales distintas. Además los paquetes enviados a una dirección 
de multicast sólo llegan a los equipos que estén interesados, es decir, que se hayan 
suscrito a la dirección multicast. 
Nuestro protocolo va a utilizar, además de unicast, ambas técnicas, multicast y 
broadcast, para el envío de tramas entre nodos. Cuando usemos una de estas dos 
técnicas multi-destinatarias hablaremos de difusión de los datos. 
De forma grafica la difusión se representará con una serie de círculos concéntricos 
con centro en el nodo emisor, en contraposición con la comunicación punto a punto 
representada con una flecha desde el nodo origen al nodo destino. 
En cualquier caso independientemente del protocolo de difusión utilizado, 
definiremos el concepto de zona. Una zona es el ámbito de acción de un determinado 
conjunto de nodos de forma que un nodo de una zona puede enviar (difundir) una 
trama que llegue al resto de nodos de esa misma zona. Por ejemplo, en el caso de 
broadcast, los nodos de una zona están compuestos por los nodos de la red local y, en 
el caso de multicast, la zona está compuesta por nodos suscritos a una misma 
dirección de multicast. 
A lo largo de una sesión de comunicación se identificarán diversas zonas donde se 
distribuyen los participantes en la comunicación. Podrá existir una única zona que 
agrupe a todos los nodos o tantas zonas como nodos implicados, en el caso de que 
cada uno de ellos conforme una zona independiente. Evidentemente el proceso de 
comunicación será más eficiente cuanto más alto sea el nivel de agrupación de los 
nodos en zonas. 
La comunicación dentro de las zonas se realizará fundamentalmente mediante 
difusión (multicast y broadcast) y la comunicación entre zonas siempre en unicast. 
Cada zona estará identificada por un código único (zoneID). Los zoneID también 
son códigos enteros positivos de dos bytes. 
En la fig. 30 se puede ver una representación de una zona en una sesión. La zona se 
representa como un área cerrada que engloba a todos los vecinos de la zona. El 
identificador de la zona se indicará con un hexágono en algún lugar de la frontera de 
la zona. 
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Fig. 30. Zona de nodos. 
Dentro de una sesión cada nodo pertenecerá a una única zona. A los nodos que 
componen una misma zona se les denominará vecinos de la zona. 
Dado que todos los nodos realizan el proceso de conexión contra el emisor 
principal, éste conocerá cuales son todos los participantes en el proceso de 
comunicación. 
Como hemos visto los distintos nodos que componen una sesión se agrupan en 
diversas zonas. La comunicación dentro de cada zona se realizará por difusión 
transmitiendo de forma eficiente la información dentro de la zona y con una estructura 
totalmente plana, es decir, no hay ninguna jerarquía preestablecida entre los vecinos 
de la zona. 
La comunicación entre zonas se realizará mediante unicast y en este caso es 
importante describir como se estructuran estas zonas para realizar la transferencia. 
Las zonas se estructurarán en forma de árbol de manera que una determinada zona 
recibe información sólo de su zona padre y retransmite la información a todas sus 
zonas hijas. Además cada zona será responsable de reenviar información perdida a sus 
zonas hijas, es decir, el control de errores se produce desde las zonas padre hacia sus 
hijas. 
El origen del árbol, la zona raíz, será aquella donde resida un emisor. Dado que en 
el proceso de transferencia podemos tener más de un emisor distinguiremos un árbol 
por cada zona que contenga un emisor. Por lo tanto, la configuración global del 
sistema será un bosque conformado por distintos árboles, cada uno de ellos teniendo 
una zona emisora como zona raíz (ver fig. 31). 
El protocolo no limita ni el número de árboles del bosque, ni la profundidad de 
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Fig. 31. Bosque de zonas. 
En el proceso de transmisión se producirá un flujo principal de la información que 
nacerá de las zonas raíz y pasará por todas las zonas llegando a las zonas hoja. El 
hecho de que la transmisión de la información ser realice por delegación, es decir, 
cada padre sólo retransmite a sus hijos, confiere un alto grado de escalabilidad al 
sistema. 
Durante el proceso de transferencia las zonas podrán cambiar de posición, bien por 
cuestiones de rendimiento, acercándose a zonas más cercanas o menos saturadas, bien 
por problemas puntuales, como la desaparición de una zona. 
Dado que cada emisor (situados en las zonas raíz) tiene toda la información a 
transmitir los flujos de transmisión podrían ser totalmente independientes por cada 
árbol, es decir, cada emisor podría ir emitiendo a una velocidad distinta, en función 
del estado de la red y la respuesta del resto de zonas de su árbol. Sin embargo, en este 
tipo de esquema con árboles independientes el proceso de transferencia no está 
totalmente sincronizado y si por ejemplo un emisor secundario fallara, el emisor 
principal no podría integrar las zonas de ese árbol en el suyo propio ya que un proceso 
de transferencia podía estar mucho más avanzado que otro. 
El protocolo soporta ambos modos de funcionamientos, es decir, una 
sincronización global a todo el bosque, lo cual requiere de cierta comunicación entre 
los emisores, o una sincronización por árbol, que actuarían de forma independiente. 
Como se comentó anteriormente todo paquete enviado en el protocolo MDCTP irá 
encapsulado dentro de un paquete IP o un paquete UDP. Para simplificar las 
explicaciones a partir de ahora asumiremos que encapsulamos los paquetes mediante 
UDP. En la fig. 32 se puede ver como un paquete MDCTP es encapsulado en un 










 Mecanismo de Difusión Masiva de Información 183 
 
 
Fig. 32. Encapsulamiento de los paquetes MDCTP. 
Todo paquete MDCTP comenzará con una cabecera donde se indican los datos 
generales del protocolo. Los campos de la cabecera pueden verse en la fig. 33. 
 
Fig. 33. Cabecera MDCTP. 
La cabecera MDCTP está compuesta por 11 campos y ocupan los 18 primeros 
bytes de cada paquete. 
El primer campo de la cabecera llamado sessionID ocupa los primeros 2 bytes de la 
misma. En el campo sessionID todos los nodos indican la sesión en la que están 
trabajando. Esto actúa como un multiplexor que permite a un nodo gestionar varias 
sesiones en paralelo sin que se interfieran los procesos de comunicación. 






























184      D. Marcos Jorquera et al. 
 
En el campo flags, que ocupa el  tercer byte de la cabecera, se indican una serie de 
opciones binarias combinables que establecen opciones del paquete. En la tabla 2 se 
describen los distintos flags que existen en MDCTP. 








Indica que el paquete es una solicitud que debe 









Indica si el paquete es enviado dentro de la zona (0) 
o entre zonas (1). 
END 0x0
8 
Indica que se ha llegado al final de la transferencia. 
En muchas ocasiones los nodos envían paquetes de control que deben ser 
contestados por el destinatario del paquete, es decir, que requieren confiabilidad. Para 
estos casos, donde existirá un paquete de solicitud y otro de respuesta, se utilizará el 
flag RELIABLE que estará activo en la solicitud, indicando que debe contestarse, y el 
flag RESPONSE que se activará en el paquete de respuesta. Para enlazar una petición 
con su respuesta en la solicitud se indicará un identificador de paquete en el campo 
pktID que coincidirá con el pktID de la respuesta. 
Para garantizar la confiabilidad cuando se envía un paquete con el flag RELIABLE 
activo, si no se recibe respuesta en un determinado tiempo se vuelve a reenviar 
asumiendo que se ha producido una pérdida de la solicitud o de la respuesta. El 
número de reintentos es configurable y el tiempo de espera se puede alargar en cada 
solicitud para evitar problemas de saturación. Por defecto el tiempo de espera es de 2 
segundos iniciales que se duplican por cada reintento hasta un máximo de 3 
reintentos. 
Cumplido el tiempo de espera del último reintento se asume que hay un problema 
en la red o que el destino no está disponible o no es alcanzable. 
El flag ZONE indica si el paquete es enviado de forma interna a la zona (paquete 
intra-zona) o se transmite entre dos zonas distintas (paquete inter-zonas). 
Por último el flag END indica que se va a finalizar la transmisión y que no van a 
ser enviados más datos. 
El campo peerType indica el tipo del peer que envía el paquete. El campo ocupa 
los 3 primeros bits del cuarto byte de la cabecera. 
En la tabla 83 podemos ver una lista de los valores que puede tomar el campo 
peerType. 
Tabla 8. Tipos de nodos. 
Tipo Valor Descripción 
NONE 0x00 Tipo indeterminado. 
ROOT 0x01 Emisor primario. 
SENDER 0x02 Emisor secundario. 
RECEIVER 0x03 Nodo receptor. 
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SUPPORT 0x04 Nodo de soporte. 
El campo operation ocupa los 5 últimos bits del cuarto byte e indica la operación 
que está realizando el paquete en cuestión. Las distintas operaciones que usa la 
versión 1 de MDCTP se describen en la tabla 94. 




NULL 0 Sin operación. No utilizado. 
PEER 1 Agrega un nodo a la sesión o actualiza sus datos. 
ZONE 2 Agrega un nodo a una zona. 
DEL 3 Informa de la eliminación de un nodo o zona. 
INFO 4 Envía información topológica a un nodo. 
PING 5 Envía un paquete básico que requiere la confirmación 
del destinatario. 
DPING 6 Realiza un PING delegado. 
DATA 7 Envía un paquete de datos a un nodo. 
HDATA 8 Envía un paquete de recuperación preventiva 
horizontal. 
VDATA 9 Envía un paquete de recuperación preventiva vertical. 
ACK 10 Confirma la recepción de datos. 
STATUS 11 Informa sobre la existencia de un nodo. 
Si en la solicitud el campo operation indica la operación a realizar, en las 
respuestas (paquetes con el flag RESPONSE activo) el campo operation indica el 
estado producido por la ejecución de la operación. En ese caso un 0 indica siempre 
que la operación se realizó con éxito y otro valor indica un error específico de cada 
operación. 
Los estados del 0 al 127 son estados comunes a todas las operaciones. Los estados 
dependientes de la operación comienzan a partir del valor 128. En la tabla 5 se 
muestra un listado de los estados comunes. 
Los siguientes campos srcPeerID y dstPeerID indican los identificadores de nodo 
del emisor y receptor del paquete respectivamente. Ambos son campos de 2 bytes y 
ocupan los bytes del quinto al octavo de la cabecera. 
El campo dstPeerID podrá ser ALL (0xFFFFFFFF) cuando se quiere difundir un 
paquete, indicando que el destinatario son todos. En caso de difusión el destino 
también podrá ser 0 indicando que sólo queremos respuesta de uno de los vecinos de 
la zona. El campo srcPeerID  podrá ser 0 al inicio de la conexión, cuando un peer aun 
no tiene asociado un identificador. 
Tabla 5. Estados de las operaciones MDCTP. 
Valor Descripción 
0 Comando realizado correctamente. 
1 Tamaño de paquete incorrecto. 
2 Identificador de sesión incorrecto. 
3 Flag incorrecto. 
186      D. Marcos Jorquera et al. 
 
4 Tipo de nodo incorrecto. 
5 Operación no soportada. 
6 Peer origen incorrecto. 
7 Peer destino incorrecto. 
8 Identificador de zona incorrecto. 
9 Campo ack incorrecto. 
10 Campo next incorrecto. 
11 Campo out incorrecto. 
127 Error general. 
El campo pktID es un identificador de paquete. Permite al resto de nodos 
identificar de forma única un paquete recibido. Cuando un nodo vuelve a emitir un 
mismo paquete el identificador es el mismo, indicando que ha sido una reemisión. 
Cada nodo puede gestionar el identificador de paquetes de forma aleatoria o 
secuencialmente, de forma que cada vez que envía un paquete nuevo incrementa el 
valor de pktID. Dos paquetes distintos pueden tener el mismo pktID siempre que sean 
enviados por nodos distintos, es decir, la secuencia de identificador es propia de cada 
nodo. 
En el caso de una respuesta (flag RESPONSE activo) esta campo indica el 
identificador de la solicitud. 
Campos ack, next y out 
Los 3 últimos campos de la cabecera, ack, next y out, cada uno de ellos de 2 bytes, 
indican los límites de las ventanas de transferencia del nodo origen del paquete. 
Estos campos permiten la sincronización del proceso de transferencia y su 
significado dependerá del tipo de paquete. Más adelante, cuando se detalle el proceso 
de transferencia se explicará en profundidad el uso de estos campos. 
2.2   Operaciones 
Mediante los paquetes los participantes ejecutan operaciones sobre otro nodo. En el 
protocolo se distinguen dos tipos de operaciones: comandos y notificaciones. 
Los comandos son operaciones confiables compuestas por una solicitud 
identificada mediante el flag RELIABLE activo y una respuesta identificada por el 
flag RESONSE activo. El emisor del comando especifica un pktID que el nodo que 
responde incluirá en el pktID del paquete respuesta para asociarla con la petición. 
Cuando la solicitud de un comando se envía por difusión todos los vecinos de  su 
zona reciben la solicitud, por lo que, en teoría, todos responderían. En zonas con 
muchos vecinos esto produciría un problema de saturación, ya que todas las 
respuestas llegarían en un mismo instante de tiempo al origen de la solicitud. 
Para evitar este problema de saturación por las respuestas se establecen 3 
mecanismos distintos, diferenciados por el valor del campo dstPeerID: 
• Si indicamos en dstPeerID el identificador de un nodo vecino, aunque la 
solicitud haya sido enviado por difusión, sólo dicho nodo será el responsable 
de contestar. 
• Si indicamos en dstPeerID el valor ALL todos los nodos de la zona 
responderán al origen de la solicitud por unicast. Para evitar la confluencia 
de respuestas cada uno de ellos esperará un tiempo aleatorio antes de 
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responder, lo cual escalará la llegada de las respuestas. En este caso el nodo 
origen de la solicitud esperará la respuesta de todos los vecinos, si no tiene la 
respuesta de alguno de ellos realizará los correspondientes reenvíos de la 
solicitud hasta que tenga respuesta de todos. 
• Si indicamos en dstPeerID el valor 0 sólo uno de los vecinos contestará. Para 
ello todos los vecinos esperarán un tiempo aleatorio tras el cual enviarán una 
respuesta por difusión. De esta manera si uno de los vecinos recibe la 
respuesta cancela el envío de la suya propia. También es posible que dos 
vecinos contesten a la misma vez, el origen de la solicitud dará prioridad a la 
primera respuesta recibida. 
En la fig. 34 podemos ver una ilustración de los tres mecanismos de confiabilidad 
para el caso de solicitudes por difusión. 
 
Fig. 34. Confiabilidad para solicitudes por difusión. 
En algunas ocasiones un nodo externo a la zona querrá enviar un comando a todos 
los vecinos de la zona. En ese caso enviará la solicitud a un nodo cualquiera de la 
zona indicando en el campo dstPeerID, no el identificador del nodo, si no el valor 
ALL o 0, en función de si quiere que contesten todos los vecinos o sólo uno. El nodo 
que recibe el paquete del origen externo rebotará el paquete difundiéndolo en la zona 
y esperará la o las respuestas. Después contestará a su vez al nodo externo que realizó 
la solicitud. De esta manera actúa como un nodo intermedio encargado de gestionar la 
confiabilidad en la zona. 
En la fig. 35 podemos ver un ejemplo de cómo un nodo (el 20) envía un comando a 
todos los nodos de la zona 4. El nodo seleccionado para realizar la difusión es el nodo 
7. 
Las notificaciones son operaciones que no requieren ninguna respuesta y no 
requieren confiabilidad. No tienen activo ni el flag RELIABLE ni el RESPONSE. 
En varios de los comandos que utiliza MDCTP en el cuerpo de los mensajes se 
indican información sobre varios nodos o zonas. En estos casos se utilizaran bloques 
de definición de nodo o zona para incluir estos datos. Los bloques de definición 
incluyen la información necesaria para informar sobre los datos relevantes de un nodo 
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Fig. 35. Envío de solicitudes a zonas externas. 
El bloque de definición de zona se puede ver en la fig. 10. 
 
Fig. 10. Bloque de definición de zona. 
Los bloques de definición de zona ocupan 6 bytes y están compuestos por 3 
campos: el identificador de la zona (zoneID) el identificador de su zona padre 
(parentID) y el número de nodos que componen esa zona (neighbors). 
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Fig. 11. Bloque de definición de nodo. 
Cada bloque ocupa 11 bytes y está compuesto por 5 campos: el identificador del 
nodo (peerID), la zona a la que pertenece (zoneID), el tipo del nodo (peerType), su 
dirección IP (ip) y su puerto (port). 
A continuación vamos a ver cada uno de las operaciones posibles. 
En todo momento llamaremos peerA al peer que envía la solicitud, peerB al peer 
que responde y sid al identificador de sesión. 
Operación PEER 
La operación PEER es de tipo comando y permite a un nodo: 
• Incorporarse a una sesión cuando es un nodo nuevo (aun no tiene peerID).  
• Actualizar los datos de un peer, por ejemplo indicar a que zona pertenece. 
La operación siempre es confiable e inter-zonas. 
Sólo el emisor principal puede realizar las altas en la sesión, si otro nodo recibe 
este tipo de paquete contestará con un error de operación no soportada (código 5). 
Si el emisor principal recibiera una solicitud de un nodo cuyo tipo también es 
emisor principal contestaría con un error de tipo de nodo incorrecto (código 4). 
Tanto la solicitud como la respuesta tienen un mismo cuerpo tras la cabecera que 
se puede ver en la fig. 36. 
 
Fig. 36. Cuerpo de la operación PEER. 
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El primer campo del cuerpo, version, es la versión de MDCTP utilizada. Si el 
emisor principal no soporta la versión indicada en la solicitud contestará con un error 
versión de MDCTP no soportada (código 128). 
Los siguientes campos hr y vr son utilizados sólo en la respuesta e indican los 
valores de recuperación horizontal y vertical utilizado por el módulo de corrección 
preventiva del emisor. Más adelante se explica estos valores. 
Ésta es la única operación que soporta que un paquete sea enviado con el 
identificador de nodo origen a 0, en el caso de que el nodo aun no esté suscrito a la 
sesión. En la solicitud también puede ir el campo zoneID a 0 cuando el nodo aun no 
conoce cuál es su zona. 
Operación ZONE 
La operación ZONE permite a los nodos unirse a una zona. La operación es de tipo 
comando e intra-zona. 
Uno nodo utiliza la operación ZONE para determinar en qué zona se encuentra y 
descubrir que vecinos tiene. La solicitud normalmente se envía por difusión y con 
dstPeerID=0 para que responda algún miembro de la zona (si existe). 
Tanto en la solicitud como en la respuesta el paquete va con el cuerpo vacio. 
En el cuerpo de la solicitud el nodo que envía el paquete incluye un bloque de 
definición de nodo (ver fig. 11). En ese bloque se incluirán los datos del emisor 
principal, necesario para la incorporación de nodos de soporte de la zona que quieran 
unirse a la sesión. Más adelante se explicará en detalle su funcionamiento. 
En el cuerpo de la respuesta el nodo incluirá información sobre otros vecinos de la 
zona (en bloques de definición de nodo) que ya conozca, de forma que los receptores 
de la respuesta puedan ir completando la información sobre la zona. El número de 
nodos definidos dependerá del tamaño máximo del paquete. 
Operación DEL 
La operación DEL informa de la salida de un nodo de la sesión. Es utilizado 
normalmente cuando un nodo detecta la caída de un nodo para informar a otros nodos 
de la sesión que el nodo caído ya no participa en el proceso de comunicación. 
También es posible utilizar el comando para indicar la desaparición de una zona 
completa. 
La operación es de tipo comando y puede ser utilizada en intra-zona y en inter-
zonas. 
En el cuerpo del paquete se incluye los identificadores de los nodos que abandonan 
la sesión así como de la zona a la que pertenece. El número de bloques de nodo-zona 
vendrá determinado por el tamaño máximo del paquete. Si en el identificador de nodo 
aparece el valor ALL significará que desaparece la zona completa a la que está 
relacionada. 
La fig. 37 ilustra el cuerpo de la solicitud de la operación. 
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Fig. 37. Cuerpo de la solicitud de la operación DEL. 
Operación INFO 
La operación INFO permite a un nodo informar sobre datos de otras zonas y nodos de 
la sesión. Suele ser utilizado por el emisor principal para indicar a otros nodos en qué 
zona del bosque se sitúan. 
La operación puede ser de tipo intra-zona o  inter-zonas. 
El cuerpo del mensaje, que sigue a las cabeceras, tiene la estructura que se muestra 
en la fig. . 
 
Fig. 14. Cuerpo de la solicitud INFO. 
Hay dos campos iniciales numZones y numPeers que indica el número de zonas y 
nodos que van a definirse en este paquete. A continuación le siguen tantos bloques de 
definición de zona y de nodo como se haya indicado en los primeros campos. El 
tamaño del cuerpo es variable y dependiente del número de zonas y nodos descritos. 
Después de los campos iniciales se incluirán tantos bloques de definición de zona 
como se haya indicado en numZones. Notar que el número de zonas puede ser 0. 
Cada bloque de definición de zona sigue la estructura de la fig. 10. 
Tras los bloques de definición de zona aparecen los bloques de definición de nodos 
(descritos en la fig. 11), tantos como se indique en el campo numPeers, que también 
puede ser 0.  
El nodo generador de la solicitud será quien decida cuantas zonas y nodos definir, 
limitado siempre por el tamaño máximo del paquete. 
El paquete de respuesta tiene el cuerpo vacío. 
Operación PING 
La operación PING permite a un nodo identificar si otro nodo está accesible mediante 
una solicitud de eco. El comando es confiable y puede ser intra-zona o inter-zonas. 
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Adicionalmente la operación PING permite a un nodo calcular la distancia a otro 
nodo, entendida como el tiempo en microsegundos que tarda el paquete de solicitud 
en ir al destino más el tiempo que tarda en llegar el paquete de respuesta. 
Para el cálculo el nodo origen de la solicitud anota el microsegundo en el que 
emitió la solicitud (A1) y posteriormente registra el momento en el que llega la 
respuesta (A2). El tiempo total de la operación sería A2-A1. Sin embargo en este 
tiempo, además del tiempo de transferencia, también está incluido el tiempo de 
procesado perdido en el destino. Si la solicitud llegó al destino en B1 y la respuesta 
fue enviada en B2 el tiempo de procesado será B2-B1. Para que el emisor pueda 
descontar el tiempo de procesado el destino incluye en la respuesta dicho tiempo. De 
esta manera el origen del comando calculará el tiempo de procesado como (A2-A1)-
(B2-B1). 
Por lo tanto el cuerpo de la respuesta de la operación PING incluirá el campo 
processTime de 4 bytes ilustrado en la fig. 15 que es el tiempo de procesado (B2-B1) 
expresado en microsegundos. 
 
Fig. 15. Cuerpo de la respuesta de la operación PING. 
Dado que la información mandada por el destino de la operación es un lapso de 
tiempo y no tiempos globales no es necesaria ninguna sincronización de relojes entre 
los nodos. 
La fig. 38 se ilustra el funcionamiento de la operación ping. 
 
Fig. 38.  Esquema de funcionamiento de la operación PING. 
Operación DPING 
La operación DPING permite a un nodo conocer las distancias entre un segundo nodo 
y un conjunto de nodos. 
Esta operación es utilizada por el emisor principal para conocer las distancias entre 
las distintas zonas de que conforman los nodos de una sesión. 
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Fig. 39. Cuerpo de la solicitud de la operación DPING. 
En el cuerpo de la solicitud se incluirá una lista de nodos a los que el nodo receptor 
del comando DPING tendrá que realizar un PING. Dado que es posible que el nodo 
destino no conozca los nodos a los que tiene que enviar un PING la dirección de los 
mismos será incluida en la solicitud. 
El cuerpo de la solicitud tendrá por lo tanto una secuencia de definición de nodos 
tal cual se ilustró en la fig. 11. 
En la fig. 39 podemos ver como quedaría el cuerpo de la solicitud de la operación 
DPING. 
La respuesta de la operación contendrá en el cuerpo una lista de bloques donde se 
indica el identificador de nodo (peerID) y la distancia en microsegundos (distance) tal 
cual se puede ver en la fig. 40. 
 
Fig. 40. Cuerpo de la respuesta de la operación DPING. 
Operación DATA 
La operación DATA permite a un nodo enviar un bloque de datos a otro. Esta 
operación es de tipo notificación (sin respuesta) y puede enviarse en modo intra-zona 
o inter-zonas. 
En el cuerpo del mensaje aparecerán los campos reflejados en la fig. 41. 
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Fig. 41. Cuerpo de la operación DATA. 
Cada bloque de datos tendrá un identificador de datos (dataID) que representa su 
posición dentro del flujo de datos. El primer bloque de datos es el bloque 0. El 
identificador es cíclico de forma que cuando llegue a su máximo valor volverá a 
comenzar de 0. 
El identificador de datos permitirá a los nodos ordenar correctamente el flujo de 
información y permitirá a estos identificar bloques de datos perdidos. 
En dataSize se indica el tamaño del bloque enviado. Todos los bloques tendrán el 
mismo tamaño excepto el último que podrá ser un bloque incompleto. En la versión 1 
del protocolo se establece un tamaño de bloque de 1024 bytes. 
Por último en dataContent tendremos tantos bytes de datos como indica el campo 
dataSize. 
Operación HDATA 
La operación HDATA se corresponde con el envío de un bloque de corrección 
preventiva de tipo horizontal. La operación es de tipo notificación y el 
funcionamiento y cuerpo del mensaje son idénticos al del comando DATA. 
En este caso el identificador del bloque de datos (campo dataID de la fig. 41) indica 
que el contenido del bloque (campo dataContent) es el XOR de todos los bloques 
desde 0 hasta el dataID. 
Operación VDATA 
La operación VDATA es similar a la HDATA pero se corresponde con un campo de 
recuperación vertical. 
El contenido del bloque (campo dataContent de la fig. 41) es el XOR de todos los 
bloques hasta el indicado en dataID cuyo módulo respecto a HR se corresponda con el 
módulo respecto HR del campo dataID. 
Posteriormente se explicará en detalle los bloques de recuperación preventiva. 
Operación ACK 
La operación ACK permite a un nodo confirmar la recepción de datos. La operación 
es de tipo notificación y puede ser intra-zona o inter-zonas. 
En el caso de que sea un paquete inter-zonas el cuerpo irá vacio. Sin embargo en 
los paquetes intra-zona en el paquete se incorporará el cuerpo indicado en la fig. 42. 
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Fig. 42. Cuerpo del mensaje ACK en paquetes intra-zona. 
Los paquetes ACK intra-zonas son paquetes que un nodo, al recibir un ACK de 
una zona hija, difunde dentro de su zona. En el cuerpo del mensaje indica el 
identificador de zona de la zona hija de la que le llegó el paquete (en el campo 
childZoneID) así como sus datos de ack (campo childAck), next (campo childNext) y 
out (campo childOut). 
Operación STATUS 
La operación STATUS es de tipo notificación y sirve a los nodos para indicar que 
siguen presentes en el sistema. Permite a los miembros de una sesión detectar que un 
nodo a caído al no recibir en un tiempo determinado un paquete de tipo STATUS. 
La operación puede ser inter-zonas o intra-zona y no tiene cuerpo. 
2.3   Fase de Conexión 
Durante la fase de conexión todos los participantes de la comunicación se ponen en 
contacto con el emisor para obtener los datos necesarios y sincronizar el proceso de 
transferencia. 
A nivel de conexión básicamente existen dos tipos de nodos: el emisor principal 
(parte pasiva en la conexión) y el resto de nodos (partes activas). Durante el proceso 
de conexión dichas partes se comportarán de forma distinta. El único punto en común 
de todas las partes será el sessionID que coincidirá en todos los paquetes enviados 
durante la transmisión. 
En los sistemas donde sólo existen dos participantes el proceso de conexión 
básicamente se reduce a un proceso de sincronización inicial entre ambos extremos. 
En este caso, al existir más de dos participantes, el proceso es algo más complejo. 
Hemos centralizado las labores de sincronización en el lado del emisor, de forma 
que sea este elemento el que controle el proceso de sincronización. 
Inicialmente los nodos no tendrán información sobre el resto de componentes y, 
según avance el proceso de comunicación, los nodos irán descubriendo información 
sobre otros nodos de la sesión. Para ello gestionarán una serie de conjuntos (de nodos, 
de vecinos y de zonas) donde irán incorporando esta información. 
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La fase de conexión está dividida en dos sub-fases. En la primera, la sub-fase de 
incorporación, se reciben las peticiones para incorporar nuevos nodos en la sesión. En 
la segunda, sub-fase de conformación, se genera el bosque de zonas y se informa a los 
nodos. 
Sub-fase de incorporación 
Una de las cosas que hay que decidir es cuál es la ventana de conexión, es decir, 
durante que periodo el emisor está esperando la incorporación de otros nodos a sesión 
de transferencia. Las principales opciones que se barajan en estos casos es, bien por 
número de participantes (si es algo que se conoce a priori), bien por límite de tiempo. 
En nuestro caso hemos decidido un enfoque mixto. El emisor puede determinar un 
número máximo de participantes de forma que una vez se llega a este número la sub-
fase de incorporación ésta finaliza y comienza la sub-fase de conformación. Además 
el emisor podrá establecer un tiempo de espera, cumplido el cual la fase de 
finalización también acaba. Complementariamente se podrá indicar un tiempo de 
prórroga de forma que se irá incrementando el tiempo de finalización de la conexión 
por cada nueva conexión realizada. Para evitar que el tiempo se vaya prorrogando 
indefinidamente, debido a numerosas conexiones también, se podrá indicar el tiempo 
máximo de espera. De esta manera el emisor indicará mediante unas opciones del 
socket los parámetros del proceso de conexión. Evidentemente es necesario establecer 
al menos un criterio temporal o de número de nodos para que el proceso de conexión 
pueda acabar en algún momento. 
Durante esta sub-fase los nodos realizarán dos procesos consecutivos: uno de 
identificación, donde los nodos se dan de alta en la sesión y determinan cual es su 
peerID y luego uno de agrupación donde determinan a que zona pertenecen y por lo 
tanto su zoneID. 
Proceso de Identificación 
Durante este proceso los nodos conformarán el conjunto de nodos de la sesión y 
cada uno determinará cuál es su peerID.  
Para este proceso el emisor principal, única parte pasiva en la conexión, realizará 
los siguientes pasos: 
1. Inicialización de temporizadores. Si se ha indicado un valor no nulo en 
MaxTime establece un temporizador con su valor. 
2. Creación del nodo emisor. El emisor principal se dará de alta en el 
conjunto de nodos con el peerID=1. 
3. Creación de la zona principal. Crea la una zona con zoneID=1 e incorpora 
al emisor en dicha zona. 
4. Esperar conexiones. El emisor principal queda a la espera de conexiones o 
del cumplimiento del temporizador. 
Además, durante el proceso de identificación el emisor principal atenderá a los 
siguientes mensajes: 
• Solicitud de conexión. Recibirá paquetes con operation=PEER, 
flags=RELIABLE|ZONE. Si srcPeerID=0  añadirá el peer a la lista de peer. 
El tipo del peer vendrá indicado en peerType. El emisor registrará el peer 
asignándole el siguiente identificador libre. Contestará con un mensaje 
indicando en dstPeerID el identificador asignado. Si el número de nodos 
supera el argumento maxNumberPeers se finaliza la sub-fase de 
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incorporación. Si se estableció un valor en extensionTime se incrementará 
connectionTime sin que supere totalTime. Si srcPeerIDΦ0 se actualizan los 
datos del nodo. 
• Actualización de información. Recibirá paquetes con operation=UPDATE 
y flags=RELIABLE|ZONE. Se actualizará los datos del peer. Principalmente 
utilizado para que un nuevo peer indique cual es su zona. Más adelante se 
explica con detalle. 
• Solicitud de incorporación a la zona. Recibirá paquetes de incorporación a 
la zona de otros vecinos de la zona. Esta función la realiza igual que otros 
integrantes de la sesión y se explica a continuación. 
Para determinar cuál es el peerID que tendrá otro nodo que desee incorporarse a la 
sesión, éste se deberá poner en contacto con el emisor primario. Los pasos que 
realizará son: 
1. Solicitar la entrada a la sesión. El nodo enviará un paquete con los 
siguientes datos: flags=RELIABLE|ZONE, operation=PEER, srcPeerID=0, 
dstPeerID=1. El nodo indicara el tipo de peer que es en peerType de forma 
que el emisor pueda registrarlo y con un 0 en srcPeerID indicará que aun no 
tiene un identificador asignado. 
2. El nuevo nodo recibe la contestación. En la respuesta que el emisor le da al 
nuevo nodo en el campo dstPeerID se encuentra el identificador del nuevo 
nodo. 
3. El nuevo nodo no recibe contestación. Si no se recibe contestación del 
emisor tras varios intentos se aborta la conexión y se informa a la capa de 
usuario del fallo. 
Finalizado este proceso, una vez se cumple el tiempo de espera o se llega al 
máximo de nodos permitidos, tendremos lo siguiente: el emisor principal conocerá la 
existencia de todos los nodos de la sesión (su identificador, dirección, tipo y ventana 
de transferencia) y el resto de nodos conocerán al emisor principal (con los datos de 
su buffer) y cuál es su peerID. 
Proceso de agrupación 
Una vez obtenido el identificador del nodo el nodo determinará en que zona se 
encuentra (si ya hay algún otro nodo) o creará una nueva (si es el primero). 
Para ello el nodo difunde por multicast o broadcast un paquete sonda de solicitud 
de zona con operation=ZONE, flags=RELIABLE, dstPeerID=0 y en zoneID=0. 
También se rellenarán los campos de ventana. 
Si tras varios intentos no se recibe ninguna respuesta se asume que es el primero de 
la zona y se asigna automáticamente como identificador de zona el propio 
identificador de peer: zoneID=peerID. Con esto el identificador de la zona se 
corresponde con el identificador del primer nodo de esa zona (el que tiene el 
identificador más bajo). 
Si recibe un paquete de respuesta (pueden ser varios) se asigna como zona la 
indicada en zoneID y se añade este nodo como vecino de la zona. Si se recibiera más 
de un paquete con distintas zonas se dará prioridad a la zona con el valor inferior. Con 
las respuestas el nodo podrá registrar cuáles son sus vecinos. 
Para conformar la zona con el resto de nodos vecinos, son los propios vecinos los 
que responden a las solicitudes de zona (incluido el emisor principal que contestará a 
los vecinos de la zona 1). Si, una vez está establecida la zona, se recibe una solicitud 
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de zona de algún nodo se contestará indicando la zona en zoneID para que el 
solicitante se pueda unir a dicha zona. 
En el caso de que existan muchos vecinos en la zona el nuevo nodo se saturaría con 
la respuesta de todos. Por ello la solicitud la realizará con dstPeerID=0 para que todos 
esperen un tiempo aleatorio y contesten por difusión. El primero que conteste anulará 
la respuesta de los demás. En la respuesta el nodo incluirá en el cuerpo del mensaje la 
definición de un conjunto aleatorio de vecinos de la zona, tantos como permita el 
tamaño máximo del paquete. 
Sólo se contestará a peticiones que tengan la misma dirección de difusión. 
Cada vez que se reciba una solicitud o una respuesta los nodos irán incorporando a 
estos como vecinos de su zona, completando la información de la zona que va 
teniendo cada uno. 
Si antes de recibir respuesta se recibe un paquete de solicitud de zona (con 
operation=ZONE y flags=RELIABLE) estaremos ante una solicitud cruzada, es decir, 
dos nodos de la misma zona se conectan a la vez y envían simultáneamente un 
mensaje de solicitud de zona. En estos casos, para resolver el conflicto, se dará 
prioridad al identificador con valor más bajo, es decir el valor de srcPeerID inferior. 
Ambos nodos asignarán este valor como su zona y contestarán con dicho valor en el 
zoneID de la respuesta. 
Según avance la conexión los nodos irán conociendo cuáles son sus vecinos. Es 
posible que se dé el caso de que un nodo no conozca a alguno de sus vecinos, 
posiblemente porque no recibió el paquete de solicitud. Esto no es un problema ya 
que durante la fase de transferencia se irá completando la información referente a los 
vecinos. 
Una vez determinada cual es la zona, el nodo deberá informar de ello al emisor 
principal. Para ello envía otro mensaje de tipo PEER para actualizar los datos, esta 
vez estableciendo en srcZoneID cuál es la zona. Los vecinos de la zona 1 no deberán 
realizar este proceso ya que el emisor principal ya les conoce. 
Incorporación de Nodos de Soporte 
En este proceso ya que las solicitudes se realizan por difusión el paquete puede 
llegar a nodos suscritos a la dirección de difusión pero que no participan en un 
principio en la sesión. Si el nodo está configurado para ello puede decidir 
incorporarse a la sesión como nodo de soporte, ya que en un principio no está 
interesado en la información en sí. Esto amplia la capacidad colaborativa del sistema, 
ya que permite incorporar nodos en la sesión de forma no explícita. 
Así pues, cuando un nodo recibe un paquete con operation=ZONE asume que en su 
campo de difusión hay un nodo que quiere integrarse en una zona y puede decidir 
unirse a la sesión. El sessionID lo extraerá de la cabecera del protocolo. 
Para realizar la incorporación del nodo de soporte a la sesión éste necesitará 
conocer cuál es la dirección del emisor principal. Esto lo obtendrá del cuerpo de la 
solicitud de zona. 
Sub-fase de Conformación 
Como se ha visto, la sub-fase de incorporación permite a todos los nodos conocer 
cuál es su peerID y cuál es la zona a la que pertenece, así como también conocer 
algunos de los vecinos, potencialmente todos. 
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En el caso particular del emisor principal además sirve para conocer a todos los 
participantes en la comunicación. 
A partir de este momento el emisor no admite más altas en la sesión, quedando 
cerrado el número de nodos de la misma. 
Llegados a este punto el emisor principal debe determinar cuál es el bosque 
completo de zonas del sistema. Para ello previamente debe asegurarse que tiene 
completada la información referente a todos los nodos. 
El emisor principal revisará el conjunto de los distintos nodos de la sesión. Si 
encuentra alguno que no tienen zona puede ser debido a que, bien porque no recibió la 
actualización de los datos, bien porque el nodo abandonó la sesión (sin informar de 
ello) antes de completar la conexión. 
En cualquier caso si algún nodo no tiene aun asignado un identificador de zona el 
emisor principal le manda un paquete PING al nodo para averiguarlo. El ping será un 
paquete con operation=PING y flags=RELIABLE|ZONE. 
Si el nodo contesta al ping el emisor principal obtiene la zona del campo zoneID de 
la respuesta. 
Si no hay respuesta elimina al nodo de la lista de nodos asumiendo que ya no está 
en la sesión. Si el nodo tenia vecinos informa a estos mediante el comando DEL. 
Si se detecta más de un emisor por zona se deja sólo uno de ellos, ya que sólo un 
emisor puede coordinar cada árbol. El emisor con preferencia será siempre el de 
identificador más bajo. 
Una vez el emisor principal conoce la situación de todos los nodos revisa las zonas. 
Si encuentra zonas vacías, es decir, zonas sin nodos, elimina dichas zonas de la lista 
de zonas. Si alguna de las zonas no está vacía pero solo tiene nodos de soporte 
también es eliminada ya que estos nodos no pueden colaborar directamente con 
ningún nodo. 
Una vez el emisor tiene la lista de zonas activas en la transmisión procede a crear 
los árboles de transmisión. Existirá una zona raíz por cada zona que tenga un emisor. 
La forma en la que se conforman los árboles dependerá de varios parámetros. El 
emisor principal podrá tener configurado un máximo de zonas hijas por cada zona, 
que determinará la anchura máxima del árbol. A la hora de asignar las zonas hijas 
podrá hacerlo desde aleatoriamente hasta basándose en funciones de distancia entre 
zonas. 
Calcular las distancias entre zonas permitiría al emisor conocer cuáles son las 
mejores zonas hijas para una determinada zona, de forma que los árboles se ajusten lo 
máximo posible a la topología real de la red. 
En nuestro caso, para calcular la distancia entre dos zonas vamos a utilizar el 
tiempo de transferencia de ida y vuelta de un paquete entre zonas. Para ello, un nodo 
de una zona enviará un comando PING a un nodo de otra zona.  
Para conocer los tiempos de transferencia entre zona el emisor principal utilizará 
comandos PING delegados (DPING). Mediante un ping delegado el emisor principal 
le dice a un nodo de otra zona que realice un ping con nodos de otras zonas. Al 
realizar esos pings el nodo determinará que distancias tiene con las otras zonas, 
información que suministrará al emisor principal en el paquete de respuesta. 
Con ello el emisor principal rellenará una tabla de distancias entre zonas que será 
la entrada de la función que conformará el bosque de zonas. 
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Dado que tendremos calculado las distancias entre dos zonas partiendo desde una o 
desde otra, crearemos una tabla resumida donde se refleja la media de estas distancias. 
Una vez  determinada la tabla de distancias el proceso de conformación del árbol 
dará prioridad a las distancias más pequeñas. El algoritmo de creación del árbol va 
creando aristas entre las distintas zonas. El algoritmo realiza un bucle mientras 
queden valores en la tabla y en cada iteración realiza lo siguiente: 
• Selecciona el valor de distancia más pequeño de la tabla. 
• Crea una arista en el grafo uniendo las dos zonas que indica el valor. 
• Si el número de aristas de cada uno de los dos nodos supera el máximo de 
hijos mas uno (el padre) se descarta la arista. En el caso de las zonas de 
emisión no se contará con la arista extra del padre, ya que no tienen. 
• Si al crear la arista se detecta un bucle cerrado en el grafo descartar la arista, 
ya que un árbol es un grafo sin ciclos. 
• Si al crear la arista se detecta un camino entre dos emisores se descarga la 
arista, ya que los árboles de cada emisor deben de ser grafos independientes. 
• Borrar la distancia del grafo y continuar con la siguiente iteración mientras 
queden distancias. 
 
Fig. 43. Creación de una árbol de zonas. 
Como ejemplo se puede ver en la fig. 43 la traza de ejecución para una 
configuración con un solo emisor. 
Tras el proceso de conformación del bosque tendremos la distribución final de las 
zonas. El tamaño y profundidad de los árboles podrá diferir, ya que la conformación 
de los mismos se realiza por distancias locales entre zonas, no por distribución 
equitativa entre árboles. 
Proceso de Información al Bosque 














1 Crear arista 5-9 (valor 4)
2 Crear arista  1-9 (valor 34)
3 Descartar arista 1-5 (valor 36) por crear un ciclo
4 Crear arista 1-2 (valor 38)
5 Descartar arista 1-12  (valor 40) por superar el numero de aristas
6 Crear arista 2-12 (valor 24)
… El resto de aristas se descartan por crear bucles
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Una vez tiene claro donde se sitúa cada zona el emisor principal deberá indicar a 
los miembros de cada zona donde se encuentran dentro del bosque. Para ello realizará 
lo siguiente: 
1. Informar a los vecinos. El emisor indicará a sus vecinos (si existen) la 
configuración de la zona 1. Esto se realizará mediante un proceso similar a la 
del punto 3. 
2. Informar de su posición en el árbol a cada zona. Por cada zona el emisor 
enviará un mensaje de tipo INFO a los miembros de la zona. Para ello 
enviará un mensaje a uno de los miembros de la zona con los datos: 
operation=INFO, flags=RELIABLE|ZONE y dstPeerID=ALL. En el 
contenido del mensaje aparecerán la información sobre distintas zonas: 
• La zona emisora. Es la zona que aparece con un valor de parentID 
igual a 0. Es la zona raíz del árbol asignado. 
• La zona del peer. Es la zona cuyo zoneID coincide con el zoneID 
del nodo. En ella se indica quien es el padre y cuantos vecinos de 
zona hay.  
• Las zonas hijas. Son las zonas cuyo parentID coincide con el 
zoneID del nodo. 
Además, de la zona emisora, de la zona padre y de las zonas hijas se definirá al 
menos un nodo representativo de cada zona. 
3. Difusión de la información en la zona. El miembro que reciba el mensaje 
(así como el emisor principal en su zona) difundirá el mismo en su zona y 
recogerá el asentimiento del resto de vecinos. Cuando todos hayan 
confirmado la lectura se enviará una contestación al emisor. 
2.4   Fase de Transferencia 
Terminada la fase de conexión cada nodo conoce los siguientes datos: 
• Cuál es su peerID. 
• Cuál es su zoneID. 
• Quién es el emisor principal. 
• Quién es el emisor de su zona. 
• Cuántos vecinos de zona tengo. 
• Los datos de varios de sus vecinos (potencialmente todos). 
• Cuál es mi zona padre y al menos un nodo de esa zona. 
• Cuáles son mis zonas hijas y al menos un nodo de cada zona. 
Para la transmisión los datos son fraccionados en bloques de tamaño fijo. Todos los 
bloques tendrán el mismo tamaño excepto el último que podrá ser menor. El tamaño 
de bloque definido para datos es de 1024 bytes. 
Cada bloque de datos irá identificado por su número de secuencia (dataID) que 
empezará en 0. 
La transferencia funciona básicamente a dos niveles: la transferencia entre zonas 
(protocolo inter-zona) y la difusión entre vecinos de una zona (protocolo intra-zona). 
El protocolo inter-zonas establece cómo distribuir la información entre zonas, 
desde el emisor hasta las zonas hoja. A grandes rasgos el protocolo actúa de la 
siguiente forma: 
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• Cuando hay un bloque de datos disponible en el emisor este lo difunde en su 
zona y posteriormente selecciona un nodo de cada zona hija y le envía una 
copia de los datos. 
• Cuando un nodo recibe un paquete de datos de un nodo de otra zona lo 
difunde en su zona y lo retransmite también a las zonas hijas. 
• Los miembros de cada zona envían paquetes de confirmación a la zona padre 
indicando la información recibida. 
• En caso de considerarlo necesario una zona puede reenviar un paquete de 
datos a una zona hija asumiendo que esta no ha recibido un paquete. 
En el protocolo inter-zonas la individualidad de los componentes de la zona no es 
importante. Cuando una zona envía datos a otra zona decide a que nodo de la zona se 
lo envía. El criterio de selección dependerá de la implementación y podría ser desde 
aleatorio hasta basado en el rendimiento de cada nodo. 
El protocolo intra-zona define cómo se realiza la difusión de la información dentro 
de una zona. Es aquí donde reside una de las principales ventajas del protocolo ya que 
esta difusión se realiza mediante multicast o broadcast. La difusión sólo tiene un par 
de excepciones: si sólo hay un nodo en la zona no se realiza la difusión y si sólo hay 
un vecino más los datos se envían directamente por unicast 
Buffer de Transferencia 
Para realizar la transferencia cada nodo utilizará un buffer de bloques de datos o 
buffer de transferencia. El protocolo no establece el tamaño del buffer, de forma que 
cada nodo decidirá el tamaño del buffer, en función de los recursos de cada 
dispositivo. En el buffer de transferencia se gestiona la ordenación de los bloques de 
datos y también se utiliza de almacén temporal de la información hasta que las 
aplicaciones de usuario lean el contenido del flujo de información. Evidentemente 
cuanto mayor sea el buffer de transferencia más se favorece el proceso de 
transmisión. 
El buffer actúa como una ventana deslizante que recorre todos los bloques del flujo 
de información. En todo momento vendrá caracterizado por el primer bloque del 
buffer (buffer.first) y su tamaño (buffer.size). Al primer bloque que se encuentra fuera 
del buffer lo definiremos como buffer.out=buffer.first+buffer.size. En la fig. 44 el 
buffer que se muestra tiene como datos: buffer.first=13, buffer.size=10 y 
buffer.out=23. Según avance la comunicación el buffer se irá despazando hacia la 
derecha, incrementando el valor de buffer.first y por lo tanto de buffer.out. 
 
Fig. 44. Ejemplo de buffer de transferencia. 
Buffer de Transferencia
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Dentro del buffer de transferencia podremos tener bloques que ya hemos recibido y 
huecos donde aun no se ha recibido ningún bloque. 
Las aplicaciones actuarán de dos únicas maneras con el buffer: los emisores 
escribirán sobre él y los receptores leerán de él. El siguiente bloque sobre el que se va 
a leer o escribir lo denominaremos buffer.process. Por lo tanto todos los bloques antes 
de buffer.process ya han sido escritos (emisor) o leídos (receptor). Los nodos de 
soporte no gestionan ningún buffer.process. Antes de buffer.process no existirá 
ningún hueco en el buffer. Evidentemente siempre se cumple que: 
buffer.first <= buffer.process <= buffer.out 
El emisor sólo podrá escribir en el buffer si el bloque que indica buffer.process está 
dentro del buffer (< buffer.out) y es un bloque vacío y un receptor sólo podrá leer de 
un bloque cuando en este existan datos. Las operaciones de lectura y escritura son 
destructivas, es decir, una vez realizado se incrementa buffer.process y la aplicación 
ya no se tiene acceso al bloque anterior. Cuando una aplicación no puede escribir o 
leer quedará a la espera de que se actualice el buffer al igual que en TCP. 
A un nodo irán llegando diversos bloques de datos de forma que en un momento 
dado tendremos una combinación de datos y huecos en el mismo. De todos los 
bloques hay dos que nos interesan principalmente: buffer.recovery que es el primer 
hueco del buffer y buffer.next que es el último hueco del buffer que no tiene a su 
izquierda otro hueco. Todos los bloques antes de ack han sido recibidos y next es el 
bloque posterior al mayor bloque almacenado en el buffer. En el caso de un emisor 
ack y next siempre son iguales a process. 
Estos dos bloques separan el buffer en tres zonas que denominaremos: ventana de 
envío y procesado, ventana de recuperación y reordenación y ventana de 
recepción. Las ventanas se ilustran en la fig. 45. 
La ventana de envío y procesado, delimitada entre buffer.first y buffer.recovery, es 
la zona primera de la ventana donde sólo existen bloques con dato. Es en esta ventana 
donde se realiza el envío o reenvió de bloques de información y donde se realiza el 
procesado de los datos (escritura en el caso de los emisores y lectura en el caso de los 
receptores), es decir que buffer.process siempre se mueve a lo largo de esta ventana. 
La ventana de envío y procesado puede tener un tamaño cero o ser tan grande como el 
buffer de transferencia. 
 
Fig. 45. Estructura del buffer de transferencia. 
La ventana de recuperación y reordenación es la zona del buffer donde tenemos 
alternancia entre bloques de datos y huecos. Está delimitada por buffer.ack y por 
buffer.next. Los huecos que presenta esta ventana son debidos, bien a la llegada de 
Buffer de Transferencia











Bloques fuera de 
la transferencia
ackfirst next out
Bloque sin datos Bloque con datos
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paquetes desordenados, bien a la pérdida de algunos paquetes. Según se van 
completando estos huecos el valor de buffer.ack avanza haciendo crecer la ventana de 
envío y procesado y decrecer la ventana de recuperación y reordenación. Esta 
ventana también puede tener un tamaño que va desde cero al total del buffer de 
transferencia. 
Por último encontramos la ventana de recepción. Esta ventana es la zona del buffer 
donde el nodo espera y puede recibir datos. La ventana de recepción comienza pues 
en buffer.next y finaliza en buffer.out. Según se van recibiendo datos en el buffer 
buffer.next va avanzando hacia la derecha, siempre detrás del mayor paquete recibido. 
Con ello la ventana de recepción se va acortando, permitiendo recibir menos bloques 
de datos. La única manera de expandir la ventana de recepción es por la derecha, 
incrementando el valor de buffer.out al deslizar todo el buffer. Por lo tanto, dado que 
el tamaño del buffer es fijo, la única manera de incrementar la ventana de recepción 
es hacer avanzar el propio buffer (incrementar buffer.first). 
Así pues la ventana de recepción de un nodo dependerá del tamaño del buffer y de 
su situación cambiante. Si el buffer se va llenando pero su inicio no avanza la ventana 
de recepción se irá acortando. 
Llegados a este punto hay que decidir como avanza el buffer de transferencia. Un 
nodo sólo podrá descartar un bloque de datos del buffer (avanzando buffer.first) si el 
bloque cumple las siguientes dos condiciones: 
• El bloque ya ha sido procesado (leído) por el módulo de aplicación, es decir 
que el bloque está por detrás de buffer.process. Esto sólo es aplicable a 
nodos que no sean emisores. 
• Nos hemos asegurado que todos los miembros del subárbol ya tienen ese 
bloque y que, por lo tanto, ya no es necesario recuperarlo reenviándoselo a 
ningún otro nodo del subárbol. Para ello definiremos el concepto de 
subtreeAck. Todo bloque de datos por debajo de subtreeAck serán bloques 
que un nodo sabe a ciencia cierta que todos los miembros de su subárbol 
(incluido él) ya lo han recibido. 
Por lo tanto cada vez que se modifique el valor de buffer.process (al leer un 
paquete) o subtreeAck se podrá actualizar buffer.first mediante la fórmula: 
buffer.first = min(buffer.process, subtreeAck) 
Los valores de buffer.process y subtreeAck siempre se moverán en la ventana de 
envío y procesado. El valor de buffer.process se incrementará según la aplicación 
vaya leyendo información y el valor de subtreeAck se calculará en función de los 
datos recibidos por otros nodos. 
Cada nodo informará a otros nodos vecinos de su zona del estado de su buffer de 
transferencia. Para ello con cada paquete intra-zona en la cabecera MDCTP se 
incluirán los datos de buffer.ack, buffer.next y buffer.out en los campos ack, next y 
out respectivamente. Con ello el nodo indicará que paquetes ya tiene (ack), cual es el 
siguiente que espera recibir (next) y hasta donde puede recibir (out). 
Esto permitirá a un nodo tener una estimación (dado que sólo recibe un paquete de 
un vecino cada cierto tiempo) de la situación del buffer de transferencia de todos sus 
vecinos. 
Según vaya completando la información que tiene un nodo sobre los distintos 
valores ack de sus vecinos podrá hacerse una idea de que paquetes han sido recibidos 
por todos los miembros de la zona. Llamaremos a este valor zoneAck y será el 
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mínimo ack de todos los vecinos. El valor de zoneAck también es una estimación y se 
irá recalculando según un nodo va recibiendo paquetes de sus vecinos. La estimación 
de zoneAck de dos vecinos distintos puede no coincidir si éstos no han recibido los 
mismos paquetes. 
De la misma manera un nodo podría calcular que paquetes se pueden aceptar 
dentro de la zona, es decir que paquetes están dentro de la ventana de recepción de 
todos los miembros de la zona. Esta ventana de recepción de la zona empezaría en 
zoneNext (el valor next máximo de todos los vecinos) y acabaría con zoneOut (el 
valor mínimo de todos los out de los vecinos). 
Las ventanas de la zona estarán limitadas pues por zoneAck, zoneNext y zoneOut. 
Dado que una zona recibe bloques de datos de la zona padre es importante que los 
nodos de la zona hija informen a los nodos de la zona padre de cuál es su zoneOut, de 
forma que no se envíen paquetes que no se puedan almacenar. 
Además, para que pueda avanzar el ack de la zona padre, las zonas hijas también 
deben informar a la zona padre qué paquetes ya han sido recibidos en todos los nodos 
del subárbol (subtreeAck). 
Por ello en los paquetes inter-zonas se envía la información de subtreeAck, 
zoneNext y zoneOut en los campos ack, next y out respectivamente. Con ello los 
nodos de una zona pueden calcular su propio subtreeAck que será el mínimo entre su 
zoneAck y los subtreeAck recibidos de sus zonas hijas. 
De esta manera todos los nodos tienen la información de sus propias  ventanas y 
una estimación de: 
• Las ventanas de sus vecinos. 
• Las ventanas de su zona. 
• Las ventanas de sus zonas hijas. 
Los límites de las ventanas estimadas siempre serán menores que los límites reales. 
Para un nodo el cálculo de su subtreeAck es importante ya que como vimos es uno 
de los parámetros que permite desplazar el buffer de transferencia. 
Proceso de Transferencia 
Cuando un nodo tiene un nuevo bloque de datos para transmitir, bien porque lo ha 
recibido de un nodo de su zona padre, bien porque es el emisor y desde la capa de 
aplicación se ha enviado información, el nodo tiene que coordinar los siguientes tres 
pasos: 
• Difundir la información en su zona. 
• Retransmitir la información a las zonas hijas. 
• Confirmar la recepción al padre. 
La transferencia del bloque de datos dentro de cada zona se realiza mandando un 
paquete de datos intra-zona mediante difusión. 
Una vez difundido el paquete se enviará una copia del mismo a cada una de las 
zonas hijas de su zona. Para realizar esto se seleccionará aleatoriamente un nodo de 
cada zona hija y se le reenvía el paquete de datos. 
Cuando los nodos seleccionados de las zonas hijas reciban los paquetes éstos 
volverán a realizar el mismo proceso de difundir el paquete en la zona y de reenviarlo 
a sus zonas hijas. 
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Cuando en una zona se recibe un paquete de datos de otra zona se contesta 
mediante un ACK al padre para confirmar su recepción. 
De esta manera en el árbol se producirán dos flujos de información: uno que va del 
emisor a las zonas hoja de paquetes tipo DATA y otro flujo de confirmación con 
paquetes ACK que va de las hojas al emisor (ver fig. 46). 
 
Fig. 46. Flujos de datos y confirmaciones en el árbol de zonas. 
Vamos a ver paso a paso como se comportaría un nodo cada vez que reciba un 
paquete. 
En estos casos consideraremos que el nodo que envía el paquete que desencadena 
la acción es peerA y el que recibe el paquete es peerB. 
Acciones comunes en la recepción de paquetes 
Siempre que se recibe un paquete de un nodo lo primero que se realiza es 
comprobar si el nodo está en la lista de nodos. Si no es así peerB registra a peerA en 
su conjunto de nodos, ampliando la información que tiene sobre el resto de nodos de 
la sesión. 
Si el paquete enviado es de tipo intra-zona lo que se hace es actualizar las 
estimaciones almacenadas del vecino peerA. Para ello se utilizan los campos ack, next 
y out del paquete. Si alguno de estos valores cambia también se recalcula las 
estimaciones de ventanas para la zona. Si cambia zoneAck también se recalcula 
subtreeAck. 
Si el paquete enviado es de tipo inter-zonas el nodo peerB actualiza la información 
de subtreeAck (en el campo ack) de zoneOut (en el campo out) y de zoneNext (en el 
campo next), para la zona de la que proviene el paquete. 
Emisión de datos 
Durante el proceso de transferencia, en un momento dado, un nodo podrá disponer 
de un nuevo bloque de datos. Esto puede ocurrir por dos cosas: es el nodo emisor y la 
aplicación ha escrito datos hasta completar un bloque, se han recibido datos de la zona 
padre (un reenvió). 
En el caso de que sea el emisor el que tiene el bloque de datos los pasos que debe 
realizar son los siguientes: 
1. Seleccionar un vecino como responsable del bloque. El emisor 
seleccionará al azar entre todos los miembros de la zona quien será el nodo 
responsable del bloque de datos. El propio emisor será uno de los posibles 
DATA
ACK
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candidatos a responsable del bloque. Con ello la responsabilidad de los 
bloques, y por lo tanto su corrección en caso de error, se reparte entre todos 
los vecinos de la zona. El emisor registrará en su buffer de transferencia al 
nodo responsable del bloque a emitir. 
2. Difundir el bloque en la zona. El emisor difundirá en la zona el bloque de 
datos indicando en dstPeerID el identificador del nodo responsable 
seleccionado. 
Cuando los vecinos de la zona de emisión reciban dicho paquete (lo detectarán 
porque es un paquete con la operación DATA, el flag ZONE desactivado y enviado 
por el emisor) realizarán los siguientes pasos: 
1. Almacenar el paquete. Si el paquete está dentro del buffer de transferencia 
del nodo será almacenado indicando como responsable del mismo el peer 
indicado en dstPeerID. 
2. Reenviar el paquete (sólo el nodo responsable). Si el nodo que recibe el 
paquete es el nodo asignado como nodo responsable este reenviará el 
paquete a las zonas hijas, seleccionando para ello un nodo aleatorio de cada 
zona. 
Reenvío de datos entre zonas 
Una vez el dato ha sido difundido dentro de la zona raíz el nodo responsable (peerA) 
será el encargado de reenviarlo a las zonas hijas. Cuando el dato llega a un nodo de 
una zona hija (el paquete tendrá la operación DATA y el flag ZONE activo) el nodo 
que recibe el dato (peerB) realizará los siguientes pasos: 
1. Almacenar el paquete. Si el paquete está dentro del buffer de transferencia 
de peerB se almacena, si no se descarta. 
2. Registrar responsabilidad del paquete. El nodo peerB anota en el buffer de 
transferencia que es el nodo responsable del paquete recibido. El nodo 
responsable será el encargado natural de la recuperación de este paquete en 
caso de que un vecino no lo haya recibido. 
3. Seleccionar un nodo delegado. De entre todos los vecinos (a no ser que sea 
miembro único de la zona) peerB seleccionará aleatoriamente un vecino 
(peerC). Este vecino será el responsable de contestar a la zona padre en vez 
del peerB y se denominará nodo delegado. De esta forma los miembros de la 
zona padre podrán ir descubriendo a los miembros de sus zonas hijas. 
4. Difundir el paquete de datos en la zona (si hay vecinos). Si peerB tiene 
vecinos en la zona difundirá a todos los vecinos el paquete de datos recibido, 
indicando además las ventanas actuales del nodo. Como destinatario en 
dstPeerID no se indicará ALL sino el identificador del nodo delegado 
(peerC), de forma que éste sepa que ha sido seleccionado para confirmar al 
padre. 
5. Contestar a la zona padre (si es miembro único de la zona). Si peerB es el 
único miembro de la zona este será el encargado de confirmar la recepción 
del paquete a la zona padre. La confirmación será un paquete ACK mandado 
a un miembro aleatorio de la zona padre. 
6. Reenviar los datos a las zonas hijas. Por último peerB reenviará el bloque 
de datos a cada zona hija (si se tiene). Antes del envío comprobará que el 
paquete esté dentro de la ventana del subárbol, si no esperará a que avance. 
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Para realizar el reenvío se selecciona aleatoriamente un nodo de dicha zona. 
Cuando este nodo reciba dicho dato realizará estos mismos pasos para seguir 
distribuyendo la información hacia abajo en el árbol. 
Procesado de datos de un vecino de la zona 
Cuando se recibe un paquete de un nodo peerA (nodo que posiblemente difunde la 
información en la zona) en el nodo peerB con la operación DATA y el flag ZONE 
desactivado (peerA y peerB son vecinos de zona) se realizan los siguientes pasos: 
1. Almacenar el bloque de datos. El nodo peerB almacena el bloque de datos 
en su buffer de transferencia. 
2. Registrar nodo responsable. En el buffer se indicará como nodo 
responsable a peerA, excepto en el caso de que el que envía el dato sea el 
emisor, que el responsable del paquete será peerB. 
3. Comprobar nodo seleccionado. Se analiza el campo peerDstID. Si dicho 
campo no coincide con el identificador del peerB se termina el proceso, si no 
continuamos. 
4. Confirmar a la zona padre (sólo si soy el nodo seleccionado). El nodo 
peerB envía un paquete ACK a la zona padre. Para ello selecciona 
aleatoriamente un miembro de dicha zona y le envía el paquete ACK por 
unicast. 
Al igual que con los paquetes de datos los paquetes ACK también son difundidos 
en la zona, de forma que la información aportada por la zona hija esté disponible a 
todos los vecinos de la zona padre. En concreto el nodo que recibe el paquete ACK de 
la zona hija indica en el cuerpo del paquete el identificador de dicha zona y los datos 
que ha obtenido en ack, next y out. 
Detección de nodos y zonas desaparecidas 
Uno de los aspectos importantes a tener en cuenta en el proceso de transferencia es 
determinar cuándo un nodo de la sesión desaparece inesperadamente de la misma. 
Si el resto de los nodos de la sesión no detectaran que un nodo a caído, no irán 
actualizando su ACK y por lo tanto no avanzará el ACK de la zona (zoneAck) ni del 
subárbol (subtreeAck), por lo que se llenarían los buffers y se detendría la 
comunicación. 
Para evitar que esto ocurra los nodos de la sesión tienen que garantizar el envío de 
al menos un paquete de información cada cierto tiempo (tiempo máximo de envío). 
Cada nodo almacena el momento en el que difundió un paquete en la zona, si se 
sobrepasa el tiempo máximo de envío sin mandar otro paquete el nodo difundirá un 
paquete STATUS en la zona. El tiempo máximo de envío está establecido por defecto 
en un segundo. 
Los paquetes de estado (con el campo operation a STATUS) son paquetes sin 
cuerpo que simplemente revalidan la permanencia del nodo en la zona. 
Por otra parte todos los nodos registrarán cuando fue la última vez que recibieron 
un paquete de cada vecino. Si el tiempo pasado desde la recepción del último paquete 
supera un determinado umbral (tiempo máximo de espera) se asume que el nodo 
está muerto y se elimina de la lista de vecinos, recalculando las ventanas de zona. El 
tiempo de espera está establecido por defecto en 5 veces el tiempo de envío (5 
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segundos) lo cual permite a un nodo perder hasta 4 paquetes de un vecino sin que ello 
provoque una falsa muerte. El nodo que detecta un vecino muerto informa al resto 
mediante la operación DEL, que se envía de forma confiable a los vecinos, a la zona 
padre, a las zonas hijas y al emisor principal. 
Además de permitir la detección de muertes inesperadas, los paquetes de estado 
permiten a los vecinos de la zona actualizar los datos de ventana del resto de nodos, 
agilizando el desplazamiento de las ventanas de zona. 
Otra circunstancia que puede ocurrir durante el proceso de transmisión es que una 
zona desparezca completamente, es decir, que mueran todos los nodos de dicha zona. 
Para detectar estas situaciones los nodos también mantienen unos tiempos 
máximos de espera para las zonas padre e hijas. Si se cumplen uno de estos umbrales 
se asume que la zona al completo ha fallado. 
Para renovar la vida de las zonas cuando un nodo va a enviar un paquete STATUS 
envía también un paquete STATUS a las zonas padre e hijas. Esto lo realiza con una 
probabilidad inversamente proporcional al número de vecinos de forma que no se 
saturen las otras zonas. Por ejemplo, un nodo de una zona con 5 vecinos sólo mandará 
el paquete STATUS un 20% de las veces (1/5). 
El primer nodo que detecte la muerte de una zona informa a sus vecinos de ello y 
posteriormente le indica al emisor principal el error mediante paquetes de tipo 
ZONEDEL. El emisor principal elimina la zona indicada y realoja las zonas en el 
árbol mediante operaciones INFO a las zonas implicadas. 
El emisor principal reordena el árbol de la siguiente manera: 
• Si la zona caída es una zona hoja simplemente se elimina. 
• Si la zona caída es una zona intermedia se localiza la zona hoja de esa zona 
con menor distancia al padre de la zona caída y se sustituye por esta.  
Evidentemente si la zona caída es la raíz el proceso de comunicación termina para 
todos los nodos. 
Corrección local 
Uno de los aspectos claves en el proceso de comunicación, principalmente en el 
caso de sistemas con múltiples nodos implicados es detectar y corregir los bloques de 
datos perdidos. 
En el protocolo se realizan labores de corrección tanto a nivel local de una zona 
como entre zonas. 
Cuando un nodo (peerB) recibe un paquete cualquiera de un vecino (peerA) de su 
zona (paquete con flag ZONE desactivado) intenta detectar fallos en la recepción de 
paquetes de peerA para realizar una corrección de dichas pérdidas. 
Para ello peerA consulta los datos de ack y next del paquete. Si son distintos 
significa que ack apunta a un hueco en su secuencia. 
Si peerB es el nodo responsable del paquete perdido lo reenviará inmediatamente 
por difusión, de forma que si hay más de un nodo que no lo recibió lo pueda 
recuperar. En ese paquete DATA no se indicará ningún nodo responsable ya que es 
una recuperación local y no hay que confirmar con una ACK al padre. 
Si no es el responsable del paquete pero sí que dispone del mismo no lo reenvía, 
asumiendo que será el responsable de bloque el que realizará el reenvío. Llegados a 
este punto cabe la posibilidad de que el nodo responsable del bloque no pueda 
contestar en ese momento (está ocupado, caído o simplemente no recibió el paquete 
donde peerA indicaba su hueco). Para que otro nodo  pueda recuperar el dato perdido 
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se actúa como se indica a continuación. Cuando los vecinos de una zona reciben un 
paquete donde detectan un hueco en la secuencia (next > ack) incrementan un 
contador de recuperación local asociado al paquete perdido. Si en algún momento se 
recibe un bloque de datos (posiblemente por parte del responsable del bloque) se 
inicializa a 0 el contador de recuperación local. Posteriormente, cuando un nodo 
tiene el testigo (un nodo tiene el testigo cuando recibe un paquete dirigido a el, es 
decir dstPeerID es su identificador) comprueba si el contador supera un determinado 
valor y si es así lo reenvía. El umbral por defecto es 5. 
En otros casos es posible que ningún vecino de la zona tenga ese bloque por lo que 
no se podrá realizar una corrección local del mismo. 
Corrección inter-zonas 
Cuando un nodo (el nodo responsable) envía un bloque de datos a una zona hija es 
posible que dicho bloque no llegue a la zona, bien porque no llegue al nodo 
destinatario, bien porque llegue al nodo pero éste muera antes de poder reenviarlo. 
En esos casos es la zona padre la responsable de corregir el bloque perdido. Para 
ello, cuando un nodo va a mandar un paquete al bloque padre, en el caso de que el 
contador de recuperación local haya superado el umbral el nodo no tenga el paquete 
indicará en el campo next del paquete el valor de dicho bloque perdido. En otro caso 
next será igual a ack, indicando que no se espera ninguna corrección. 
Cuando el nodo que recibe el paquete de la zona hija observa que next  es mayor 
que ack, asume que en la zona hija nadie tiene el bloque indicado en next. 
2.5  Fase de Cierre 
Durante el proceso de comunicación cualquiera de los nodos podrá dar por finalizada 
la transferencia. La finalización de la transferencia se realiza mediante la función 
close del API. En este sentido el cierre de la comunicación será interpretado de 
distinta manera en función de si el cierre lo realiza un emisor u otro nodo. 
Cierre por parte del emisor 
Dado que el emisor es el único que dispone de la información a transmitir estará 
realizando llamadas a write mientras tenga información disponible. En el momento 
que ya no se disponga de más información invocará a la función close para indicar 
que la transmisión finaliza.  Internamente la función close garantizará que toda la 
información llega al resto de nodos de forma que se garantice la confiabilidad. 
Una vez la transferencia esté cerrada, y se hayan emitido todos los bloques de 
datos en el resto de paquetes que se manden tendremos el  flag CLOSE activo. Según 
el resto de nodos vayan recibiendo estos paquetes, al detectar el flag CLOSE activo 
asumirán que ya no hay más bloques de datos a partir del indicado en el campo next 
del paquete. 
A partir de ese momento el emisor quedará a la espera de que los paquetes 
confirmados para su subárbol (el valor de su subtreeACK) sea igual al del número de 
bloques enviados. 
Cierre por parte de un nodo no emisor 
Si el cierre (la llamada a close) es realizada por un nodo que no es el emisor, 
asumimos que dicho nodo quiere abandonar la comunicación, sin que ello suponga la 
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finalización del proceso general, es decir, el nodo abandona la sesión y el resto de 
miembros continúan con el proceso. 
En este caso cuando un nodo invoca a close las tareas que se realizan son similares 
a las realizadas por un nodo cuando detecta que un vecino ha muerto, pero de forma 
controlada. De esta manera el nodo que cierra la conexión avisaría al resto de vecinos, 
a las zonas padre e hijas y al emisor principal de su salida mediante una operación 
PEERDEL. En caso de que fuera el único vecino de su zona realizaría una operación 
ZONEDEL. 
3   Conclusiones 
En este trabajo se ha propuesto un protocolo de transporte basado en mecanismos de 
transferencia colaborativa que aporta las siguientes características: 
• La transmisión de la información se realice de forma escalable, sin importar 
el tamaño de la información o el número de destinatarios de la misma. 
• Evita saturaciones en la red, haciendo que el sistema de gestión tenga un 
bajo impacto sobre la red que gestiona. 
• Aprovecha al máximo los recursos de la red, incorporando al proceso de 
transferencia elementos de soporte que faciliten la transmisión y aumenten 
los ratios de escalabilidad y tolerancia a fallos. 
Referencias 
1. Hawa, M (2008). A measurement study of shared content on peer-to-peer networks. 
International Symposium on Performance Evaluation of Computer and 
Telecommunication Systems, SPECTS 2008. pp 277 – 284. 
2. Song Wu, Hai Jin, Kang He, Zongwei Luo  (2006). A Data Transfer Scheme of Grid 
Workflow Based on Weighted Directed Graph. Fifth International Conference on 
Grid and Cooperative Computing Workshops, 2006. GCCW '06. pp. 491-495. 
3. Lei Guo, Songqing Chen, Zhen Xiao, Enhua Tan, Xiaoning Ding, Xiaodong Zhang 
(2007). A performance study of BitTorrent-like peer-to-peer systems. IEEE Journal 
on Selected Areas in Communications. Vol. 25, isuue 1, pp. 155 – 169. 
4. Guanghui Zhao, Chunli Wang, Dan Liu, Chengming Zou  (2009). Research and 
Implementation of Data Transfer in Grid. International Conference on Future 
Computer and Communication, 2009. FCC '09. pp. 12-15. 
5. Radic, B., Kajic, V., Imamagic, E. (2007). Optimization of Data Transfer for Grid 
Using GridFTP. 29th International Conference on Information Technology 
Interfaces, 2007. ITI 2007. pp. 709-715. 
 
