Abstract. In this paper we prove existence results for first and second order semilinear impulsive differential inclusions in Banach spaces.
Introduction
In this paper, we shall be concerned with the existence of mild solutions for first and second order impulsive semilinear differential inclusions in a real Banach space. First, we consider first order impulsive semilinear differential inclusions of the form, y (t) ∈ Ay(t) + F (t, y(t)), a.e. t ∈ J, t = t k , k = 1, . . . , m, (1.1) ∆y| t=t k = I k (y(t Finally, in Section 6 we consider second order impulsive semilinear differential inclusions.
. < t m < t m+1 = b are fixed points of impulses, F : J × E → P(E) is a multivalued map (P(E) is the family of all nonempty subsets of E), A: D(A) ⊂ E → E is the infinitesimal generator of a family of semigroup T (t) such that t ≥ 0, a ∈ E, I k ∈ C(E,
IVPs (1.1)-(1.3) and (1.4)-(1.6) was studied in the literature under growth conditions on F . For example the IVP (1.1)-(1.3) was studied in [4] under the following growth assumption: (H) F (t, u) := sup{|v| : v ∈ F (t, u)} ≤ p(t)ψ(|u|) for almost all t ∈ J and all u ∈ E, where p ∈ L 1 (J, R + ) and ψ: R + → (0, ∞) is continuous and increasing with ∞ dτ ψ(τ ) = ∞.
Here by using the ideas in [1] we obtain new results if instead of (H) we assume the existence of a maximal solution to an appropriate problem. Our results in Sections 4 to 6 are new even if the problems have no impulses.
Preliminaries
In this section, we introduce notations, definitions, and preliminary facts that are used throughout this paper.
Let (X, d) be a metric space. We use the notations:
P (X) = {Y ∈ P(X) : Y = ∅}, P cl (X) = {Y ∈ P (X) : Y is closed}, P b (X) = {Y ∈ P (X) : Y is bounded}, P c (X) = {Y ∈ P (X) : Y is convex}, P cp (X) = {Y ∈ P (X) : Y is compact}. G is said to be completely continuous if G(B) is relatively compact for every B ∈ P b (X). If the multivalued map G is completely continuous with nonempty compact values, then G is u.s.c. if and only if G has a closed graph (i.e. x n → x * , y n → y * , y n ∈ G(x n ) imply y * ∈ G(x * )). G has a fixed point if there is x ∈ X such that x ∈ G(x). The fixed point set of the multivalued operator G will be denoted by Fix G.
A multivalued map G: X → P(X) is convex (closed) valued if G(x) is convex (closed) for all x ∈ X. G is bounded on bounded sets if G(B)
A multivalued map N : J → P cl (E) is said to be measurable, if for every y ∈ E, the function t → d(y, N (t)) = inf{|y − z| : z ∈ N (t)} is measurable. For more details on multivalued maps see the books of Aubin and Cellina [3] , Deimling [7] , Górniewicz [10] and Hu and Papageorgiou [13] .
Let E be a Banach space and B(E) be the Banach space of linear bounded operators. Definition 2.1. A semigroup of class (C 0 ) is a one parameter family {T (t) : t ≥ 0} ⊂ B(E) satisfying the conditions:
A semigroup of bounded linear operators T (t), is uniformly continuous if
We note that if a semigroup T (t) is class (C 0 ), then we have the growth condition:
βt , for 0 ≤ t < ∞, with some constants M > 0 and
If, in particular M = 1 and β = 0, i.e. T (t) B(E) ≤ 1, for t ≥ 0, then the semigroup T (t) is called a contraction semigroup (C 0 ). Definition 2.2. Let T (t) be a semigroup of class (C 0 ) defined on E. The infinitesimal generator A of T (t) is the linear operator defined by
where
Proposition 2.3. The infinitesimal generator A is a closed linear and densely defined operator in
It is well known ( [17] ) that the operator A generates a C 0 semigroup if A satisfies
where ρ(A) is the resolvent operator set of A and I is the identity operator.
for all |u| ≤ ρ and for a.e. t ∈ J.
First order semilinear impulsive differential inclusions
In order to define the solutions of the above problems, we shall consider the spaces P C(J, E) = {y: J → E | y(t) is continuous everywhere except for some t k at which y(t − k ) and y(t
Evidently, P C(J, E) is a Banach space with the norm
It is also clear that P C 1 (J, E) is a Banach space with the norm
We study the existence of solutions for problem (1.1)-(1.3) when the right hand side has convex or nonconvex values. We assume first that F : J ×E → P (E) is a compact and convex valued multivalued map.
Let us start by defining what we mean by a mild solution of problem (1.1)-(1.3). We denote by J 0 = [0,
For the multivalued map F and for each
For convenience we write S F,y for S F,y,0 . Our first existence result for the IVP (1.1)-(1.3) is the following.
Theorem 3.1. Assume that:
for almost all t ∈ J and all u ∈ E; (c) g(t, x) is nondecreasing in x for a.e. t ∈ J; (d) the problem Proof. The proof is given in several steps.
Step 1. Consider the problem (
We transform this problem into a fixed point problem. A solution to (3.1)-(3.2) is a fixed point of the operator G 0 :
We shall show that G 0 is a completely continuous multivalued map, u.s.c. with convex values. The proof will be given in several steps.
This is obvious, since F has convex values.
Claim 2. G 0 maps bounded sets into bounded sets in C(J 0 , E).
Indeed, it is enough to show that there exists a positive constant such that for each h ∈ G 0 (y), y ∈ B q = {y ∈ C(J 0 , E) : y = sup t∈J0 |y(t)| ≤ q} one has h ≤ . If h ∈ G 0 (y), then there exists v ∈ S F,y such that for each t ∈ J 0 we have
Thus, for each t ∈ J 0 , we get
here h q is chosen as in Definition 2.4. Then for each h ∈ G 0 (B q ) we have
Claim 3. G 0 sends bounded sets in C(J 0 , E) into equicontinuous sets.
We consider B q as in Claim 2 and let h ∈ G 0 (y) for y ∈ B q . Let ε > 0 be given. Now let τ 1 , τ 2 ∈ J 0 with τ 2 > τ 1 . We consider two cases τ 1 > ε and τ 1 ≤ ε.
where we have used the semigroup identities
Note equicontinuity follows since (i). T (t), t ≥ 0 is a strongly continuous semigroup and (ii). T (t) is compact for t > 0 (so T (t) is continuous in the uniform operator topology for t > 0). Let 0 < t ≤ t 1 be fixed and let ε be a real number satisfying 0 < ε < t. For y ∈ B q and v ∈ S F,y we define
is a bounded set since
and now since T (t) is a compact operator for t > 0, the set Y ε (t) = {h ε (t) : y ∈ B q and v ∈ S F,y } is relatively compact in E for every ε, 0 < ε < t. Moreover, for h = h 0 we have
Therefore, the set Y (t) = {h(t) : y ∈ B q and v ∈ S F,y } is totally bounded. Hence Y (t) is relatively compact in E.
As a consequence of Claims 2, 3 and the Arzelá-Ascoli theorem we can conclude that G 0 :
We must prove that there exists v * ∈ S F,y * such that
Consider the linear continuous operator Γ:
We have
Since y n → y * , it follows that, for some v * ∈ S F,y * ,
Let y ∈ M be such that λy ∈ G 0 (y) for some λ > 1. Then there exists v ∈ S F,y such that
This implies by our assumptions that for each t ∈ J 0 we have
Let us take the right-hand side of the above inequality as v 0 (t), then we have
Using the nondecreasing character of g (see Theorem 3.2(d)) we get
This implies that ([15, Theorem 1.10.2]) v 0 (t) ≤ r 0 (t) for t ∈ J 0 , and hence
where b 0 depends only on t 1 and on the function r 0 . This shows that M is bounded. As a consequence of the Leray-Schauder Alternative for Kakutani maps [11] we deduce that G 0 has a fixed point which is a solution of (3.1)-(3.2). Denote this solution by y 0 .
Step 2. Consider now the following problem on
is a fixed point of the operator
As in
Step 1 we can easily show that G 1 has convex values, is completely continuous and upper semicontinuous. It suffices to show that the set
is bounded. Let y ∈ M, then λy ∈ G 1 (y) for some λ > 1. Thus there exists v ∈ S F,y,1 such that
We note that |y(t
Let us take the right-hand side of the above inequality as v 1 (t), then we have
Using the nondecreasing character of g (see Theorem 3.2(c)) we get
This implies that ([15, Theorem 1.10.2]) v 1 (t) ≤ r 1 (t) for t ∈ J 1 , and hence |y(t)| ≤ b 1 = sup t∈J1 r 1 (t), t ∈ J 1 where b 1 depends only on b and on the function r 1 . This shows that M is bounded.
As a consequence of the Leray-Schauder Alternative for Kakutani maps [11] we deduce that G 1 has a fixed point which is a solution of (3.3)-(3.4). Denote this solution by y 1 .
Step 3. Continue this process and construct solutions
, is a mild solution of (1.1)-(1.3).
Next, we study the case where F is not necessarily convex valued. Our approach here is based on the Leray-Schauder Alternative for single valued maps combined with a selection theorem due to Bressan and Colombo [5] for lower semicontinuous multivalued operators with decomposable values. Theorem 3.3. Suppose that:
and for u ∈ E with |u| ≤ ρ. 
such that f (y) ∈ F(y) for all y ∈ P C(J, E), where F is the Nemitsky operator defined by
Consider the problem
It is obvious that if y ∈ P C(J, E) is a solution of the problem (3.7)-(3.9), then y is a solution to the problem (1.1)-(1.3).
Consider first the problem (3.
Transform the problem (3.10)-(3.11) into a fixed point problem considering the operator G 0 :
Let {y n } be a sequence such that y n → y in C(J 0 , E). Then there is an integer q such that y n ≤ q for all n ∈ N and y ≤ q, so y n ∈ B q and y ∈ B q . We have then by the dominated convergence theorem
Thus G 0 is continuous. Next we prove that G 0 is completely continuous by proving, as in Theorem 3.2, that G 0 maps bounded sets into bounded sets in Ω and G 0 maps bounded sets into equicontinuous sets of Ω.
Finally, as in Theorem 3.2 we can show that the set
is bounded. As a consequence of the Leray-Schauder Alternative for single valued maps we deduce that G 0 has a fixed point y which is a solution to problem (3.10)-(3.11). Denote this solution by y 0 . Continue by considering the problem in the interval J 1 = (t 1 , t 2 ] and so on as in Theorem 3.2. We omit the details.
First order semilinear impulsive functional differential inclusions
In this section we consider the problem (1.4)-(1.6). We consider the spaces
is continuous everywhere exept for some t k at which y(t − k ) and y(t 
is said to be a mild solution of (1.
We are now in a position to state and prove our existence results for the IVP (1.4)-(1.6). 
for almost all t ∈ J and all u ∈ D; (c) the problem
In addition assume that conditions (c) and (e) of Theorem 3.2 are satisfied. Then the IVP (1.4)-(1.6) has at least one mild solution.
Proof. The proof is given in several steps.
Step 1. Consider the problem (1.4)-(1.6) on [−r, t 1 ]
We transform this problem into a fixed point problem. A mild solution to (4.1)-(4.2) is a fixed point of the operator
This claim is obvious, since F has convex values.
Claim 2. G 0 sends bounded sets into bounded sets in C([−r, t 1 ], E).
Let
Thus for each t ∈ [−r, t 1 ] we get
Claim 3. G 0 sends bounded sets in C([−r, t 1 ], E) into equicontinuous sets.
We consider B q as in Claim 2 and let h ∈ G 0 (y) for y ∈ B q . Let ε > 0 be given. Now let τ 1 , τ 2 ∈ [0, t 1 ] with τ 2 > τ 1 . We consider two cases τ 1 > ε and
Note equicontinuity follows since (i). T (t), t ≥ 0 is a strongly continuous semigroup and (ii). T (t) is compact for t > 0 (so T (t) is continuous in the uniform operator topology for t > 0). The equicontinuity for the case τ 1 < τ 2 ≤ 0 follows from the uniform continuity of φ on the interval [−r, 0], and for the case τ 1 ≤ 0 ≤ τ 2 by combining the previous cases.
Let 0 < t ≤ t 1 be fixed and let ε be a real number satisfying 0 < ε < t. For y ∈ B q and v ∈ S F,y we define
As a consequence of Claims 2, 3 and the Arzelá-Ascoli theorem we can conclude that G 0 : C([−r, t 1 ], E) → P(C([−r, t 1 ], E)) is completely continuous.

Claim 4. G 0 has closed graph.
Let y n → y * , h n ∈ G 0 (y n ) and h n → h * . We shall prove that h * ∈ G 0 (y * ). Now h n ∈ G 0 (y n ) means that there exists v n ∈ S F,yn such that
It follows that Γ•S F is a closed graph operator ([16]). Also from the definition of Γ we have that h n (t) − T (t)φ(0) ∈ Γ(S F,yn ). Since y n → y * , it follows that
for some v * ∈ S F,y * .
Claim 5. The set M := {y ∈ C([−r, t 1 ], E)
: λy ∈ G 0 (y) for some λ > 1} is bounded.
This implies by our assumptions that for each t ∈ [0, t 1 ] we have
We consider the function µ 0 defined by 
If t * ∈ [−r, 0] then µ 0 (t) = φ D and the previous inequality holds. Let us take the right-hand side of the above inequality as v 0 (t), then we have
Using the nondecreasing character of g we get 
where b 0 depends only on b and on the function r 0 . This shows that M is bounded.
As a consequence of the Leray-Schauder Alternative for Kakutani maps [11] we deduce that G 0 has a fixed point which is a solution of (4.1)-(4.2). Denote this solution by y 0 .
Step 2. Consider now the following problem on 
Thus for each t ∈ J 1 we have
We consider the function µ 1 defined by
Thus in both cases we have for t ∈ J 1 that
Let us take the right-hand side of the above inequality as v 1 (t), and then we have
Using the nondecreasing character of g we get
This implies that ([15, Theorem 1.10.2]) v 1 (t) ≤ r 1 (t) for t ∈ J 1 , and hence |y(t)| ≤ b 1 = sup t∈J1 r 1 (t), t ∈ J 1 , where b 1 depends only on b and on the function r 1 . This shows that M is bounded. As a consequence of the Leray-Schauder Alternative for Kakutani maps [11] we deduce that G 1 has a fixed point which is a solution of (4.3)-(4.4). Denote this solution by y 1 .
Step 3. Continue this process and construct solutions 4)-(1.6) .
For the lower semicontinuous case we state without proof the following result.
Theorem 4.4. Suppose that the following conditions (a) F : [0, b] × D → P(E) is a nonempty, compact-valued, multivalued map
such that: 
Semilinear evolution inclusion with nondense domain
In Theorem 3.2 the operator A was densely defined. However, as indicated in 
is not dense in C([0, 1], R) with the sup-norm. See [6] for more examples and remarks concerning nondensely defined operators. We can extend the results for problem (1.1)-(1.3) in the case where A is nondensely defined. The basic tool for this study is the theory of integrated semigroups. We begin with some notations and recall some needed preliminaries. Consider the space,
. . , m and there exist
which is a Banach space with the norm
where y k is the restriction of y to J k = (t k , t k+1 ], k = 0, . . . , m, and D(A) ).
Definition 5.1 ([2])
. Let E be a Banach space. An integrated semigroup is a family of operators (S(t)) t≥0 of bounded linear operators S(t) on E with the following properties:
If A is the generator of an integrated semigroup (S(t)) t≥0 which is locally Lipschitz, then from [2] , S( · )x is continuously differentiable if and only if x ∈ D(A). In particular S (t)x := dS(t)x/dt defines a bounded operator on the set E 1 := {x ∈ E : t → S(t)x is continously differentiable on, [0, ∞)} and (S (t)) t≥0 is a C 0 semigroup on D(A). Here and hereafter, we assume that A satisfies the Hille-Yosida condition.
Let (S(t)) t≥0 , be the integrated semigroup generated by A, then one has the following. We note that, since A satisfies the Hille-Yosida condition, S (t) B(E) ≤ M e ωt , t ≥ 0, where M and ω are from the Hille-Yosida condition (see [14] ).
Theorem 5.2 ([14]). Let f : [0, b] → E be a continuous function. Then for y 0 ∈ D(A), there exists a unique continuous function
Moreover, y satisfies the following variation of constant formula:
as λ → ∞. Also from the Hille-Yosida condition (with n = 1) it easy to see that
Definition 5.3. We say that y: J → E is an integral solution of (1. 
Then the IVP (1.1)-(1.3) has at least one integral solution on J.
Step 1. Consider the problem (1. (5.4) and transform this problem into a fixed point problem by considering the oper-
Claim 2. G 0 maps bounded sets into bounded sets in C(J 0 , E).
Indeed, it is enough to show that there exists a positive constant such that for each h ∈ G 0 (y), y ∈ B q = {y ∈ C(J 0 , E) : y ≤ q} one has h ≤ . If h ∈ G 0 (y), then there exists v ∈ S F,y such that for each t ∈ J 0 we have
Thus for each t ∈ J 0 we get Claim 3. G 0 sends bounded sets in C(J 0 , E) into equicontinuous sets.
Note equicontinuity follows since (i). S (t) for t ≥ 0 is a strongly continuous semigroup and (ii). S (t) is compact for t > 0 (so S (t) is continuous in the uniform operator topology for t > 0).
and now since S (t) is a compact operator for t > 0, the set Y ε (t) = {h ε (t) : y ∈ B q and v ∈ S F,y } is relatively compact in E for every ε, 0 < ε < t. Moreover, for h = h 0 we have
As a consequence of Claims 2, 3 and the Arzelá-Ascoli theorem we can conclude that G 0 : C(J 0 , E) → P(C(J 0 , E)) is completely continuous.
Claim 4. G 0 has closed graph.
Let y ∈ M be such that λy ∈ G 0 (y) for some λ > 1. Then Let us take the right-hand side of the above inequality as v 0 (t), then we have
This implies that ([15, Theorem 1.10.2]) v 0 (t) ≤ r 0 (t) for t ∈ J, and hence
where b depends only on b and on the function r 0 . This shows that M is bounded. As a consequence of the Leray-Schauder Alternative for Kakutani maps [11] we deduce that G 0 has a fixed point which is a solution of (5.3)-(5.4). Denote this solution by y 0 . Proceed as in Theorem 3.2. We omit the details.
We state also without proof a result concerning the lower semicontinuous case for nondensely defined operators and also the two results for functional differential inclusions. 
Second order semilinear impulsive differential inclusions
In this section we study second order impulsive semilinear evolution inclusions of the form, F (t, y(t) ), a.e. t ∈ J, t = t k , k = 1, . . . , m, (6.1)
where F , I k and a are as in problem (1.1)-(1.3) , A is the infinitesimal generator of a family of cosine operators {C(t) : t ≥ 0}, I k ∈ C(E, E) and η ∈ E.
We say that a family {C(t) : t ∈ R} of operators in B(E) is a strongly continuous cosine family if
The strongly continuous sine family {S(t) : t ∈ R}, associated to the given strongly continuous cosine family {C(t) : t ∈ R}, is defined by
The infinitesimal generator A: E → E of a cosine family {C(t) : t ∈ R} is defined by
For more details on strongly continuous cosine and sine families, we refer the reader to the books of Goldstein [9] , Hekkila and Lakshmikantham [12] and Fattorini [8] .
Proposition 6.1 ([19] ). Let C(t), t ∈ R be a strongly continuous cosine family in E. Then: 
, and t ∈ J 0 the set
is relatively compact in E, where 
S(t − s)v(s) ds, v ∈ S F,y .
Claim 1. G 0 (y) is convex for each y ∈ C(J 0 , E).
Claim 2. G 0 maps bounded sets into bounded sets in C(J 0 , E).
Indeed, it is enough to show that there exists a positive constant such that for each h ∈ G 0 (y), y ∈ B q = {y ∈ C(J 0 , E) : y ≤ q} one has h ≤ . If h ∈ G 0 (y), then there exists v ∈ S F,y such that for each t ∈ J 0 we have As a consequence of Claims 2, 3, Theorem 6.3(b1) and the Arzelá-Ascoli theorem we can conclude that G 0 is completely continuous.
h(t) = C(t)a + S(t)η
Claim 4. G 0 has closed graph.
The proof is similar to that of Theorem 3.2 and we omit the details. As a consequence of the Leray-Schauder Alternative for Kakutani maps ( [11] or [10] ) we deduce that G 0 has a fixed point which is a solution of (6.6)-(6.7). Denote this solution by y 0 .
Step 2. Consider now the problem on J 1 := (t 1 , t 2 ] and so on as in Theorem 3.2. We omit the details.
For the lower semicontinuous case we state without proof the following result. It is clear that we can extend the above results to semilinear functional differential inclusions.
