Abstract. B. C. Berndt has found a transformation formula for a large class of functions, which comes from a transformation formula for a more general class of Eisenstein series. In this paper, using his formula which is 'twisted' by change of variables, we find a class of infinite series identities.
Introduction
B. C. Berndt [3] found a transformation formula(Theorem 1.1) for a large class of functions which originally comes from generalized Eisenstein series. In this paper, using his fromula, we derive identities about infinite series. Some of the results are found in the Notebooks of Ramanujan [7] or have been proved by Berndt( [2, 3] ). Specially, we obtain elegant symmetric identities(Corollary 2.4-Corollary 2.6) and find relations with sums of Bernoulli's polynomials(Corollary 2.11, Corollary 2.12).
We shall use the following notation. Let r = (r 1 , r 2 ) and h = (h 1 , h 2 ) denote real vectors. For a complex number w, the branch of the argument is given by −π ≤ arg w < π. Let e(w) = e 2πiw and let H = {τ ∈ C | Im(τ ) > 0}, the upper half-plane. For τ ∈ H and an arbitrary complex number s, define The characteristic function of the integers modulo N is denoted by λ N , i.e.,
For real x, y and Re s > 1, let
For a real number x, let {x} = x − [x], where [x] denotes the greatest integer less than or equal to x. Let V τ = V (τ ) = aτ +b cτ +d denote a modular transformation with c > 0 and c ≡ 0 (mod N ) for every τ ∈ H. The vectors R and H are defined by
and
. We now state a twist version of which theorem in Berndt's paper [3] .
Then for τ ∈ Q and all s,
where
where C is a loop beginning at +∞, proceeding in the upper half-plane, encircling the origin in the positive direction so that u = 0 is the only zero of (e −(cτ +d)u − e(cH 1 + dH 2 ))(e u − e(−H 2 )) lying "inside" the loop, and then returning to +∞ in the lower half plane. Here, we choose the branch of u s with 0 < arg u < 2π.
If s is an integer, then we can evaluate the integration in Theorem 1.1 by using the residue theorem. Note that after evaluation of L N (τ, s; R, H) for an integer s, the transformation formula in Theorem 1.1 will be valid for all τ ∈ H by analytic continuation.
We shall use the generating function
for the Bernoulli polynomials B n (x), n ≥ 0. The n-th Bernoulli number
Recall that B 2n+1 = 0, n ≥ 1, and that B 2n+1 (1/2) = 0, n ≥ 0. The following formulas are useful [1] ;
A class of infinite series
In this section, we find a class of infinite series from Theorem 1.1 under a modular transformation. Let N be a positive integer, and let r 1 and r 2 be arbitrary real numbers. Put
Here, V is a modular transformation corresponding to the matrix 1
Then we see that (R 1 , R 2 ) = (r 1 + r 2 , −r 1 − r 2 + r 2 /N ). Employing above r, h, τ , we obtain the following results. Let n be an arbitrary integer. For N r 1 ,
and (2.2)
H N (V τ, −2n − 1; r, 0) = ∞ k=1 sinh(πik(2(r 1 + r 2 )/N + (1 − 2{r 1 /N })/z)) k 2n+2 sinh(πik/z) . For N R 1 = r 1 + r 2 , (2.3) H N (τ, −2n; R, 0) = ∞ k=1 cosh(πik(−2r 1 /N + (2{(r 1 + r 2 )/N } − 1)z)) k 2n+1 sinh(−πikz) ,
and (2.4)
Next, we have, by the residue theorem,
Now we let N r 1 and N (r 1 + r 2 ). By Theorem 1.1, we see that
Putting (2.1), (2.2), (2.3), (2.4) and (2.5) into (2.6), we find that, for any integer n,
Proof. Let z = πi/α in (2.7) and (2.8). Put r 1 /N = γ and r 2 /N = γ . Now, we investigate a few special cases of Theorem 2.1. Let γ be a real number with 0 < γ < 1 and γ = 0. We see that
Theorem 2.2. Let α, β > 0 with αβ = π 2 . Let γ be a real number with 0 < γ < 1. Then, for any integer n,
Proof. Let 0 < γ < 1 and γ = 0 in Theorem 2.1 and equate the real parts.
For γ = 1/2, (2.12) reduces to Theorem 3.1. in [3] , p. 335. Theorem 2.3. Let α, β > 0 with αβ = π 2 . Let γ be a real number with 0 < γ < 1. Then, for any integer n,
Proof. Let 0 < γ < 1 and γ = 0 in Theorem 2.1 and equate the imaginary parts.
We find the following symmetric identities with respect to α and β. 
Proof. Put n = −2M in (2.12).
Corollary 2.5. Let α, β > 0 with αβ = π 2 . For any positive integer M ,
Proof. Put n = −2M + 1 in (2.14).
Corollary 2.6. Let α, β > 0 with αβ = π 2 . Then
Proof. Let n = 0 in (2.12) and use B 2 (x) = x 2 − x + 1/6.
The following corollaries show exact values for some infinite series containing hyperbolic functions.
Corollary 2.7. For any positive integer M ,
Proof. Put α = β = π and n = −2M − 1 in (2.12) Corollary 2.8. For any positive integer M ,
Proof. Let α = β = π and put n = −2M in (2.14).
Corollary 2.9.
Proof. Let n = 0 in (2.14).
Corollary 2.10.
Proof. Let α = β = π and n = −1 in (2.12).
We also see that sums of Bernoulli's polynomials can be expressed by infinite series.
Corollary 2.11. For any positive integer M ,
Proof. Let α = β = π and replace n with 2M − 1 in (2.12).
Corollary 2.12. For any positive integer M ,
Proof. Let α = β = π and replace n with 2M in (2.14).
For specific values of γ, we obtain many interesting infinite series with hyperbolic functions. Some of them have already been studied by other mathematicians, in special, Ramanujan. The case that γ = 1/4 in (2.12) gives Theorem 3.1 in [3] . The identity (2.14) with γ = 1/4 is found in Ramanujan's Notebooks [7] and was also given by Malurkar [5] , Nanjundiah [6] and Berndt [2] . Putting γ = 1/4 in (2.13), we obtain the following proposition.
Proposition 2.13. Let α, β > 0 with αβ = π 2 . Then, for any integer n, Berndt [2] also has stated (2.15), (2.16), (2.17). We also have a generalized form of the identity in Theorem 3.8. in [3] , p. 338. Proof. Put z = θ = x + y √ u in (2.6). Let r 2 = 0 and 0 < r 1 < N in (2.6). Replace r 1 /N by γ.
Corollary 2.20. Let γ be a real number with 0 < γ < 1. Then 
