Abstract-This paper explores the idea of manipulation-aided perception and grasping in the context of sorting small objects on a cluttered tabletop. We present a robust pipeline that combines perception and manipulation to accurately sort objects by some property (e.g., color, size, shape, etc.). The pipeline uses two motion primitives to manipulate the scene in ways that help the robot to improve its perception and grasps. This results in the ability to sort cluttered object piles accurately. We also present an implementation on the PR2 robot that applies our algorithm to sort Duplo bricks by color and size, and compare our method to brick sorting without the aid of manipulation. The experimental results demonstrate the benefits of our approach, particularly in environments with a high degree of clutter.
ulate or physically interact with the world, thus changing its state. One of the challenges of making robots useful in households and everyday life is to make them capable of understanding their surroundings well. However, home and office environments are usually unstructured and cluttered. This introduces errors in perception and can lead to manipulation failures. This paper explores the idea that manipulation of the world to enable efficient perception can in turn improve performance on the overall manipulation task. This suggests a paradigm shift in the way robots interact with their environments. Traditionally, most of the objects in the environment are considered obstacles and any contact with them is considered a collision. We present an algorithm that uses simple actions to manipulate a cluttered scene to improve the robot's perceptual, (and hence) grasping and sorting abilities. Our encouraging results demonstrate substantial improvement on sorting tasks by inserting manipulation aids into the task operation. We believe that deliberate manipulation of unstructured environments by robots would be crucial to their introduction into our homes.
Index Terms-Interactive perception, personal robots, planning, sensor-based manipulation, sorting.
I. INTRODUCTION

I
MAGINE you are searching for a pen on your untidy desk. You look at the desk but cannot see a pen. What is the next thing you do? You pick up and move other objects on the desk until you find the pen. In this process, you displaced the objects that you were not interested in but this is acceptable. Physically interacting with the environment to achieve a goal is a natural behavior for humans. Shuffling through the pieces of a jigsaw puzzle, sorting the laundry, moving aside clutter to see what lies beneath-the examples are endless. This process is appealing since it is highly effective and the applied manipulation maneuvers are few and simple, e.g., picking up an object, pushing things aside, and shuffling through them.
This motivates our research in robots manipulating the environment as an aid to perceive and understand it, which eventually enables them to purposefully grasp and manipulate objects. Introduction of robots into our households as personal assistants would require them to understand their environment in real-time with high accuracy. Improving their perceptual abilities in terms of accurate sensors and inference, however, is only one side of the coin. Their ability to manipulate the environment can substantially contribute to overcome perceptual shortcomings, since objects are usually easier to detect and grasp when they are isolated compared to when they are part of clutter.
In this work, we consider the robotic task of sorting objects that are piled up or scattered on a table. We propose an algorithm that enables a robot to rearrange the objects using a set of 1545-5955 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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manipulation primitives in order to reliably perceive and accurately grasp the individual objects. In contrast to purely perceptual approaches, our method can quickly reduce clutter and resolve occlusions of objects that may, otherwise, lead to incorrect perception and failed grasps in the sorting process. We demonstrate the effectiveness of our approach with a PR2 robot sorting Duplo bricks into different bins according to size or color. Our experiments show that sorting is more consistent and reliable when cluttered parts of the scene are first manipulated to spread them out, as opposed to when objects are attempted to be picked up directly from clutter.
II. RELATED WORK
Several efforts have been directed at successful manipulation in cluttered spaces [4] - [7] and improving perception in the presence of clutter [8] - [11] . However, these two classes of work focus on either accurate grasping or object recognition, and consider collisions with obstacles unacceptable.
At the other end of the spectrum lies manipulation-aided perception, also referred to as interactive perception, that has been applied to a variety of problems like object segmentation and feature detection [12] - [15] , building a kinematic model of an unknown articulated object [16] , and manipulation-based object search [17] - [20] .
Recently, some approaches have been designed to isolate objects using small deliberate interactions with a pile of unknown objects. Chang et al. [21] introduce small disturbances in an object pile and track the optical flow of textured objects to separate unknown rigid objects. Katz et al. [22] use a similar idea where they detect how certain features of an object pile change after small perturbations and use it to segment objects. The goal of these two methods is not sorting but to clear away the pile by segmenting and separating the objects. These could be useful when dealing with an unknown set of objects but the first method needs a large number (4-9) of perturbations per object, while the second method uses a more sophisticated Barrett hand that is capable of more complex grasps. Our approach to object sorting is more suited to standard robotic manipulators with simple grippers and is efficient in terms of the average number of actions required to sort an object.
The classic work on Freddy II Robot [23] , which succeeded at assembling a variety of simple structures from a heap of parts on a table, is quite similar in flavor to our proposed pipeline though we differ in our assumptions and implementation details. They used detailed object models to segment and singulate objects from a pile. Any unsegmented heap was attacked as a whole to decompose it. We compare our approach to this kind of naïve decomposition of a pile in Section V.
The DARRT algorithm [24] also presents a planning approach based on diverse actions. Given a set of goal locations for a set of movable objects, DARRT plans a sequence of actions based on their utilities given the current state of the world. However, the outcomes of actions are assumed to be deterministic making later action choices in the plan dependent on earlier ones. The challenge here is to come up with valid long plans in constrained high-dimensional spaces. In contrast, our manipulation primitives are not model-based and inherently nondeterministic, and are assumed to be independent of each other. Thus, our plans are short and re-observation of the state of the world and the generation of a new plan after execution of a set of actions becomes necessary.
Parts sorting is an old field of research and highly accurate vibration-based parts feeders have been designed in industry [25] , [26] . Work has also been done on sorting parts by shapes using Bayesian techniques and parallel-jaw grippers [27] , [28] . However, these methods assume the availability of very specific equipment or require parts to be fed to the feeder one by one. Robotic bin-picking is another classic problem of robotics, which has been addressed using sophisticated hardware combined with specifically tailored computer vision algorithms [29] - [32] . In contrast, our approach does not require any specialized hardware.
III. ALGORITHM
We consider the problem of sorting objects scattered or piled up on a table by some property (e.g., color, size, shape, etc.) in separate bins. We present a complete pipeline for real-world scenarios that combines perception and manipulation, interleaving the following four steps repeatedly: 1) object segmentation; 2) high-level planning of an action sequence; 3) low-level planning of arm motion for the next action; and 4) plan execution and control. In this paper, we focus on the high-level planning for object sorting. Our algorithm chooses actions that sort isolated objects, and improve the visibility and graspability of objects in cluttered areas as described below: 1) Segmentation into regions: Let us assume that we have a way to segment the scene into spatial clusters, or regions. Given this segmentation, we classify each region to be in one of the following states ( Fig. 1 ):
• Uncluttered: No two objects in the region are in contact or too close to each other to be reliably segmented and grasped.
• Cluttered: Each object is close to or in contact with at least one other object. However, all the objects in the region lie directly on the table.
• Piled up: The objects are cluttered and piled up, i.e., some of them lie on top of other objects. 2) Manipulation of regions: To perturb a region, we define a library of simple manipulation primitives that are generic enough to be applicable to a variety of objects and standard manipulators. Based on the state of each region, an appropriate manipulation primitive is used:
• Uncluttered: Pick every object in the region and drop it in the corresponding bin to clear the region. • Cluttered: Spread out the objects (increase their average separation) to make the region uncluttered.
• Piled up: Decompose the pile such that all objects lie directly on the tabletop. 3) Repeat until the table is cleared. Our algorithm repeatedly plans an action sequence to manipulate the clutter until objects are scattered enough to be easily grasped. Thus, it substantially improves the graspability of objects and enables the robot to sort the objects accurately.
IV. IMPLEMENTATION
We implemented and experimentally evaluated our algorithm using the PR2 robot, a semi-humanoid robotic platform developed by Willow Garage. It is equipped with several cameras and laser range finders. For the experiments presented in this paper, we used the colored depth images of the Microsoft Kinect sensor mounted on the head of the robot. For manipulation, the PR2 has a two-finger gripper that enables only simple parallel-fingered grasps. This requires sufficient space on both sides of the target object and makes grasping of objects from clutter a challenging problem.
In this paper, we apply our sorting algorithm to Duplo bricks. Fig. 2 shows our experimental setup. Duplos are scattered on a table in front of the PR2. Bins for collecting sorted Duplos are placed on one side of the table at known locations. For the rest of this paper, we assume the tabletop to lie in the -plane (see Fig. 2 ). For reliable sorting, we combined our planning algorithm with a set of mature algorithms for perception and manipulation available in ROS [33] . We now present the components of our robust pipeline that can declutter and sort a pile of objects in an intelligent way.
A. Perception
The perception component of our pipeline processes a point cloud from the head-mounted Kinect using the following steps.
1) Object Cloud Extraction:
We use algorithms available in the Point Cloud Library (PCL) [34] for preprocessing. The point cloud is first restricted to the region of interest and then the table is extracted from the point cloud as the largest plane by planar segmentation using RANSAC. Its dimensions are used for another filtering, which removes all outliers and produces the point cloud containing only the tabletop objects.
2) Dividing Into Regions: To find regions that can be manipulated independently, we apply the spatial clustering algorithm available in PCL [35] to the point cloud of the objects such that the minimum Euclidean distance between any pair of points in different clusters exceeds a predefined threshold (see Fig. 3 ).
3) Assigning States to Regions: Each region is then segmented into individual objects. For segmentation of Duplos, we exploit the fact that they are single-colored objects. We adapt the spatial clustering algorithm to additionally take into account the color of the points in the distance metric, which allows two Duplos of different colors to be distinguished even if they are in contact. According to our definition of uncluttered, cluttered, and piled up regions, we determine the state of each region based on the distance between neighboring objects and the height of the point cloud, as shown in Fig. 3(b) .
B. Decluttering Using Manipulation Primitives
The robot applies one of the three motion primitives described in Section III to each region depending on its state.
1) Pick and Drop:
For clearing away an uncluttered region, the PR2 tabletop manipulation pipeline of ROS already provides an implementation of all essential tasks, namely tabletop detection, collision map building, arm navigation, and grasping. The standard pipeline is slightly modified to allow collisions of the gripper with the objects and the table. Based on the adapted collision detection, the grasp server of the manipulation pipeline attempts to successively pick up all objects in the region. Once an object is picked up, the arm moves to a predefined position above the bin with the corresponding color or size, and drops the object in it. Unless a grasp fails, this action sequence is likely to sort the objects and clear the uncluttered region.
2) Spread: For a cluttered region, our algorithm first identifies the object that is in contact with the maximum number of other objects. Let us denote this object by . Perturbing from its position moves the neighboring objects as well and may result in isolating several objects for easy pick up. The robot places its fingers on and moves it once along the axis and then along the axis [see Fig. 4(a) ]. Moving in two orthogonal directions helps to not only move it out of its region's bounding box but also to isolate it from other objects that may have moved with it during the first perturbation along the axis. The directions of these orthogonal movements are calculated from 's position in the region and chosen to be the ones that are more likely to take away from others with a small amount of movement. Specifically, the directions are chosen such that the extents of the point cloud around are smaller in those directions. These small perturbations are a way to minimize clash with other regions since we do not analyze the outcome of the spread action.
3) Tumble: For a piled up region, the centroid of the topmost object in the region is located. As shown by the arrow in Fig. 4(b) , our algorithm attempts to move the closed gripper through to tumble the pile. Using logic similar to the spread primitive, the direction of this motion is chosen to be towards the smaller extent of the region around because it would be easier for the pile to tumble in that direction. This action is likely to decompose the pile such that all objects lie directly on the tabletop. This primitive is reminiscent of the toppling primitive discussed by Lynch [36] in the context of finding a sequence of topples to reveal a new face of the part.
All objects isolated as a result of spreading or tumbling are first picked up and sorted before the next set of spread and tumble primitives is applied. This prevents any neighboring isolated objects from coming close (due to a spread or tumble action) and forming a new cluttered region again.
After all regions have been manipulated, the perception pipeline is invoked again and the whole procedure is repeated.
V. RESULTS
We compared our manipulation-aided approach to a naïve approach in which the perception pipeline essentially remains the same as in Section IV-A but the robot tries to pick up every object it sees, irrespective of the degree of clutter. One of our evaluation metrics is the number of successful grasps. We categorize grasping failures as the following:
• Empty grasp: A grasp is attempted and the gripper moves to the object but fails to grasp it. • Double grasp: Two objects are grasped simultaneously.
This usually occurs when an object is surrounded by other objects and a non-optimal grasp is planned.
• Lost object: A grasp is not attempted because the target object is out of reach (too far on the table or dropped on the floor). Such an object is never picked up and is lost. For uncluttered scenes, both approaches reduce to the same algorithm and are successful in sorting all objects correctly.
We also tested our algorithm on 10 other configurations with 10-30 objects each and of varying degrees of clutter. Fig. 5 shows these configurations and Fig. 6 compares the naïve sorting with our manipulation-aided algorithm for a single trial for each of them. Fig. 6(a) compares the percentage of failures. The naïve approach results in an average of 37% failures (with at least 20% failures) while our approach results in an average of 12% failures (minimum 0 failures). The number of failures of our approach is significantly lower than that of naïve sorting (paired t-test:
). Fig. 6(b) compares the percentage of objects that were successfully sorted. The naïve approach results in an average of 90.3% (and minimum 73.3%) success rate, while our approach results in an average of 97.8% (and minimum 93.3%) success rate. Since naïve sorting also ends up disturbing the scene while attempting grasps, some of these accidental perturbations may result in useful decluttering, thus aiding successful grasping and sorting. However, our algorithm provides a more structured and reliable method of perturbing the scene resulting in a significantly higher number of successfully sorted objects (paired t-test, ). Thus, our approach cuts down failures to a third, while increasing success rate by an average of 7%.
Finally, Fig. 6 (c) compares the time taken to sort all objects. The naïve approach requires an average of 1.34 manipulations and 33.5 s per successfully sorted Duplo. On the other hand, our approach requires an average of 44.7 s and 1.78 manipulations per successfully sorted Duplo. Our algorithm needs nearly 50% more time and 33% more manipulations on average to sort an object correctly than naïve sorting because it introduces more manipulation maneuvers into the pipeline to spread out the clutter. Naïve sorting takes 30 s to sort each brick ( 6 s for perceptual processing and 24 s for grasp planning, arm navigation to the object, object pickup, and arm navigation to the bin). Grasp planning and arm navigation are the components that slow down the pipeline. Our approach additionally manipulates the clutter and hence, adds more instances of arm navigation to the pipeline, thus imposing an additional cost in terms of time. One spread action takes 7 s, while one tumble action takes 10 s. However, for highly cluttered scenes, the naïve sorting pipeline results in many failed grasps and retries. In contrast, our algorithm takes time to spread out the clutter in a structured, predictable way and, thus, results in more robust and reliable sorting. In a second set of experiments, we repeatedly examined object sorting of three scenes, each containing 18 objects, with different degrees of clutter as shown in Fig. 7(a) -(c). We carried out and evaluated five trials for each approach on each scene (by carefully reconstructing the scene manually before each run). Table I shows the detailed results for each scene averaged over the five trials. We observe that our approach performs better than the naïve approach on several metrics for all the scenes. In particular, the number of failures is much lower for manipulation-aided sorting, because it first manipulates the scene to make it less cluttered and then attempts any grasps. Our approach also results in more accurate sorting with a success rate of close to 100%. It, however, uses more manipulations than the naïve approach on an average, particularly as the degree of clutter increases.
Compared to other existing techniques dealing with object singulation from a pile, our approach is more efficient in the average number of manipulations per object. In contrast to Chang et al. [21] (4-9 perturbations per object) and Katz et al. [22] (average of 1.9 perturbations per object), our approach needed an average of 1.76 manipulations to sort an object. There may be some pathological cases, where all objects are packed tightly together and the upper faces of all of them are level with each other. For example, in the configuration shown in Fig. 8 , naïve sorting performed exceptionally worse in terms of number of failed pickup attempts. It resulted in a total of 18 failures (17 empty grasps, 1 lost object) and 34 manipulations while our algorithm resulted in only 1 failure (1 empty grasp) and 29 manipulations. Seventeen out of 18 objects were correctly sorted by the naïve algorithm in 14:18 min, while our approach sorted all of them correctly in 12:58 min.
Please see the supplemental video for a demonstration of how the two algorithms work. The clips for the spread and tumble actions in the video are only snapshots of the complete sorting. Note that every time a set of spread and tumble primitives are applied in an iteration, a few objects get isolated. These objects are first picked up and sorted, before a new set of spread and tumble actions are executed in the next iteration. However, these pick up actions are not shown in the video. Only when a brick was too far for the robot to reach or dropped on the floor, it was manually removed from the scene and counted as a lost object.
VI. CONCLUSION
This paper explored manipulation-aided perception and grasping in the context of sorting small objects on a tabletop. We presented a novel planning algorithm that combines perception and manipulation to accurately and robustly sort arbitrarily cluttered objects by some property (e.g., color, size, shape, etc.). Our algorithm uses two motion primitives to manipulate the scene in ways that help the robot to reduce clutter and resolve occlusions of objects. This substantially enhances the sorting capabilities of a robot with a simple parallel-fingered hand in the presence of clutter. We implemented our algorithm on the PR2 robot and presented its successful application to sorting Duplos by color or size. Our experimental results demonstrate that manipulation-aided sorting provides a more consistent and reliable approach to sorting as compared to sorting without the aid of manipulation.
VII. DISCUSSION
There is one important limitation of manipulation-aided sorting-it is often slower than naïve sorting as it introduces more manipulations into the pipeline. While these deliberate and controlled manipulations of the pile increase reliability and accuracy of sorting, they also increase latency in the system. We argue that in domestic settings, where personal robots would operate, this is not a deal-breaker. The scale of domestic tasks would not be as large as in an industrial setting and, thus, trading off throughput for safety and accuracy would be acceptable.
Nevertheless, speed is a desirable trait. We suggest a few ways in which higher throughput could be achieved without sacrificing reliability. First, the spread action could be made smarter by choosing spreading directions based on the region's minimum bounding box. Locations of other regions could also be taken into account to ensure that a spread action does not interfere with the neighboring regions. Second, for a robot with two arms, both arms may be used, one for spreading and tumbling, and the other for picking up isolated objects. This would, however, need careful arm motion planning so that the arms do not collide. Finally, the sequence of spread and tumble operations could be decided such that a region that is more isolated from others could be disturbed and cleared away first, creating space for spreading out other regions.
Note that our technique of reducing clutter using manipulation would be applicable even for complex objects as long as they can be reasonably segmented. We used single-colored objects in our experiments only to simplify segmentation. In fact, any oracle that could tell us the states of different regions is sufficient for our algorithm to work.
It is also worth mentioning that the broad idea of planning with manipulation primitives presented here is extensible to domains other than sorting. Any problem that has as input a set of movable objects, a set of goals, a set of manipulation primitives, and a definition for the utility of a primitive could be tackled by an approach similar to ours. Some examples of such problems include setting and clearing a dining table, searching for an object in cluttered spaces, serving food and drinks, and cleaning a messy room. The library of manipulation primitives for these tasks might consist of actions like pick and place, push and pull, pour, and carry to name a few.
