In this paper we present a recursive nonstandard model of normal open induction with an unbounded set of infinite prime elements.
Introduction
Let L be the language of ordered rings based on the symbols +, −, ·, 0, 1, ≤. We write N * for N \ {0}. We consider the following sets of axioms in L. DOR: discretely ordered rings (i.e., axioms for ordered rings and ∀x¬(0 < x < 1)). ZR: discretely ordered Z-rings (i.e., DOR and for every n ∈ N * ∀x∃q, r(x = qn + r ∧ 0 ≤ r < n).) OI: open induction (i.e., DOR and for every open L-formula ψ(x, y) ∀ x(ψ( x, 0) ∧ ∀y ≥ 0(ψ( x, y) → ψ( x, y + 1)) → ∀y ≥ 0ψ( x, y)).
Besides these three sets of axioms we also consider their normal (or integrally closed) counterparts N DOR, N ZR and N OI respectively, that is, we add to each one of them the following axioms. N : Normality (i.e. for every n ∈ N * , ∀x, y, z 1 , . . . , z n (y = 0 ∧ x n + z 1 x n−1 y + . . . + z n−1 xy n−1 + z n y n = 0 → ∃z(yz = x))).
The non-negative part of a model of OI can be naturally identified with a model of the fragment IOpen of Peano Arithmetic (P A). It is easy to see that the fragment IE 1 of P A (induction for bounded existential formulas, see [Wm] ) is stronger than IOpen + normality, where here normality means the axioms N adjusted to the language of semirings.
For M an ordered domain RC(M ) will denote the real closure of the fraction field of M . Given two ordered domains R 1 ⊂ R 2 we say that R 1 is an integral part of R 2 if R 1 is a discretely ordered ring and for every α ∈ R 2 there is a ∈ R 1 with a ≤ α ≤ a + 1.
Models of OI and N OI have been studied by several authors, see [Sh] , [W] , [D1] , [D2] , [M-M] [Bg] , [Ot1] , [Ot2] and [Mo-R] .
The following two theorems are the starting point to construct (normal) models of OI. Theorem 1.1 (Shepherdson [Sh] ) Let M be an ordered domain. M is a model of OI if and only if M is an integral part of RC(M ). Theorem 1.2 (Wilkie [W] ) Every model of ZR can be extended to a model of OI.
Note that OI is stronger than ZR. Both theorems extend (in the obvious way) to the normal case. For Shepherdson's theorem this is clear. See [D2] , for Wilkie's theorem in the normal case.
Shepherdson (using Theorem 1.1) gave a recursive nonstandard model S of OI, namely S = a n x n/q + . . . + a 1 x 1/q + a 0 | n ∈ N, q ∈ N * , a i ∈ RC(Q), a 0 ∈ Z with the order determined by making x > n for every n ∈ N. The real closure of Q(x) with x > n for every n ∈ N is the field of those Puisseux series in descending powers of x which are real algebraic over Q(x). Clearly S is an integral part of RC(Q(x)). This is by far not the only recursive model of OI. For any recursive real closed field K ⊆ R we can similarly construct a recursive model S K of OI replacing RC(Q) by K in the definition of S.
Shepherdson exhibited his model to show that OI does not prove the normality axioms. It is clear that none of the above S K 's is normal either. In particular √ 2 is rational in Shepherdson's model. On the other hand we know that fragments of arithmetic from IE 1 to P A (are normal and) do not have recursive models (see Tennembaum [T] for P A, McAloon [Mc] for I∆ 0 and Wilmers [Wm] for IE 1 ). A natural question remains open.
Does N OI have recursive nonstandard models?
In Theorem 4.4 we give a positive answer to this question. Using Wilkie's method we construct a normal integral part M of R = RC(K(x)) (with the above notation), for a suitable recursive real closed field K ⊂ R. Hence this R will have two recursive nonelementary equivalent integral parts S K and M . Unlike Shepherdson's model M will not be truncation closed, i.e.
In another line of research Macintyre and Marker study in [M-M] behaviour of prime elements in models of NOI. They construct (nonrecursive) models of NOI in which the set of infinite prime elements has any given order-type. They pose the following question.
Is there a recursive model of open induction with infinite prime elements?
Neither Shepherdson model S nor any S K has infinite prime elements. One might think that the existence of infinite primes in a nonstandard model of open induction M could be used to code a pair of recursively inseparable sets and then prove M is not recursive as in the case of nonstandard models of IE 1 . However we shall show it is not the case, giving in turn a positive answer to the above question in the following strong sense. This theorem is a corollary of theorems 4.2, 4.3 and 4.4 below.
Basic facts
Definition 2.1 Let K be a field and let K((x 1/N )) denote the field of Puisseux series in descending powers of x with coefficients in K. Namely,
) is a real (resp. algebraically) closed field (see [Wk] ).
Let L(x) be an ordered field with x > a for all a ∈ L, then the real closure of L(x) is the subfield of RC(L)((x 1/N )) of those series which are real algebraic over L(X).
We shall use the following notation for subrings of
If L is an ordered domain QL will denote the Q-algebra generated by L.
Definition 2.2 Let R be an ordered field. Let R 1 ⊂ R and a ∈ R.
We say that a is infinitesimal (finite, infinite) if |a| < 1/n for all n ∈ N * (|a| < n for some n ∈ N, |a| > n for all n ∈ N, respectively).
We say that a is infinitely close to (at finite distance from, at infinite distance from) R 1 if there is b ∈ R 1 such that |a − b| is infinitesimal (there is b ∈ R 1 such that |a−b| is finite, for all b ∈ R 1 |a−b| is infinite, respectively).
We extend above concepts to AC(R 1 ) via the norm map to RC(R 1 )
Proof. By Shepherdson's theorem 2 Lemma 2.4 Let F be an ordered field. Let L ⊂ F, L a model of ZR, and β ∈ F . The following are equivalent:
1. β is at infinite distance from L;
2. β is at infinite distance from QL.
Proof. Let a ∈ L, k ∈ Z * and suppose |β − a k | finite. Since L |= ZR, for these a and k there are r, q ∈ L such that a = qk + r and 0 ≤ r < k. Then |β − q| is finite. 2
Lemma 2.5 Let F be an ordered field contained in R. Let L be a discretely ordered ring. Then F ∩ QL = Q.
Proof. For the nontrivial inclusion, let Next lemma is due to Wilkie (see [W] ). He expressed it in slightly different form.
Lemma 2.6 Let F be an ordered field. Let L ⊂ F be such that L is a model of ZR. Let β ∈ F . If β is not infinitesimally close to AC(L) and β is at infinite distance from L, then L[β] is a discretely ordered ring extending L.
If a product of non-infinitesimal elements is finite, then all the factors must be finite. So β must be at finite distance from all the roots θ i and a must also be finite, so a ∈ Z. Then 1 a f (β) must be also infinite,
Since L |= ZR, by Lemma 2.4 we have β is at finite distance from L, contrary to the assumption.
2
LetẐ denote the product of the rings Z p of p-adic integers.
Proof. The existence is clear. To prove the uniqueness let us suppose ϕ:
In L 2 let r, q ∈ L 2 be such that a = qk + r with 0 ≤ r < k. Thus ϕ 2 (a) = ϕ 2 (q)k + r = ck, and therefore r = 0. We conclude
We shall make use of the following results:
Proof. See [Bk] . 2
The base field
An ordered ring R = (R, +, ·, <) is recursive if there is an algorithm which, on input x, y ∈ R, computes x + y, x · y and decides whether x ≥ y or not. For this to make sense we assume that we have a fixed representation of the elements of R as finite strings of symbols, and that there is an algorithm to test whether a finite string of symbols is the representation of some element of R.
In this section we are going to define a recursive real closed field K ⊂ R of infinite transcendence degree over Q. We need:
1. A real number γ ∈ R is recursive if there is an algorithm which, on input n ∈ N, computes the first n digits of the decimal expansion of γ.
2. A sequence of real numbers {π i | i ∈ N * } is a recursive family of recursive real numbers if there is an algorithm which on input i ∈ N * and n ∈ N computes the first n digits of the decimal expansion of π i .
The method of Liouville to prove the existence of a transcendental real number actually shows the existence of a transcendental recursive real number. Similarly one can prove that there exists a recursive family {π i | i ∈ N * } of algebraically independent real numbers.
We fix such a sequence {π i | i ∈ N * } for the rest of this paper and we define L as the ordered ring Q({π i | i ∈ N * }) with the order induced by that of R. We represent a non-zero element a ∈ L by a pair of relatively prime polynomials over Q. Under this representation we have: Lemma 3.2 L is a recursive ordered field.
Proof. The only difficulty is to show that the order is recursive. It suffices to find an algorithm which given a nonzero polynomial f (y 1 , . . . , y n ) ∈ Q[y 1 , . . . , y n ] decides whether f (π 1 , . . . , π n ) > 0. Consider the theory T axiomatized by the axioms for real closed fields, the assertions that f (π 1 , . . . , π n ) = 0 for f nonzero, and the various assertions q < π i < r, for q, r ∈ Q, which hold in R. It follows that T is a complete recursive theory in the language of ordered rings with a constant symbol for each π i . Hence T is decidable and yields the desired algorithm.
Now define K as the real closure of L in R. We represent a non-zero element a of K by a pair (g(y), s) consisting of the minimal polynomial g(y) ∈ L[y] of a and a natural number s indicating the relative order of a among the real roots of g(y).
Lemma 3.3 K is a recursive ordered field.
Proof. It is a a classic fact in recursive algebra that a recursive ordered field has a recursive real closure. 2
The construction of the model
Let K be the recursive field defined in the previous section. Let
The model M will be generated by elements of the form
For such β's we have the following lemma:
Then β 1 , . . . , β n are algebrically independent over Q.
. . , n). Therefore β 1 , . . . , β n are algebrically independent over Q.
We define M = n M n as follows. First we fix a recursive enumeration of
Stage n > 0. We have the following data:
A chain of models of
Stage n + 1. We consider the first element in the enumeration of
and it is at infinite distance from M n . Then we define p n+1 (x) = p(x) and β n+1 = p n+1 (x) + π n+1 .
Granted the existence of such a p(x) and the claim, we let M = n M n . Since N ZR is a ∀∃-theory, M |= N ZR.
The existence of such a p(
Proof of the claim. We first prove that M n [β n+1 ] |= DOR. Since M n |= ZR and the distance from β n+1 to M n is infinite (because the p n+1 (x) is at an infinite distance from, M n ), by 2.6 it suffices to prove that β n+1 is not infinitely close to AC(M n ). For this note that if α ∈ AC(M n ), α = Σ i<k c i x i/q (c i ∈ AC(K n )) say, and |α − β n+1 | < 1 m for each m ∈ N, then we must have c 0 − π n+1 = 0. This is impossible since π n+1 is transcendental over K n . Thus M n [β n+1 ] |= DOR. Now M n |= N ZR, so in particular M n is normal. Since β n+1 is transcendental over the quotient field of M n , M n [β n+1 ] is also normal by Lemma 2.9. Let now ϕ: M n [β n+1 ] →Ẑ be determined by ϕ(β i ) = 1 for i = 1, . . . , n + 1. Since M n [β n+1 ] |= N DOR, we can apply Lemma 2.8 and get Proof. Since β n is prime in M n−1 [β n ], by Lemma 2.10 β n is prime in
It remains to prove the following.
Theorem 4.4 The model M is recursive.
The rest of the paper will be devoted to prove this theorem. The main problem lies in deciding wether a given p(x) ∈ K n x Q is at finite distance from (the already defined) M n . By Lemma 2.4 this is equivalent to decide if such a p(x) is at finite distance from Q[β 1 , · · · , β n ] and this essentially reduces to find a recursive bound δ on the total (β 1 , · · · , β n )−degree of the f 's in Q[β 1 , · · · , β n ] which might be at finite distance from the given p(x) ∈ K n x Q .
In the next section we define valuations on a fixed algebraic closure of K which will allow us to bound the complexity of β 1 , · · · , β n and p(x). Then in section 6 we define a function δ of Ackermann growth rate, and bound the degree of f in terms of the complexity of β 1 , · · · , β n via δ.
Derivations and valuations
Let L and K be as in section 3. Let
For each i ∈ N * we define a derivation
∂π j ∂π i = δ ij (this is enough to determine a derivation, see [Bk] ).
Next we prove the existence of valuations on F with value group (Q, +) (with its natural order), which are well behaved with respect to the above derivations. It will be more convenient to work with Q ∪ {−∞} ordered making −∞ < a for every a ∈ Q and the following rules for addition: a + (−∞) = (−∞) + a = −∞ for all a ∈ Q ∪ {−∞}.
Proposition 5.1 For every i ∈ N * there is a map d i (read "π i -degree")
For every
Moreover for each a ∈ F , 
is an algebraically closed field (see [Wk] ) and contains F (i) [π i ] in a natural way. Therefore for each i ∈ N * we have embeddings
For each i ∈ N * we fix such an embedding η i and define d i as follows. 
which extends to a derivation on F (i) ((π 1/N i )). Now these two derivations on
] and therefore they must also coincide on the algebraic closure of
and this is η i [F ]. This proves 1).
The proof of 2) is similar to the proof of 1) considering the derivation on
We cannot recursively compute d i (a) since the definition of d i (a) depends on a non-canonical choice of the embedding η i . However for our purposes it will be enough the following.
Proposition 5.3 Given j ∈ N * and a ∈ K we can recursively compute an upper bound to d j (a).
Proof. We can assume that a = 0. We recall that a ∈ K * is represented by its minimal polynomial g(y) ∈ L[y] and a natural number s indicating that a is the s-th real root of g(y). We write g(y) = 
This entails that for some s, t ∈ {0, . . . , d} with s = t, we have
Finally we extend π i -degrees and derivations to F x Q • as follows.
Definition 5.4 1. For every i ∈ N * we define
The two propositions of this section remains true, mutatis mutandis, for these ∂ ∂π i and d i . We verify that the π i -degree of the product is the sum of the π i -degrees. Let α = d i (f (x)) and β = d i (g(x) ). Write f (x) = Σ m i=0 a i x i/q and g(x) = Σ m i=0 b i x i/q . Let l and k be maximal such that a l and b k have d i equal to α and β respectively. Then for every other pair of indexes u, v with
and therefore the coefficient of x (l+k)/q in the product has π i -degree α+β and we are done. The verification of the other properties is easy.
We shall continue writing
and d i instead of
and d i respectively.
The Ackermann bound
Let K ⊂ R be as defined in section 3. In this section we consider the following problem.
(by the assumption Q[ γ]∩K = Q and the fact that γ 1 , . . . , γ k are algebrically independent over Q). So a bound on deg(f ) exists. The problem is to find such a δ algorithmically from γ 1 , . . . , γ k and p(x).
and r ∈ K to satisfy f ( γ) = p(x) + r, we must have r = f (π 1 , . . . , π k ) (setting x = 0) and therefore p(x) = f ( γ) − r must be a polynomial in π k with coefficients in K k−1 x Q . Moreover the degree of p in π k must be equal to d i (p) (see remark in the previous section).
In principle the bound we want to get depends on the degrees of p(x), g 1 (x), . . .,g k (x) as fractional polynomials in x, and on the algebraic relations among their coefficients. We take care of these relations via the π i -degrees introduced in the previous section. We shall actually get a bound δ depending only on the π i -degrees of p(x), g 1 (x), . . . , g k (x) and not on their degrees in x.
Theorem 6.2 There is a recursive function δ:
Note that if i ≤ j, then d j (p i (x)) = 0. A priori the π i -ranks can assume positive or negative rational values, so it might seem strange that we can work with a function δ which only assumes non-negative integer values. However it turns out that in the relevant cases p(x) will be a polynomial in π k and therefore its π k -degree will be a non-negative integer.
We are going to define δ(k, l, m) inductively on k and then on l. For the induction process it will be relevant to bound d j (f ) in terms of deg(f ). This is clear since d j (f ) ≤ m · deg(f ) (with the above notation).
Definition 6.3 Let δ: N * × N × N * → N be recursively defined as follows:
Note that δ(x, y, z) ≥ max {y, 1} for all x, y, z ∈ N.
Proof of theorem. By induction on k and secondary induction on l. = 0 for all a ∈ K 0 x Q , so Thus h 0 (γ 1 , . . . , γ k−1 ) = (p(x) − qg k ) + r with r ∈ K. To apply induction on k we need to bound the π j -degrees of p(
Hence similarly to above we have
As above to apply induction we need to bound the π j -degrees of p . For j ≤ k − 1 we have
The recursivity of the model
We are now ready to prove Theorem 4.4, namely the model M defined in section 4 is recursive. We follow the notation of section 4. Since the β i 's are algebraically independent over Q, it suffices to decide the order. To achieve this we have to identify which elements of K x Q we have chosen to define the β i 's and use the recursiveness of the operations and the order in K x Q to decide whether a polynomial in the β i 's with coefficients in Q is > 0 or not.
Therefore it will be enough to prove the following.
Lemma 7.1 Given M n we can recursively find β n+1
Proof. Given M n and hence β i = p i (x) + π i (i = 1, · · · , n). We first get the least element of a fixed recursive enumeration of K x Q which is in K n x Q , and then check if this element, p(x) say, is at infinite distance from M n . If so we take β n+1 = p(x) + π n+1 . If it is not the case, we consider the next element in K x Q (which is in K n x Q ).
(As we comment in section 4 this process ends since we always have elements in K n x Q which are at infinite distance from M n .)
Therefore it remains to prove we can recursively check that the distance from p(x) ∈ K n x Q to M n is finite. We do this as follows. Note first that by Lemma 2.4 this is equivalent to: p(x) is at finite distance from Q[β 1 , . . . , β n ]. Now we use Proposition 5.3 to compute a common upper bound, m say, of d j (p i (x)) and d j (p(x)) for (1 ≤ j ≤ n) and for (j < i).
Then by Theorem 6.2 the fact p(x) is at finite distance from Q[β 1 , . . . , β n ] must be witnessed by a polynomial in β 1 , . . . , β n of total degree less or equal than δ(n, m, m). Let δ(n, m, m) = s and p(x) = Equating coefficients of x j/q we get that the above is equivalent to the existence of a (i) ∈ Q with |(i)| ≤ s such that for each j (running in a finite set) |(i)|≤s a (i) d (i),j = c j , with c j = 0 for j > m. The d (i),j 's can be computed from the β i 's. Next we compute a primitive element, c say, of {d (i),j ; c j |(i), j} over Q(π 1 , . . . , π n ), and its degree, k say (such c can be taken as a linear Q-combination of {d (i),j ; c j |(i), j}). And then compute the coordinates of the elements of {d (i),j ; c j |(i), j} in the basis {1, c, . . . , c k−1 }. Then, getting rid of the denominators and equating coefficients of monomials in π 1 , . . . , π n we can check by Cramer's rule if the relevant Q-linear system has a (unique) solution. If it has a solution, p(x) is at finite distance from M n . If it has not a solution we take this p(x) to define β n+1 . 2 P.S. After the paper was written we learned M. Moniri has constructed (see [Mn] ) recursive models of open induction of prescribed finite trancendence degree > 1 with cofinal twin primes. However his models are not normal. I uniformized the bibliography using the format Author, title, Journal
