A discrete-time dynamics of a non-Markovian random walker is analyzed using a minimal model where memory of the past drives the present dynamics. In recent work [N. Kumar et al., Phys. Rev. E 82, 021101 (2010)] we proposed a model that exhibits asymptotic superdiffusion, normal diffusion, and subdiffusion with the sweep of a single parameter. Here we propose an even simpler model, with minimal options for the walker: either move forward or stay at rest. We show that this model can also give rise to diffusive, subdiffusive, and superdiffusive dynamics at long times as a single parameter is varied. We show that in order to have subdiffusive dynamics, the memory of the rest states must be perfectly correlated with the present dynamics. We show explicitly that if this condition is not satisfied in a unidirectional walk, the dynamics is only either diffusive or superdiffusive (but not subdiffusive) at long times.
I. INTRODUCTION
Random walks are arguably among the most useful approaches in statistical physics [1] [2] [3] . Random walk models are found, for instance, in the physical sciences [4] [5] [6] , biology [7] [8] [9] [10] , ecology [11, 12] , and finance [13] . These are but a few examples.
Most random walk models are Markovian, that is, the past does not affect the present or future course of action. However, there are in fact many instances where the past is important in determining future behavior [14] [15] [16] . Various approaches based on Langevin or Fokker-Planck formulations [17] [18] [19] have been used to study stochastic systems with complex memory effects that may induce anomalous behavior characterized by a nonlinear temporal growth of the variance of the position of the walker [20, 21] . Schütz and Trimper [22] showed how a simple memory can give rise to anomalous behavior at long times. Their work is particularly attractive because it is analytically tractable. Their model has been modified further to study non-Markovian random walks with partial memory loss ("Alzheimer Walk") [23] [24] [25] .
In the work on non-Markovian random walk models cited above, only diffusive and superdiffusive behavior is observed, while subdiffusive dynamics are absent. We recently proposed a non-Markovian random walk model based on Ref. [22] where, in addition to moving forward or backward, the walker also has a finite probability to rest. We showed explicitly how in this simple microscopic model the memory can lead to diffusive, superdiffusive, and also subdiffusive behavior [26] . However, it must be emphasized that mere inclusion of the rest states is not enough to induce subdiffusive behavior: the memory effects are essential. A simple Markovian random walk with nonzero probability of being at rest always leads to diffusive behavior at long times. At the same time, not all types of correlated walks with rest states give rise to subdiffusive behavior. So we ask, what types of correlations between present and past events are required to induce subdiffusive behavior in random walks? Our interest focuses on the simplest present-past correlated model that gives rise to subdiffusive behavior. We have found a minimal (analytically tractable) model, perhaps the simplest, that leads to all three types of behavior at long times with the sweep of a single parameter.
In our minimal model, the walker has only two options at each step: it can move forward (that is, in one direction), or remain at rest. The walker never steps backward (that is, in the opposite direction). This may seem counterintuitive because one might think that backward steps are also necessary for the occurrence of subdiffusion, but in this model these are not necessary. The occurrence of three possible dynamical regimes, superdiffusion, diffusion, and subdiffusion, depends on a specific feature of the memory: if the walker at step n remembers a past resting step, the walker remains at rest at step n with unit probability. One might qualitatively think of our model as one in which a walker moves as driven by a forward force, with an occasional short rest when the walker remembers that she has rested in the past. Or one might think of a walker walking down a stairway, with an occasional delay at a step because of remembrance of a previous such rest, but with never a step back up. Again, it is somewhat surprising that this unidirectional walk with perfectly repeated rest periods upon recollection is sufficient to lead to all three possible dynamical behaviors at long times.
The rest of this paper is organized as follows. In the next section we detail the minimal non-Markovian model and present closed analytic expressions for the mean displacement and the mean-square displacement of the walker. We then analyze the long time dynamics of the walker in terms of the variance of its displacement and show the conditions for the occurrence of three phases as a single parameter is varied. We demonstrate that this result is robust against some variations of the model. In Sec. III we obtain an exact master equation, which describes the time evolution of the probability distribution of the displacement of the walker. Finally, conclusions are presented in Sec. IV along with a brief further discussion of results.
II. MODEL
Consider a random walker on a one-dimensional infinite lattice of sites denoted by integers n 1, and assume that the walker can remember all past steps. At step n the walker either moves forward one lattice site, σ n = +1, or it remains motionless, σ n = 0, depending on the remembered past step σ k , k < n. If σ k = +1, the walker can move forward with probability p or, with probability (1 − p), it remains at its present position. On the other hand, if σ k = 0, the walker remains stationary. As we show below, this is a minimal model that can exhibit diffusive, superdiffusive, and subdiffusive dynamics at long times.
A generalization of this model allows the walker who remembers a past stationary step σ k = 0 to move forward with probability q and remain stationary with probability 1 − q, still a unidirectional model. However, this model does not exhibit subdiffusion unless q = 0. We solve the equations of motion for general q and set q = 0 at the end. This route makes clear the emergence of a subdiffusive regime only in this limit. When q = 0, the dynamics is either diffusive or superdiffusive. For p + q = 1, the present model reduces to the simple "elephant walk" of Ref. [22] , with the rest state (σ = 0) replaced by the backward motion (σ = −1). This does not lead to subdiffusion for any parameter values, but shows a diffusion to superdiffusion transition when
We characterize the process by calculating the variance var(x n ) = x 2 n − x n 2 of the displacement x n of the walker as the number of steps n becomes very large, where · · · denotes an average over many realizations. We will see that var(x n ) ∼ n β , where β is a function of the model parameters, β(p,q). We find that in some regimes β > 1 (superdiffusive), in others β < 1 (subdiffusive) and in yet another β = 1 (normal diffusive).
The process is initiated by moving the walker to the right with probability s, that is, the probability that σ 1 = 0 or σ 1 = 1 is given by
(an initial step away from the origin is necessary or there will be no walk at all once we set q = 0). Writing out the two contributions explicitly as contained in this formula gives
The displacement of the walker at step n (or the position of the walker if we set the origin of the walk equal to 0) is given by
At any step n + 1 > 1 the dynamics of the walker depends on the full history, {σ n } = (σ 1 , . . . ,σ n ), up to the present step n. For a given past history {σ n }, the conditional probability that σ n+1 = 0 or 1 can be written as
where α = p − q. Note that −1 α 1 and 0 p + q 2. For instance, writing out the contributions for, say, σ 2 we have
For σ 3 there are eight contributions, etc.
Using Eq. (3), it is straightforward to calculate the conditional mean value of σ n+1 in terms of the mean displacement of the walker,
where the brackets · · · denote a conditional average. Taking the conditional average of Eq. (2) leads to a recursion relation for x n ,
where in the third line we have used Eq. (4). This can be solved recursively to obtain
Since α < 1, for q = 0, the first term dominates at long times. The mean displacement of the walker increases linearly with step number, x n → qn/(1 − α), and the velocity approaches the constant ratio q/(1 − α). However, if q = 0, the second term dominates and the displacement grows as n α . This is the regime central to our discussion, and discussed in more detail below.
Next we consider the second moment of the displacement. Using the fact that σ m n = σ n for any integer m 1 together with Eqs. (2), (3), and (6), we obtain the recursion relation
Equation (7) can be solved iteratively together with Eq. (6) and the initial condition x 2 1 = s. In the long-time limit, to leading orders we get
where
Again, when q = 0 the first term dominates at long times, and the second moment of the walker increases quadratically with time, x 2 n → n 2 . However, if q = 0 one of the subsequent terms dominates depending on the value of α, see below.
We have thus seen that when q = 0, the asymptotic growth of the mean conditional displacement of the walker is linear with step number, while the second conditional moment of the position varies with the square of the step number. The variance grows asymptotically as
We therefore have diffusive dynamics if α < 1/2 and superdiffusive dynamics if α > 1/2. For α = 1/2, we have marginal superdiffusion,
Note that for α = 1/2, q can not be greater than 1/2 and the variance is always positive. We have thus shown that for any q > 0, the variance of the walker's position varies either diffusively (α < 1/2) or superdiffusively (α 1/2). The principal results of this paper are embodied in the case of q = 0, that is, the walker does not move at the current step if the remembered step is one where it remained still, σ k = 0. In this case, with α = p, the asymptotic dynamics are given by
The variance therefore grows with step number as ∼n 2p . Note that in this case, all moments of the displacement are directly proportional to the probability s that the walker moves in the first step. For p = 1/2, the walk is diffusive with a diffusion coefficient
Unlike the models studied in previous work [22, [24] [25] [26] , in this case the variance and hence the diffusion coefficient depend on the probability of the initial step. For s = 0 all moments are zero, i.e., there are no dynamics. This is because, as noted earlier, a history with σ 1 = 0 can not induce any dynamics (q = 0). For p > 1/2, at long times, the walk is superdiffusive while for p < 1/2 it is subdiffusive. We thus have all three (diffusive, superdiffusive, and subdiffusive) asymptotic dynamics within a single model, with motion only in one direction and with perfect repetition of remembered immobile steps. In order to explore the robustness of the q = 0 condition for the existence of three transport phases, we next consider a variation of the model. Instead of a uniform memory, the walker may either remember a distant past more efficiently than the recent one or vice versa. This is modeled by assuming a power-law memory pattern: The kth step from the past is remembered with probability p(k,n) = A(n)k γ , where A(n) is the normalization factor. Thus for γ < 0, the walker remembers its distant past better than the recent one, and the reverse is true for γ > 0. For γ = 0, the memory is uniform and the walk is the one discussed above. This model does not lend itself to closed analytic expressions for the different moments of the walker's displacement. The asymptotic dynamic behavior can, however, easily be obtained from numerical simulations of the displacement of the walker in a large number of simulations. We ran 5000 realizations to compute the averages, and in order to access the asymptotic dynamics we have ascertained that 10 5 steps in each realization are sufficient. However, accurate results for q = 0 and γ = 0.8 require longer runs since for q = 0 the velocity of the walker is smaller for smaller p and it takes longer to reach the steady state.
With this modified memory, we find that at long times the average variance of the displacement of the walker shows a power-law growth, ∼n a . In Fig. 1 we show the variation of the exponent a as p is scanned over the range 0 < p < 1 for different q values. The results in the figure clearly indicate that if q > 0 only the diffusive and superdiffusive behaviors occur, while all three dynamical behaviors are observed when q = 0. This confirms our earlier result, and shows that the q = 0 condition for all three dynamical behaviors to occur is quite robust against variations in the memory pattern. We also observe that for a given q, the transition from the diffusive to the superdiffusive regime occurs more readily (at smaller values of p) as γ is decreased, that is, memory of the distant past induces persistence in the dynamics.
III. PROBABILITY DISTRIBUTION
We derive a master equation for the probability distribution function of the displacement of the walker, which of course contains far more information than the first two moments. Here empty and filled points correspond respectively to γ = 0.8 (the walker remembers the recent past more clearly) and γ = −0.3 (the walker remembers the distant past more clearly). For γ = 0.8 and q > 0, the dynamics is always essentially diffusive (a is close to 1) while for γ = −0.3 and q > 0, the dynamics is either diffusive (a ∼ 1) or superdiffusive (a > 1). All three phases of dynamics, diffusive, superdiffusive, and subdiffusive (a < 1) are accessible only for q = 0 (filled and empty circles). Following Ref. [22] , we start by defining the characteristic function
Combining Eq. (2) with (15), we can write
In order to compute this average, we note that
where we have used σ k n |{σ n−1 } = σ n |{σ n−1 } for all k 1. For q = 0, using Eq. (3) we get σ n |{σ n−1 } = [α/(n − 1)]x n−1 . Substituting this into Eq. (17), averaging over all realizations of the history, and using Eq. (15), we get
Taking the inverse Fourier transform, P(x n ) = dλe −iλx n Q n (λ), we obtain an exact equation,
where P(x n ) is the probability of finding the walker at position x n at step n. Note that x n n since the walker can only go in one direction and at times the walker remains still. Interpretation of Eq. (19) is straightforward. The factors αx n /n and α(x n + 1)/n are the rates at which the walker jumps, x n → x n + 1 and x n + 1 → x n + 2 at step n. Therefore the first term on the right-hand side of Eq. (19) is the probability that the walker is at position x n + 1 at step n multiplied by the probability of its staying there at the next time step, while the second term is the probability that the walker is at x n at step n multiplied by the probability that it jumps to x n + 1 in the next step. Both of these processes contribute to the probability of finding the walker at x n + 1 at step n + 1.
Equation (19) can be computed recursively from the initial condition, P(x 0 = 0) = 1, P(x 1 = 1) = s = 1 − P(x 1 = 0). While we have not been able to find a general analytic solution of the master equation, it is straightforward to compute closed expressions for the probabilities for some specific values of x:
P (x n = n) = sα n−1 (22) and of course P (x n ) = 0 if x > n.
In Fig. 2 we show some results for the probability distribution computed by solving Eq. (19) with s = 1, that is, with a unit probability of stepping away from the origin at the first step. The distribution is strongly non-Gaussian with a tail structure for smaller times, reflecting the memory effects. For α < 0.5 (inset), the distribution function shows no characteristic length scale. Although the probability is maximal at x n = 1, the average displacement increases according to the Eq. (12) . This behavior has to be contrasted with the results for α > 0.5, which clearly shows a characteristic length associated with the optimal value of the probability, which increases with α. From Eq. (20) we note that for large n the probability to be at x n = n decays faster (exponentially) than the probability to be at x n = 1 (∼n −α ), which lends a strong non-Gaussian character to the distribution.
IV. CONCLUSION
Until relatively recently, random walks and other stochastic transport processes have been thought of as giving rise to either normal diffusion or anomalous diffusion but not both, at least in the asymptotic regime. In recent years a number of models have been identified that give rise to normal diffusion in some parameter regimes and superdiffusion in others, leaving subdiffusion to different models. Only quite recently have some models been identified that give rise to all three regimes, models in which memory plays a role (i.e., non-Markovian models). It has been our particular desire to find the simplest possible such models, and in Ref. [26] we proposed a random walk that exhibits all three forms of behavior with a simple parameter sweep. In that model the walker could walk left or right or remain still according to a set of rules that included reaction to a memory of steps past.
In this paper we have found an even simpler random walk model that exhibits all three phases of behavior, simpler because the walker is only allowed to move in one direction or remain still. Our walker remembers its past history, remembering one past action before deciding on the next one. Its action at the next step depends on which past step it remembers. If it remembers a previous step at which it moved, then it moves again with probability p or remains still with probability (1 − p). However, if the remembered step was one where the walker did not move, then the walker must remain still again. If all past steps are remembered with equal probability, that is, probability 1/n per past step where n is the number of steps taken up to the present, then the walk is superdiffusive if p > 1/2, diffusive if p = 1/2, and subdiffusive if p < 1/2. These results have been obtained analytically. If the memory of the past is not uniform, e.g., if there is a power-law memory pattern, there are still three regimes, but the values of p to move from one to another are shifted. These results have been obtained numerically. The results described above are those obtained from the first two moments of the distribution of displacements of the random walker. We have also examined the behavior of the full distribution of displacements, and find, not surprisingly, that this distribution exhibits strong non-Gaussian features.
As a final note, we conjecture that there may not be a simpler model that exhibits all three phases of behavior, subdiffusive, diffusive, and superdiffusive, with a simple sweep of a single parameter. Also, we recognize that this work is mainly of academic interest and do not ascribe to it a serious practical applicability. However, it would be interesting to understand at a deeper level what fundamental aspects allow such rich behavior with such a simple model.
