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ABSTRACT 
Boilerplate refers to unwanted and repeated parts of a webpage 
(such as ads or table of contents) that distracts the user from reading 
the core content of the webpage, such as a news article.  Accurate 
detection and removal of boilerplate content from a webpage can 
enable the users to have a clutter free view of the webpage or news 
article. This can be useful in features like reader mode extraction or 
webpage summarization in web browsers. Current implementations 
of reader mode content extraction in major web browsers perform 
reasonably well for textual boilerplate content in static webpages, 
but are mostly based on heuristics and hence may not be correct 
when the webpage content is dynamic. Also, they often do not 
perform well for removing boilerplate content in the form of images 
and multimedia in webpages. For detection of boilerplate images, 
one needs to have knowledge of the actual layout of the images in 
the webpage, which is only possible when the webpage is actually 
rendered. In this paper we discuss some of the issues in relevant 
image extraction, present the design of a testing framework to 
measure accuracy and a classifier to extract relevant images by 
leveraging a headless browser solution that gives the rendering 
information for images.   
CCS Concepts 
• Computing methodologies ➝ Supervised learning by 
classification.  
Keywords 
Image classification; MART; gradient boosting; boilerplate 
removal; content extraction. 
1. INTRODUCTION 
The problem of extracting the relevant content after removing noise 
from webpages is called by various names such as boilerplate 
removal [1-5] and content extraction. This can be useful in features 
of web browsers such as webpage translation, webpage 
summarization and reader mode.  Reader mode refers to the feature 
in web browsers where webpages are shown in an easy to read 
format by removing ads and clutter. It is a classification problem, 
where one must classify each HTML element in the webpage as 
relevant, i.e. part of the main article, or not relevant.  
The current implementations of the content extraction algorithm in 
read mode or reader mode on modern browsers such as Chrome, 
Firefox, Safari and Edge use heuristics [6-8] and perform 
reasonably well for textual content in news articles. However, the 
heuristics-based approaches, which involve multiple rules to decide 
whether an HTML is relevant or not, are not flexible enough and 
an old heuristic rule may become obsolete if the HTML standards 
and webpage layouts change. Also, most news articles are heavy in 
multimedia including images, videos and embedded content such 
as twitter feeds. The problem with classifying images is often that 
they are hidden inside nested div elements or iframes, which makes 
it difficult to extract and classify the content to decide whether it is 
relevant or not to display in reading view.  
In this paper we make the following contributions: first we describe 
the design of a labeling tool and testing framework for testing the 
accuracy of a dataset of webpages in reading view. Secondly, we 
leverage a solution that uses the rendering result of a headless 
browser to provide features related to the DOM structure of the 
rendered webpage. Finally, we present the accuracy results for a 
curated dataset of high-impact news articles webpages.  
2. RELATED WORK 
The general problem in webpage content extraction and boilerplate 
removal is to extract data from a webpage in a structured way. 
HTML is unstructured and has many kinds of flexibility, which 
make extraction of meaningful information from the HTML (and 
the DOM tree created by the rendering from the HTML) alone quite 
difficult. Some of the cases where it is difficult to infer the layout 
from HTML alone are as follows: sometimes an HTML table may 
be used for layouting the webpage, at other times the DOM 
elements may be used to create a table layout. Getting the layout 
from the DOM tree of the webpage alone is therefore difficult.  
Even the render tree representation of the webpage, formed by the 
CSS along with the HTML cannot give enough accurate 
information about how the final webpage would look when actually 
rendered in a variety of user agents and resolutions, such as a 
desktop browser or a mobile browser.  
Various approaches [1-5] have been proposed to solve the problem 
of content extraction including heuristics, machine learning based 
approaches for classification such as decision trees, support vector 
machines (SVM), conditional random fields (CRF), and 
approaches based on image processing on the webpage layouts, 
such as VIPS [6].  
Kohlschutter [1] found that shallow text features such as average 
word length, sentence length, text density and link density can lead 
to a pretty good guess of which part of the webpage is boilerplate 
or not, in standardized datasets such as CleanEval. The algorithm 
was adapted in an open source library called boilerpipe that inspired 
a few commercial implementations. In a related paper [2], 
Kohlschutter used a text density related feature to perform 
segmentation of a webpage.  
Body Text Extraction or BTE is another approach, which works on 
the principle that blocks of relevant content would be contiguous 
and therefore the main challenge is to find the largest such block in 
a given webpage. The method is called maximum subsequence 
segemtation [3, 4].  A variation of this principle, splitting the 
HTML content by tags and using some rules to cluster the tags, has 
  
been used in the jusText [5] algorithm. Another variant is the 
Goldminer algorithm [6]. 
Weninger [7] in their WWW paper used the text to tag ratio of the 
lines in the webpage as a feature to classify the content as 
boilerplate or not, also getting good results.  
Vogels [8] used deep learning using a convolutional neural network 
to classify boilerplate in webpages using a range of block level 
features, getting good results over benchmarks.  
VIPS [9] is a different kind of algorithm, which instead of 
extracting features from the HTML tries to simulate the visual 
layout of the webpage, by segmenting the webpage into non-
overlapping rectangular visual blocks using some heuristics.  
However, it is not implemented for content extraction and 
boilerplate removal in real time.  
Most HTML pages (at least the pages of news articles or blogs) do 
have a kind of structure, with the relevant article content in the 
middle as a block, and the table of contents on the sides. The 
structure is common in the sense that even if we see a webpage in 
a language we do not understand such as Chinese or Arabic, we 
have no difficulty in visually understanding the different parts of 
the webpage or which part is boilerplate and which is the relevant 
content. A commercial solution diffbot [10] has leveraged this 
property and created an image classifier with deep learning, with 
an API to get the different sections of an URL such as header and 
footer. Search engines such as Google or Bing would also have to 
index some, though not all, sections of crawled webpages.   
Various commercial browsers have used variations of the above 
mentioned approaches [11-14]. Implementations of libraries like 
beautifulsoup in python [15] can also perform some web scraping. 
However, as in the case of diffbot and vips, a visual based approach 
is more likely to give good results on a wide variety of webpages.  
In this paper, we used a headless renderer to give us the visual 
rendering information, from which we extracted features to train a 
machine learning model.   
3. PROBLEM STATEMENT AND 
APPROACHES 
Our general problem is to segment the webpage into blocks or units 
in such a way so that each individual unit can be identified and 
categorized. Here the categories can be something like 
“boilerplate” vs “not boilerplate” or something more granular such 
as “heading”, “article content”, “table of contents” etc.  
The unit of the webpage can be any one of the following: DOM 
node or render tree node or visual block. The first challenge is to 
define the unit at a level that balances accuracy and complexity. 
Then we have to segment the webpage into such blocks. Finally, 
we classify each of the units into the categories as needed.  
One way to solve the problem is to take a computer vision approach 
to segmentation, similar to VIPS [9] and diffbot [10]. This involves 
getting the rendered webpage image or screenshot, starting with the 
pixels and segmenting the image into regions or blocks on the basis 
of some measure of pixel similarity. For example, one can use a 
clustering algorithm to cluster similar pixels. But simultaneously 
one also needs to have a cost function to control the number of units 
such that the number of regions also does not grow too much. In 
one top down approach, the whole webpage is treated as one region 
and then the non-coherent regions are divided in each step. In 
another approach, each pixel is treated one region and then the 
coherent regions are combined in each step. We need an optimal 
number of regions. One big challenge in this approach is how to 
link the block unit back to the original DOM elements, so that it 
can be presented to the reading view to be shown to the user.  
Another way is to get some measure such as text density (number 
of words per line, as in [1]) instead of a purely visual measure and 
use it to grow the regions or identify the similar regions.  
One can also perform some smoothening of the page and define (or 
fit a function for) some kind of Markov random field or other type 
of field that covers the whole webpage. Here the idea is that the 
blocks seem to cluster together on the webpage, so labels for 
neighboring blocks would be a good approximation of the label of 
the block under consideration.  
Finally, another solution is to have a headless browser to render the 
webpage and produce a feature vector comprising position and 
other features of each HTML element. This is the approach we have 
taken in this paper, since it solves some of the problems with other 
approaches and balances complexity and accuracy.  
4. TESTING FRAMEWORK 
In order to improve the accuracy of the algorithm for content 
extraction and boilerplate removal in webpages, we first have to 
build the platform and tools to evaluate the accuracy and compare 
different algorithm results. So we first built a tagging or labeling 
tool to label the individual elements of the webpage, as well as a 
testing framework for webpages using Selenium. We used a dataset 
of around 1000 high impact URLs, incorporating factors such as 
frequency of usage from telemetry data, variation in webpage 
design etc. We decided to concentrate on news webpages initially 
since their usage is usually high as per Alexa top sites. Also, news 
articles are better structured and so are a good starting point to 
target accuracy improvements. 
Fig.1 gives a screenshot of the tagging tool, and fig. 2 shows the 
architecture of the testing framework. The steps of the testing are 
described in the following subsections:  
4.1 Building a tagging/ labeling tool 
We built a tagging / labeling tool to tag individual elements of the 
webpages as relevant or not relevant. The tool was written in 
Javascript, implemented as a web browser extension, and generated 
an overlay on the DIV element, including text and image elements, 
on which the mouse hovered, the user then tagged the element as 
relevant or not. It then saved the results in JSON format, as well as 
the original and tagged webpage. 
Fig. 1 gives a screenshot of the tagging tool.  
 
(a)  
  
(b)  
Figure 1. (a)Tagging tool, a browser extension to tag the news 
article elements as relevant (R) in green or non-relevant (NR) 
in red.(b)Sample output showing tagged elements. 
 
Figure 2. Architecture of the testing framework. 
4.2 Generating a dataset of tagged HTML 
pages 
Using the tagging tool, we manually tagged a list of around 1000 
high relevance URLs for news articles. For each text and image 
element, we tagged it as relevant or not relevant. This was saved in 
a JSON file. The original HTML pages corresponding to the URLs 
were also saved. 
4.3 Using a test bed to get accuracy 
We built a test bed to measure and compare the accuracy of the 
reading view implementation in different browsers, including our 
custom algorithm. The testing framework used Selenium for 
automating the opening of a set of saved webpages in reading view 
and supported several browsers including Chrome, Firefox, and 
Edge.  
The original framework was only meant for text. We modified the 
testing framework to give the performance results for images, and 
using the headless browser solution.  
Fig. 2 gives the architecture of the testing framework  
 
Figure 3. Predictions generated by the headless browser tool 
for a given URL. Green indicates relevant content. 
 
5. EXTRACTION USING HEADLESS 
BROWSER SOLUTION 
We chose a custom headless browser solution since it is 
customizable and could be easily modified to classify images.  
Since this solution uses a headless browser, it can extract features 
related to the layout of webpage elements from the rendering 
engine. solution worked by rendering the webpage and generating 
a vector of features of each webpage element such as position, X 
and Y coordinates, metadata related features, relative position as a 
ratio and other features. 
Fig. 3 shows the web interface for the solution.    
We trained a custom image classifier using the solution. The 
classifier first used the headless browser solution to extract features 
such as position and size of the images, from the rendered webpage. 
Our classifier used an implementation of the MART gradient 
boosting algorithm [16, 17], called fasttree, for the classification.  
Gradient boosting often performs better than other methods of 
shallow learning for simple classification, so we used this 
algorithm.  
The default parameters we used for the gradient boosting are 
learning rate=0.4, shrinkage=0.53, number of leaves=92, iterations 
count=50.  
We used a training:testing ratio of 70:30 in our webpage dataset for 
the solution. 
6. RESULTS 
The results of the accuracy of the extraction algorithms for text and 
images using the testbed are given in table 1.  
Table 1. Classification accuracy on different browsers for 
extracting relevant content from webpages 
Browser Precision Recall F1 Score 
Chrome (text) 0.91 0.88 0.88 
Firefox (text) 0.91 0.87 0.87 
Edge (text) 0.94 0.85 0.88 
Headless browser DOM 
solution (text) 
0.68 0.82 0.72 
Chrome (images) 0.31 0.5 0.34 
Firefox (images) 0.6 0.65 0.61 
Edge (images) 0.94 0.76 0.79 
Headless browser DOM 
solution (images) 
0.5 0.6 0.55 
 
As we can see, the read mode solutions in major browsers performs 
well for text, although the image results are variable. Our headless 
browser solution for images performs well for a few chosen 
dynamic webpages but poorly overall. It is still work in progress 
and its accuracy is expected to improve with more training and 
tweaking of parameters.  
7. CONCLUSION AND FUTURE WORK 
We have described a framework for testing the accuracy of 
extraction algorithms for read mode in web browsers. The current 
results show the content extraction methods in major browsers 
performing well for text but variably for images.  
We have trained an image classifier using the headless browser 
enabled solution and are in the process of further improving its 
accuracy by tweaking the model parameters and improving the 
feature selection.  
  
In future we hope to switch to the solution using a web service once 
the accuracy is improved sufficiently. We also intend to expand the 
test bed dataset to include a wider selection of webpages.  
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