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A B S T R A C T
Under perfect competition and constant returns to scale, firms producing homogeneous products set their prices at their marginal costs which also equal their average costs. However, the departure from these standard assumptions has important implications with respects to the derived theoretical results and the validity of the related empirical analysis. In particular, monopolistic firms will charge a markup over their marginal costs. We show that firms' markups tend to be directly associated with the employed production technology, more specifically with their returns to scale. Accordingly, we analyze the implications for the markup ratios from the incidence of non-constant returns to scale. We present quantitative results illustrating the effect of the returns to scale index on the firms' price markups, as well as the relationship between the two indicators, on the basis of firmlevel data for Bulgarian and Hungarian manufacturing firms.
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Introduction
Some of the important results of the neoclassical production theory are derived under the standard assumptions of perfect competition in product and factor markets, sometimes coupled with that of constant returns to scale. In particular, under perfect competition in efficient product and factor markets market, firms producing homogeneous products set their prices at their marginal costs which, under constant returns to scale, also equal their average costs. Put differently, under perfect competition firms adjust their output level and cost structure so that to set their marginal costs equal to the exogenous price level.
The assumptions of perfect competition and constant returns to scale -as well as the theoretical results derived in a framework that incorporates them -are often applied in empirical studies as well, including microeconomic studies based on firm-level data.
However, recent theoretical advances as well as the related empirical research have shown that the departure from these standard assumptions may have important implications with respects to the derived theoretical behavioral characteristics and the validity of the conclusions based on the related empirical analysis. Relaxing some of the assumptions of perfect competition and constant returns to scale has led to various extensions of the standards neoclassical results.
Among the first papers that challenged some of the standard neoclassical assumptions was the seminal work by Hall (1988) . He questioned the assumption of perfect competition on product markets, and tested the equality of prices and marginal costs (under the assumption of constant returns to scale) using longitudinal industry-level data for this purpose. His empirical results provided strong evidence against the joint hypothesis of perfect competition and constant returns to scale. He also showed that the primal Solow residual can be decomposed into two parts: a price markup and a technological change components. In another seminal paper, Roeger (1995) elaborated further Hall's approach, preserving the assumption of constant returns to scale. He established that, similarly to the primal, the dual Solow residual can also be decomposed into two such components. Moreover, he argued that the presence of market power -a violation of the conditions for perfect competition -induces a wedge between the primal and the dual residuals. Kee (2002) went one step further, deriving the form of the Solow residuals for the case of non-constant returns, showing that the latter also contributes to the formation of a price markup. He also showed that imperfect competition alone cannot explain the existence of a wedge between primal and dual Solow residuals in the case when factor shares remain constant.
The works of Hall and Roeger inspired a series of empirical studies. While most of these were conducted on the basis of longitudinal sectoral data (time series of aggregated sectoral data), more recently the same method has been applied to firm-level data (using either cross-sectional or pooled enterprise data), which in principle opens wider opportunities to analyse micro behaviour.
In this paper we analyze empirically the implications of resolving the assumption of constant returns to scale on the markup ratios. We show that firms' pricing behavior in imperfect markets tends to be directly associated with the characteristics of their production technology, in particular, with their returns to scale and hence efficiency. In our approach the returns to scale parameter is estimated separately, in the context of the underlying production technology. The returns to scale index is then used for correcting the value of the estimated markup ratio.
This approach is used for the comparative empirical analysis of the Bulgarian and Hungarian manufacturing firms. These two countries were undergoing a fundamental economic transformation from plan to market in the 1990's. Their markets were gradually taking shape but, for obvious reasons, they were marred by numerous imperfections during this period. Accordingly, the assumption of perfect markets is clearly not applicable for the conditions that prevailed in these economies. Moreover, our empirical results do show that in these conditions the standard assumptions of perfect competition and constant returns to scale may lead to important distortions in the empirical results concerning the firms' pricing behavior. We apply an identical methodology to the enterprise data for the two countries and derive fully comparable empirical results, which increases the robustness of our empirical findings.
Markup pricing in imperfect markets: theoretical background and empirical measurement
It is a well-established result in production theory that under perfect competition in efficient product and factor markets market, firms producing homogeneous products set their prices at their marginal costs. In addition, if the production technology is characterized by constant returns to scale, and there are no dynamic effects, average costs equal marginal costs and hence the output price. These conditions do not necessarily hold in a world of imperfect competition: thus the incidence of a monopolist endowed with market power may result in a shift of the equilibrium point away from its would-be position under perfect competition. If the demand curve faced by a monopolist producing product y is downward sloping, the equilibrium price p y will exceed the marginal cost µ by a markup θ (θ > 1) which depends on the price elasticity of demand η:
In other words, monopolistic firms may use their market power to set prices above their marginal costs.
While price markups over marginal costs are considered to be important characteristics of firms' behaviour in imperfect markets, they are not directly observable.
Apart from the theoretically justifiable expectation that θ > 1 (as the elasticity of demand η for a downward sloping demand curve is negative) there are no other priors as to the values of the markups. Their actual measurement has long interested empirical economists and various approaches to their indirect estimation have been suggested in the literature. The differences in approaching the measurement issue stem both from the underlying theoretical methodology and from the specific objective of the measurement exercise (e.g. to quantify the markups charged by individual firms on individual products, or to measure the average markups of individual firms, or to estimate the average markups across specific industries).
The definitional identity (1) offers two possible straightforward approaches to the measurement of the firm's markups: one of them requires relevant data on the firm's output prices and marginal costs; the second necessitates the quantification of the price elasticity of demand faced by the firm. Supina (1996, 2000) have applied the first of these approaches to analyze the price markups charged by different producers on a set of 13 homogeneous products. To do that they specify and estimate a cost function using plant level data and then construct estimates of the marginal cost that vary by plant. The individual firmlevel markups can be then calculated using plant level output price data. Morrison (1992) uses a similar approach based on generalized Leontief cost and expenditure functions to analyze the markup behaviour of U.S. and Japanese firms. The second approach (based on the demand elasticity) has been explored in Justman (1987) and Shapiro (1987) , among others. The main practical problem of these two approaches (and the reason why their application has been relatively limited) is that they require detailed firm-level price and cost information which, in general, is not readily available and may be difficult to obtain.
Another strand in the empirical literature originates in the seminal paper by Hall (1988) who analyzed the implications of market power on productive efficiency, factor demand and pricing behaviour. Using a two-factor production function, Hall showed that under imperfect competition the primal Solow residual is not solely attributed to autonomous technical change, but may partly reflect monopolistic pricing behaviour. He used his derivation to estimate average industry markups using for this purpose longitudinal industrylevel data. Hall's approach was tested and extended in a number of subsequent studies (Shapiro, 1987; Domowitz, Hubbard and Petersen, 1988 , among others).
Roeger (1995) established that in the presence of market power (violating the conditions for perfect competition), the dual Solow residual can also be decomposed into two such components: one attributed to autonomous technical change and another one -to the markup charged by the monopolistic firm. Importantly, he derived an easily estimable equation from the emerging wedge between the primal and dual Solow residuals that can be used for direct estimation of price markups. One of the most attractive features of Roeger's approach is the fact that it is exceptionally undemanding with respect to data: thus in the case of a two-sector production function its application only requires (firm-or industry-level)
nominal values of value added, labour and capital costs.
Hall's work and, especially, Roeger's result inspired a series of empirical studies.
While in principle this approach is perfectly feasible for the estimation of the markups charged by individual firms, most of the related empirical studies seek to measure average industry-level markups, the main constraint apparently being the significant level of noise in the data of individual firms. In addition, most of the related empirical work has been based on longitudinal sectoral data (time series of aggregated sectoral data), rather than firm data
proper. Thus Oliveira Martins, Scarpetta and Pilat (1996) and Oliveira Martins and Scarpetta (1999) estimated sectoral markup ratios on the basis of longitudinal data for the OECD economies. Several studies related variations in markup ratios to the business cycle (Bloch and Olive, 2001; Linnemann, 1999; Weiss, 2000; Wu and Zhang, 2000) . In a cross-country study, Hoekman, Kee and Olarreaga (2001) More recently the same method has been applied to firm-level data (using either cross-sectional or pooled enterprise data), which in principle opens wider opportunities to analyze micro behaviour. Basu and Fernald (1997) emphasize the importance of inter-sectoral heterogeneity when analyzing the relationship of markups and returns to scale, even from the macroeconomic viewpoint. This also facilitates the resolution of one rigid assumption incorporated in studies based on industry-level data, namely that the markups are either timeinvariable or directly related to the business cycle. Using this type of data some studies have not only attempted to estimate markup ratios but have also tried to assess the impact of competitive pressure on their formation (Dobrinsky, Markov and Nikolov, 2001; Konings, Van Cayseele and Warzynski, 2003) . In a similar vein, Konings, Van Cayseele and Warzynski (2001) seek to identify whether competition policy matters in shaping the firms' pricing behavior.
Both the main theoretical results and most of the empirical studies refer to the case of a two-factor production technology with output defined as value added. However, Norrbin (1993) pointed out that defining the markup over value added may induce an upward bias in estimations. Basu and Fernald (1997) emphasize that value added can only be interpreted as an output measure under perfect competition, and its use suffers from omitted variable bias under imperfect competition. Noting this, Oliveira Martins, Scarpetta and Pilat (1996) proposed an extension of Roeger's model for a production function defined over sales and incorporating material inputs as well (but preserving the assumption of constant returns to scale). In this extension the main features remain intact while the data requirements only rise slightly to include nominal material costs.
Price markups and returns to scale
Most empirical studies so far have neglected one specific aspect of markup pricing, namely the existing link between the markup ratio and the returns to scale index in the case of non-constant returns to scale. We illustrate this link in the following simplified theoretical setup. Assume that the production technology of a representative firm is characterized by a production function y = f(x), where x is the vector of inputs. Alternatively, it can also be defined by the dual cost function C = C(y,p), where p is the vector of factor prices. It is assumed that both f and C possess all the conventional properties that validate the duality theorems. Let the production technology be characterized by a returns to scale index λ which in accordance with the theory of production duality (see, e.g. Fare and Primont, 1995) can be expressed as:
where C/y is the average cost of producing one unit of output and µ, as before, denotes the marginal production cost µ = ΜC/Μy. From eq. (2) the marginal cost can be determined as µ = (C/y)/λ. Substituting the latter in eq.
(1) establishes a direct relationship between the markup and the returns to scale indices:
The right-hand side of this expression is nothing else than the firm's average profit margin. Hence eq. (3) suggests that a monopolist operating a production technology characterized by a returns to scale index λ will achieve an average profit margin which equals the markup over marginal costs θ divided by the returns to scale index. From a theoretical point of view eq. (3) establishes a direct structural relationship between (the unobservable)
returns to scale and markup indices and the (observable) average profit margin.
It should be pointed out that while eq. (3) is established as a structural relationship, it does not imply anything as regards the direction of causality between the two structural parameters. Besides, the non-linear nature of this relationship prevents its direct use for empirical purposes: thus one and the same average profit margin may be consistent with an infinite number of combinations of λ and θ. Hence, while this relationship sets up an issue, it offers little help in resolving the problems associated with it.
Similarly to the measurement of the price markup, the actual quantification of the returns to scale index is essentially an empirical issue. But one of the important implications of eq. (3) is that the link between these parameters is of a structural nature which should in principle be incorporated in the actual estimation procedure. It should be noted that while this qualification also applies to the estimation of the returns to scale index, this has so far been widely neglected in the related empirical literature.
The empirical literature dealing with returns to scale is very extensive (for a comprehensive overview of issues and problems see Quinzii, 1992) . The mainstream approach starts with an assumption about the functional form of the underlying production technology and seeks to estimate the resultant production function (characterized by a specific returns to scale index). Alternatively, the starting point can be the dual cost function:
assuming a functional form of the cost function and estimating it also yields the returns to scale index on the basis of the duality property (2).
The returns to scale index is present (explicitly or implicitly) in all empirical estimations of price markups. However, most of these studies do not take into account the relationships between returns to scale and markups, often assuming constant returns to scale.
Only very few studies note the structural nature of the relationship between the markup and the returns to scale index which requires that the two parameters be jointly considered in a broader structural framework.
Roberts and Supina (2000) estimate a cost function that is characterized by a returns to scale factor and the latter, in turn, is implicitly present in their estimates of price markups.
Among the problems associated with this approach they note that unobserved efficiency differences may lead to upward biased estimates of returns to scale and hence may cause an upward bias in the markups. Both Hall's and Roeger's models (as well as the empirical works based on these models) assume constant returns to scale. This may be a rather restrictive assumption for empirical applications while the departure from the assumption of constant returns to scale invalidates some of the theoretical results of these two models. Moreover, disregarding these implications in the case of non-constant returns to scale may involve an important estimation bias and may lead to erroneous empirical conclusions.
Estimation of markups in the case of non-constant returns to scale
As noted, theory suggests that the markup and the returns to scale index are two elements of a broader, simultaneous structural relationship. Given the existing structural link between these two parameters, the most natural approach to their estimation would be their joint estimation in a system of structural equations where, on the one hand, the returns to scale index is treated as a parameter of the production technology and, on the other hand, the relation between markup and returns to scale is specified as a structural characteristic of the system. 1 Kee (2002) is among the few authors who address the structural nature of the relationship between returns to scale and markups. He proposes a framework for their joint simultaneous estimation using the derived log differences of the underlying production and cost functions (both of which contain the markup and the returns to scale index) by assuming a functional form for the technical progress term and by imposing cross-equation restrictions on the estimated parameters.
The main practical problem in the empirical application of Kee's approach is that it is rather data demanding: its implementation at the firm level would imply the use of firm-level price data which, as a rule, are very difficult to obtain. 2 For this purpose we suggest a simplified three-step approach, through the introduction of adjustments to the price markups corresponding to constant returns to scale. Note that the firm's performance characteristic, underlying the possible measurement bias in the estimation of price markups, is the returns to scale index. Due to this, in a first step we estimate the returns to scale index for the firm, or group of firms. Due to this, in a first step we estimate the returns to scale index for the firm, or group of firms. To do that we need to define the underlying production technology (either through a production, or through a cost function); we then estimate the production (or cost) function and derive the returns to scale index as a function of the estimated parameters. In a second step we estimate a markup equation, without a prior conjecture regarding the returns to scale index. In a third step, we compute an adjusted markup ratio, by superimposing the computed returns to scale index onto the price markup. The details of this procedure are spelled out below.
For example, assume that the production technology is defined by a Cobb-Douglas
where Z, L, M and K stand for real sales, labor, material and capital inputs, respectively, and
A is the measure of productive efficiency (technical progress). As well known, the returns to scale index λ = α L + α M + α K , so its value will be directly derived from the estimated production function.
For the estimation of price markups we apply Roeger's approach, which for the case of a three-factor production function of the type (4) comes to the estimation of the following simple regression:
where
In these notations, d denotes differences, lower case indicates the logarithm of the corresponding variable and asterisk (*) stands for nominal values. Thus dz* is the logarithmic difference of nominal sales, dl* is the logarithmic difference of labour costs, dk* is the logarithmic difference of capital costs and dm* is the logarithmic difference of material costs.
The estimable parameter B in eq. (5) is the so-called Lerner index, which in the case of constant returns to scale is linked to the markup ratio as follows:
Hylleberg and Jørgensen (1998) and Oliveira Martins and Scarpetta (1999) showed that in the case of non-constant returns to scale, the estimable equation (5) retains its form but the estimated parameter B' has a different interpretation:
where λ is the returns to scale index.
Accordingly, our estimation procedure, which seeks to quantify the firms' markup ratios in the case of non-constant returns to scale, is organized as follows:
1) First we estimate the production function (4) for groups of firms and compute their average returns to scale index λ.
2) As a second step we estimate Roeger's equation for the case of a three-factor production function: equations (5) to (7). From eq. (8) we also compute the implied average markup ratio θ for the same group of firms for the case of constant returns to scale.
3) In a third step, from eq. (9) we compute the implied markup ratio θ for the case of non-constant returns to scale. This corresponds to the introduction of a measurement adjustment to price markup, reflecting the value of the computed returns to scale index λ for the corresponding group of firms.
Application to firm-level data for Bulgarian and Hungarian manufacturing
Most of the empirical research on the estimation of markup ratios is based on of longitudinal sectoral data, i.e. time series of aggregated performance data for manufacturing sectors. With respect to the purpose of estimating price markups, using such data is associated with a number of practical problems. The fact that sectoral level data usually only contain a limited number of observations gives rise to the technical problems related to short time series. But in addition, this type of data raises some conceptual concerns. Thus we can only obtain a single, steady-state estimate for the markup for the whole period of observation while it may be questionable whether sectoral price markups remain constant over, say, two decades. In addition, longitudinal data pose the problem of a possible interference of the business cycle with the formation of price markups. 3 However, sectoral data also have one clear-cut advantage: as sectoral price data are readily available, this provides the opportunity to perform both a primal and a dual analysis.
Using firm-level data to estimate markups allows to overcome many of these difficulties and opens new analytical opportunities. In principle the approach outlined above allows to compute firm-level markups; however, as noted, due to the considerable noise which may be present in individual firm data, practically all firm-level studies so far have sought to estimate markups for groups of firms, usually belonging to the same sector or industry. In any case, one of the obvious advantages of using firm-level data for this purpose is that it becomes possible to estimate mark-ups for specific points in time, say years, using the cross-section data for the population of firms in point in time. 4 Consequently, over time, this might allows to trace the impact of the cycle on the firms' pricing behaviour.
Alternatively, average markups for a certain period of time may be estimated from panel data by introducing specific macroeconomic variables that would control for the cyclical impact.
In turn, the main disadvantage of firm-level data is that usually there are no reliable sources of firm-level prices which effectively prevents a proper dual analysis.
In this study we use firm-level data for Bulgarian and Hungarian manufacturing firms.
The Bulgarian dataset contains detailed enterprise balance sheets for all manufacturing firms that use the double entry accounting method and report to the National Statistical Institute The empirical exercise reported here follows the approach outlined in the previous section. Our preferred definition of output is gross revenue (sales) and, accordingly, we assume a three-factor production function of the type (4). 6 In estimating the production function we assume that the efficiency term A is time dependent and has the following functional form:
A series of estimations of this standard markup model was performed including both single-year and panel estimates. As could be expected, the sectoral markups based on single year estimates tended to display some time variability, which could largely be attributed to cyclical factors but also to a changing level of competitive pressure within the sectors. 7 In the panel estimations we tried different estimation techniques (OLS, fixed and random effects) which produced rather similar results. As these yield average markups for the estimation period, we also included in this specification of A(t) time dummies to take care of timespecific macroeconomic shocks and other time variable macroeconomic factors. Generally, the different estimation techniques produced rather similar results which could also be taken as an evidence of their robustness. In tables 1 and 2 we report some of the panel estimation results (for Bulgaria and Hungary, respectively) for the production functions and the markup equations performed at the NACE 2-digit sectoral level for the period 1995-2001, and the corresponding values for the sectoral price markups. 8 We apply a completely identical methodology to the data for the two countries and thus these results are fully comparable.
( Tables 1 and 2 here) As a first observation, these results suggest that while the returns to scale index in most sectors is close to one, the assumption of constant returns to scale in general cannot be taken for granted.
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In the middle panels of Tables 1 and 2 we present the computed sectoral markup ratios under the assumption of constant returns to scale (equation (8)). In the right-hand panel (the last two columns of the tables) we show the implied markup ratios in the case when we ease the assumption of constant returns to scale as well as the percentage difference between the two estimates of the price markup (equation (9)) which is in fact the measurement bias induced by the assumption of constant returns to scale. Generally, the difference (measurement bias) is not very large (MAPE of 3.3% in the case of Bulgaria and 1.9% in Hungary). These results are in line with the simulation results in Hylleberg and Jørgensen (1998) .
At a first glance, the bias introduced by the assumption of constant returns to scale may appear as minor (within the acceptable margin of error in econometric estimation).
However, one problem in this exercise is that we in fact assume that firms in each NACE 2-digit sector are characterized by the same returns to scale index. This in itself may be a too rigid assumption, potentially introducing its own estimation bias. To check this, we performed another series of estimations which seek to reduce this distorting effect.
In principle, under the assumption of perfect markets, firms operating in the same market should employ identical production technologies (hence identical returns to scale) and should be characterized by identical levels of productive efficiency as competitive pressure will drive out of the market less efficient firms. However, the deviation from the assumption of perfect market implies a possible heterogeneity in production technologies and, respectively, varying returns to scale across the same markets. However, as noted, the identification of the returns to scale index is essentially an empirical issue and there are no clear priors as to the classification of firms into groups featuring the same (or at least similar) returns to scale.
We have attempted several possible breakdowns of the firms in the samples for the two countries, and the one that did reveal differences in the returns to scale index was the breakdown by size. In tables 3 and 4 we present a selection of some of the main results (for Bulgaria and Hungary, respectively) for three size categories of firms: 1) "small firms" (firms with less than 20 employees); 2) "medium-sized firms" (firms with more than 20 but less than 200 employees) and 3) "large firms" (firms with more than 200 employees).
One of the important empirical outcomes of this exercise is the finding that small firms in many manufacturing sectors on average tend to display decreasing returns to scale.
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This is especially pronounced in the case of Bulgaria where the sample includes a considerable number of small-sized firms in all manufacturing sectors (basically the full population of incorporated small firms). The same finding can also be traced in Hungary but to a smaller degree. This may be due to the fact that the Hungarian dataset excludes micro firms (those with less than 10 employees), which sometimes also leads to lower sample sizes.
However, it may just be the consequence of faster Hungarian transition: Halpern and Kőrösi (2001b) found that small firms were characterised by strongly decreasing returns prior 1995 in Hungary, but it approached the constant returns to scale regime afterwards. In fact, returns to scales are higher for the Hungarian firms in the majority of sectors for all categories. That most probably corresponds to the much more substantial efficiency improvements of the Hungarian manufacturing sector: manufacturing output grew by close to 20% annually in this period.
On the other hand, both medium-sized and large manufacturing firms (both in Bulgaria and in Hungary) were in most cases found to operate at close to constant returns to scale. 12 It is thus the category of small firms for which the non-adjusted estimation of the price markups will contain the biggest, upward measurement bias. To illustrate this we present in tables 3 and 4 both the markup ratios computed with constant returns to scale, and those with the adjustment for non-constant returns, as well as the corresponding percentage difference (measurement bias). Indeed, in the case of Bulgarian small firms this difference is in most cases between 10 and 20%, which can already be considered as a large measurement bias. In the case of Hungary the difference is somewhat smaller but there are a few cases of double-digit measurement bias. But also among the size categories of medium-sized and large firms, firms in some manufacturing sectors were found to operate with returns to scale deviating substantially from 1, which also leads to a notable measurement bias in the corresponding price markups.
Bulgarian sectoral markups are close to 10-percentage point higher on average than the Hungarian ones, although with substantial variations. This difference, however, disappears when comparing markup estimates for the separate size categories. This indicates the importance of properly handling firm heterogeneity in empirical analysis.
Another related -and relevant -question that could be addressed in the context of this exercise is whether there exists any relation between the estimated values of the average sectoral returns to scale and markup ratios. The structural relationship between these two parameters at the firm level (equation (3) To test this we have plotted on the three panels of Figures 1 and 2 the scatter diagrams illustrating the relationship between sectoral returns to scale and markups for the three size categories of firms (for Bulgaria and Hungary, respectively). These diagrams hint at the existence of a strong positive correlation between returns to scale index and price markups.
Indeed, in the case of Bulgaria, the coefficient of correlation between returns to scale index and price markup ratio for small firms is 0.56, for medium-sized firms 0.74 and for large firms 0.67. In Hungary, the corresponding coefficients of correlation are 0.64, 0.64 and 0.80.
Notably, the relation is present for all categories of firms and in all these cases its shape is similar (for obvious reasons, the scatter diagram for small firms is shifted to the left). This is in line with the theoretical prior and also confirms the theoretical prediction of Basu and Fernald (1997) that returns to scale and price markups should be strongly (positively)
correlated. The importance of correcting markup estimates by the returns to scale factor is highlighted by the fact that this positive relationship is not observable for the unadjusted markups: the correlation coefficients are close to zero for Hungary for all size categories, and they are negative for Bulgaria in all cases. Even though the differences between adjusted and non-adjusted markups seem to be small in many cases, the proposed correction restores the theoretically important relationship.
( Figures 1 and 2 here) 
Concluding remarks
In this paper we discuss the relationship between price markups and returns to scale in imperfect markets and the implications of this relationship for the empirical estimation of these two parameters. We propose an approach for the empirical estimation of markup ratios with an adjustment for the case of non-constant returns to scale. The idea of this approach is first to determine the average returns to scale index for a group of firms and then to use it in order to make an adjustment to the markup ratio for the same category of firms.
The suggested approach has been tested on balance sheet data for Bulgarian and
Hungarian manufacturing firms. The use of identical methodology allows us to produce fully comparable results for the two countries. Using the suggested approach, we estimate for both countries sectoral markups and returns to scale indexes with and without the adjustment for non-constant returns.
We show that the application of standard procedures for estimating average price markups based on the assumption of constant returns to scale may lead to serious measurement biases. This may occur if the markup is estimated for a group of firms which is heterogeneous with respect to the actual returns to scale index at which different firms operate. In particular, we find in our empirical analysis that small manufacturing firms tend to operate with decreasing returns to scale. Ignoring this fact in the estimation of their markup ratios will result in a considerable upward measurement bias in their estimated price markups.
Moreover, this will also be the case when markups are estimated for groups of firms which lump together small and larger firms. One of the general practical conclusions of our exercise is that empirical research in this area should devote special attention to the relationship between returns to scale and price markups and the related implications.
We also analyse empirically the relationship between returns to scale and their price markups. We find the existence of a strong positive correlation between the estimated sectoral returns to scale and price markups indices, which is in line with the theoretical prior.
The importance of correcting markup estimates by the returns to scale factor is highlighted by the fact that this positive relationship is not observable for the unadjusted markups. The proposed correction in the markups helps to restore this theoretically important relationship.
Finally we note that we apply identical methodology to firm level data for two countries and come up with qualitatively similar empirical results. We consider this as further evidence of the robustness of the results and of the conclusions that we draw from them.
Notes:
11 In principle, it would seem appealing to use directly for this purpose the structural identity (3) which not only establishes a direct and straightforward link between the markup and the returns to scale index but also relies on easily observable firm performance variables. However, the specific non-linear character of this relationship precludes its direct practical use in estimations.
2 Kee applies his approach at the industry level using sectoral price data.
3 While some studies have proposed ways of partly dealing with these issues (Oliveira Martins and Scarpetta, 1999) , the problem of the direct estimation of annual markups remain. 4 In principle, all theoretical results discussed above are derived under the assumption that markups remain constant within the period of differentiation (e.g., at least within two subsequent years). In practical terms, however, this is not a constraint in estimating time-varying markups. This can be done, e.g. by breaking down the observation period into subperiods for which the above assumption still holds. In the extreme, these subperiods can be pairs of subsequent years which is equivalent to estimating annual markups. Notes: * significant at 10%;** significant at 5%;*** significant at 1%. Returns to scale: H0: λ=1; markup: H0: θ=1. Time dummies (not reported in this table) were also included in the estimation of the production function. The reported % measurement bias is calculated as the % difference between the estimated and adjusted values of the price markups. MAPE -mean absolute percentage error. Notes:* significant at 10%;** significant at 5%;*** significant at 1%. Returns to scale: H0: λ=1; markup: H0: θ=1. Time dummies (not reported in this table) were also included in the estimation of the production function. The reported % measurement bias is calculated as the % difference between the estimated and adjusted values of the price markups. MAPE -mean absolute percentage error. Notes: The reported % measurement bias is calculated as the % difference between the estimated and adjusted values of the price markups. MAPE -mean absolute percentage error. 
