Abstract. Motivated by the analysis of passive control systems, we undertake a detailed perturbation analysis of Hamiltonian matrices that have eigenvalues on the imaginary axis. We construct minimal Hamiltonian perturbations that move and coalesce eigenvalues of opposite sign characteristic to form multiple eigenvalues with mixed sign characteristics, which are then moved from the imaginary axis to specific locations in the complex plane by small Hamiltonian perturbations. We also present a numerical method to compute upper bounds for the minimal perturbations that move all eigenvalues of a given Hamiltonian matrix outside a vertical strip along the imaginary axis.
1. Introduction. In this paper we discuss the perturbation theory for eigenvalues of Hamiltonian matrices and the explicit construction of small perturbations that move eigenvalues from the imaginary axis. With F k;l denoting the vector space of real (F ¼ R) or complex ðF ¼ CÞ k × l matrices, a matrix H ∈ F 2n;2n is called Hamiltonian if
ðHJ Þ
⋆ ¼ HJ , where J ¼ h 0 −I n I n 0 i and I n is the n × n identity matrix (we suppress the subscript n if the dimension is clear from the context). In order to simplify the presentation and to treat the real and the complex cases together, we use ⋆ to denote T in the real case and Ã in the complex case.
1.1. The distance to bounded-realness. It is well-known [22] , [26] that the spectrum of Hamiltonian matrices is symmetric with respect to the imaginary axis; i.e., eigenvalues occur in pairs ðλ; −λÞ in the complex case or quadruples ðλ; −λ;λ; −λÞ in the real case. This eigenvalue symmetry degenerates if there are eigenvalues on the imaginary axis. The existence of purely imaginary eigenvalues typically leads to difficulties for numerical methods in control [7] , [26] . If purely imaginary eigenvalues occur, then in some applications (see, e.g., section 1.2) one perturbs the Hamiltonian matrix in such a way that the eigenvalues are moved away from the imaginary axis. We formulate this as our first problem.
PROBLEM A. Given a Hamiltonian matrix H that has purely imaginary eigenvalues, determine (in some norm to be specified) the smallest Hamiltonian perturbation ΔH such that for the resulting perturbed matrix H þ ΔH an arbitrary small Hamiltonian perturbation will generically move all the eigenvalues off the imaginary axis. (By "generically" it is meant that those small Hamiltonian perturbations which do not move the imaginary eigenvalues away from the axis lie in a subset of zero measure within the set of Hamiltonian matrices.)
Since checking the existence of purely imaginary eigenvalues of a Hamiltonian matrix is used in the context of the bounded real lemma [4] , we call this distance the distance to bounded-realness. The converse of this problem of determining the smallest Hamiltonian perturbation of a Hamiltonian matrix so that all eigenvalues of the resulting perturbed matrix are purely imaginary (i.e., the distance to nonbounded-realness) has recently been studied on the basis of so-called μ-values and spectral value sets in [18] .
While the distance to bounded-realness is an important quantity that has to be determined in order to characterize whether it is possible to find a perturbation that moves all eigenvalues off the imaginary axis, in applications (see, e.g., section 1.2) often a modified question is more important.
PROBLEM B. Given a Hamiltonian matrix H that has purely imaginary eigenvalues, determine (in some norm to be specified) the smallest Hamiltonian perturbation ΔH such that the resulting perturbed matrix H þ ΔH has all eigenvalues robustly bounded away from the imaginary axis; i.e., all eigenvalues of H þ ΔH lie outside an open vertical strip S τ ¼ fz ∈ Cj − τ < ℜz < τg ðτ ≥ 0Þ along the imaginary axis.
If a numerically backward stable method is used (and we will propose such a method), then we just have to choose the width of the strip so that perturbations on the order of the round-off errors cannot move eigenvalues on the imaginary axis again. We will discuss such choices below.
In this paper we discuss numerical procedures for the solution of both Problems A and B. We mention that determination of minimal perturbations is in general a difficult nonconvex optimization problem; see [10] . Instead, we construct suboptimal perturbations and hence obtain upper bounds for the smallest perturbations.
Passivation.
The main motivation for studying the perturbation problems that we have discussed in the previous subsection is the following. Consider a linear time-invariant control system _ x ¼ Ax þ Bu; xð0Þ ¼ 0;
y ¼ Cx þ Du; ð1:1Þ with matrices A ∈ F n;n , B ∈ F n;m , C ∈ F p;n , and D ∈ F p;m . Here u is the input, x the state, and y the output.
Suppose that the homogeneous system is asymptotically stable; i.e., all eigenvalues of A are in the open left half complex plane and that D is square and nonsingular. Then (see, e.g., [4] ) the system is called passive if there exists a nonnegative scalar valued function Θ such that the dissipation inequality ðu ⋆ y þ y ⋆ uÞdt holds for all t 1 ≥ t 0 ; i.e., the system absorbs supply energy.
In real world applications the system model (1.1) is typically subject to several approximations. Often the real physical problem (e.g., the determination of the electric or magnetic field associated with an electronic device) is infinite dimensional and is approximated by a finite element or finite difference model [17] , or the system is nonlinear and the linear model is obtained by a linearization. The system may also be obtained by a realization or system identification [8] , [16] , [35] , or it may be the result of a model reduction procedure [4] .
If one uses an approximated model, then it is in general not clear that the property of passivity will be preserved, and typically it is not; i.e., the approximation process makes the passive system nonpassive. Since passivity is an important physical property (a passive system does not generate energy), one then approximates the nonpassive system by a (hopefully) nearby passive system by introducing small (minimal) perturbations of A, B, C , D; see [8] , [10] , [15] , [35] , [36] .
Typically, one has an estimate or even a bound for the approximation error in the original system approximation, and then one tries to keep the perturbations within these bounds. So from the application point of view it may not be necessary to really determine the minimal perturbation; a perturbation that stays within the range of the already committed approximation errors is sufficient. But from a system theoretical point of view, it is also interesting to find a value or a bound for the smallest perturbation that makes a nonpassive system passive. In general it is an open problem to determine this minimal perturbation explicitly. Instead one uses optimization methods [8] , [10] , [11] or ad hoc perturbation methods [14] , [15] , [35] , [34] ; see also [36] for a recent improvement of the method in [15] .
The converse problem of computing the smallest perturbation that makes a passive system nonpassive has recently been studied in [29] , again using optimization techniques.
At first sight the passivation problem does not seem to be related to the perturbation problem for Hamiltonian matrices. However, it is well-known [4] , [15] that one can check whether an asymptotically stable system is passive by checking whether the Hamiltonian matrix
has no purely imaginary eigenvalues, where we have set R ¼ D þ D ⋆ . Thus one can use the distance to bounded-realness (i.e., perturbations that solve Problems A and B) to construct perturbations that make the system passive. This topic will be discussed in a forthcoming work.
The paper is organized as follows: In section 2 we introduce the notation and briefly present some preliminary results. The perturbation theory for eigenvalues, in particular purely imaginary eigenvalues of Hamiltonian matrices, is reviewed in section 3. Hamiltonian perturbations moving purely imaginary eigenvalues of a Hamiltonian matrix to specific points in the complex plane are discussed in section 4. The minimal perturbations or bounds of minimal perturbations are discussed in section 5. A numerical method to compute approximate solutions of Problems A and B for the spectral norm k · k 2 is discussed in section 6.
There are several viewpoints that can be taken to perform the perturbation analysis for Hamiltonian matrices. We will mostly work with the quadratic form (2.1). Another approach would be to use the normal and condensed forms for Hamiltonian matrices under symplectic or unitary symplectic transformations, respectively [24] , [26] . Recall that a matrix S is called symplectic if S ⋆ J S ¼ J and it is called unitary (orthogonal in the real case) symplectic if S is symplectic and S ⋆ S ¼ I . The normal form under symplectic transformations forms the basis for the computation of eigenvalues, eigenvectors, and invariant subspaces of Hamiltonian matrices. But since the group of symplectic matrices is not compact, to obtain backward stable numerical methods it is important to use unitary (orthogonal) symplectic matrices for the transformations. In this case, in general, we cannot get the complete spectral information but only a condensed form-the (partial) Hamiltonian Schur form. LEMMA 2.3 (see [25] , [26] ). Given a Hamiltonian matrix H ∈ F 2n;2n , there exists a unitary symplectic (real orthogonal symplectic if F ¼ R) matrix Q ∈ F 2n;2n such that
where F 11 is upper triangular (quasi-upper triangular in the real case) and has only eigenvalues in the open left half-plane, while the submatrix
has only purely imaginary eigenvalues. If there are no purely imaginary eigenvalues, then this latter block is void, and this becomes a Hamiltonian Schur form. Under further conditions (see [9] , [24] , [25] ) a Hamiltonian Schur form also exists if purely imaginary eigenvalues occur.
It is worth mentioning that if 0 is an eigenvalue, then it is treated differently for real and nonreal Hamiltonian matrices. Indeed, for nonreal Hamiltonian matrices 0 is considered to be purely imaginary. In contrast, for real Hamiltonian matrices the eigenvalue 0 plays a special role, and in some of the literature (see, e.g., [12] ) it is even considered to be not on the imaginary axis. For us, however, 0 will be treated as purely imaginary.
We now discuss the perturbation theory for purely imaginary eigenvalues of Hamiltonian matrices.
3. Perturbation theory for Hamiltonian matrices. In this section we discuss perturbation results for Hamiltonian matrices. In particular, we analyze how purely imaginary eigenvalues of Hamiltonian matrices behave under Hamiltonian perturbations, and then we characterize when small perturbations allow one to move purely imaginary eigenvalues away from the imaginary axis; see also [21] , [28] , [30] , [31] , [32] . To be more precise, given a Hamiltonian matrix H ∈ F 2n;2n with a purely imaginary eigenvalue iα, our primary aim is to determine a minimal Hamiltonian perturbation ΔH such that iα moves away from the imaginary axis to some specified location in the complex plane when H is perturbed to H þ ΔH. By minimal perturbation we mean that ΔH has the smallest norm, either in the Frobenius or in the spectral norm.
associated with the Hermitian form (2.1) is nonsingular. This leads to the following perturbation result for the spectral norm k · k 2 . THEOREM 3.1 (see [28] ). Consider a Hamiltonian matrix H ∈ F 2n;2n with a purely imaginary eigenvalue iα of algebraic multiplicity p. Suppose that X ∈ F 2n;p satisfies rank X ¼ p and (3.1), and that Z as defined in (3.3) is congruent to
If ΔH is Hamiltonian and kΔHk 2 is sufficiently small, then H þ ΔH has p eigenvalues λ 1 ; : : : ; λ p (counting multiplicity) in the neighborhood of iα, among which at least jπ − μj eigenvalues are purely imaginary. In particular, we have the following cases.
1. If Z is definite (i.e., either π ¼ 0 or μ ¼ 0), then all λ 1 ; : : : ; λ p are purely imaginary with equal algebraic and geometric multiplicity, and satisfy
where δ 1 ; : : : ; δ p are the real eigenvalues of the pencil λZ − X ⋆ ðJ ΔHÞX. 2. If there exists a Jordan block associated with iα of size larger than 2, then generically for a given ΔH some eigenvalues among λ 1 ; : : : ; λ p will no longer be purely imaginary.
If there exists a Jordan block associated with iα of size 2, then for any ϵ > 0, there always exists a Hamiltonian perturbation matrix ΔH with jjΔHjj 2 ¼ ϵ such that some eigenvalues among λ 1 ; : : : ; λ p will have nonzero real part. 3. If iα has equal algebraic and geometric multiplicity and Z is indefinite, then for any ϵ > 0, there always exists a Hamiltonian perturbation matrix ΔH with kΔHk 2 ¼ ϵ such that some eigenvalues among λ 1 ; : : : ; λ p will have nonzero real part. We now revisit the perturbation results in Theorem 3.1 and present them in a form that we can directly use in the construction of small perturbations. In what follows, we show that an imaginary eigenvalue of H can be moved off the imaginary axis by an arbitrary small Hamiltonian perturbation if and only if H has a J -neutral eigenvector corresponding to the imaginary eigenvalue. We then describe how to construct such a Hamiltonian perturbation.
Suppose that we wish to construct a Hamiltonian perturbation matrix E of smallest norm such that an eigenvalue of H moves to μ when H is perturbed to H þ E. For such a perturbation then there exists a vector u such that ðH þ EÞu ¼ μu. This means that Eu ¼ μu − Hu ¼ r. Thus the resulting E is a solution of the following structured mapping problem (see [1] , [2] ): Given x; b ∈ F 2n find a Hamiltonian matrix G of smallest norm kGk such that Gx ¼ b. Here k · k is either the spectral norm or the Frobenius norm.
To solve this problem in a more general framework, for X ∈ F 2n;p and B ∈ F 2n;p , we introduce 
Furthermore, the matrix
otherwise, set F ðx; bÞ ≔ Gðx; bÞ. Then F ðx; bÞx ¼ b and kF ðx;
1. Let B ∈ F 2n;p and X ∈ F 2n;p . Suppose that rankX ¼ p. Then there exists a Hamiltonian matrix H ∈ F 2n;2n such that HX ¼ B if and only if X ⋆ J B is Hermitian.
is the unique Hamiltonian matrix satisfying GðX; BÞX ¼ B and kGðX; BÞk F ¼ η F ðX; BÞ. 4. Set Z ≔ ðX ⋆ XÞ −1∕ 2 X ⋆ J BðX ⋆ XÞ −1∕ 2 and ρ ≔ η 2 ðX; BÞ. If ρ 2 I − Z 2 is nonsingular, then consider the Hamiltonian matrix
where
BÞ is a Hamiltonian matrix such that F ðX; BÞX ¼ B and kF ðX; BÞk 2 ¼ η 2 ðX; BÞ. In order to construct a real Hamiltonian matrix H satisfying HX ¼ B we need the following lemma. LEMMA 3.3. Let A; B ∈ C n;p . Then ½ AĀ ½ BB þ is a real matrix.
We then have the following minimal real perturbations. COROLLARY 3.4. Let B ∈ C 2n;p , X ∈ C 2n;p , and suppose that rank½ XX ¼ 2p. Then there exists a real Hamiltonian matrix H ∈ R 2n;2n such that HX ¼ B if and only if X ⋆ J B is Hermitian and X ⋆ JB is symmetric, i.e., ðX ⋆ JBÞ ⊤ ¼ X ⋆ JB. If the latter two conditions are satisfied, then with G as defined in (3.5), the matrix G R ≔ Gð½ XX ; ½ BB Þ is a real Hamiltonian matrix with G R X ¼ B. Furthermore, among all real Hamiltonian matrices H with HX ¼ B the matrix G R has the smallest Frobenius norm.
Proof. If H is any real matrix with HX ¼ B, then also HX ¼B. Hence H½ XX ¼ ½ BB . By Theorem 3.2 a Hamiltonian matrix H satisfying this relation exists if and only if ½ XX ⋆ J ½ BB ≕ Z is Hermitian. It is easily verified that Z is Hermitian if and only if X ⋆ J B is Hermitian and X ⋆ JB is symmetric. If these conditions are satisfied, then by Theorem 3.2 the matrix G R is Hamiltonian and G R ½ XX ¼ ½ BB . Moreover, among all Hamiltonian matrices H with H½ XX ¼ ½ BB the matrix G R has the smallest Frobenius norm. The realness of G R follows from Lemma 3.3.
▯ In this section we have discussed the structured mapping theorem for Hamiltonian matrices and used it to construct solutions of minimal Frobenius and spectral norms. In the next section we use these results to construct Hamiltonian perturbations that move eigenvalues away from the imaginary axis.
Moving eigenvalues by small perturbations.
We now discuss in detail how to move an eigenvalue (resp., a group of eigenvalues) of a Hamiltonian matrix by a small Hamiltonian perturbation to a specific location (resp., locations) in the complex plane. We construct Hamiltonian perturbations under the assumption that a J -neutral eigenvector (resp., J -neutral invariant subspace) exists corresponding to the eigenvalue (resp., group of eigenvalues). THEOREM 4.1. Let σ be a set of eigenvalues of a Hamiltonian matrix H ∈ C 2n;2n , and let X ∈ C 2n;d be a full column rank matrix such that X ⋆ J X ¼ 0 and HX ¼ XR for somenecessary and sufficient condition for moving an eigenvalue of a Hamiltonian matrix in any direction in the complex plane by a small Hamiltonian perturbation. More generally, we have the following result. THEOREM 4.3. Let σ ≔ fλ 1 ; : : : ; λ d g be a set of distinct eigenvalues in the closed left half-plane of a Hamiltonian matrix H ∈ C 2n;2n , and let S σ denote the generalized eigenspace
Then there exists a Hamiltonian matrix E such that HðtÞ ≔ H þ tE has a p-dimensional HðtÞ-invariant subspace X ðtÞ with σðtÞ ≔ ΛðHðtÞjX ðtÞÞ ⊂ C − for 0 < t ≤ 1 and σðtÞ → σ as t → 0 if and only if the subspace S σ contains a p-dimensional J -neutral H-invariant subspace X with ΛðHjX Þ ¼ σ.
Proof. Suppose that HX ¼ XR with ΛðRÞ ¼ σ and X ⋆ J X ¼ 0, where X ∈ C 2n;p is a full column rank matrix. Then the desired result follows from Theorem 4.1.
Conversely, suppose that there exists a Hamiltonian matrix E such that HðtÞ ≔ H þ tE has a p-dimensional HðtÞ-invariant subspace X ðtÞ with σðtÞ ≔ ΛðHðtÞjX ðtÞÞ ⊂ C − for 0 < t ≤ 1 and σðtÞ → σ as t → 0. Let XðtÞ ∈ C 2n;p be a matrix with orthonormal columns such that spanðXðtÞÞ ¼ X ðtÞ. Then HðtÞXðtÞ ¼ XðtÞRðtÞ for some RðtÞ with ΛðRðtÞÞ ¼ σðtÞ. By multiplying the former equation from the left with XðtÞ ⋆ , it follows that RðtÞ ¼ XðtÞ ⋆ HðtÞXðtÞ. Since for t > 0, the set σðtÞ contains no purely imaginary eigenvalue of HðtÞ, the invariant subspace X ðtÞ is J -neutral by Corollary 2.2. Thus XðtÞ ⋆ J XðtÞ ¼ 0 for t > 0. Since the set of 2n-by-p matrices with orthonormal columns is compact, the limit X ¼ lim k→∞ Xðt k Þ exists for some sequence ft k g with t k → 0. By continuity, it follows that
4. An eigenvalue λ of a Hamiltonian matrix H can be removed from the imaginary axis by an arbitrarily small Hamiltonian perturbation if and only if H has a J -neutral eigenvector corresponding to λ.
We mention that an imaginary eigenvalue of a Hamiltonian matrix may or may not have a J -neutral eigenvector associated with it. The case when an imaginary eigenvalue does not have an associated J -neutral eigenvector is addressed in section 5. In our algorithmic construction we remove one imaginary eigenvalue at a time. Therefore, we first briefly discuss the removal from the imaginary axis of an imaginary eigenvalue by a Hamiltonian perturbation under the assumption that a J -neutral eigenvector exists, and then we discuss how to achieve this property. We have the following result which follows from Theorem 4.1. THEOREM 4.5. Let iα be an imaginary eigenvalue of a Hamiltonian matrix H ∈ C 2n;2n . Let v be a normalized and J -neutral eigenvector of H corresponding to iα, i.e., kvk 2 ¼ 1, v ⋆ J v ¼ 0, and Hv ¼ iαv. For any μ ∈ C, consider the matrices
where Gð·; ·Þ is defined by (3.5) . Then E μ and K μ have the following properties.
(i) The matrix E μ is Hamiltonian and satisfies
(ii) If H is a real matrix and α ¼ 0, then the vector v can be chosen to be real in which case E μ is real for all μ ∈ R. (iii) Suppose that H is a real matrix and α ≠ 0. Then K μ is a real Hamiltonian matrix satisfying ðH þ tK μ Þv ¼ ðiα þ tμÞv and ðH þ tK μ Þv ¼ ð−iα þ tμÞv. For a purely imaginary eigenvalue with an associated J -neutral eigenvector, the perturbations E μ and K μ constructed in Theorem 4.5 move the imaginary eigenvalue away from the imaginary axis. Note, however, that these perturbations may also move the other eigenvalues of H to unspecified positions. For our algorithmic construction, it is desirable to move eigenvalues one-by-one without affecting the other eigenvalues. The following result provides Hamiltonian perturbations which move only the specified eigenvalue and leave the other eigenvalues unchanged. THEOREM 4.6. Let iα be an imaginary eigenvalue of a Hamiltonian matrix H ∈ C 2n;2n . Let v be a normalized and J -neutral eigenvector of H corresponding to iα, i.e.,
ThenÊ μ andK μ have the following properties.
(i) The matrixÊ μ is Hamiltonian and ðH þ tÊ μ Þv ¼ ðiα þ tμÞv for all t ∈ R. Furthermore, ðH þ tÊ μ Þx ¼ Hx for any x ∈ ker ðH − λI Þ 2n and λ ∈ ΛðHÞ \ fiαg.
(ii) Suppose that H is a real matrix and α ¼ 0. Then the vectors v and w can be chosen to be real in which caseÊ μ is real for all μ ∈ R. (iii) Suppose that H is a real matrix and α ≠ 0. Then the matrixK μ is a real Hamiltonian matrix satisfying ðH þ tK μ Þv ¼ ðiα þ tμÞv, ðH þ tK μ Þv ¼ ð−iα þ tμÞv, and ðH þ tK μ Þx ¼ Hx for any x ∈ ker ðH − λI Þ 2n and λ ∈ ΛðHÞ \ fiα; −iαg. Proof. Since the Hermitian form ðx; yÞ ↦ −ix ⋆ J y is nondegenerate on
is J -orthogonal to the other generalized eigenspaces of H, we have v ⋆ J x ¼ w ⋆ J x ¼ 0 for any x ∈ ker ðH − λI Þ 2n and λ ∈ ΛðHÞ \ fiαg. ThusÊ μ x ¼ 0. This completes the proof of (i). Assertion (ii) is obvious, and (iii) follows from the identity ker ðH þ iαI Þ 2n ¼ ker ðH − iαI Þ 2n and the J -orthogonality of the generalized eigenspaces. ▯ For the construction of Hamiltonian matrices that move eigenvalues off the imaginary axis, we need a J -neutral eigenvector. We now address the issue of existence of J -neutral eigenvectors corresponding to an imaginary eigenvalue of a Hamiltonian matrix. First, we show that a J -neutral eigenvector of H corresponding to an imaginary eigenvalue exists if the eigenvalue is defective. ▯ Note that if a purely imaginary eigenvalue of a nonreal Hamiltonian matrix or a nonzero purely imaginary eigenvalue of a real Hamiltonian matrix is simple, then it has either positive or negative sign characteristic. Hence if iα has mixed sign characteristics, then iα is necessarily multiple. Note, further, that if iα is defective, then by Proposition 4.7, iα has mixed sign characteristics. However, when iα is a nondefective multiple eigenvalue, it may or may not have mixed sign characteristics; see [28, Example 6] .
Remark 4.11. We have shown that only eigenvalues of mixed sign characteristics can be removed from the imaginary axis by an arbitrarily small Hamiltonian perturbation. A related result is well-known for symplectic perturbations of eigenvalues of symplectic matrices on the unit circle; see [39, p. 196 ].
Minimal Hamiltonian perturbations.
In this section we investigate how to move purely imaginary eigenvalues which are neither defective nor have mixed sign characteristics off the imaginary axis by suitable Hamiltonian perturbations. We begin with the problem of moving an eigenvalue of a Hamiltonian matrix to a specified point in the complex plane by a minimal Hamiltonian perturbation. This will play an important role in moving eigenvalues to specific points outside a strip S τ as required in Problem B.
By the previous discussion, in order to move a purely imaginary eigenvalue having either positive or negative sign characteristic from the imaginary axis by a Hamiltonian perturbation, we first need to coalesce it with another purely imaginary eigenvalue of opposite sign characteristic.
Thus in this case we split the construction of perturbations that move the eigenvalues off the imaginary axis into two steps. First, we construct a minimal Hamiltonian perturbation that coalesces two eigenvalues having negative and positive sign characteristics into an imaginary eigenvalue having mixed sign characteristics. This moves the eigenvalues on the boundary of the set required in Problem A. Second, we move the resulting imaginary eigenvalue with mixed sign characteristics off the imaginary axis by a small Hamiltonian perturbation as required in Problem B.
Since we have already addressed the second stage of the problem in the previous section, we now address the first step of the construction.
For this purpose, we make use of both the backward error for the Hamiltonian eigenvalue problem and Hamiltonian pseudospectra. These quantities are introduced and discussed in the following subsections. In the third subsection we then determine perturbations of minimum norm which remove a pair of eigenvalues from the imaginary axis. Proof. Let x ∈ C n be nonzero. Then by Theorem 3.2 there exists a Hamiltonian matrix E ∈ C 2n;2n such that ðH þ EÞx ¼ λx if and only if x ⋆ J x ¼ 0. Indeed, setting r ¼ λx − Hx, it follows that x ⋆ J r is real if and only if x ⋆ J x ¼ 0. So, suppose that x ⋆ J x ¼ 0 and w.l.o.g. that x ⋆ x ¼ 1. Then by Theorem 3.2, E ≔ Gðx; rÞ is the unique Hamiltonian matrix such that ðH þ EÞx ¼ λx and E has minimal Frobenius norm given by
Backward errors.
Similarly, by Theorem 3.2, K ≔ F ðx; rÞ is a Hamiltonian matrix such that ðH þ KÞx ¼ λx and K has minimal spectral norm given by The claim follows by taking the minimum over all x ∈ C 2n such that x ⋆ J x ¼ 0. ▯ Note that it is a nontrivial task to determine the minimal values η Ham 2 ðλ; HÞ and η Ham F ðλ; HÞ when λ ∈ C and Re λ ≠ 0. In contrast, it is relatively simple to determine these minimal values for purely imaginary values λ ¼ iω with ω ∈ R. The construction in Proposition 5.3 below is based on the following observation.
Observation 5.2. Let H ∈ C 2n;2n be Hamiltonian, and let λ 1 ; : : : ; λ 2n ∈ R denote the eigenvalues of the Hermitian matrix J H. Let v 1 ; : : : ; v 2n ∈ C 2n be an orthonormal basis of eigenvectors of J H such that J Hv k ¼ λ k v k . Then jλ 1 j; : : : ; jλ 2n j are the singular values of H, and the vectors v k are the associated right singular vectors. The associated left singular vectors are u k ¼ −signðλ k ÞJ v k . Indeed, the matrices V ¼ ½v 1 ; : : : ; v 2n , U ¼ ½u 1 ; : : : ; u 2n are unitary, and from J HV ¼ V diagðλ 1 ; : : : ; λ 2n Þ it follows that H ¼ U diagðjλ 1 j; : : : ; jλ 2n jÞV ⋆ . In the following we denote the smallest singular value of a matrix M by σ min ðM Þ. PROPOSITION 5.3. Let H ∈ F 2n;2n be Hamiltonian and ω ∈ R. Let v be a normalized eigenvector of the Hermitian matrix J ðH − iωI Þ corresponding to an eigenvalue λ ∈ R. Then jλj is a singular value of the Hamiltonian matrix H − iωI , and v is an associated right singular vector.
Further, the matrices ðiω; HÞ ≥ σ min ðH − iωI Þ, the desired result follows. ▯ Proposition 5.3 in particular states that a Hamiltonian perturbation of H of smallest norm that moves an eigenvalue to the point iω can be constructed from an eigenpair ðv; λÞ of J ðH − iωI Þ, where λ has the smallest absolute value. Our next result shows that the eigenpair ðv; λÞ can be chosen as a piecewise analytic (but not necessarily continuous) function of ω.
PROPOSITION 5.4. Let H ∈ C 2n;2n be Hamiltonian, and let FðωÞ ¼ J ðH − iωI Þ and f ðωÞ ¼ σ min ðH − iωI Þ for ω ∈ R. There exist a finite number l of real values γ 1 < γ 2 < · · · < γ l and functions λ min ∶R → R, v∶ R → C 2n which are analytic on R \ fγ 1 ; : : : ; γ l g and have the following properties. For each pair of indices j, k the analytic functions λ j ð·Þ, λ k ð·Þ either are identical or meet in a discrete set P j;k ⊂ R. Analogously, the functions −λ j ð·Þ, λ k ð·Þ either are identical or meet in a discrete set Q j;k ⊂ R. Since the union of the graphs of the functions AEλ j ð·Þ equals the algebraic curve fðω; λÞ ∈ R 2 j detððFðωÞ − λI ÞðFðωÞ þ λI ÞÞ ¼ 0g, both of the sets P j;k and Q j;k are finite [3] . Let fγ 1 ; : : : ; γ r g, γ k < γ kþ1 , denote the union of the sets P jk and the sets Q jk . By the third claim of Proposition 5.3, we have that f ðωÞ ¼ min j¼1; : : : ;2n jλ j ðωÞj. It follows that to each interval I k ¼ ðγ k ; γ kþ1 Þ there exists an index j such that either λ j ðωÞ ¼ f ðωÞ for all ω ∈ I k or λ j ðωÞ ¼ −f ðωÞ for all ω ∈ I k . Define λ min ðωÞ ≔ λ j ðωÞ; vðωÞ ≔ v j ðωÞ for ω ∈ I k and λ min ðγ k Þ ≔ λ j ðγ k Þ, vðγ k Þ ≔ v j ðγ k Þ. Then the functions λ min ð·Þ and vð·Þ have the required properties. ▯ Example 5.5. The left diagram of Figure 1 shows the eigenvalue curves ω ↦ λ j ðωÞ of the Hermitian matrix function ω ↦ J ðH 1 − iωI Þ for ω ∈ ½−16; 16 and
, where Proof. If ω 0 ∈ R \ fγ 1 ; : : : ; γ r g, then the derivative of λ min ð·Þ at ω 0 satisfies 0
attains a local extremum at ω 0 . Now suppose that ω 0 ∈ fγ 1 ; : : : ; γ r g. Assume w.l.o.g. that ω 0 is a local maximum. Then the left sided derivative of λ min ð·Þ at ω 0 is nonnegative, and the right sided derivative is nonpositive. Hence it follows from claim (e) of Proposition 5.4 that 5.2. Pseudospectra. Let A ∈ C n;n , and let ϵ ≥ 0. Then the ϵ-pseudospectrum of A is defined as
It is well-known [38] that in the complex case when F ¼ C, we have
where, as noted above, σ min ð·Þ denotes the minimum singular value. Since we are interested in structured perturbations, we also consider the Hamiltonian ϵ-pseudospectrum defined by
fΛðH þ EÞ∶E ∈ F 2n;2n and ðJ EÞ ⋆ ¼ J Eg:
It is obvious that ðz; HÞ is the Hamiltonian backward error as defined in (5.1). Note that the pseudospectra so defined will in general be different for F ¼ C and for F ¼ R; however, for purely imaginary eigenvalues, the following result is an immediate consequence of Proposition 5.3.
COROLLARY 5.7. Let H ∈ C 2n;2n be Hamiltonian. Consider the pseudospectra Λ ϵ ðH; FÞ and Λ 
where λ min ð·Þ denotes the eigenvalue function from Proposition 5.4.
In Definition 4.8 we have associated sign characteristics to the purely imaginary eigenvalues of a Hamiltonian matrix. We now associate sign characteristics to the connected components of a Hamiltonian pseudospectrum. DEFINITION 5.8. Let H ∈ F 2n;2n . A connected component C ϵ ðHÞ of Λ Ham ϵ ðH; FÞ is said to have positive (resp., negative) sign characteristic if for all Hamiltonian perturbations E with kEk 2 ≤ ϵ each eigenvalue of H þ E that is contained in C ϵ ðHÞ has positive (resp., negative) sign characteristic.
Observe that if a component C ϵ ðHÞ of Λ Ham ϵ ðH; FÞ has positive (resp., negative) sign characteristic, then C ϵ ðHÞ ⊂ iR and all eigenvalues of H that are contained in C ϵ ðHÞ have positive (resp., negative) sign characteristic. We now show that the sign characteristic of C ϵ ðHÞ is completely determined by the sign characteristic of the eigenvalues of H that are contained in C ϵ ðHÞ.
THEOREM 5.9. Let H ∈ F 2n;2n , and let C ϵ ðHÞ be a connected component of Λ Ham ðH; FÞ, there is a simple closed rectifiable curve Γ such that Γ ∩ Λ Ham ϵ ðH; FÞ ¼ ∅ and such that the component C ϵ ðHÞ lies inside the curve Γ. Let E be a Hamiltonian matrix with kEk 2 ≤ ϵ. Consider the matrix HðtÞ ≔ H þ tE for t ∈ C. Then by [20, Chapters II.3-II.4, pp. 66-68] there exists a matrix X E ðtÞ such that X E ðtÞ is analytic in D Γ ≔ ft ∈ C∶jtjkEk 2 < min z∈Γ σ min ðH − zI Þg. Further, for each t ∈ D Γ the matrix X E ðtÞ has full column rank and the columns form a basis of the direct sum of the generalized eigenspaces ker ðHðtÞ − λI Þ 2n , λ ∈ ΛðHðtÞÞ ∩ C ϵ ðHÞ ≕ σ E ðtÞ. Since kEk 2 ≤ ϵ and min z∈Γ σ min ðH − zI Þ > ϵ, it follows that ½0; 1 ⊂ D Γ . Hence the matrix X E ðtÞ is smooth on ½0; 1. Set Z E ðtÞ ≔ −iX E ðtÞ ⋆ J X E ðtÞ for t ∈ ½0; 1. Then Z E ðtÞ is continuous and, by Corollary 2.2, Z E ðtÞ is nonsingular for t ∈ ½0; 1. Indeed, since σ E ðtÞ is symmetric with respect to the imaginary axis, the columns of X E ðtÞ form a basis of the direct sum of the J -nondegenerate and pairwise J -orthogonal subspaces ker ðHðtÞ− iαI Þ 2n , iα ∈ σ E ðtÞ, and ker ðHðtÞ − λI Þ 2n L ker ðHðtÞ þλI Þ 2n , λ ∈ σ E ðtÞ \ iR; see Corollary 2.2. It follows that spanðX E ðtÞÞ is J -nondegenerate. Thus Z E ðtÞ is nonsingular for all t ∈ ½0; 1. Since Z E ð0Þ is positive definite and Z E ðtÞ is nonsingular for all t in the connected set ½0; 1, it follows that Z E ðtÞ is positive definite for all t ∈ ½0; 1. This shows that Z E is positive definite. Since E is arbitrary, we conclude that the assertion in (d) holds. This proves ðcÞ ⇒ ðdÞ.
Finally, suppose that the assertion in (d) holds. Then obviously for all Hamiltonian matrices E with kEk 2 ≤ ϵ, the eigenvalues in ΛðH þ EÞ ∩ C ϵ ðHÞ are purely imaginary and have positive sign characteristic. In other words, C ϵ ðHÞ has positive sign characteristic. This completes the proof. ▯ The following result is an immediate consequence of the proof of Theorem 5.9. COROLLARY 5.10. Let H ∈ F 2n;2n , and let C ϵ ðHÞ be a connected component of Λ Ham ϵ (iii) If C ϵ ðHÞ ∩ iR ≠ ∅, then C ϵ ðHÞ ¼ −C ϵ ðHÞ and Z E is nonsingular for all
Hamiltonian matrices E with kEk 2 ≤ ϵ. Furthermore, the matrix Z E has the same inertia for all such E. (iv) If Z E is positive (resp., negative) definite for some Hamiltonian matrix E with kEk 2 ≤ ϵ, then C ϵ ðHÞ ⊆ iR and C ϵ ðHÞ has positive (resp., negative) sign characteristic. The results in Theorem 5.9 and Corollary 5.10 provide important insight into the evolution of purely imaginary eigenvalues of a Hamiltonian matrix subject to Hamiltonian perturbations. With a desire to further understand this evolution, we now analyze the coalescence of pseudospectral components. ðH; FÞ contains exactly one eigenvalue of H and as ϵ increases, these components expand in size and at some stage coalesce with each other. So, let iα be a purely imaginary eigenvalue of H, and let C ϵ ðH; iαÞ denote the connected component of Λ Ham ϵ ðH; FÞ which contains iα. Then for a sufficiently small ϵ, C ϵ ðH; iαÞ ∩ ΛðHÞ ¼ fiαg. Thus if iα has either positive or negative sign characteristic, then by Theorem 5.9 we have C ϵ ðH; iαÞ ⊂ iR. This means that the eigenvalue iα cannot be removed from the imaginary axis by a Hamiltonian perturbation E of H such that kEk 2 ≤ ϵ.
Next, let iβ be another purely imaginary eigenvalue of H with α < β, and suppose that C ϵ ðH; iβÞ is a component of Λ Ham ϵ ðH; FÞ containing iβ such that C ϵ ðH; iβÞ ∩ ΛðHÞ ¼ fiβg. Suppose further that iβ has either positive or negative sign characteristic so that by Theorem 5.9 we have C ϵ ðH; iβÞ ⊂ iR. Assume that H does not have an eigenvalue iγ with γ ∈ ðα; βÞ and that the component C ϵ ðH; iαÞ coalesces with the component C ϵ ðH; iβÞ at iω 0 as ϵ tends to ϵ 0 , i.e., C ϵ ðH; iαÞ ∩ C ϵ ðH; iβÞ ¼ ∅ for ϵ < ϵ 0 and C ϵ 0 ðH; iαÞ ∩ C ϵ 0 ðH; iβÞ ¼ fiω 0 g. We now investigate the geometry of the connected component C ϵ 0 þδ ðH; iαÞ ¼ C ϵ 0 þδ ðH; iβÞ of Λ Ham ϵ 0 þδ ðH; FÞ in a neighborhood of iω 0 for a small δ > 0. In particular, we show that when iα and iβ have opposite sign characteristics, then the pseudospectrum Λ Ham ϵ 0 þδ ðH; FÞ contains a disk centered at iω 0 . Furthermore, in this case we show that there exists a Hamiltonian matrix E with kEk 2 ¼ ϵ 0 such that when H is perturbed to H þ E, then the eigenvalues iα and iβ coalesce at iω 0 to form an eigenvalue of H þ E of mixed sign characteristics. This multiple eigenvalue can then be removed from the imaginary axis by an arbitrarily small Hamiltonian perturbation of H þ E.
We say that two purely imaginary eigenvalues iα and iβ of H are adjacent if H does not have an eigenvalue iγ with minfα; βg < γ < maxfα; βg.
THEOREM 5.11. Let iα and iβ be adjacent imaginary eigenvalues of a Hamiltonian matrix H ∈ F 2n;2n with α < β. Let f ðωÞ ≔ σ min ðH − iωI Þ for ω ∈ R, and let ω 0 ∈ ðα; βÞ be such that f ðω 0 Þ ¼ maxff ðωÞ∶ω ∈ ½α; βg. Set ϵ 0 ≔ f ðω 0 Þ. Suppose that the following conditions are satisfied.
(i) For ϵ < ϵ 0 the connected components C ϵ ðH; iαÞ and C ϵ ðH; iβÞ of Λ Ham ϵ ðH; FÞ containing the eigenvalues iα and iβ, respectively, have either positive or negative sign characteristic.
(ii) If ω ∈ ½α; β, then iω ∈ C f ðωÞ ðH; iαÞ ∪ C f ðωÞ ðH; iβÞ. Then the following assertions hold. First, we show that f is strictly increasing in ½α; ω 0 . Let γ 1 , γ 2 ∈ ½α; ω 0 be such that γ 1 < γ 2 . Then by assumption (ii), we have iγ 2 ∈ C f ðγ 2 Þ ðH; iαÞ ∪ C f ðγ 2 Þ ðH; iβÞ. Now, suppose that f ðγ 2 Þ < ϵ 0 ¼ f ðω 0 Þ. Then, as we have just seen, C f ðγ 2 Þ ðH; iαÞ ∩ C f ðγ 2 Þ ðH; iβÞ ¼ ∅, and hence iγ 2 ∈ C f ðγ 2 Þ ðH; iαÞ ⊂ iR. Let E ∈ F 2n;2n be a Hamiltonian matrix such that kEk 2 ¼ f ðγ 2 Þ and iγ 2 ∈ ΛðH þ EÞ. Setting HðtÞ ≔ H þ tE, it follows that ΛðHðtÞÞ ⊂ Λ Ham f ðγ 2 Þ ðH; FÞ for t ∈ ½0; 1. Since iα ∈ ΛðHð0ÞÞ and iγ 2 ∈ ΛðHð1ÞÞ, by the continuity of eigenvalues it follows that ΛðHðtÞÞ ∩ C f ðγ 2 Þ ðH; iαÞ ≠ ∅ for t ∈ ½0; 1 and that iγ 1 ∈ ΛðHðt 0 ÞÞ for some t 0 ∈ ð0; 1Þ.
, then there is nothing to prove. So, suppose that γ 2 < ω 0 . Then there exists γ 3 ∈ ðγ 2 ; ω 0 Þ such that f ðγ 3 Þ < f ðω 0 Þ ¼ ϵ 0 . Since γ 2 , γ 3 ∈ ½α; ω 0 with γ 2 < γ 3 and f ðγ 3 Þ < ϵ 0 , as we have just proved above, we have that ϵ 0 ¼ f ðγ 2 Þ < f ðγ 3 Þ, which is a contradiction. Hence we conclude that f is strictly increasing in ½α; ω 0 . By similar arguments, it follows that f is strictly decreasing in ½ω 0 ; β. This concludes the proof of (a).
(b) Note that f ðαÞ ¼ f ðβÞ ¼ 0 and that for any ω ∈ ½α; β \ fω 0 g the connected components C f ðωÞ ðH; iαÞ and C f ðωÞ ðH; iβÞ are disjoint, and i½α; ω ⊆ C f ðωÞ ðH; iαÞ if ω ∈ ½α; ω 0 Þ; i½ω; β ⊆ C f ðωÞ ðH; iβÞ if ω ∈ ðω 0 ; β: ð5:7Þ istic. Then by Theorem 5.11 we conclude that a purely imaginary eigenvalue of H can be moved off of the imaginary axis only after the eigenvalue is made to coalesce with an imaginary eigenvalue of H of opposite sign characteristic. In order to analyze this issue further, we proceed as follows.
Let H ∈ F 2n;2n be a Hamiltonian matrix whose eigenvalues are all purely imaginary, and define ρ F ðHÞ ≔ inffkEk 2 ∶E ∈ F 2n;2n ; ðJ EÞ ⋆ ¼ J E;
H þ E has a nonimaginary eigenvalueg;
H þ E has a J -neutral eigenvectorg.
Obviously, ρ F ðHÞ ≥ R F ðHÞ. The following result shows equality and how to compute either using the singular value function ω ↦ σ min ðH − iωI Þ, ω ∈ R. THEOREM 5.12. Let H ∈ F 2n;2n be a Hamiltonian matrix whose eigenvalues are all purely imaginary, and let f ðωÞ ¼ σ min ðH − iωI Þ, ω ∈ R. Then the following assertions hold.
(i) If at least one eigenvalue of H has mixed sign characteristic, then R F ðHÞ ¼ ρ F ðHÞ ¼ 0. 
where Gð·; ·Þ is defined as in Theorem 3.2. Then E 0 is Hamiltonian, K 0 is real and Hamiltonian, ðH þ E 0 Þv 0 ¼ ðH þ K 0 Þv 0 ¼ iω 0 v 0 , and kE 0 k 2 ¼ kK 0 k 2 ¼ f ðω 0 Þ. For any μ ∈ C the matrix E μ is Hamiltonian, and ðH þ E 0 þ E μ Þv 0 ¼ ðiω 0 þ μÞv 0 . If ω 0 ¼ 0 and H is real, then v 0 can be chosen as a real vector. Then E 0 þ E μ is a real matrix for all μ ∈ R. If ω 0 ≠ 0 and H is real, then for any μ ∈ C, K μ is a real Hamiltonian matrix satisfying ðH þ K 0 þ K μ Þv 0 ¼ ðiω 0 þ μÞv 0 .
In this section we have discussed the process of constructing the perturbations that move the eigenvalues off the imaginary axis. These will be used in the algorithm of the next section.
6. An algorithm to compute a bound for the distance to boundedrealness. In this section we discuss a numerical method to approximately solve Problems A and B, i.e., to compute an upper bound for the smallest perturbation that moves all eigenvalues of a Hamiltonian matrix off the imaginary axis or outside a strip S τ parallel to the imaginary axis. We cover both Problems A and B by different choices of τ; i.e., Problem A is the case when τ ¼ 0.
In general it is an open problem to analytically classify the smallest perturbation that solves these two problems. Instead, we determine an upper bound for the smallest perturbation by solving small problems of size 2 × 2 or 4 × 4 in the real case. We also discuss only the special case that the Hamiltonian matrix has only purely imaginary eigenvalues. Numerically we can restrict ourselves to the latter case because we can first we have that F 11 is upper triangular in the complex case or quasi-upper triangular in the real case and contains those eigenvalues of H which lie (within the perturbation analysis of Hamiltonian matrices [28] ) outside of the strip S τ ¼ fz ∈ Cj − τ < ℜz < τg. By restricting the perturbations to the Hamiltonian submatrix
which contains all the eigenvalues that lie within the strip S τ , we determine an upper bound for the smallest perturbation to the full matrix. A reason why it may not be the smallest perturbation is that it may be possible that the smallest perturbation moves two eigenvalues of F 11 that lie outside the strip S τ into S τ and then combines them with other eigenvalues in S τ to get the globally smallest perturbation; see [28] . But since we are treating eigenvalues in badges of two or four at a time, there may be a more global small perturbation that moves all the eigenvalues together at the same time.
There are several possibilities for the parameter τ that describes the width of the strip S τ . It can either be preassigned to achieve a robust bounded-realness margin, or if we want only to make sure that the eigenvalues are robustly off the imaginary axis, within the usual round-off error analysis, then, since an OðϵÞ perturbation to a 2 × 2 Jordan block can produce an Oðϵ 1∕ 2 Þ change in the eigenvalue, it seems reasonable to choose τ ¼ Oðu 1∕ 2 Þ, where u is the round-off unit. If there is reason to think that some of the nonimaginary eigenvalues close to the imaginary axis are the effect of round-off errors on a k × k Jordan block, then one should choose τ ¼ Oðu 1∕ k Þ. Since, due to round-off errors, we cannot be sure whether eigenvalues ofH 2 are on or off the imaginary axis, in view of the discussed perturbation analysis we first regularize the problem by perturbingH 2 In this way the following approach, which combines nearest purely imaginary eigenvalues of opposite sign, is not restricted, and we do not have to make a preliminary decision as to which eigenvalues are purely imaginary and which are not.
For each eigenvalue pair that the partial Hamiltonian Schur form produces outside the imaginary axis, a minimal perturbation E 2 that performs this task is given by Proposition 5.3. In the following we recursively work on the matrix H 2 and perturb one pair of purely imaginary eigenvalues at a time. Again this may have the effect of increasing the bound for the minimal perturbation since there may be a smaller perturbation that moves several pairs at the same time.
