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ABSTRACT 
This thesis contains new results on global attractors and inertial manifolds 
for some infinite dimensional dynamical systems arising from mathematical 
physics. Three types of problems are treated. First, the dynamical behavior 
of some semilinear parabolic variational inequalities is examined, and results 
generalizing those obtained by Zhao [Zl] are obtained. Second, a semilinear 
wave equation with nonlinear damping and critical nonlinearity in three di-
mensional space is studied. The existence of the maximal attractor as well 
as the estimation of its Hausdorff and fractal dimensions are given. The re-
sults generalize various previous results in [ACH], [RA] and [T]. Finally, some 
partially dissipative evolution equations which, have no compact attractors are 
considered. Two new notions of maximal invariant set and unbounded maxi-
mal attractor for a semigroup are introduced. Using them the existence of 
inertial manifolds for some parabolic and hyperbolic equations is established. 
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INTRODUCTION 
Attractors and inertial inertial manifolds are central in the study of dynamical 
systems. Fbf a dynamical system described by a semigroup on a Banach space, 
the global attractor of the semigroup is an invariant set which attracts all 
bounded sets in the space in large time. For a dynamical system arising from 
a partial differential equation, the phase space is always of infinite dimension. 
Since the nonlinearity may be related to chaos and bifurcation, the dynamical 
behavior may become very complicated. For this reason one does not expect 
a very general existence theory for attractors. However, for many dissipative 
dynamical systems the existence of a finite dimensional global attr act or have 
been proved (see [BV]} [T], [OL] and [H]). Further works along this direction 
can be found in [ACH], [BY], [GEL], [F] [FZ], [RA] and the works cited in 
them. 
The notion of an inertial manifold was first introduced by C Foias R. 
Sell and R. Temam in [FSTj, This definition allows one to go deeper into the 
study of dissipative systems. These manifolds are invariant finite dimensional 
manifolds containing global attractors. Furthermore, the ambient dynamics of 
the evolutionary equation, when restricted to an inertial manifold, reduces to 
a finite-dimensional ordinary differential equation ([CFNT]). 
Not every evolutionary equation which has a global attractor possesses aii 
inertial manifold. To ensure the existence of an inertial manifold one needs to 
impose further restriction on the semigroup generated by the principal part of 
the equation as well as the equation itself. We must work on special dissipative 
evolutionary systems, 
2 
In this thesis, We slasiir consider the following questions for some nonlinear 
partial differential equations. 
1. Existence and uniqueness of the solution and its continuous dependence 
on tile initial data, that is, the existence of the corresponding C°- semi-
group.; 
2. Existence of a compact global attractor; 
3. Finite dimensionality and estimation on the dimension of an attract or; 
4. Existence of an inertial manifold. 
The thesis is organized as follows. In the first two chapters we collect some 
basic results on dynamical systems on a Banach space. We will discuss the 
existence of global attractors for two types of dissipative semigroups, namely, 
class JC and class AJC. Estimation on the Hausdorff and fractal dimensions of 
their global attractors will also be given. In Chapter 2, we present the theory of 
smooth invariant manifolds based on the classical method of Liapunov-Perron 
for continuous semiflows in Banach spaces and give some existence theorems 
for smooth invariant manifolds and inertial manifolds. 
Chapters 1 and 2 are of preliminary nature. Chpaters 3, 4 and 5 constitute 
the main body of this thesis.: 
In Chapter 3 we study some semilinear parabolic variational inequalities./ 
Unlike equations where the spectra of their linearized equations determine the 
Liapunov stability, it is known that the additional unilateral conditions might 
have a destabilizing effect (see [K], [DK], [KN]). Some works on this topic 
Jaaye been done in Zhao [Zl] and [ZH] • In this chapter we generalize Zhao's 
I » • 
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results in various ways. In particular/ let F and be real Hilbert spaces, 
g H C V', where the inclusion is dense and compact. We shall study the 
following variational inequality 
u{t) e Kx 
( f + ( ) — Z (/ ” - 40) (0.0.1) 
(0) — u0, Mv e K, a.e. in (0 T), 
where (., .) is the scalar product in H] K is a, closed convex subset in V 
and 0 e K; A is a self-adjoint coercive and continuous linear mapping from 
V —> V'; f G H^ F is a locally Lipschitz continuous mapping from V to H 
satisfying 
‘ {F(u), u) > aMl-^, ^fue V, (0.0.2) 
(F{u)-F{v), u-v) > a3\u-v\2H, \/ u.veV, (0.0.3) 
for some constants a“ i = 1, 2 3 with a\ > 0, 
For the problem (0.0,1), we shall prove the following results. 
Theorem 0.0.1 Under the above assumptions, for any u0 E K, there exists a 
unique 
solution u of (0.0,1) with u e C([0, T], K) for any T > 0 and (0.0.1) 
possesses a global connected attractor A in H. 
In addition, if we assum,e that {I + fiA)"1^) G K for any " > 0 the 
injection of D{AH) in V is compact, and for each u0 e K there exists q G H 
such that 
(Au0 - qr v - Uo) > 0, \/v G K, 
‘ I 
then (0.0.1) possesses a connected global attractor A in V; where D(AH)= 
{v v G Vsuch that Av G H}. 
4 
Theorem generalizes a, result of Temam [T] where he considered X =^  
Zhao [Zl] has discussed the global attractor of the inequality 
v -u(t)), (0.0.4) 
at • • 
for all ^  E V, where A and F are the same as above and 0 is a lower semi-
continuous convex functional from to M = (-oo, +oo] with D{4>) := {v e 
V, )c oo} y. 
To study the inertial manifold of the problem (0.0.1), we first consider the 
corresponding approximating equation 
^ + AU£ + D{I^UU£) + G{ue) = 0, a.e. 0<T<OO, (0.0.5) (JLL 
u£(0) = u0, 
where G(u) = F(u) - /, % : if —^ R is the indicator functional on K\K is 
the closure of in H), 
{Ik)S(V) + (0-0-6) 
and d(Ji)e is the subdifferential of (%)e. 
Theorem 0.0.2 Assume that the hypotheses in Theorem 0.0.1 hold. More-
over, assume that there exists a constant c independent of e such that 
> —c(l 1^^)^)1)(1 + M)’ w e D(A). (0.0.7) 
Then 
1. For every u0 E V, (0.0.5) has a unique solution 
.u£ € ^ $[0, T]; anyT 0. 
5 
Furthermore, if UQ G K, then, u£ — u in G(0, oo; i7)n^2((0,T, ); n 
M£jdt — d/ajdt weakly in 1/((0, T); H) as £ — 0. Here u is the 
solution of (0.0.1); 
2. If F is locdkj Lipschitz mapping from L2(0, T\ V) to L2(fi,T; H) for any 
T > 0 then (0.0.5) possesses an absorbing set in V which may depend 
of e 
3. If either 
{AV7 d{IY)£(v)) > 05 W 
or F is locally Lipschitz from H to H, then (0.0.5) possesses an absorbing 
set in V which is independent of e; 
Let 2 < • - • < XN < • • be the eigenvalues of A in H. If 
“ 1/2 l/2 AN+1 — N 
as N —oo, then (0.0.5) has a Lipschitz inertial manifold Me in V for 
every fixed e > 0. Likewise, if 
Ajv+i — XN —^  oo, 
as N —oo, then (0.0.5) has a Lipschitz inertial manifold Me in H for 
every fixed £ > 0. 
r In the last section of this chapter, we shall apply the results to an obstacle 
problem. 
In Chapter 4, we shall study the following semilinear wave equation 
:m - + j%u) = 0, in Q X R+’ (0.0.8) 
6 
,, 0, (0.0.9) 
. (0.0.10) 
where n C R3 is a bounded domain with smootB boundary, and the function 
f e C2(R) and g e C1 (R) satisfy the conditions 
|/"( + kPOr o <p< i? (o.o.ii) 
liminf ^  > -Alr (0.0.12) 
= 0<Po 5 4 weM, (0.0.13) 
where Ai is the optimal constant in the Poincare inequality 
'. ‘ - I \t\u\l for all u G 
The existence of the global attractors for (0.0.8)-(0.0.10) had been obtained 
during the last decade for the following particular cases: 
1. g is linear and p < 1; (see Hale [Hi], Haraux [HA], Babin and Vishik 
[BV], Hale [H] Temam [T]). 
2. p < 1 and g is nonlinear with 
0 < go < g'(z) < gi < oo for all € 
for some constants g0, ; Hale [H] and Ceron-Lopes [CEL]). 
3. p = 1 (critical case) and p is linear; (Arrieta-Carvalho-Hale [ACH] and 
Babin-Vishik [BV]). 
4. g is nonlinear with q < | and is large; (Raugel [RA]). 
5. ^  is nonlinear with q < 4 and is large; (Feireisl [F]). 
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The main results in this chapter are 
T^orei^i Under the WndMions :(0• 0.H) (0• 0.13) wM q < 2/3, there 
is a global atiractor for the problem (0.0 8), (0.0.9), 
This result includes the cases (1)-(4) above. In particular, we remove the 
largeness assumption on g0 in Raugel in [RA]. 
:It is known that if the function f satisfies (0.0,11) and (0.0.12), then f can 
be decomposed as f == /1 + /2 with 
/^iW > 0, for all z E R, 
: < C(1 + H)5 for all zeR, 
:
 . \f2{z)\<c(l^-\z\2-^), with //>0for ^gR," 
liminf —Al. 
Theorem 0.0.4 Under the hypotheses (0.0.11), (0.0.12) and that g(u) = f3u 
with P > 0 and /((0) = the Hausdorff and fractal dimensions of the global 
attractor of (0.0.8): (0.0.9) are finite. 
This theorem generalizes the results in Chapter OT of [T]. 
In the last chapter , in this thesis, we investigate some partially dissipa-
tive evolution equations which have no compact attractors. We introduce 
the notions of maximal invariant sets and unbounded maximal attractors for 
semigroups. In particular, a maximal invariant set T is given by the union 
of all trajectories bounded in the past and another maximal invariant set M 
is union of all trajectories r(s) with the property ||r(s)|| = 0(evt) as t —> —00 
• for some fixed constant r] < 0. 
In this chapter, we shall be interested in the following questions: Under 
"wKat conditions, 
8 
a) tie M imal invariant set T is bounded-compact (that is, its intersection 
with any closed bounded set in E is compact) and further a maximal 
attractor? 
b) the maximal invariant set M is a Cfc-inertial manifold? 
We shall take a nonlinear parabolic equation and a semilinear hyperbolic 
equation as examples to discuss the above two questions. The results generalize 
those in [G], [CG] and [G], in which only the unbounded maximal attractors 
for the equations have been considered. 
Chapter 1 
Global Attractors of Semigroups 
Introduction In this chapter we give a self-contained account of global at-
tractors for semigroups. It will be used in subsequent chapters. 
In §1 we recall some definitions on attractors for semigroups and some other 
related notions. §2 and §3 are devoted to a proof of the existence of global 
attractors under two types of semigroups called class /C and AJC. Finally, in the 
last section of this chapter, we estimate the Hausdorff and fractal dimensions 
of the attractors. 
1 • 1 Basic Notions 
Definition 1.1.1 Let {5V} t > 0 be a family of continuous operators from a 
Banach space E into itself. (¾} is called a C°-semigroup if 
1. St+s{x)-St{Ss(^)); for alls,t>0,xeE; : 
2. SQ — I, (indentity on E); and 
3. For every X e E, the mapping t St{x) from [0, oo) to E is continuous. 
9 
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Definition 1.1.2 A CQ-semigroup St} is called contirmous if 1)he mapping 
• a;) ?71 [Oj 00) x E to E is continuous. 
Given? a C^ -semigroup (¾} the following notions will be frequently used. 
Fc^ x e E and A C E , 
r
+(x) = \JSt(x), 
: r U 
r>t 
: ( ), 
t>0 !
 rt
+(A) = U ( ). 
T>t 
It is easy to see that St(r^(A)) ” ( ) 
The curve r+(x) is called the positive semi-trajectory of x:e 
For x e E ov ioi A C E, we define the u—limit set of x (resp. A) as 
t>o 
(resp. u{A) = f > ( )). 
t>o 
It is not difficult to see that 6 e u(A) iff there exist a sequence {bn} in A and 
a sequence tn +oo such that 
Stn{pn) b, as n —> oo. 
Let A and B be subsets of E, we say that A (uniformly) attracts B if 
lim dist(St(i3) ) 0, as t ^ +oo, 
where 
dist(B0, = sup inf |cc — y . 
We call a set A invariant under {St} if St(A) = A for all t > 0. 
» '"'•^w''/ V I, k ' 1 / ' ' I. 4 - 1-J ^  ‘' 1 j 
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Deifiiiition 1.1.3 A compact s in E is said to be a global attractor of 
( ¾ if 
1. A attracts any bounded subset of E; and 
2. A is invariant. 
It follows from the definition that a global attractor (if it exists) is nec-
essarily unique. Also such a set is maximal for inclusion relation among the 
bounded attractors and among the bounded invariant sets. For this reason we 
will also call it the maximal attractor. 
In order to establish the existence of attractors, a useful concept is 
Definition 1.1.4 A set B in E is called (B—) absorbing if for any bounded set 
B0 in E there exists t^Bo) G [0, oo) such that St{B0) C B for allt > t^Bo). 
The existence of a global attractor A for a semigroup {St} implies the exis-
tence of an absorbing set. Indeed, for £ 0, let 0£(A) be the -^neighborhood 
of A Then, for any bounded set B0 in E, dist(St{B0)y A) — 0 as ^  ^ 0. 
Hence dist(^ (^ 0)v>A) < e/2 for t > t(e) and St{B0) C 0£( ) This shows 
that Oe(A) is an absorbing set. 
Conversely, we will show below (§1.2, §1.3) that a semigroup which pos-
sesses an absorbing set and enjoys some other properties possesses a global 
attractor. *. 
1.2 Semigroup of Glass K 
A C°-semigroup {St} is said to belong to the class 7C if for each t > 0 the 
operator /¾ is compact, i.e., for any bounded set B in E its image St(B) is 
relatively compact. 
12 
The main theorem in this section is 
Theorem 1.2.1 Let a C° -semigroup {St} belong to the class JC. Assume that 
there exists a bounded absorbing set B for {St}- Then the u-limit set of 13 
A — is the global attractor of {St} i Moreover, A is connected. 
In order to prove Theorem 1.2.1, we need the following lemmas 
Lemma 1.2.1 Assume that for some subset B in E, B ^  ¢, and for some 
t0 > 0, the set rt0(B) is relatively compact in E. Then 
1. u(B) is non-empty and compact; 
2. u(B) attracts B; 
3. u{B) is invariant, i.e,} St(uj{B)) = w{B) for all t > 0; 
UJ{B) is the minimal closed set which attracts B; 
5. UJ{B) is connected provided that B is connected and one of the following 
conditions holds: 
(a) B is convepc; 
• (b) the C°—semigroup {5t} is continuous. 
Proof. Since B is non-empty, the set rf(B) are nonempty for every s > 0. 
Hence the sets rf(B) are compact for s > t0 and decrease as s increases; their 
intersection, equal to is then non-empty, compact. Hence (1) holds. 
Now we prove (2). we argue by contradiction and assume that there exist 
5 > 0 and a sequence tn —> oo such that 
. > (5 > 0, Vn- y-
- ¾^¾^ ¾/ ' '. ' '• '' , ' - ; - ' '.. :.: . : . : . . . ' .': : ‘ . . 1 , . . : , . ‘ .., . 
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For each n there exists bn 6 B satisfying 
dist(5tn(6n)^ (JB)) .> (1.2.1) 
Since, {K&n)} G rJ(B) for tn > t0f and rt0(B) is a relatively compact 
set, the sequence {Stn{bn)} is relatively compact. Hence it possesses at least a 
cluster point 6, which, by definition, belongs to UJ(B). This contradicts (1.2.1). 
For (3), we verify immediately that St(oj(B)) G oo(B). Actually, if b e 
UJ(B), then b == limfc—oo STK{H) for some bk G U{B) and tk /1 +oo. So, 
St{b) = (^lim^ooStk(bk)) = lim o^oSt+tk{bk) and thus St(b) eu{B). 
To obtain the inverse inclusion, U>(B) C ST(^{B)% let b E UJ{B) and 
therefore b for some bk G UJ(B) and tk /1 +oo. For ev-
ery t > 0, we may assume that 1 + + ^  < ti < h < ….The points 
ak = Stk-t{bk)\ k =1 2,-- - belong to the relatively compact set r^0(B). Hence 
there is a convergent subsequenceand lim^ oo a^ . = a e co(B). Con-
sequently, b = lim^oo Stk.{bkj) = limj^oo St{akj) = St(a). Thus we obtain 
OJ(B) C ST{UJ(,B)) and (3) is proved. 
To prove that minimality of UJ(B), we suppose that the contrary and let 
F be a proper closed subset of UJ{B) which attracts B. As u(B) is compact 
so is F. Choose any a E OJ(B) but a ^ F. For e > 0 small enough so 
that the £—. neighborhoods Oe(a) and 0£(F) do not intersect. We assume 
that F attracts B. Eence Si(B) C 0£(F) for t > t(e) with some t(e) > 0. 
On the other Hand a = limk^oo Stk{bk) ioi some bk e B and tk / oo (since 
a e uj{B)). Consequently 5 (^5) 0¾(a) • for tk large enough. Hence 
Oe(F) f]0£(a) , a contradiction. 
For (5), If B is connected and convex, the closed convex hull of UJ(B), 
c(myuj(B) := B is compact, connected and included m B. Thus u{B) attracts 
14 
by (2) if find two open sets U2 
th Win (^^ ) + (h U2p\u)(By— A G Ui\JU2 and (1½ = Since 
cj^B) C oj^B) G St(oj(B)) C St{B). But B is connected and St is pointwise 
Continuous, St(B) is also connected. Th.VLsUi f] St{B)— i = % 2 and 
does not cover (^ ), Hence, for every i > 0, there exists ^  G ST{B)Y BT 
2^ 11½. Now consider the sequence 6n, n G N {t = n). This sequence is 
relatively compact by the assumptions in the lemma. Thus co(B) attracts {bn} 
and the sequence {bn} contains a subsequence (still denoted by {bn}) which 
converges to a point x € UJ(B). Necessarily, x (¼ \JU2 and the contradiction 
follows. 
If B is connected and {ST} is continuous. Suppose that U{B) is not con-
nected. Then, similarly, we may decompose OJ{B) as U(B) = FX U F2, where FX 
and F2 are non-empty compact disjoint sets. Thus the open -^neighborhoods 
OE(FI) and 0“F2) do not interset for £ > 0 small enough. We have 0£(UJ{B))= 
OE(F1) (J 0£(F2). Since attracts B, there exists some TX = “(£, B) so that 
rt(B) C Oe(u(B)) iov all t > ti. But is connected since it is the con-
tinuous image of [t, +oo) x B (under the mapping (r x) ^ ST{x)). So for 
all t > tx either rt+(5) C 0£(Fi) or rt(B) C 0£(F2). Consequently, either 
U{B) C FX or U(B) C F2. Hence, either FX = (J) OV F2 = ¢. This is a 
contradiction. Thus o; (5) must;be connected. • 
Lemma 1.2.2 Let a CQ— semigroup {Si} belong to the class JC and B be , 
a bounded absorbing set for {St}, Then there exists tx such that rj(i3) is 
relatively compact in E. 
Proof. Since B is an absorbing set, ^ (B) C B for all t 2 for some t0 > 0. 
Then, for t > ti = t0 + 1, St{B) = SiS-i( )is included in (8). Therefore, 
15 
m which is relatively compact since {ST} belongs to 
. , . 
Proof of Theorem 1.2.1. Since {,¾} belongs to class /C, by Lemma 1.2.2, 
there exists > 0 such that r i s relatively compact in .Lemma 1.2.1 
applies and shows that X = ( )is a non-empty compact invariant set and 
attracts B. The connectedness of A follows from (5) in Lemma 1.2.1. It 
remains to prove that A attracts any bounded set in E. This can be proved 
by using the same method in the proof of Lemma 1.2.1. • 
Remark 1.2.1. Let K be a closed subset of E with St{K) C K.ioi all t>0. 
If all the conditions of Theorem 1.2.1 are satisfied on K, then the semigroup 
{ST 1^ } has an attractor AK- The proof remains the same, 
1.3 Semigroup of Class AK 
A semigroup {St} belongs to class AJC (or called asymptotically compact) if it 
possesses the following properties: for every bounded set B in E with r+(B) 
bounded, every sequence of the form wliere bk e B and tk /1 +oo, 
is relatively compact. 
Through this section, we restrict ourselves to the case of continuous 
C°—semigroups of AJC. 
We now state the main result in this section 
Theorem 1.3.1 Let {St} be a continuous semigroup of class AJC. Assume 
that there is a bounded absorbing set B for (¾}. 
Then the UJ—limit set of B, A = w(B) is a global attractor. Moreover, A is 
connected. 
For the proof of Theorem 1.3.1, we need 
"^ / I ‘ ‘ ' , > i ' ' ' 1 ' , ‘ ‘ 
16 
t Lemma 1.3.1 If K in E is compact such that rt(K) is relatively compact 
then UJ^K) is a non-empty compact invariant set attracting K, 
Proof. In fact, this lemma was proved in §1.2 (Lemma 1.2.1). Denoting 
Kx - we know that this is compact and St{Ki) C Kly so we have a 
semigroup {St {k^ t > 0} of continuous {St} acting on the metric space 
Hence, this semigroup is of class JC and then we apply Lemma 1.2.1 to obtain 
the desired result. 
Lemma 1.3.2 Let (¾} be a continuous semigroup of class AJC. Suppose that 
K is a compact set such that r+(K) is bounded. Then r+(K) is relatively 
compact and thus statement of Lemma 1.3.1 is true. 
Proof. Let an, n= 1, 2,»‘. be an arbitrary sequence of points in r+(K), 
i.e., an = Stn{bn) for some bn e K and G [0, oo). 
If the set {tn}^=1 is bounded, then {an} C \JxeK{St{x), t G [0, supn tn]}, 
which is a compact set since {St} is continuous and K is compact. So {an} 
is relatively compact. If the set {tn}^ Li is unbounded, then we may choose 
a subsequence tnj /‘ -f-oo and the set {Stn, {bnj)}pt is compact since the 
semigroup {St} is of class AK. 
Lemma 1.3.3 Let {St} be a continuous semigroup of class AK, Suppose that 
there is a bounded set B in E such that St{B) is bounded. Then u{B) is a 
non-empty invariant compact set attracting B and UJ(B) is connected if B is 
connected. 
Proof. As r+{b) is bounded for each b e B\ the a;--limit set u(b), b e B are 
non-^ xipty t)y Lemma 1.3.2 and hence UJ(B) ¢. It is evident that CU(B) is 
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closed and bounded. Ib prove that it is inwiant under (¾} we have only to 
check;tlie embedding U{B) C ST(UJ(B)) since the inverse embedding is always 
valid provided that the operator is continuous (see the proof of (3) of Lemma 
1:2.1). For any 6 G we know that b = limn_^oo Stn{bn) for some bn € B 
and some tn / +00. Obviously, Stn(bn) St[Stn_t[bny) if tn > t, The set 
{Stnlt(fin)}tn>t is relatively compact since {St}is of class AJC. So there exists 
a convergent subsequence. Let z = limj^ oo *(& )• Clearly z G UJ(B) and 
St(z) = b. Thus the embedding UJ(B) C ST(^(B)) is established. Hence UJ(B) 
is invariant under {St}. It follows from tHis that each sequence {bk}kLi with 
bk e uj{B) may represented as {bk = 5 (^¾)}^ with bk G u{B) and therefore 
it is relatively compact, so OJ(B) is compact. 
Now we prove that UJ{B) attracts B. We argue by contradiction, and 
suppose that we can choose a sequence {5 (^¾)}^ with bk e B and tk 
+00 so that dist({5tfe 
OJ{B)) >£> 0 for some s. The asymptotical 
compactness of our semigroup {St} implies the relative compactness of the set 
{Stk{bk)}f=1. Since all the limit points of the set {Stk{bk)}^=1 must lie in 
the distance between a;(5) and {Stk{bk)}^=1 is zero. This is a contradiction. 
Finally, if B is connected then u{B) is also connected by using the same 
argument in (5) of Lemma 1.2.1. 
Proof of Theorem 1:3.1. By Lemma 1.3.3, A == c<;(i3) is a non-empty com-
pact set and connected. It remains to prove that A attracts any bounded set 
in E. Suppose that this is not true, then there is a bounded set B0 in E so 
that dist(St(Bo)y A) does not tends to 0 as t00. Thus there exist ^  > 0, a 
sequence tn -\-oo and bn e B0 such that 
. di (S^fe), > I 0. (1.3.1) 
’ .
 s
 , 1 , " •‘ .. :.’ : , 
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Since B is absorbing, ^ (¾) and hence Stn[bn) belongs to B for n large 
enougli (so tHa^  tn > ^ 1 {B0))ii On the other hand, since (¾} is of class AJC, 
tHe sequence {Stn(6n)} relatively compact and thus possesses at least one 
cluster point z 
z Lim^¾ (6nj) 3m ^ -^ (¾^)) . j—>00 J J j-^00 ^ , 
Since ^(^) 6 B, z e A = OJ(B) and this contradicts (1.3.1) The proof of 
Theorem 1.3,1 is completed. 
There are several kinds of sufficient conditions to assert that a semigroup 
is of class AJC (for details, e.g. see Hale [H]). Here we give one which is ap-
propriate for many practical dynamical systems, in particular, for the systems 
generated by semilinear hyperbolic systems. See Chapter 4. 
Hypothesis (H) 
A continuous semigroup St can be decomposed as the sum Tt + Ku where 
Tu t > 0 is a mapping on E such that for any bounded set B m E, 
\Tt(B)\E ^ rrn^msd^U), 
where mk — M+ are continuous and mi{t) -^  0 when t +00, \B\E 
sup&€B |6|£ and Kt(B) is reiatively compact for each bounded set B in E. 
Proposition 1.3.1 If {St} satisfies the hypothesis (H), then {St} is of class 
AJC. 
Proof. Let r+{B) be bounded for some bounded set B in E. We shall 
show that eacb set = with tk /1 +00, bk G B can be covered 
by a finite e— network for each fixed positive number s. Let us choose I so 
large, that 7724(/) $ £(2?712(| | ))-1 and decompose Bi as the sum B[ U B'{ 
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with B[ = {Stk(bk)}kklv W f l { 4 + 1 Bi 
is a subset of the set (r+ (E)) and any element oi Si(r+{B)) has the form 
(^b) ^  ^ may be covered by a 
finite e/2—network since it is precompact On the other hand, the norms of 
the elements in Tz(r+(S)) are not large than e/2. Therefore, the set Si(r+{B)) 
may be covered by a finite ^ -network. This completes the proof of Proposition 
1.3.1.::: • :. : • . 
Prom Theorem 1.3.1 and Proposition 1.3.1, we have 
Theorem 1.3.2 Let be a continuous semigroup with satisfying the hy-
pothesis (H). Assume that there is a bounded absorbing set B for {5t}. 
Then A = UJ(B) is a non-empty global attractor for (¾} and A is connected. 
1.4 Hausdorff and Fractal Dimensions of At-
tractors 
This section contains abstract results concerning the dimension of the attrac-
tor or a compact invariant set for a nonlinear continuous mapping S from a 
separable Hilbert space into itseliF. As we know, these sets can be very com-
plicated and, at the moment, very few tools are available for their description. 
Essentially, the concept of dimension is one of the few pieces of information 
one can associate to a general- set . There are several distinct definitions, two 
of which, namely, the Hausdorff dimension and the fractal dimension, will be 
studied here! The abstract results given in this section are general results, 
expressing bounds on these dimensions of the attractors. In Chapter 4, we will 
ipply tliese results to the concrete examples of dynamical systems governed 
by semilinear hyperbolic equations. 
% ' 
P .,¾. ^ ' ^ ,< ft''- x " ' - i 'i i, ' f p ^ ^ ' i. ^ , ' % " ‘ ‘ ‘  . "a 
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First, in §1.4.1 we recall the definition and the most elementary properties 
of the Hiusdorff and fractal dimensions of a comp ct set K in a Banach space 
Next, iii §1.4.2, we estimate the upper bounds of the dimensions of the 
invariant sets fo:ra nonlinear differential operator S \ H H, where H is a 
separable Hilbert space. Finally, in §1.4.3, the results obtained in §1.4.2 are 
applied to estimate the dimension of the attractor for semigroup {St} governed 
by an evolution equation. 
1.4.1 Hausdorff and Fractal dimensions 
Let E be a Banach space, K a compact set in and Br{x) the closed ball of 
radius r centered at x. We associate with every finite covering U — {Bn{xi)} 
of K (i.e., K C Ui Bri(xi)) the numbers 
r(U) = rnaxr^, 
‘ i 
n(U) = number of elements in U which is 
necessary to cover K, 
n{U) 
md^r{U) = YH 
_ 
where d is a positive number, 
We denote by )jiH K, d, e) the quantity 
mimd,r(U), (1.4.1) 
where the infimum is taken over all coverings of K by U with r{U) < e. 
( d, e) is clearly a nonincreasing function of £. The number \xH (K, d) G 
: ::^  ^ ‘ , ^
 ( „ I 
… / , , 
[0, oo) defined by I 
Uff(K\ d) = 11m ^ (¾ d, e) sup" (K, d, e)f 
e-^ 0 •
 £>0 
is called the d-dimensional Hausdorff measure of K. It is easy to see that if 
d!) < oo for some then fiH(K, d) = 0 every d > d!. Thus there |j 
exists cZ0 G [0 oo) such that fiH(K, d) = 0 for rf > d0 and d) = oo 
for d < d0, while fiH[K, 0¾) can be any number in [0, oo). This number d0 
is called the Hausdorff dimension of K and is denoted by dH(K). In other 
words, the Hausdorff dimension of K can also be expressed as 
dH{K) = mi{d > 0, fiH K, d) = 0}. (1.4.2) j 
We now introduce the concept of fractal dimension. Let /IF K, d, e) be the 
quantity 
d, £) = miiyd(U), (1.4.3) | 
where the infinimum is taken over all coverings of K by U with r(U) s. Let 
fiF(K, d) = inf sup d, e). (1.4.4) 
e o 
The fractal dimension of K, which is also called the capacity of Ky is the 
number 
dF{K) = mf{d > 0, fiF(k, d) = 0}. (1.4.5) 
We can see from (1.4.3) that d, e) = ednK(e). Here nK(e)r £> 0 is 
the minimum number of balls of E of radius e which are necessary to cover K. 
The difference between the Hausdorff and fractal dimensions lies in the fact 
that we consider, in one case, the covering of K by balls of radius < £ and in 
the other case the covering of K by balls of radius £. It is clear that 
. iiH (K, dy e) < [iF d, e). 
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So 
d) < fiF(K, d), 
and 
1.4.2 The Dimensions of Invariant Sets 
Let HBEA, separable Hilbert space, X a compact set in H and S a (nonlinear) 
continuous mapping from X into H such that 
^ S(X) = X, (1.4.6) I 
i.e., X is an invariant set of S, 
In this subsection, we shall estimate the Hausdorff and fractal dimensions 
of X. 
We will need the following notions: 
Let PN denote an orthogonal projector on an AT—dimensional subspace 
, P N H . 
QNH an orthogonal complement^ to PNH AND QN = I — PN; 
BR the ball in if of radius r centered at the origin; 
BR(PN) and BR{QN) the analogous balls in the subspace PNH and QNH, 
respectively; : 
S(PN, A) the ellipsoid M PNH centered at origin with semi-axes AI > A2 > 
•.. > ajv, where a = • •> , a )^; 
and a) © B6(Q^) the set of v e H such that v = 1^+ ^ 2, where 
vi G a) aiid> 2 G BS{QN). 
Jn what follows we shall deal with the projector PN and the numbers 
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ai, a2, • •. which depend on the point ^  of Xin F. lathis case the dependence 
on will be denoted by (^ ), 0;( ) etc" 
First of all, we recall some known results concerning linear operators in a 
Hilbert space. 
Let L be a linear bounded operator in H. we associate with L the real 
numbers 
ak{L) = sup inf \Lx\H, (1-4.7) 
CC.H h = 1 
dimZ = k x G C 
where sup is taken over all linear k-dimensional subspaces C C H. The num-
bers ak{L) are non-negatively defined for all k = 1, 2, . •and ak > c^ +i. 
’ Denote a (^L) = lim o^o OLk and let T be the set of all indices i such that 
OLi > a^. The set T may be empty or finite or infinite. Let be the unit 
ball in H centered at zero. Then 
L(^) C S(Pr(Ll a(L)) © Baoo{L)(Qr(L)), (1.4.8) | 
where Pr{L) is the orthogonal projector on a certain subspace Pr(L)H C H 
whose dimension is equal to the>number of elements in T. If L is a linear 
bounded self-adjoint operator, then ah i e T, is the eigenvalues of L, Pr(L)H 
is spanned by an orthonormal family of eigenvectors ei corresponding to the 
eigenvalues au i ^  T. Moreover,: 
< V^GQr(L). (1.4.9) 
(for details, see M. Reed and B. Simon [RS]). 
If I; is only a linear bounded operator, not necessarily self-adjoint, then 
i G T is the eigenvalues of the operator (L*L)1/2, where L* is the adjoint 
>'i: J /5fyv v in % • ' ' ' 1 1 f ‘ ' , i f 
,.• j' , ^  :r. • )V." ;;' ^ i/^ ''; ' , ‘ ‘ . , , • •', V.: :..'.,:' . ‘ ; ‘ '. ;' “ V' \ i ':.: . . ..... J. . '•.,'.’. 
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operator of L. Pr[L)H is spanned by an orthonormal family of eigenvectors 
ei of (L*L) corresponding to af(L), i G T. Moreover, 
(L*L^ 5 ^ - l ^ ^ ^ a o o ^ ) ! ^ , \/ip e Qr(L), (1.4,10) 
the axes of a(L)) are directed along the vectors Leu and their length 
of the semi-axes is i G T. 
Next, we give two lemmas concerning the covering by balls of an ellipsoid 
and of an ellipsoid-like set (like the right hand set in (1.4.8)). 
Let S be an ellipsoid in, H and denote by a £) j > 1, its axes ai(^ ) > 
a2(S) > ". We set u;n(S) = a^S) ‘. ^ an(S) when n is an integer and ud(S)= 
ujn(Sy-sujn+1{S)s = ujn{S)an+l(8)s when d = n +s, n e N, and 0 < 5 < 1. It 
is clear that the function d e [1 oo) ^ {ud(S)}1/d is nonincreasing. 
Lemma 1.4.1 Let there be given d > d d + s, n e N, n > 1 and 
0 < s < 1, and an ellipsoid S C H. For any r with an+1(S) <r < ai(S), the 
minimum number of balls of radius \ZnTlr which are necessry to cover S is 
ns^ V^Tlr) < max{2n^p, 1}, (1.4.11) 
where I is the largest integer < n such that r < ai(S). 
Consequently, if £ > (ujd(S))1/d, then 
fiH(S, d, Vn+Te) /¾ = + 1 2. (1.4.12) 
Proof. Let - on{£)y p == an+i, and consider an orthonormal basis 
,j > 1, of H corresponding to the ordered axes of 5. The ellipsoid is 
included in the product of the set aj of PnH and the ball in QnH = 
(/ — Pn)H, centered at 0 of radius p. Here Pn is the orthonormal projector 
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onto the space spanned by • “ , and on] = {ip = aipi | a G 
[-a,, a^ic P^H). 
The set aj is covered by N cubes of PnH of edge 2r with 
n ?] + n U )2“ 0 . 
Hence S is covered by the product of these N cubes with the ball Bp(QnH) and 
each of these sets is included in a ball of H of radius yjn + lr, hence (1.4.11). 
For (1.4.12) we apply (1.4.11) with r = p (in this case l n), and we 
observe that p < < < ^  thus 
d, VnTle) < d, VnTTp) 
pn 
=2n(n + l)d/2ud{S). 
• 
Lemma 1.4.2 Let S be an ellipsoid such that a^S) < m, uk{8) < k with 
k < md, d n + s n G iV, n > 1, 0 < s < 1. Then, for any rj > 0 the sum 
S + Brj is included in an ellipsoid 8' such that 
. :::::: uJd^Y < (l + Krj)^ (1.4.13) 
• K - ( )"s. (14.14) 
k 
Proof. Since k < md, we can, by increasing the c^ -, embed S into an 
ellipsoid ? such that 0Jd(S) ^ k and oij = an+1 (hereafter denoted by 
p), Vj > n + 1, with ai = ai(^ ) < m. 
Then k = ai •- -^(^+1)5 < mnps, so that p > K~l := {k/m71)1'3. Since 
the ball Bp is included in we can write 
I + Brj CS-^ ^Bp C (1 4- C (1 + 
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So we coiicklde that f (1 + satisfies the desired properties, • 
Remark 1.4.1. If n = 0, i.e., 0 < s < 1, then, if we set that u0{S) = l,ud = 
(a;x)d, in Lemma 1.4.2 we simply have r* == and n£{r) < 1 and 
(1.4.12) amounts to saying that d, s) < ud(S) (/¾ 1) when £ > uji(S). 
In Lemma 1.3.3, k = m = a^S) = p,S reduces to the ball centered at 0 of 
radius p, 8' is the ball Bv+P, K = 1/k 1/p. 
We now state and prove the main results concerning the Hausdorff and 
fractal dimensions. 
Let S be a (nonlinear) continuous mapping from a compact set X in H 
into H with satisfying (1.4.6). Moreover, we assume that S is "uniformly 
differentiable on X", that is for every u e X, there exists a linear operator 
L{u) G C(H) such that 
sup \Su~Sv-L(u)(v-u)\H a s „ 0 . (1.4.15) 
0 < — S £ 
Also we will need the following conditions 
sup \L(U)\C(H) <M< +oo, (1.4.16) 
uex \ 
k := sup ujd(L{u)) < 15 (1.4.17) 
uex 
for some d n + s, n integer, 0 < s < 1, and 
+1( )/( D <1, for j 1,… n, (1.4.18) 
where 
cJj = swp ojj(L{u)). 
uex 
By setting j = n in, (1.4.18), since > an > an+1, the left hand side 
of (1.4.18) is larger than or equal to TDd. Therefore, (1.4.18) is indeed stronger 
than (1.4.17). 
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Theorem 1.4.1 Under the assumptions (1.4.6) (14.15)-(1.4.11), the Haus-
dorff dimension dH(X) of X is less than or equal to d. 
Theorem 1.4.2 The hypotheses are those of theorem 1.4.1 (14-^V bein9 
replaced by (1.4.18) and d>l. Then the fractal dimension df(X) of X is less 
than or equal to d. 
Proof of Theorem 14.1. First, without the lost of generality, we assume that 
k in (1.4.17) is small enough so that 
VdTlk1^ < ^  and pdk < ( )d + 1 1.4.19) 
F3D = 2n(n + l)d/2 as in Lemma 1.4.1. Otherwise we can consider the mapping 
Sp for any integer p and (1,4.6) 1.4.15) are also satisfied with L{u) being 
replaced by Lp{u), here 
Lp(u) ^ L(Sp~\u)) o … L{S{u)) o L(u). (1.4.20) 
Thus 
sup \Lp(U)\C(H) < MP, 
uex 
sup 0Jd{Lp(u)) < kp, 
uex
 1 
Next, by increasing m when necessary, we can assume that k < md as in 
Lemma 1.4.2. We are given r] > 0, rj < 1/K, K as in (1.4.14), and choose £ 
such that the supremum in (1.4.15) is less than or equal to rj. 
Since X is compact we can cover this set by a finite number of balls BN (UI) 
with ri < £ i == 1, • •., N, thus 
N 
sx = x c |J s(Bn(ui) n X), 
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Due to (1.4.15) and the choice of e, 
S{Bri{Ui)) C Sui + L{ui)(Bh) + Bm. 
Prom (1.4.8), L{ui){Bn) is included in an ellipsoid ^  with the length of its 
axes being (I/ ) \/j e N,i = 1,--- iV. Thus 
) rf (¾ )< krt fi 
Therefore, we deduce from Lemma 1.4.2 that Si+BWi is included in an ellipsoid 
8'i such that 
< (X + Kr])dkrf <2dkrf, i = l,… N. (1.4.21) 
At this point we conclude that we have covered X ^= SX by the sets 
S^ + S'u i ‘ 1 8'i satisfying (1.4.21). 
Finally, we apply inequality (1.4.12) in Lemma 1.4.1 to each S'i 
liH{E'h dy < (by (1.4.19)) 
< d, v^n^1/ 
< Pd^iS'i) < 2dkpdrt 
< (by (1.4.19) again) < 
Thus 
£ ^ £ 
• i=l 
-1 N 
< [ e ^ . 
z
 i=l 
® ¾^¾ & .fe ‘^¾¾ 1^¾¾¾¾^¾¾ ^^  / .^^ I ;.•‘, •'  •" "1 ‘. '•.. ::/: . | • 'i.'i
 (- I • f ^ —.:•, .' r. / • “ " j 
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By taking the infimum for all the coverings of X by ball Br.(ui) i = 1,---, iV 
with fj < e, we find 
C 1 1 S 
d, -) < d, e) < d,-), 
since d, e) is a nonincreasing function of £. Thus " ( = 0 and the 
proof is completed, 
Remark 1.4.2. Under the assumption of theorem 1.3,1, if ^ < 1, then 
dimH{X) = 0. Indeed, for d < 1, oJd < 1 is equivalent to oJi < 1, There-
fore if uJdo < 1 for some d0 < 1 we also have uJd < 1, Vrf, 0 < d < 1, thus 
dH(X) < d, Vc? > 0 and so dH{X) = 0. 
The proof of theorem 1.4.2 is similar to that of theorem 1,4.1. 
Finally, we give an alternative form of theorem 1.4.1 and 1.4.2 by means 
of the Lyapunov exponents 
From the differential L(u) of 5, we define Lp{u) as (1.4.20). Consider the 
number ^(Lpiu)), j, p e Nr u e X and 
ujj = s\xp Uj(L{u)), 
uex 
uJj{p) supc^(Lp ) j, p e N. 
uex 
We can deduce that + q) < (^p)aJj(g), for all j, p, q € N. Thus oJ(-) 
is a subexponential function, so the limit lim^oo^^))1^ exists and equals 
to infpeiV(^ (p))1/p for each j G N. We denote it by 1¾. 
For m > 2, the numbers ,Am IIm/nm_i are called the global (or 
uniform) Lyapunov numbers on X of 5 and the global (or uniform) Lyapunov 
exponents aie defined by ixm log Am, m > 1. 
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Since is decreasing for any L e C(H), if we set 
sup (Lp(w)), (1.4.22) 
uex 
and 
7¾ Iimsup{^ (p)}1/P, ^ = log7¾ 1.4.23) 
p—>oo 
then, it is easy to verify that 
{aj^y < uJjip) < Vj>2, \fpeN. 
This implies that 
< A,- < (Ax-'-A,-)1 '^, , 
fij < ^ 5 ¾ + ... + ) Vj>l. (1.4.24) 
Theorem 1.4.3 Under the assumptions of (1.4.6) (1.4.15) , (14.16) and for 
some n 
Mi+". + +i <0 1.4.25) 
we have 
~ + 1 < 0 , U n C l (1-4.26) 
and 
dH(X) < n + U — (14 ) 
< ( “ + ^ 1 } . ( L l 2 8 ) 
Proo/. Because of (1.4.24), (1.4.25) fin+i < 0 and + .. , + /½ < = 
I iI. Hence (1.4.26) holds. For (1,4.27), by theorem 1.4.1, we only need to 
verify that 
supcud(Lp(u)) < 1 
v •.-• ' • . , ‘ uex 
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for p sufficiently large and d larger than the number in the right hand side of 
(1.4.27). 
By the definition of the Lyapunov exponents on X, we have 
1 _ 
A + …+ iij = lim - loguJj(p), V j > 1, (1.4.29) 
'
 J
 p-^OO p J 
and it is clear that uJn+i{p0) < 1 for some p0 large enough. In order to prove 
that cJd'(Po) < 1 for p0 sufficiently large and dr — n + 0 < s' < 1 we should 
have 
lim - logudt(p) < 0, (1.4.30) 
p—*oo p 
But 
TMP) < (MP))1'8'(pn+I{p)Y\ 
1 1 — gt
 s' 
< (by (1.4.29)) 
< Ml + …+ Mn + s'/in+l-
A sufficient condition for (1.4.30) is then 
+ …+ "n 
(-Mn+l)' 
and since we also require that sf > 0, we find 
s , " l + . . . + "n) + 
In conclusion, (1.4.30) is valid for any d! strictly larger than the number 
(denoted by d0) in the right hand side of (1.4.27). For such d!, uJdf{p0) <1 
for po sufficiently large and, by Theorem 1.4.1 dH(X) < d! for every d! > d0. 
Thns dH[X) < d0. 
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For the fractal dimension it suffices to prove that this dimension is less 
than or equal to where 
dl = max {n + ( + ^ } (1.4.31) 
iMn+l 
and ~pn+1 is given by (1.4.23), i.e., 
1 — 
Mn+1 = limsup — log(an+i(p)), 
P—OO P 
since, due to (1.4.24), dx is less than or equal to the number in the right hand 
side in (1.4.28). 
As the first part in the proof of Theorem 1.4.1, again replace S by Sp and 
L(u) by Lp(u). 
We set r 2£
 +1(p), where ajip) is given in (1.4.22). We use the notations 
in the second part of the proof of Theorem 1.4.1. We have 
{1 + Krj)an+1(Si) 
=(1 + K")n n+1(L») 
< (I + Krj)rian+1(p) 
< 2r^n+i0) < 2ean+i(p). 
With this value of r we can then apply (1.4.11) to S . Since the value of I in 
(1.4.11) is not known {1 <1 < n.) we can write that the minimum number of 
the balls of radius 2y/nlean+i(p), which is necessary to cover S'u is 
r^(2^/m n+1 ) < max{l, m ^ 
< {1 m a x f f ^ 1 ^ ) } 
< max{l, 2n max?=^—}. 
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Since cJi(p) = ai(p) > 'an+i{p)y we have 
) (1.4.32) 
Let 77 < 1/K and e be as in the proof of Theorem 1.4.1 and nx{e) the 
minimal finite number of balls Be(ui), which is necessary to cover X. Then 
the minimum number of balls of radius. 2^d -f lean+1 {p) which is necessary to 
cover X can be majoried according to (1.4.32) by 
nx{2Vd-\-lean+i(p)) < nx(£) m^x (2Vd + lean+1 (p)) 
^ < 2dnx{e) max { H Vp> 1. 
—
 }
 i<j<n {an+1{p)y 
Thus 
< Onx(s)sd, (1.4.33) 
with 
6 - 6(v) = 22d(d+ l)d/2 max ^ (p)(
 +1(p))d—]. 
We have 
X — — 
limsup - log{Uj(p)(an+x(p)) '3} 
p—>00 p 
H h flj -\r{d- j)]In+1 
< (since /In+1 < 0) 
+ - •. Mj ~(d- j)\pn+1\ 
< (Mi + • •. + —14 — n)\Pn+il ’ • , 
This last term is less than 0 due to (1.4.31) and since d > d^ Consequently, 
lim sup —oo(l/p) log (P) < 0 and we can then find an arbitrarily large p's such 







limsup{an+i(p)}1/p exp(7I 0 < 1, OO 
and a := 2y/dTlan+1{p) < 1/2 if p is large enough. With this choice of a 
and 6, let (p{s) £dnx(£), then (1.4.33) can be written in the form 
for £ G (0, £0) for some £0 > 0 small enough. This implies 
cp(£) -~~^  0 as £ ——^ 0. 
Thus 
fiF(X, d) = limsup d, e) 
=lim sup e rix 0. 
£-^0 
By (1.4.5) 
df(X) < d V dxlx. 
Since d > dx is arbitrary close to du df(X) < dx. This complete the proof of 
Theorem 1.4.3. 
Remark 1.4.3. As in Remark L4.2, if cUi < 1 then dimf(X) = 0. 
Although Theorems 1.4.1-1.4.2 and Theorem 1,4.3 are stated in discrete 
case, they are also applicable in continuous case. Indeed, if X C H is invariant 
for the semigroup {St}\ it is also invariant for 0 for any arbitrary t0 0. 
Thus theorem 1.4.1 is applicable if St{X) X, V t > 0, the operator St are 
"uniformly differentiable on X” and for some t0 0 and d> 1, 
sup |L(t0, u)\c{h) <m< +oo, 
uex 
sup ujd(L(t0y u)) < 1. 
uex 
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For Theorem 1.4.2 we replace (1.4.18) by the hypothesis that for some t0 > 0 
and some d > 0, d = n + s, n integer, 0 < s < 
(^to)(aJn+i(to))(d-j)/(n+1) <1 for i = n. 
For Theorem 1.4.3 see the next subsection. 
1.4.3 An Application to Evolution Equations 
Theorems 1.4.1-1 A2 and Theorem 1.4.3 may be used to estimate the Hausdorff 
and fractal dimensions of a compact set A which is invariant with, respect to 
the evolution operator (semigroup) St H H, t > oi the problem 
—(t) = t>0 (1.4.34) 
dt 
u{o) - u0. (1.4.35) 
Let W be a Banach space with W C H, the injection oi W in H being 
continuous, and F an operator from W into H. We assume that the initial 
value problem (1.4.34), (1.4.35) is well posed for every u0 e H, with u{t) e 
W,\/t> 0, and the mapping St : u0 G H u(t) G H forms a (70—semigroup. 
It is also assumed that F is Prechet differentiable from W into F with 
differential F' and that the linear initial-value problem 
• • F,(S t>0 (1.4.36) 
at 
C, (1.4.37) 
is well posed for every e H and U{t) E W. Finally, we assume that St is 
differentiable in H with the differential L(t, u0) defined by 
: . L(t,
 0)e veeij, 
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where U is the solution of (1.4.36), (1,4.37). 
Now we are interested in estimating from above the numbers un for the 
operator L[t, UQ) ‘ 
It is known that for every linear operator L, the number 
ujm(L) = ax(L) " • am(L) 
(which ak(L) are defined by (1.4.7)) is the norm of the bounded operator 
Am(L) in the Hilbert space AmH. The space AmH consists of the element 
A . •• with ipk e H, A; = and the inner product in AmH is 
defined by ( A •. • A pm .•. ) - =det((^, ) T h e operator 
Am(I/) acts on f\mH according to the rule 
/^L)^ .. (Prn) = Lcpi .•• I^m. 
It is also known that, for every linear operator (possibly unbounded) L in 
H with domain D(L)y it induces a linear operator Lm operating on AmD(L) C 
f\mH as 
Lm(ipi ... (pm) = L …. + ... + pi ..• 
V ^ 1 , - - e D(L). 
Unfortunately, we do not know whether this operator Lm is continuous or not 
even if L is continuous on H (but not self-adjoint), But we have, (see Temam 
[T]) 
= IIWiA .^A n^ll^ T^^ LoQ), (1.4.38) 
where Q is the orthogonal projector in H into the space spanned by pi, . • •, 
and Tr(I/ o Q) is the trace of the linear operator (of finite rank) LoQ. 
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For a fixed in H, let ^ , • • r, be m elements in H and let Uu - • • Um 
be the corresponding solutions of (1.4.36) (1.4.37) with ^  being replaced by 
fi • • •, respectively. Then 
… = IIA A •.-AUm{t)\\AmH. 
By differentiating in time we write 
• … A… [/m(t)||2 
= (^ (^ 1^ ) A- "At/m(t)), U h … Ujfj) 
W .••At/m(t) 1^)/^.4 0^^ +… 
. f \ …NUm—^i) Ihif) /\ …/\Um{t)UmH 
m ) f t , A …A Um(t), _ A …A Um{t))AmH +.:… . 
+([/i(t) •. • A U … )[/m(t)5 U t^) … U m [ h 
- ( … ‘^^ … ^ ) …Af/m )a-h 
- (by (1.4.38)) 
HI …A -) 
where Qm = Qm(t’ u0, 6, -. - Cm) is the projector in H onto the space spanned 
by Uxit), ,. • Um(t). Therefore 
WU^ A- 'AUm(t)\\AmH = HCi A- • • AeTO|A-Hexp(^  TrF'OSVK)) Qm(T) ). 
We can then estimate 
Ljm(L{t,Uo)) = sup ||/7i(t) A-.-A[/m(t)||A^ (1.4.39) 
^eH 
16k <1 
i 1, , •. m 
< sup exp( / TrF'iSriuo)) dr). 
Jo 
mH<i 
i == 1,… m 
At this point it is useful to introduce the quantities 
qm[t) = sup sup exp( / ^(^(txo)) o Qm(T) dr), (1.4.40) 
u0eA e H IOIh < i 
i = 1, • •.
 5 rn 
qm = limsupgm(t). (1.4.41) t—>0 
We infer from (1.4.39) and (1.4.40) that 
uJm(t) = sup cjm(L(t, u0)) < exp(tgm(t)), 
UQ&A 
or, alternatively, 
Wrnit)1'' < expgm(t), -t\oguJm{t) <qrn{t). (1.4.42) 
Then, as t oo, we bound the uniform Lyapunov numbers and Lyapunov 
exponents on A 
A!…
 m < exp(gm), 
Mi H b Mm < Qm-
Thus, by Theorem 1.4.3 we have 
Theorem 1.4.4 Under the assumptions above in this subsection, and if, for 
some m, such that 
Qm < 0, 
then 
< rn, (1.4.43) 
df(A) < miJnaxi(l + %^). (1.444) 
• I<j<m-1 \qm\ 
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Notes: Lemmas 1.2.1, (1)-(4) and (5b) are due to Olgaladyzhenskaya [OL]; 
Theorems 1.2.1,1.3.1 are versions of Theorem 2.2, Theorem 3.1 in [OL] respec-
tively. While Theorem 1.3.2 is an adaptation of Theorem 1.1 in Temam [T], 
which needs the condition that, insteading of that {St} is necessarily continu-
ous, Tt(B) in Hypothesis (H) is uniformly compact for t large (i.e., Ut>£0 Tt{B) 
is relatively compact for some t0 > 0 and every bounded set B in H). This 
variation makes the result more appropriate for application, see Chapter 4. 
The results in section 4 mainly come from Chapter V in Temam [T]. 
This chapter only summarizes some results that will be used in Chapters 3 
and 4. For more details and further results, see, for example, the monographs 
[H] and [BV] and the reference listed therein. 
Chapter 2 
Invariant Manifolds and Inertial 
Manifolds 
Introduction As is well-known, one can associate to a nonlinear evolution 
equation a semigroup which can be viewed as a semiflow on a Banach space. 
In the study of dynamical systems in a finite dimensional space or man-
ifolds, the theory of invariant manifolds has been proved to be fundamental 
and useful. In last decades, the theory of invariant manifolds has been gen-
eralized to flows or semiflows in Banach spaces. Recently, it has been found 
that the global attractors for many dissipative systems in Banach spaces actu-
ally can be embedded in exponentially attractive finite dimensional invariant 
manifolds called inertial manifolds. This new concept is a more useful tool 
to study the long-time behavior .of dynamical systems. First, at our present 
level of understanding, the attractors are very complicated and their practi-
cal utilization, for instance for numerical simulations, may be difficult. As we 
will see later, the inertial manifolds, when they exist, are more convenient for 
describing large-time behavior of dynamical systems and they allow the reduc-
tion of the infinite-dimensional ones to the finite-dimensional ones. Second, 
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the exponentially attractive property of inertial manifolds differs drastically 
with attractors which often attract the orbits at a slower rate. Actually, we 
can construct attractors which attract the orbits at an arbitrarily slow speed. 
Finally, even for some non-dissipative systems, i.e., there do not exist compact 
global attractors, we can still consider the invariant manifolds and inertial 
manifolds. See Chapter 5. 
In this chapter, we present a theory of smooth invariant manifolds based on 
the classical method of Liapunov-Perron for continuous semiflows in Banach 
spaces. §2.1 is preliminary; some necessary notions needed in the subsequence 
are introduced. In §2.2 we consider the linear and nonlinear integral equations 
associated to semigroups. The main results, the existence theorems for smooth 




Let X and Y be Banach spaces and U be an open subset of X, For any integer 
k > let Ck{JJ, Y) denote the linear space of all kth-times continuously 
differentiable mappings from into Y such that 
fc 
\f\k t= ^suppi/WU<ooJ 
i=0 x e U 
where Dl is the ith differentiation operator. 
Let Ck^(U,Y) be the linear space of all f in Ch{U,Y) such that 
. i/Ui = I/U + LipDfc/< oo, 
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where 
U p D f
-
=
 X7Y . 
x,y E U 
It is easy to show that Ck(U, Y) and Ck^{U, Y) are Banach spaces with norms 
I . \k and I |fc)i respectively. 
If p > 1 and ,XP are Banach spaces, then we denote by C{Xx x 
••• x XP1 Y) the Banach space of all continuous p-linear mappings h from 
Xi x • • • x Xp into Y of which norm is 
\\h\\C(P) = ‘ sup \h(xir-- ,xp)\Y. 
iki < 1 
Xi G Xi 
i = 
If Xi = • • • - Xp, the C{X1 x …x Xp, Y) is simply denoted by Y) 
and X) simply by 
Given a Banach space E, in the following E will denote the linear space of 
continuous functions from (-oo, 0] to E, and for every rj eR, Jr, will denote 
the mapping from E to itself defined by J t^) e-7^). The spaces we will 
deal with in this chapter are the so called exponentially weighted Banach spaces 
Ev which are defined as: for every rj eR, Ev is the Banach space consisting 
of the continuous functions x G ^ such that Jvx is bounded and uniformly 
continuous, the norm in ^  being given by 
INk suplGV) b supe— | 2.1.1) 
, ^ t<0 t<o 
To simplify the notion , we will sometimes write ||” for || • | provided this 
will not cause confusion. 
^ , IfVV1 ‘ it^' "'V ‘^1 U ‘ r • <[* , tr1 1 * v ‘ ft I 1 ' ' , , ‘' J , 




In particular, E0 is the classical Banach space of bounded, and uniformly 
continuous functions from (-oo, 0] to E with the norm of the uniform conver-
gence. Obviously, for every r? G E, Jv establishes an isomorphism from 
to Ev, for any z/ G R. On the other hand, it is also obvious that if < rj2 
then EV2 is continuously embedded in Em with embedding constant equal to 1. 
Finally, we also remark that, for rj <Q, the space E is continuously embedded 
in Erj with embedding constant equal to 1 the embedding being given by the 
operator K : E E which to every x0 e E assigns the function constantly 
equal to a; . 
In the following (§2.4), we also need another exponentially weighted Banach 
space (denoted by E )^ which, similar to ,is defined as 
E+ = {f\f : [0. oo) Em continuous and supe_77t|/WU < mh (2.1.2) 





2.1.2 Nemytskii Operator 
Let F be a continuous mapping from X to Y, where X and Y are Banach 
spaces. We now consider the Nemytskii operator F : X Y defined by 
‘ P := F o . (2.1.3) 
The results of this subsection describe the continuity and differentiability prop-
erties of this mapping. 
Lemma 2.1.1 Let 0, " < 0 and F G CQ(X, Y), Then : JQ 3 x ^ 
F{x) G Yn continuous; if, moreover, F G C0'1^, Y) d r] < ^ < 0; then 
’” e.CO'K ,^ ) /i I rylo |F|o ar^  hp ” s L P. 
. . ‘,..•’ . :• ‘ • 
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Proof. Let xu x2 e X^ and R > 0, then we have 
I  — II; ‘ 
= supe-^|F(xi(t)) - F{x2{t))\Y 
t<o 
< max{ sup 1^ (^11(^ )) -^ ^2(011 ,^ 
2|F|0e^}. (2.1.4) 
te[-R, 0] 
Fix some arbitrary £ > 0. Let R>0be large enough so that < e, 
Let also ft := {xx{t) | t G [-R, 0]}. Since O is compact there exists 4 > 0 
such that 
\\F{z + F{Z)\\y iiz en and < 
Let 8 := e^ i^. If |1 — < S, then \Xl{t) - x2{t)\x < A for all 
t e [-R, 0], and (2.1.4) implies that ||F(a;i) - F{x2)\\r) < £. This proves that 
: X^ Yv is continuous at X\ G X^. 
If F G y) and ry < ^ < 0, then 
lUo = sup 11^ )11, 
xex^ 
=sup supe-^ lF^W)^  < |F|o, 
and 
||F( - F{X2)\\v < su^^(UpF)\x1{fj^x2{t)\x 
< (LipF)^ ! 
Hence Lip ’” < LipF. This proves the lemma. • 
In order to prove the differentiability of we assume that F G Ck(X, Y). 
For this operator F, since, for eachp with 1 < p < k, D^F G C°{X, £^ (X, Y)), 
N.-
we can define for eachp(1 <p<k) a mapping F^ : X^  -> Y)^  as in 
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Lemma 2.1.1 and by Lemma 2.1.1 F^ is continuous if ^  < 0 and ry < 0. On 
the other hand, for a fixed x e X we can also consider as a p—linear 
operator on X, given by 
F^\X)(XIR",XP)(T) := DPF ( ’… ), 
Vt<0, Vxrr-'.XpEX. (2.1.5) 
Lemma 2.1.2 Let F G Ck{X, Y) for some k > 1, I < p < k, ^  < 0 for 
i = 1,… p ¢ = 6 + ... + ¾ and rj Then we have 
F^p\x) G £^(¾ x • •‘-¾‘ xeXa with a < 0, (2.1.6) 
with 
I  IL < sup e^-^DpF(xm\c(Pnx,Y) 
t<o 
=11^)11,-4 < (^1'V 
The mapping x ^ F^p)(x) is continuous from Xa(a < 0) into “ x 
… Xv) ifrj<^ 
Proof. Writing rj = (jj — £,) h it is strightforward to see from the 
definitions that 
if ^  e i 1, . •• p. This proves (2.1.7). The second part follows from 
(2.1.7) and the fact that the mapping x (x) is continuous from Xa(a < 
— 
0) to ^ (X. Y)^ if rj < (< 0), the proof of this is similar to the proof of 
Lemma 2.1.1. 
A similar proof also gives 
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Corollary 2.1.1 Under the assumptions of Lemma 2.1.2 the mapping F(p) 
% ^ £^(¾ x - - - X X^ XV) is of class ifrj < ^+ (k -p)ar((j < 0). 
We now consider the differentiability of F when F G Ck{X, Y). In this 
case it turn out that the mapping FJ] : Xv ^  (r? < 0) are not necessarily 
of class Ck. However, it holds that 
Theorem 2.1.1 Let F G Ck{Xy Y) for some k > 1, and let rj < H < 0. 
Then the mapping F^ : — f” is of class Ck, with 
DpF^{x) F e MxeX^ l<p< A;. (2.1.8) 
Proof. Since rj < k^ < it follows from Lemma 2.1,2 that F^(x) e 
Yrj) for each x e X^ and that is continuous from X^ into {X0 Yv) 
for each p= 1,‘.. L Now we let x, x e X then we have 
\\F{x + x)-F{x)-F^\x)'x\\ri 
< supe"^ t \\DF{x{t) + sx(t))— ds 
t<0 Jo 
< I k sup | # (o; + sx) - (2.1.9) 
se[o, i] . 
Since, by Lemma 2.1.1, the mapping is also continuous from into 
CW^Y) $ we see that for. each x eX^ and for any e > 0 we can find some 
^ > 0 such that, if |f||| < 6, 
sup - _ ( ^ 
se[o i] 
Thus (2.1.9) shows that F is differentiable at x e X^ and (2.1.8) holds for 
p = 1. 
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Hk > 1 one proves in the same way as for (2,1.9) that for each p 1 … A; 
we have 
11^^(^ + ^ ) - F^ix) - F^p\x). xWrj-i^-m 
, < Plk sup \\F^(x + sx) -
se[o, 1]. 
Using (2.1.7) and the continuity of F • % />)(X Y)^^ (2.1.8) is 
proved. 
2.1.3 Contractions on Embedded Banach Spaces 
We recall here without proof an abstract result for contractions on embedded 
Banach spaces. For the details, see [VV] 
Let Z0, Z Zi and be Banach spaces such that Z0 continuously embedded 
in Z and Z continuously embedded in Zi. We denote the embedding operators 
by J0 : ZQZ and J : Z — We will consider a fixed equation 
/(A ), (2.1.10) 
where / : Z x A Z satisfies the following hypotheses: 
(a) J/" : Z x —Z\ has a continuous partial derivative Dz(Jf) ; Z x 
with 
V for some / > x A — and #) : Z x A — 
(b) f0 : Z0 x A fo(z0l A) := /(Jo o, A) has a continuous partial 
derivative Dxfo x £(A, Z); 
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(c) There exists a k e [0, 1] such that 
/( A)-/(J Vz, GZ, VAe A, j: 
1/ ( A)k < 4 liH^ k V (z, A) e Z x A. i 
~ I 
It follows from (c) that (2.1.10) has a unique solution z ^ 1(A) G Z, We 
make the last assumption 
(d) (A) = JQZQ(X) for some continuous mapping z0 : Z. 
The hypotheses allow us to consider the following equation in L{J\ Z), 
A / ( (A), A)A + D;J0@0(A) A). : (2.LH) 
Because of (c) this equation has a unique solution A(A) G £(A, Z) for any 
A eA. 
Theorem 2.1.2 Assume that (a)-(d) hold. Then the solution map z : AZ 
of (2.1.10) is Lipschitz continuous, and Zi := Jz : — is of class C1, with 
) . /^^), VA€A, (2.1.12) 
Remark 2.1.1 
1) In case Z = Z0 the hypothesis (b) implies (d); 
2) The mapping /1) and /x(1) in (a) need not to be continuous , but J/ is; 
3) = JA(X) E £(A, ZI) is the unique solution of the equation 
¢)( (A) )^ + «7 /0( ( ), : ( A). 
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2.2 Linear and Nonlinear Integral Equations 
/ • 
Let X, Y and Z be Banach spaces, X continuously embedded in Y and Y con-
tinuously embedded in Z. Let T{t) {t > 0) be a strongly continuous semigroup 
of bounded linear operators on Z. 
We make the following assumptions: 
(^Hi) Z = Zi Zi where Zi and Z2 are invariant linear subspaces under T(t); 
(jy2) i^ T(t) - T{t)Pi i = l,2 where Pi is a projection from Z to ^ 
(H3) PiX and P^Y {i = 1, 2) are invariant under T and T{t)Y C X for 
t > 0, 
(¾) T{t) can be extended to a group on 
(¾) There exist constants a, 7/77, M and M* such that a 0 " 0, ” < 
0, 0 < 7 < 1, M > 1, M* > 1 and 
{e-^T^PMx < Meat\y\Y, fori <0, ye Y, (2.2,1) 
\e-ritT{t)P2x\x < Me-^\x\x, for t > 0, a: G X, (2.2.2) 
\^lT(t)P2y\x < + M*)e-^\y\Y, (2.2.3) 
for t > 0, G Y. 
We can define the following linear operator for t < 0 
77: T(t-s)FL/(4 + T{t-s)P2f{s)ds. (2.2.4) 
JO J-00 
From (2.2.1) and (2.2.2), we know that the integrals in (2.2.4) exist. 
Through a straight computation, we can deduce that 
I Lemma 2.2.1 If (3 + (k-1)tj >0{rj < 0) for some k>l, then the operator 
T defined by (2.2.4) ^ a bounded linear operator from Y^+e to for every 
£ e [0, a) and every l<p<k. Furthermore, the operator norm ofT satisfies 
the estimate 
§ ||T||op < K{a — + — l)v + 7) 
where 
I
 7) = M(- + ^ /T1+7) + (2.2.5) 
a I-7 P x 
and Yrj is the exponentially weighted Banach space defined in ^2.1, 
As A; = 1, this is Lemma 3.1 in [CL]. 
Let F e C°A{Xy Y). Consider the following nonlinear integral equation: 
ip(t) = T(t)e + ftT(t~s)P1F{iP{s))ds+ f T(t-s)P2F{ip(s))ds. (2.2.6) 
JO J-oo 
BEfeM-Vr, -
 4 • - . _ - - „ 
I Set ( (0)(,) = T and == F(cp(t)) and rewrite (2.2,6) in the 
abstract form 
I 1 = (0 /( (2-2-7) 
where ^ G P\X, 
By using (¾) and (2,2.1), ^  is a bounded linear operator from PxX into 
Xv+£ with e e [0, a). Prom Lemma 2.1.1 it follows that F is a Lipschitz 
. ’ -
continuous mapping from X^s into Yv+£ with 0 < £ < \rj\ and LipF < LipF. 
Therefore, by Lemma 2.2.1 the operator f defined by (2,2.7) is a continuous 
mapping from x PxX into Xv+£ for any £, with 0 < £ < iinf{M, a}, and 
Bpl^  f?'^ -.' ...:•:. .: .v:...:..:. :,::‘...• •‘ • • : , _ « ;. . . ,, . : . - : • ‘ • .. /. .”. “ • ,” 
for ipi, (f2 e Xrj+e, 
I : :
 irll/( / 
t v .••'t/^ v^i ^ ifc'-'iv1-•!*•' , , ....“;: I.;? :..:. ’ /V: ' :.:'Ff .:•:..:. .¾ : .:f"5,; .: s : ‘ ' k^ ‘-.-:..:.:.. . ,;“;>. ...' 
RI ^  ^  r* I ‘' 
'h. ®^F^ T^ ' ’ •, 
:: ¢ : : : : :
 ( 
I 51 
I ‘‘ ‘ , ‘ ‘ . , i. 
BP'U • • ^ ‘ ‘ ‘ 
I ‘Lip -
< K(a - + £, 7)^ ^11^1 - 2^ll^ +e, (2.2.8) 
I . 
uniformly for ^ 6 P\X. Thus, we have 
I Lemma 2.2.2 If F Y) and K[a, py -f)LipF < 1, then there exists 
0 < 6
 0 < inf{|r;|, a}, such that for every 0 < £ < and i e PiXy K{a -
P + £, j)LipF < 1 and thus (2.2.7) has a unique solution 6 Xv+£. 
Moreover, ^p : P\X -^ X^e is Lipschitz and is independent of e G [0, £0]. 
Proof. By the continuity of K a, l3, 7), there exists e0 > 0 such that 
K(a - £ (3 + £, 7)LipF < 1 for every £ € [0, s0]- By (2.2.8), this implies that 
f is uniform contraction with respect to the variable By using the uniform 
contraction theorem, we have for any ^  G PiX, /((/?, 0 has a unique fixed 
point e Xv+£. It is clear that f is Lipschitz continuous. Hence, is 
Lipschitz from PiX into Xv+£. Since C X^ by uniqueness of the fixed 
point of / we have = f o r any e G [0, £0]. Define = 
This completes the proof of Lemma 2.2.2. 
We now consider the differentiability of cp(-). 
Theorem 2.2.1 Let k > 1 be an integer and F e Ck(X, Y). If P-\-{k- l)r] > 
0 (rj < 0) and K(a, /3 + (k - l)rj, ^)(LipF) < I, then the unique solution ip of 
I equation (2.2.7) is Ck from PxX into Xkr], with ^ (0 := ^VR) belonging 
to C^{PiX,Xpri) for every f E PiX and 1 <p<k. 
Proof. By the definition of K{a, /3, 7) there exists £i > 0 such that 
e1 < mi{\rjl a} and for every e G [0 £1] 
I K{a-eyp + £, 7)(LipF) < K{a - £, p + [k -l)r] + e, 7)(LipF) < 1. (2.2.9) 
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By using Lemma 2.2.2, (2.2.7) has a unique solution G X e^ for any 
e G [0, and (^ ¾) is C0’1 from PiX into We will first show that 
O : PxX — Xrj is in fact C1. 
We apply Theorem 2.1.2 with Z0 Z=Xj+e, A = Xv+Sl with 0 < < 
H a n d / : Xv+£ x PxX X^ defined by the right hand side 
of (2.2.7). By using (2.2.9) and the results in §2.1, it is then easy to verify 
the hypotheses (a)-(d) of Theorem 2.1.2. One has in particular 0 = 
ToF^{ip) e f^iip, 0 = ToF^ {cp) e £(¾^). We conclude that 
ip ^X — ^+iisofclassC1, aiidtliatWO -i^KOe^PLX ^^^) 
is the unique solution of the equation in C{P\X, 
I (^  ^ & + - & . (2-2.10) 
The mapping h : X^) x PxX -> H{PiX, ^+<51) is a uniform 
contraction and hence its fixed point ^  e C^X, is continuous. 
In particular, taking ^  = 0, we obtain that G C^PiX, Xv). This proves 
the theorem for p = 1, 
If A: > 2 we use induction on p. Let 1 < p < k and suppose that for 
all g with 1 < q < p the mapping ip : PiX — Xqv+sq is of class C9, with 
L
 Sq e [0, for eq > 0 small enough, (0 := € / (ftX, Xqri+6q) 
for each £, G PiX. Suppose moreover that is the unique solution of an 
equation of the form 
r - T F + Hp : 0, (2.2.11) 




with 2 < q < p 1 g n < p for all i:== J,. .. , and Q + . •. + rg p. We 
remark that since (^)(0 6 ^ ¾ ^ ¾ )^ ^01^ 1 < ^ < p we have Hp(^) G 
£(p)(j^ x, by Lemma 2.1.2. Hence the mapping fp : X ) x 
PxX ^  C^ P^xX, is well defined and is a uniform contraction. However, 
the first term of /p (which is linear in p is not continuously differentiable. 
In order to apply Theorem 2.1.2, we use three different spaces Z and Zi. 
E Let Xpr?), Z >C ( ‘ and 
j
 z = C^iPxX.X^^n) with 8" < 8' < ^{6^ \rj\}, A ^ PxX and / = fp. 
We have (c) because of Lemma 2.2.1. While (d) follows from the induc-
tion hypothesis and prj < prj + for some 6p > 0. For (a) we have to 
check that the mapping C h T is continuous from PiX into 
I this follows from Lemma 2.1.2 < 8 and the 
continuity of xp : I\X — X{p+1)r)+6'. To verify (b) we must show that the 
same mapping is of class C1 from from PxX into C{Xvr}, +^1)^ +5/), this fol-
lows from Corollary 2.LI, (p + 1)7? + 8' - py = ” + " < ” + 1 and the fact 
that (p : PxX -> Xv+Sl is of class C1. In the case p > 2 we will show that 
Hp PxX X^+i)^ is of class C1, we will do this after completing the 
induction argument. 
We conclude from Theorem 2.1.2 that ip^ : PxX — X{p+1)ri+s") 
is of class C1 with = G C ^ ^ X , X(p+1)t?+^ ) given by 
the unique solution of the equation 
^ ^ ) = 7 0 01)^(0(^1)+^+^), (2.2.13) 
with 
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I, Hence ip : PxX ^ X^v+6p+t is of class C^1 with 0 < +1 < 6". To 
complete the proof we have to show that if p > 2 then 
i Hp : AX "V £( X^^S") is of class C1 and that DHp(^ ) is given 
by a sum of terms of the form (2.2.12) with 2 < q < p + 1, 1 < U < p for 
i = 1 ... q and ri + • • • -f rg = + 1. To prove this we will use the following 
result 
Lemma 2.2.3 Let q e N, Eu {i = Z and A he Banach spaces, 
such that Ei C Zi (i = 1,..‘ with a continuous embedding. Let Mi G 
I £( 1)(¾ x •” x ^  x …x Eq, Z) (i= l ...,g) and M e x ... x 
Eq, Z) be such that 
v . • - - • • • '.'' . ‘ ‘ . . . . . 
Let (¾ —(i =, • •., q) be continuous mappings which are of class C 
as a mapping from into Z. 
Define m : !\ — Z hy 
[ m(A) - • e A. 
Then m is of class C1 with 
Q ~ ( . ^¥(
 0( 0,..?,^ (^ . "., ( )) VA, AGA. 
i=l 
The proof of Lemma 2.2.3 is straightforward,(see, e.g. [VV]). Using the 
definition of derivative and the multilinearity of the operators, our claim about 
Hn will be true if it is true for each term 
defined by 
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with 2 < q < p, 1 < n < p _ 1 1 q ) and | | - .+ _ P. Apply Lemma 
2.2.3 with 
I Z £ ^
 + 5 ), = V 
Hpi^J^f, ^ = X(riHhl)(r7+5l)) i = 1,..-, q 
a ) = 1,---^-
While M and Mi (f l ... g) are given by the obvious compositions (such 
that m = lfp). Since r* < p for i = 1, , . - , q it follows from the induction 
hypotheses that all the conditions of Lemma 2.2.3 are satisfied. Hence, Hp is 
of class C1 and that 
q 
)( ))• ( ^ ) ( 0 . . • . •. ^Hoy 
i=l 
This proves our claim about Hp and the proof of Theorem 2.2.1 is completed. 
• 
2.3 Invariant Manifolds 
Let a linear semigroup T(t) satisfy the hypotheses (iJi)-(i75) in §2.2. The 
generator of T{t) is denoted by A which is a closed densely defined operator 
on Z Let F G Ck{X, Y). Consider the following differential equation in the 
space X 
j yt(t) = Ay{t) + F(y{t)) t>0
 f2 o ^ 
\y(0) = yoeX . . 
The mild solution of (2.3.1) is the solution of the following integral equation 
y(t)=T(t)y0+ f Tit-^Fiyis^ds. (2.3.2) 
J 0 
The solution mapping y0 ^ y{t) forms a C°-nonlinear semigroup 
{St}] t >0, on X. 
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A manifold vM m X is called the imariwrit manifold for a semigroup {St} 
if M is invariant under 5V, i > 0. In this subsection, we study the existence 
of Ck—invariant manifolds for {St}. 
For y0 e X the trajectory starting at y0 (or positive trajectory) is the set 
r+(y0) = U>o^(2/o). 
Similarly, when it exists, a trajectory ending at y0 (or negative trajectory) 
is the set r—(y0) = U o{"W} where y is a continuous mapping from (-oo, 0] 
into X such that y(ti) = y0 and y(t s) = V s, t, s < 0, s + t < 
0, t > 0. Thus the negative trajectory y(t), t G (-oo, 0] must satisfy the 
integral equation 
t yif) T[t — tMto) + T(t — ))ds, (2.3.3) 
j to 
where to,t<0 and t0 < t. 
We now consider the solution of the integral equation (2.3.3) liy : (—oo, 0]— 
X is continuous and satisfies (2.3.3) for all t0, t < 0, t0 < t, then we call y(t) 
a solution of (2.3.3) on (-oo, 0]. For y0 e X, we denote by y{t, y0) a solution 
of (2.3.3) which equals to y0 at t = 0. 
Lemma 2.3.1 Assume that (Ex)-(Eh) are satisfied. Let y{t) be a solution of 
(2.3.3) on (-oo, 0]. Then the following properties are equivalent: 
2. y{t) e X” and 
3. y(t) can be expressed as 
‘y(t) = T(t)y(0) +yt T(t - s)P1F{y(s)) ds + T(t — s)P2F{y{s)) ds. 
^ ‘•• / # \ • • 11 ' " ' ' i j 1 i , 
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f Proo/ First we prove that (1) implies (2). Since X0 C X” (rj < 0) we have 
{ that (1) implies e Xn. By using (¾) and (2.3.3) we have 
j' Piy{t) = (0) + T ( t - s)PlF{y{s)) ds. (2.3.4) 
By using (2.2.1), we have that Piy{t) G Hence (1) implies (2). 
Next we show that (2) implies (3). By (2.3.3), we have (2.3.4) and 
p2y(j ) = T{t - tQ)P2y(t0) + [' rlt - s)P2F{y(s)) ds. (2.3.5) 
J to 
But 
\T(t^to)P2y(to)\x < Me,- - o)k 
1
 < Me , — IMI” 
< Me C l M k (2.3.6) 
Letting t0 — -oo in (2.3.5) and using (2.3.6) we have 
P2y{t) = f . T{t-s)P2F{y(s))ds. 
J —oo 
Hence 
y{t) = T(t)Piy(0) + J: T(t - s)P1F{y(s)) ds + J T{t — s)P2F{y(s)) ds. 
Finally, we show that (3) implies (1). Since F is bounded, we have 
\P2y(t)\ < \F\0{M r ( —s)-7e-(n”) ds + M* f e-(n”) } 
J OO t/ oo 
Hence P2y{t) e{P2X)0. This completes the proof. • 
‘ ‘ * 
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Ttieore_ 2.3:1 Let fc 1 As {Hi)-{Hh) are satisfied. 
If F e 0 — 1)7? > 0 and 
—:1 7)( < 1, (2.3.7) 
then there exists a Ck-~invariant manifold M for the semigroup {5t} associated 
with (2. 3.2) and M satisfies 
1. M = {yo I y(t, y0) is defined for all t < 0 and P2y t, y0) e } 
and 




where is the unique solution of (2.2.6). By using Theorem 2.2.1, we see 
that (^ (0(0) — T(0)^  is Ck from PYX to P2X. To prove that M is 
invariant, let y0 G M. Since F is globally Lipschitz and y0 G M, the unique 
solution y(t, y0) is defined for all t < 0 and "(• y0) e Xv. Furthermore, 
y(t, y0) e M for all t < 0. Let h > 0, since y{t, y0) is the solution of (2.3.2), 
z(t) = y(t + tu yo) satisfies 
z{t) T(t — t0)z{t9) + T[t - s)F{z{s)) ds, 
J t 
for all -oo<t0<t< 0. Since y0) e Xv, z{-) "(•+“ yo) ^ X”. Hence, 
(0) y{ply y0) e M. This completes the proof of the theorem. • 
By Lemma 2.2.2, similar to the proof of Theorem 2.3.1, we have 
Corollary 2.3.1 Assume a (7 )^-(¾) hold. If F e Y) and 
KCa, < 1 then there exists a Lipschitz invariant manifold M for the 
I I f • ‘' ' : 1 t ^ 
[‘ , 
semigroUp_Q (2.3.2 arid M also satisfies (1) and (2) in 
Theorem 2.3.1 but h \ PxX “ P2X belongs only to C0,1. 
2.4 Inertial Manifolds 
An inertial manifold M for the system (2.3.1) or (2.3.2) is a finite-dimensional 
manifold enjoying the following three properties: 
• is Lipschitz; 
• M is positively invariant under the semigroup {St}[ 
• M attracts exponentially all the trajectories. 
Moreover, \i M is a Ck— manifold, we call M a Ck— inertial manifold. 
The main theorem in this section is 
Theorem 2.4.1 . Let k >l be an integer. Assume that • satis-
F G Y),/H" (A; - 1)7? 0 
l)r/3 l){LiPF) < 1, (2.4.1) 
and 
i){LiPF) 1 (2 42) 
l- K{a^ ^{LvpF) ‘ ‘ •) 
then the Ck invariant manifold M given by Theorem 2.3.1 is a Ck-inertial 
manifold for the semigroup {St}-
Proof. By using Theorem 2.3.1, we know that M is a finite-dimensional 
C1^- invariant manifold for (¾}. It remains to prove that M attracts expo-
nentially all trajectories for the semigroup {St}. To this end, we need 
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Lemma 2.4.1 Assume that {Hi)-(¾) are satisfied. If F G C^X, K); 
K{a, j)(LipF) < 1 and (2.4.2) holds, then for any y0 eX } there exists a 
constant M such that 
j dist{St{yo), M) < V t > 0.. (2.4.3) 
Proof of Lemma 24.1. By Theorem, 2.3,1, is a finite- dimensional in-
variant manifold. Let y and y* be any two solutions of (2.3.2) and w := y* - y. 
Then, w{t) satisfies the following equation 
w = T{t-t0)w{t0) + [tT{t-s){F{w + y)-F(y))ds, (2.4.4) 
Jto 
for any 0 <t0 <t < oo. 
As in Lemma 2.3,1 it can be shown that if is a solution of (2.4.4) then 
weX+ {X+ is defined in §2.2.1) if and only if 
I = T{t)U2 + F'Tit - S)P2{F{W F(y))ds 
+ f T{t - s)P1(F(w + y) - F(y)) ds, (2.4.5) 
Joo 
Let ^ (a;2) = T(t)LJ2 and 
” y(w, y) = J^ T{t - S)P2{F{W + Y) - F{y)) ds 
T(t- s)I\(F(w + y):— F(y)) ds. 
Joo 
Clearly is a bounded linear operator from P2X into X^ and Y takes X+ 
into itself. For any it;x and w2 in X+, we have 
|e- y) _ K 2, 




3'1 ,’ “ i.KJ ' '
 ( > ‘' ' h r „ ,...,-, 
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+|e— T( — ( ( i + “) - F(w2 + y)) ds\x 
Joo 
+ ” + MY-WLipF) - 4 
. ‘ a •1 — 7 ‘ 
I (a, A - , ‘ 
Here we have made use of tHe hypothesis (¾) and | • is the norm in X+ 
defined by (2,1.2). 
Hence, w;y) + y) is uniform contraction with respect 
to y and UJ2- By using the uniform contraction theorem, we see that for any 
CJ2 G P2X and any solution y{t) of (2.3.2) T has a unique fixed point w{yy w2) • 
By taking y* = y + w, it follows from (2.4.5) that for any t > 0 
e , … 
( , )| 
< + ^  £ \T(t - s)P2{F{w 4- y) - F{y))\x ds 
\T{t - s)P1{F(w +y) - F{y))\x ds 
Joo 
< Me-^\w(0)\x + f e^s(M(t - s)^ + M*)e-^-s\UpF)\w(s)\x ds 
J 0 
+ Meait-s\L\pF)\w(s)\x ds 
JOO 
^ : s M|y*(0) - y(0)|x + A ^ (Lipi^Ht 
This is, : 
< Mb*(0)-y(0)\x + K(a, 7)(LipF)|^ |+ 
Absorbing the second term o^  the right hand side of this inequality to its left, 
we obtain 
: 1 5 1 ^ ^ ! ^ 0 ) 1 ( 0 : / 
r




'? « , •=' ‘ "I'r f ‘“ , ' 4 r,'. y 1 ‘ .) J
 M ‘‘ ' , • ‘ ‘ , . . I , • . I 
in other words, ; 
j 
By (2.4.6), in order to prove (2.4.3), it suffices to verify that there exists a 
y*(0) e M, the Ck- invariant manifold as in Theorem 2.3.1, such that (2.4.6) 
holds. This is equivalent to verify, by Theorem 2.3.1, part 2, that there exists 
y*(0) in X with P2y*(0) = h(Piy*(0))- Let :=i^)(y o;2)(0). Then 
o ! [' + y)- F{y)} ds =: g(y, (2.4.7) 
Joo 
We also note that 
[ =Pi(y*(o)-y(o))- Ci-^i 
Thus y*(0) e M if and only if that is, 
. .: ^ = ^ +^2/, ^ ) - 6 ) . (2-4.8) 
By using condition (2.4.2), we see that Lip(p) < 1, and Lip(/i) < 1. Hence for 
every solution y of (2.3.2) on [0 oo) (2.4.8) has a unique solution ^ and 
= belongs to M, This proves Lemma 2.4.1. 
Therefore, the proof of Theorem 2.4.1 is completed. 
If k 0 in Theorem 2.4.1, similar to the proof of Theorem 2.4.1, we have 
Corollary 2.4.1 Under the hypotheses in Corollary 2.3.1 assume that (2.4.2) 
holds/Then the Lipschitz manifold M given by Corollary 2.3.1 is a Lipschitz 
:_ertial jrtanifold for the semigroup {St}y 
f
 I'1' » ,, ‘ ‘ “ j ‘
 r » 
•
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Notes: The results oil the Nemytskil operator (§1.2) generalize those in [VV] 
and [MS]^  Theorem 2.2.1 is due to [CL], but the proof is different. Theorem 
2.3.1 and Theorem 2.4.1 are also borrowed from [CL]. 
Recently, there are many works for the existence of inertial manifolds for 
many dissipative evolution equations. C.Foias, G.R.Sell and R.Temam in 
[FST] and Temam [T] also use the Lyapunov-Perron method (based on the 
variation of constant formula) to construct inertial manifolds for some semilin-
ear parabolic equations. Their methods are adaption of various theories found 
in the study of center manifolds and fixed-point theorems. Some generaliza-
tions of this method are given by Ninomiya [N]. 
P.Cbnstantinr C.Foias, B.Nicolaenko, and R.Temam in [CFNT] focus on a 
new geometric explicit construction of inertiar manifolds from integral mani-
folds generated by some initial finite-dimensional surfaces, which is guite dif-
ferent from those in [FST]. 
All the existence results for inertial manifolds enumerated above are only 
appropriate for semilinear parabolic equations, while Theorem 2.4.1 can be 
applied to both semilinear parabolic, equations and semilinear hyperbolic equa-
tions, and even to some non-dissipative equations, see Chapter 5. 
Chapter 3 
Semilinear Parabolic Variational 
Inequalities 
Introduction In the last decade, there have been many works concerning the 
long time behavior of nonlinear evolution equations arising from mechanics and 
physics, such as the Navier-Stokes equation, the magneto-hydrodynamics(MHD) 
equation, Kuramoto-Sivashinsky equation, Cahn-Hilliard equation, reaction-
diffusion equations (including Hodgkin-Huxley equation and Fitz-Hugh-Nagumo 
equation) and some hyperbolic equations with dissipation. For all these equa-
tions, the existence and structure of global attractors and inertial manifolds 
have been studied. The monographs [BV] [CFNT], [H] and [Tj systematically 
discuss the results. An extensive bibliography also can be found therein. 
In the study of moving boundary problems and obstacle problems In me-
chanics, one is led to parabolic variational inequalities which can be written 
equivalently as multi-valued nonlinear infinite dimensional dynamical systems 
(see [DL]). 
For the study of the stability of these variational inequalities, unlike semi-
linear parabolic equation in which the spectra of the "linearized" operator 
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determine the Lyapunov stability of an equilibrium ([K]), tlie problem is more 
complicated since the unilateral conditions can have a destabilizing effect 
([DK, KN]). Therefore, it is possible that the unilateral conditions have a 
negative effect on the long-time behavior of the solution. 
Up to now, there are few works about such systems. Zhao in [Zl] and 
Zhao and Huang in [ZH] considered the attractors and inertial manifolds for 
the variational inequality (0.0.4). To obtain the attractor and inertial mani-
fold of the inequality, they impose two conditions. One is that the effective 
domain of (j) is the whole space V, another is that the gradient of the Yosida 
approximation (j)£ of (j) is strongly A—monotone, that is, there exists A > 0 
such that 
I (A^iy-z), —vM^))) > H vUv) - v^Wily, 
for any e > 0. This implies that 
II Vd>M - ^7Uz)\\v < l/k\\AU(v,v)\\y - ^llv-
These conditions are not practical in moving boundary problems and obstacle 
problems. For instance, take IK, the indicator functional on K, where K 
is a proper subset of Then these two condition are not satisfied. 
In this chapter, we shall study the global attractor and weakly approximate 
inertial manifolds of the variational inequality (0.0.4) with (J) = IK, that is the 
inequality (0.0.1). 
The chapter is organized as follows. In §3.1 the existence of -semigroup 
{ST} for the variational inequalities is given. Then in §3.2 the existence of 
the global attractor for {ST} (which, in general, is only defined on a closed 
convex subset of a Banach space) is established by using the abstract results 
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in Chapter 1. In §3.3 we discuss the weakly inertial manifolds for the system. 
Finally, in §3.4 we give an application. 
3.1 Existence Results 
Let V and H be real Hilbert spaces with norms || * || and | • | respectively, 
V C H C V', where the inclusion is dense and compact. We denote by (., •) 
the duality between V and V' and also the scalar product in H. We shall 
study the inequality 
u{t) e K, 
+ ) .
 3 1} 
at 
u{0) = u0, Nv G K, a.e. in (0,T). 
We impose the following: 
(K) X is a closed convex subset of V containing the origin. 
(A) A : y V is a symmetric, coercive and continuous linear mapping, 
that is, {A% v) = (u, Av) for every u, v e V and 
:: (Av, v) >a\\v\\21 \/ veV, (3.1.2) 
for some a > 0. , 
(F) F : V —> V' is a nonlinear map of the form F = Fi + F2, 
where Fx is the gradient of a C1 convex functional ^ : V M, ¢(0) 
0, $'(0) = 0 and there exists a continuous nondecreasing function h : 
R+ R+ such that ^(v) < h{\\v\\) for every v E F; 
67 
p2 : y H a locally Lipschitz continuous mapping which satisfies 
(F2(w), U) > ax\u\2 - a2, WueV, (3.L3) 
(F2{U) - F2{V), U-V) > A3\u — |2’ M U.VEV, (3.1.4) 
for some constants ai5 i 1 2 3 with a\ > 0, 
(f) f e H, uo e K 
By a (strong) solution of (3.1.1) we mean a function u G C([0, T], K) such that 
u : H is differentiate a.e. and fulfils (3.1.1). 
Theorem 3.1.1 Under the above hypotheses, there exists a unique solution u 
of (3.1.1) . Also, u : [0,T] — H is absolutely continuous and differentiable 
a.e. and 
2 1/2 T 1/2 
G r (I i S m < (/ + VWo)' (3.1.5) 
dt Jo at Jo 
where = ^ (v)-i~l(Av,v) andg{t) = f-F2(u{t)). Moreover, t ^  ^i{u{t)) 
is absolutely continuous and 
• = tG(0,T). (3.1.6) 
at dt at 
Proof. Let 
1 
(v) ^{v) + -{Av, v), 
z 
Axiv) := Av + Fxiv), 
A(v) := Av + F{v) + f. 
:  ". ...• .::. : I
 f . ,. ' , " : .." ,» , , ( ,r
 lJ I _
 ( / , l , Y '/ j ' :’. ' J( i I 
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Then A : V -> V' is pseudomonotone, and (Av, v) > - c for some 
constant c. The results in Corollary 11,1 and Remark II.5 in [BR1] imply the 
existence of a weak solution of (3.1.1), that is, for any T > 0 there exists 
u e L2((0, T); K) C([0 T]; H) such that 2^(0)=
 0 
: (J+i ,v-u)>-hv(0-u0) \2 , 
Jo at ^ 
\/v e L2((0 T); K\ ^ e L2((0 T); W). 
Put g[t"j :== f — F2{u(t)). Then g G L2((0, T); H) and thus Corollary II.2 
in [BR1] and Proposition 5 in [BR2] imply that there exists a unique u G 
C([0, T]; K) such that 
+ \/veKy a.e, in (0, T), (3.1.7) 
dt 
u(fi) = UQ. 
Moreover u : [0, T] -> H is absolutely continuous and differentiable a.e. and 
(3.1.5), (3.1.6) holds. 
Since both u and u are the weak solutions of the inequality (3.1.7), the 
uniqueness result implies u u. THis finishes the proof of the theorem. • 
From Theorem 3.1.1, u generates a continuous semigroup (denoted by S{t) 
)of (3.1.1) from K into itself. Moreover, we have 
Theorem 3.1.2 Under the assumptions of Theorem 3.1.1, the semigroup S(t) 
is Lipschitz continuous from K into itself endowed with the norm | • |. That is, 
for (my t^ there exists M(t) such that 
., it - -
for all u, v G K. 
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Proof. Let uu u2 be the solution of (3.1.1) corresponding to ulQy u2Q respectively. 
Then w = u\ — satisfies: 
+ + F(u2), W)<0 (3.1.8) 
at 
w(0) =Uq — Uq. 
By the assumptions for A and F, it follows that 
i | H 2 + a|H|2<c|HH. (3.1.9) 
)::::,:..:.::So, 
By the classical Gronwall inequality, 
1)|2 < |^ (0)|2exp(|a3|t). 
This asserts the Lipschitz continuity of S from K to K m the norm | • • 
3.2 The Existence of Global Attractors 
Prom §3.1, we know that the continuous semigroup S(t) associated to (3.1.1) 
is only defined on K, In this section, we discuss the attractor for (3.1.1) by 
using the results in Chapter 1’ 
Theorem 3.2.1 Under the assumptions in Theorem 3.1.1, we have 
1) (3.1.1) possesses a global attractor A in H, Ac K and A is connected. 
2) In addition, if Fx = 05 (J “ — )C K for any \i > 0, the injection 
of D(AH) = G V and Av e H} into V is compact, and for each 
uq e K, there exists q e H such that 
: V {Auo-q/v-u^^Oy \/veK, (3.2.1) 
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thert (3.1.1) possesses a global connected attractor in V, 
Proof. We divide the proof of (1) into two steps. 
Step i). Absorbing set in H 
By putting v = 0 in (3.1,1), we get 
at 
By (3.1.2) and (3.1.3) we have 
\jtHt)f + a\\um2 < M + IflH^l (3.2.2) 
and 
Cbt Co ^ 
where c0 is the optimal constant such that | • |2 < c0|| • || . 
By using the classical Gronwall inequality, we obtain 
\u(t)\2 < Kl2 exp(--t) + po2(l - exp --t) , (3.2.3) 
Co Co 
where p02 = 2|a2| + e0|/|2/a. So 
lim sup < p0, 
t— 
which implies that B ((^p'JnK with pf0 > p0 is positively invariant under 
the semigroup S(t), and is absorbing for any pf0 > p0. For any bounded set B in 
H, there exists 1 > 0 such that Bf)Kis included in B (0 Rx) K. It is easy 
to deduce from (3.2.3) that B{i){Bm} C ^ (0, for t > ft(Bf p'0), 
where 
to = ^  log (3.2.4) 
« Po — po2 
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Therefore (3.1 1 j possesses absorbing set in which absorbs any bounded set B 
in with B C iT. 
Step ii). Absorbing set in V. 
From (3.2.2) and (3.2.3) we have, for all t > t0, 
.: r 1 ft+r 
Q^ Mr)||2 < -|ti(t)|2 + \a2\r+\f\ + \u{r)\dr 
: < l^ + rM+lfW I 
=c2(r). 
So, if u0 e Bh(0, RI)C\K and / > t0l then 
/ f+r\Hr)\\2dT<^=:c3(r), . 3.2.5) 
By putting v = u{t + h) in (3.1.1) (h > 0) we obtain 
) + ( ) )) h )( ~~ h 
Similarly 
(hr
 f , 7 u{t) -u(t + h). u{t) -ujt^-h) 
dt 
By adding the last two inequalities together we get 
: ((^i)h(t) + Auh{t) + {Fu)h(t), uh(t)) < 0, a.e. in (0, +cx)), (3.2.6) 
dt 
where wh{t) := {w(t + h) - w(t))/h. 
By the hypotheses (A) and (F), it follows from (3.2.6) that 
‘ \^uh\2 + a|K||2<|a3||^|2, (3.2.7) 
(Jbb 
|^2)|2 < I (to ― ,Voo > t2 >h > 0 (3.2.8) 
^ ^ ^ t t f S i ^ ^ i ^ W f i & Q k ^ f M ^ f e M ^ t f f ^ W P * ) , (3.2.9) 
-J t l Jtl 
'
 r
 0^)/¾ ^ ” J ^ J, » « ' , 1 : {/' ' y , i' I i/, > { ' l 1 , ' i' 1 . / ..'. .: •.,,, ' 
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for some constant C4. 
The last inequality, together with (3.1.5), implies that tt : (0, 00) -> V is 
(locally) absolutely continuous, du/dt G Lf0M and 
for a.e. h e (0 +00) and t2 e (tu 00):: 
On the other hand, 
: i\\u(t)f = x — 
j : < 2 " (3.2.11) 
An, 2 
- < C5(|H|2 + Il2l|), 
here V" — is the canonical isomorphism from V onto V'. 






Similarly, there exists t\ G [t — 2, 1 - 1] such that 
: : : / ^ (3.2.13) 
J t 2 
So, for t> + 3, r > 0,:by (3.2.4)? (3.2.10), (3.2.12) , (3.2.13) and (3.1.5), we 
have 
ft+r du 2 
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-< 2cJt+r\^\dr (3.2.14) 
— Jq 1dr' 
pt+r 







I < 3) +(r+ 3)|/|2+ /^ 3(1)) + ^ (1)) 
:=c7(r) 
Prom (3.2.11) (3.2.5) and (3.2.14), by the uniformly Gronwall lemma (see 
[T]), we get 
( \\u(t + r)\\2 < ( + c5c7(r))exp(c6r) 
1.. := pi \/t>t0 + 3. (3.2.15) 
It follows that the ball Bx of V centered at 0 of radius pl is absorbing in 
and if u0 belongs to the intersection of the ball BH(0, Ri) centered at 0 of 
radius Rx with K, then u(t) enters Bx at a time t < + ^  + 3, and remains 
in it for t > t0 + r+ 3, This also shows that (3.1.1) possesses absorbing set 
Bx^K which absorbs any bounded set B'm H with ^  C K. 
In conclusion, from step ii), by the compactness of the embedding oiV into 
H, we know that the C°-semigroup { (^t)} belongs to class JC. This completes 
the proof of (1) by Theorem 1.2.1 and Remark 1.2.1 in Chapater 1. 
2). First, we estimate \du/df\. 
By using (3.1.5) and (3.2.15), for any t>t0 + r + 4 
f‘ < csit 
Jt-i dr" Jt-i 
< C8(p? + |/|2 + P? + %?)) 
c9. 
t r ^ ^ . M 1 M r ' 1 
^^^pvB.i^ oi ^ J ji,- iS^V-, ^  ! '




 , . 
On the other hand, there exists ^  G such that 
I :. • 2 • I 
By (3.2.8), we get 
I. . 
I if I2 < j 
I <
 C9ela3l =: c10. (3.2.17) 
By (3.2.1) and Proposition 5 in [BR1] we have du/dt G L2(0, oo; V). So dg/dt G 
L2(0, OO; H). Since = 0 and {I + iiA^-^K) C K for any /X 0, the results 
in Lemma II.4 in [BR2] imply that A^t) e H for any t > 0 and the function 
u [0, oo)— is differentiable from right everywhere. Moreover, 
I + A Au(t)) < Au(t)), for any t > 0, (3.2.18) 
_ dt 
By using (3.2.17) and (3.2.18) we get that for any t > t0 + r + 4 
I IM )l cii. 
Noting that the injection of D{AH) into V is compact and using similar ar-
gument in the proof of (1) we can deduce that (3.1.1) possesses a connected 
• 
global attractor in V. 
We conclude this section by an asymptotic result. 
Theorem 3.2.2 Under the assumptions of 2) in Theorem 3.2.1 we have 
=^ in H, (3.2.19) 
t—oo dt 
arid there exists a sequence tnoo such that 




where u^ is a stoMonary point with respect to (3.1.1), i.e., ^oo satisfies 
Uoo G K’ 
I (A^ oo + F2{UOO), V - UOO) > (/, ^ - o^o)5 Vi G K. (3.2.21) I 
Moreover, iju-u^ G ^(0, oo; H), then 
lim u(t) = Uoo, inV. (3.2.22) 
t—>oo 
Proo/. From (3.2.7) we get 
i I^WI ^  I^WI +1-31/^(^)1 < <+00’ 
/ » “ ^ / » “ + « • “ . 
Thus, we have 
I' > 2 4 “+ ] • “ . 
By the proof of 2) in Theorem 3.2.1, d+u/ds e L2(0too; H)f so, for any e>B 
there exists T0, 1 < T0 < oo such that 
JTQ ds 
thus we get 
" ?/ 2 rTo s d+u' ,2 |a3| rT° 9',d+u . f 7 
+ T0 < t< oo. 
This clearly implies (3.2.19). 
Again by the proof of 2) in Theorem 3.2.1 for any u0 e K the corresponding 
solution is bounded in D{AH) (with the graph norm), thus {u{t)}t>o is 
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relatively Compact in y So there exists a sequence tn oo and Uoo e K such. 
that 
lim u(tn) = Uoo, in V. 
tn—»00 
Letting tn — 00 in (3.1.1) in which the time t is replaced by tn, we obtain 
(3.2.21). 
Finally, if ^  - o^o G 1^ (0,00; H), from (3.1.1) and (3.2.21) we get | 
+ A{U -Uoo) +F2{U)-F2(U00), U -UOO) < 0. 
at 
It follows from the assumptions for A and F2 that 
I - Woof < C^uit) -Uool2, 
and thus 
2 — - Wool < C!\u(t) -U^l 
Integrating this inequality from tn to t yields 
2\u{t) - <2\u(tn)- ci [ Ks)-^5, 
- J tfi 
and this implies (3.2.22) since u — oo ^ ^ (0,00 H). 
3.3 The Weakly Approximating Inertial Man-
ifolds 
The construction of inertial manifolds for equations is based on the eigenvalues 
and eigenvectors of the corresponding linear part (see [T]). However, for in-
equatilties like (3.1.1), although we can still define the eigenvalues aK(A) and 
corresponding eigenvectors ([Q]), it is not known, up to now, how to construct 
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tlie inertial manifold by this approach Moreover, it seems impossible to esti-
mate ¢7^  (yl). Therefore, the existence of inertial manifold for (3.1.1) remains 
open. 
Instead of considering the inertial manifold of (3.1.1) in this section we 
discuss the weakly approximate inertial manifolds for (3.1.1) in terms of the 
Yosida approximation. 
Throughout this section we assume that F\ 0. 
Since A G £(V, V') is symmetric and coercive, we define the domain of A 
in H as 
D(A) = {ueV, Aue H}. 
This allows us to consider A as a linear unbounded operator in H with domain 
D{A) and in this sense A is a closed strictly positive self-adjoint unbounded 
operator in H. The spectral theory of these kind of operators allows us to 
define the power As of ^  for s G M ( see, for example Chapter II In [T]): For 
s > 0, is an unbounded self-adjoint operator in H with a dense domain 
DCAs) G H. The operator is also strictly positive and injective. The space 
D{AS) is a Hilbert space endowed with the scalar product and the norm 
^ (u, v)D{As) = {Asu, Asv), 
Md(A” {( U)d(<AS)}1/2, 
and As is an isomorphism from D(AS) onto H. In particular A1/2) V. 
Together with. (3.1.1) we consider for each e > 0, the equation 
^ + AU£-{-D{IWUU£) + G{U£) = 0, a.e. 0<t < oo, (3.3.1) 
dt 
u£(0) = u0, 
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•ere (it) 4 / , :½ i is the indicator functional on K (the 
closure of K in H), 
KK
 ' 1 +oo, otherwise, 
l = + ~ I 
(dist^Z))2, (3.3.2) I 
2e . 
(3.3.3) 
is the subdifferential of ([B]) 
d{It)e{v) . {w e H- (Ik)s{v) — <{v-u, w), \/u G H} 
V :: : . ! . “ = 
where P^ is the projection operator of H onto K. Thus 
\d(lK)e(v)\2 = 2s~l (lw)£(vl (3.3.4) 
and is maximal monotone operator from into H and is global Lips-
chitz with Lipschitz constant l/e. 
Similar to the proof of Theorem 3.1.1 and Theorem 1.13 in [B] we have 
Lemma 3.3.1 Under the hypotheses (H) in ^ 3.1 with Fx 0 and assume 
that there exists a constant c independent of e such that 
(M (½) ))> -^(1 + + M), E D{A). (3.3.5) 
Then for every u0 e V, (3.3.1) has a unique solution 
U£ e _ 2([0, T]; F) nc(0 oo; V)nL2m T); D{A)) for any T 0. 
We sum up results relating solutions of (3.1.1) to those of (3.3.1) as follows 
::::::::.:.:.: .. ([B], [ZHl]). ::...:,::.:...;::::,::: - — 
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Theorem 3.3¾ I/nder t/ie hypotheses of Lemma 3.3.ly let u£, u is the so‘ 
lution of (3.3:1) (3.1.1) res;pecti/ue1/yy with respect: to the same initial data 
u0e K. Then for any T > 0} we have u£ u m C(0, oo; )nL2((0 ;T ); ^) 
du£/dt — du/dt weakly in L2((0, T); H), Au£ -> Au weakly in L2((0,T); H) 
and d{Iw)£{u£) ^ f - du/dt - AM -F2(U) € dlw{u) weakly in L2((0, T); H), 
as e — 0. 
Now we study the inertial manifold of the dynamical system associated to 
(3.3.1). First, we consider the absorbing sets of (3.3.1). 
Theorem 3.3.2 In addition to the assumptions in Lemma 3.3.1, assume that 
f F2 is locally Lipschitz from L2((0,T); V) into L2((0,T); H) for any T > 0. 
Then for each e > 0 (3.3.1) possesses an absorbing set in V. 
Proof. First, multiply the equation (3.3.1) by u£. By the coerciveness of A, 
the monotonicity of d(Iw)£ with d(Iw)£(0) = 0 and (3.1.3) we have 
^K(t) | 2 + a||u£(t)||2<|^ (3.3.6) 
ZA (JJL 
and 
| (t)|2 + -Wt) |2S /|2 + 2|a2|, (3.3.7) 
at Co 
where c0 is the optimal constant such that | • |2 < c0|| • ||2. Consequently 
< + + 210,|}(1 - e - ^ ) . (3.3.8) 
So, we have 





whicH implies tliat (3.3.1) has an absorbing set in ^  independent of e > 0. In 
fact, for any given pQ > p0 and any bounded set BH C ^(0, -¾) H V, take 
I to = to{BH, Po)= ln n,2Rl n2 . ! 
OL \ Po A) 
Then 
I S£{t)BHcBH{0,p'o)m H, \/t>t0, (3.3.9) { 
where S£{t) is the semigroup generated by (3.3.1). 
It follows from (3.3.6) and (3.3.9) that 
1 a \\u£[t)\\2 ds < ^\f\2 + 2\a2\)r + pf02 ! 
' ^(r), • (3.3.10) .- .. 
where r > 0 is given and t > to-
Next, multiply equation (3.3.1) by Aue. From (3.3.5) we deduce that 
: ^-{u£{t\ Aue(t)) + \^s(t)\2 
at 
< 2c(l + + + l/l2+ 1^ 2(^ (^ ))12 
=:m£(t). (3,3.11) 
L Since by (3.3.2), (3.3.4), 0 € and \d(Iw)£(u£{t))\ < 1/V2i|^(t)|, we have 
pt+r 1 
Jt me{s)ds < 2c(l+-^Po)(l + Po)r + |/|r 
+M2(c1(r)/a)c1(r) + |F2(0)|2r 
=: ; c2[r, (3.3.12) 
for t>t0, r > 0, where M is the locally Lipschitz constant of F2. By (3.3.10) 
and for t > to, 
M, Aue(i))ds < c3 ^ \\u£{t)\\ ds 
:
 < csdir). " 3.3.13) 
ifs^ 'w1,»‘ ^ f j r f " * < ‘1 - * ,/
 k I , > . , " -' - >i , - ^^  ' / * '' 1^, i / * , » j ‘ 
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Finally, integrating both sides of (3.3.11) from 5 to t + s, t0 < t < s< t-\-r, 
we have 
rt+r 
(u£{T + r)\ Aa£{t -^r)) < (u£{s), Am£(S)) + m£(r) dr 
J S 
j < K(s), Aue{s)) + c2(r, e). (3.3.14) 
Integrating (3.3.14) from t to t + r we have, for any t > t0 and r > 0 
j' a\\u£{t + r)\\2 < {u£{t + r), Au£{t + r)) | 
1' < ^ + ,). 
— r 
This completes the proof of Theorem 3.3.2, 
In order to obtain the absorbing set in F for (3.3.1) independent of e, we 
need more conditions. 
Theorem 3.3.3 Under the assumptions of Lemma 3.3.1 and one of the fol-
lowing conditions: 
1) (3.3.5) is replaced by 
{Av, > 0, MveDiA)-, (3.3.15) 
2) F2 is locally Lipschitz from H to H. 
(S.3.1) possesses an absorbing set in V which is independent of £ > 0 and 
absorbs any bounded sets in W 
Proof. V), If (3.3.15) holds, then (3.3.11) can be written as 
^{uM t^WI2 < l/l2 (3.3.16) 
dt 
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Similar to the proof of Theorem 3.3.2, for any t > t0 and given r > 0, we can 
deduce that 
a\\u£{t + r)\\ < c4(r). 
This implies that (3.3.1) possesses an absorbing set in V. 
2), Assume that F2 is locally Lipschitz continuous from H into H. From 
(3.3.8) and (3.3.9), we have, for any bounded set, C 
:
 2
 < + + I 
j
 ; : : C5(NI), Vt > 0, (3.3.17) j 
\ I2 < P'o, Vt>t0,, (3.3.18) \ 
' where t0 MBH, p'02 > c0/a(c0/a|/|2 + 2|a2|), and u£(t) is the 
solution of (3.3.1) witli respect to the initial data u0 e BH. 
Since F2 is locally Lipschitz continuous from H into H, by (3.3.17) and 
(3.3.18), we have 
\^£(t))\ < ced^ ol), Vt > 0, (3.3.19) 
I < c7? Vt >t0, (3.3.20) 
where c7 is independent of -u0 G BH. 
Multiply equation (3.3.1) by and then using (3.3.5), we have 
: 2 ( ) ( ) ) + ) )12 
< 2c(l + + l^ eWI) + l/l2 + (3.3.21) 
Here we have used the fact that 
(½)“ ) fe)“ ), ) 
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(Lemma 1.2, in [B]). 
From (3.3.4^  and (3.3.21), we obtain 
+ ^ ) J 
< (by (3.3.17) - (3.3.20)) | 
< (^ (1^ 01), Vt > 0, (3.3.22) 
\ cio, Vt > t0, 
where c10 is independent of u0 G B. 
From (3.3.22) and by Gronwall inequality, we have, for 0 < e < 1, 
pt+S 
m e i u s ^ s ^ ^ y ^ m ^ (3-3.23) 
for any t > 0, s > 0, 
Taking s 0 in (3.3.23), by (3.3.22) we have 
(%)£(n£(t)) < (%)£M + c9(KI) 
< c9(KO|), yt > 0, (3.3.24) 
since(%)£(”) Ofor (3.3.2)_: : : : : : : : , 
By taking s t0 in (3.3.23), by-(3.3.22) and (3.3.24) we obtain 
(%)sK(t+>0)) < 6-^(/^)^(^0))+^0(1-6-1^) 
… < 1/2
 9(| |) + (1 —e—1/2t). 
Therefore, there exists tx “( )such that 
… (%)eK(tH-^ o))<2c10, yt>h. (3.3.25) 
By (3.3.21) and (3.3.25) we can deduce that, for any t > tx + 0 and given 
.::: :r :..:. 
pt+r 
\d(I^)£^£{s))\ds < cu^r). (3.3.26) 
Jt 
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Finally, from 811(1 (3-3-26)' 
using the same methods in the proof of 1), we can also deduce that there exists 
Pl > 0 sucH that for any bounded set in nK there exists t2 '=h(B) and 
I: (3.3.27) j 
uniformly for tt0 G 5 and is independent of £ > 0. Namely, u£{t) is absorbed 
into a bounded set B(0, pi) in V uniformly for £ > 0 and u0 G B. This proves 
:: 2)' : . . . . I 
The proof of Theorem 3.3.3 is completed. 
We choose a -function 6> from [0, oo) into [0, 1], such that 0{s) = 1 for 
0 S s < 1, 0 for 5 > 2, sup^ o l^ s)! < 2, and set 0Pl{s) (s/ppO), j 
where px is given by (3.3.27). We also define 
where 
£( a(%)“ + - / . 
Since there is an absorbing set in V for the equation (3.3.1), the study of 
asymptotic behavior of the solutions can be reduced to the study of a modified 
equation 
+ + ^ (^) = 0. (3.3.28) 
at 
Since F2 is locally Lipschitz from ^ into iJ, is Slobal Lipschitz 
from H into H with Lipschitz constant 1/e (Theorem 1.2 and Theorem 1.9 in 
[B]) and F is continuously embedded in H, Re{-) is locally Lipschitz from V 
jnto H. Hence, by the definition of we know that R^ is global Lipschitz 
from V into H, but the globally Lipschitz constant LipR£e depends on £ > 0. 
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Now we consider the inertial manifold for the equation (3.3.28). We con-
sider A as a strictly positive self-adjoint unbounded operator in H. Since the 
injection of V into H is compact, A-1 can be considered as a self-adjoint com-
pact operator in H. By elementary spectral theory, the spectrum of A consists 
of eigenvalues A j, satisfying 
0 < Ai 2 < • • Xj —^ oo as j — oo. 
Let ej e H, j = 1, 2, • • •, be the normalized eigenvectors of A corresponding 
to eigenvalue A). Let N > 0 be an integer and Px be the projection from H 
onto span{ei … } and =J Pi. Then we have the following properties, j 
l^ e- l^op < forteE, (3.3.29) 
: \A1^-MP1\ap < Afe^ l^, fortG^ (3.3.30) j 
|P2e-At|op < e- +lt fort>0, (3.3.31) 
^ " / ^ - ’ + + ^ " 3.3.32) 
where e~At is the linear semigroup generated by A in H. 
We now apply the abstract results in Chapter 2. In Corollary 2.5.1 we 
take X = F, and Y Z H. Since D{A1/2) = F the hypotheses (^)-(¾) 
are satisfied with 
^ AJV+L — ^N AT+1 + IV 1 
a = 7, rj = 2 ' 7 = 2' 
By Corollary 2.4.1, (3.3.1) has a Lipschitz inertial manifold Me provided 
• Lip( 1/2) < 1, (3.3.33) 
where K{a, /3, 1/2) is defined as (2.2.17). Since for any fixed e > 0, Lip( |) 
is only a finite constant, it is not difficult to see that K(a, (3, 1/2) 0 as 
/ A^i-A^ — oo. (3.3.34) 
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j This says ^ if the g^ (A^ - A^ 2 )18 sufficiently large, then the equation 
(3.3¾) has a Lipschitz inertial manifold Me for any fixed £ > 0. 
Remark 3.3.1 We can also consider Lipschitz inertial manifold for equation 
(3.3.1) in H. In this case, also by using Coroilary 2.4.1 ,we take X :K Z 
H, and assume that F2 is locally Lipschitz from H into iL Let Piy {i 1,2) 
a, P as above, but 7 0‘ Then we can also obtain that the equation (3.3.1) 
has a Lipschitz manifold Me in for any fixed £ 0 if XN+1- XN 00 as 
N 00, 
Because of Theorem 3.3.1, we call Me an weakly £- approximating inertial 
manifold of (3.1.1). However, we have not proved (and perhaps this is not 
true) that the approximate manifold tends to a manifold. Since the Lipschitz 
constant for R% becomes unbounded as £ — 0, N satisfying (3.3.33) may tend 
to infinity as e —> 0. 
Remark 3.3.2. Similar framework is adapted In [ZH], The inertial manifold 
for (3.1.1) is obtained under a stronger assumption: {dIK)e is strongly A -
monotone, i.e., 
‘
 A l / 2…A^aa /K)^ ) - > —(^ K)eWll2, 
where k>0 is a constant not depending on £. Above inequality implies that 
\\(dIK)e{y) - (dIK)e(z)\\ < 
where || is the operator norm of L2(V, V')y which is in general not true. So 
the existence of inertial manifold for (3.1.1) remains unanswered. 







I 3.4 An Application: The Obstacle Problem 
Throughout this section Q is an open and bounded subset of the Euclidean 
f 
space Rn and has a sufficiently smooth boundary r. Let a“ 1 2 be two 
I • . 
non-negative constants satisfying ai + a2 > 0. Let V = (0), H = L (Q) 
K ‘ . :: 
and A : V V' be defined by 
I . . . . 
n p 
(it, Av) = a{u, v) = J2 dx (3.4.1) 
i.j=iJn ~ 
+ [ a0(x)u(x)v(x) dx + — I u{a)v(a) dx, 
JN JT 
for all u, v ELV^ 
if ai > 0 and a2 > 0. 
I If ai > 0 and a2 = 0, we take V H^), H = L2(Q) and A : H — 
H'1^) defined by 
n p 
(u, Av) v) = CLi:i(x)uXivX:i dx 
i.j=l Ja 
+ / a0(x)u(x)v(x) dx, (3.42) 
JQ 
,for all v e 
[ where a0, a G L°°{n) for all i, j 1,,.. s n and 
n 
a0(x) > 0; £ a ^ U j > cxUWl (3.4.3) 
‘i,j=l 
for all C G and a.e. x e 
where a > 0 and || • ||n is the Euclidean norm in Rn. 
In the following we shall assume that a0(x) > M > 0 a.e. x G ^ if ai = 0 
for some /x 0. Then, by (3.4.3) the operator A satisfies a coercive condition. 
^^^^mW^wW f f • ’ _ ”‘„ " „ -
• , ^, ,:. :.:.,” .' v. ‘ ... ; . • , 
MB . v^'J^I '"‘‘ W1.", • , - . “ „• “ '" • ‘ nh /' ..>'•'•' . • 
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Let be a given function in H2(Q) and K the closed convex subset of V 
K = {ueV] u(x) > I" a.e. m % Q}. (3.4.4) 
h 
IS;: 
If V then we must assume that i/j <0 a.e. in r. 
HE7'-
Let F : V — H satisfy the hypothesis (F) in §3.1.1 and let / be a fixed el-
h 
ement of H. Then, for every u0 G K, by Theorem 3.1.1 the variational inequal-
I 
ity (3.1.1) has a unique solution u e C([0, T]; K) and du/dt e L2((0, T); H) 
for any T 0. Formally, u is the solution to the following initial-boundary 
value problem which is sometimes called a parabolic obstacle problem in the 
v 
literature. 
{ut{x,t) A0u(x,t) + F{u){x,t) - f)(u{x,t) )=0 a.e. (x, t) G Q, 
ut{x,t) + A0u{x, t) + F{u){x,t) - / > 0 , u(x,t) > a.e. (x, t) G Q, 
]u{x,0) = uo, 
i I + a2du/du 0, a.e. m (3.4.5) 
where A0 is the differential operator 
n 
A0u == {aLj{x)uXi)Xj + a0u: (3.4.6) 
dujdv E <^)u%cos(n, Xj) is the normal derivative, Q = T x [0, T] and 
E is the boundary of Qt i.e., S == r x [0, T], 
There are many physical problems which can be described mathematically 
as parabolic obstacle problems of the form (3.4.5). Also, some free boundary 
value problems, for example, the Stefan problem, can be written in the form 
(3.4.5). See [B] for details, 
Let g •• M 2R (all subsets of R) be defined by 
f 0, if r>0, 
g(r) j (—oo, 0] if r = 0 3.4.7) 
[¢, if r < 0. 
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Then by Proposition 1.9 in [B], we have 
dl^{u){x) = {ve _L2(n); v{x) G g{u{x) (a;)) a.e. x G 0}. I 
Take g£{r) -e r^—, here r- inf{r, 0}. Then 
I {d{Iw)£){u){x) ( ( a.e. x e (3.4.8) 
Since ^  > 0 and "e(0) = 0 this yields via Green's formula 
d(Iw)£(u)) 
> A^ge{u+ Jr ge{u + da 
p (iib 
> -\AoM\d{Iw)£(u)\ + j + a^) da, 
\/UED{A). 
Thus the condition (3.3.5) holds if 
a^ + < 0, a.e. in T, (3.4.9) 
av 
or »2 = 0 and 
T/;<0, a.e. in T, (3.4.10) 
and the condition (3.3.15) is satisfied if 
.^ = 0. (3.4.11) 
By Theorem 3.3.1 the solution u to (3.4.5) is the limit of the solution u£ of the 
equation 
r + A0ue + F(u£) - £-l(ue - VO- = /, in Q, 
J ( ,0) ) 3.4.12) 
[aiu£ + OLiduejdv 0 in H. 
Applying Theorem 3.2.1 Theorem 3.3.2 and Theorem 3.3.3, we have 
90 
Theorem 3.4.1 Let u0 e H\n) (u0 e if a2 0) be such that u0>^ 
a.e. in ^ where ip G H2(Q) satisfies condition (3.4.9) ((3.4.W 0). 
Then the parabolic obstacle problem (3.4.5) possesses a global attractor in 
K^L2{p), and the approximating problem (3.4.12) possesses a global attractor 
in V. 
Moreover, 0 then (3.4.12) possesses an absorbing set in V which is 
independent of £ > 0. 
We recall that the eigenvalues Xj of A satisfy 
Xj cXij2/r\ as j oo, 
for some constant c 0. 
Thus by Remark 3.3.1, we have 
Theorem 3.4.2 If F2 is locally Lipschitz from H into H, and n = 1, then 
the approximating equation (3.4.W possesses a Lipschitz inertial manifold in 
L2(Q) for any fixed £ > 0. 
Unfortunately, if n > 1 (or n = 1 and F2 is only locally Lipschitz from F 
( or into L2(0)), the spectral gap (or i""A]v2) 
is not sufficiently large. In this case the existence of inertial manifold for 
(3.4.12) remains open. 
Chapter 4 
Semilinear Wave Equations with 
Damping and Critical Exponent 
Introduction Our aim in this chapter is to study some semilinear wave equa-
tions with nonlinear damping and of which nonlinearity satisfies the the crit-
ical growth condition. This equation includes the Sine-Gordon equation and 
a nonlinear wave equation arising from relativisitic quantum mechanics. The 
questions that we will discuss in this chapter are similar to those in Chapter 3, 
that is, the existence of global attractors and the estimation of the Hausdorff 
and fractal dimensions of the global attractor. 
For a bounded domain Q C M3 with smooth boundary dQ consider the 
equation 
+ 9( _ + /( = 0, (4.0.1) 
w = 0 on dQ x (4.0.2) 
0) o (. 0) (4.0.3) 
Here the function f e C2(R), and g G C\R) satisfy the conditions 




 l i m i n f M _Al, (4.0.5) 
|JZ|-^ OO Z 
"(o) = o, o< 90^ (^^ 0(1+ Ma), eR 4.0.6) 
where Ai is the optimal constant in the Poincare inequality 
I ' ' I V |^22 > A!^ ,^ for all ^ G H^Q). (4.0.7) 
If g(ut) (3ut 0 is a constant) and f{u) a sin then equation 
(4.0.1) is the Sine-Gordon equation; 
If /(s) = s3 + p{s) with p{s) being a quadratic polynomial, then (4.0.1) 
represents an equation arising from relativisitic quantum mechanics ([T]), 
The existence of global attractors have been obtained during the last decade 
for the following particular cases of (4.0.1)-(4.0.3): 
1.
 g is linear and p < 1; ( Hale [HI], Haraux [HA] and the monographs 
Babin-Vishik [BV], Hale [H], Temam [T]). 
2. p < 1 and g is nonlinear with 
O < go < g'{z) < gi < oo, for all z eR] 
for some constants gQ, gu ( Hale [H] and Ceron-Lopes [CEL]), 
3. p 1 (critical case) and g is-linear; (Arrieta-Carvalho-Hale [ACH] and 
Babin-Vishik [BV]). 
4. g is nonlinear with g < | and g0 is large enough; (Raugel [RA]). 
5.
 g is nonlinear with g < 4 and g0 is large enough; (Feireisl [F]) 
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Moreover, when g is linear and p < 1, upper bounds for the Hausdorff and 
fractal dimensions of the global attractor of (4.0.1), (4.0.2) are available. See, 
for example, Chapter VI of Temam [T]. 
In this chapter we shall prove the existence of the global attractor for 
(4.0.1), (4.0.2) when f and g satisfy (4.0.4)-(4.0.6) and we also estimate the 
Hausdorff and fractal dimensions of of the global attractor of (4.0.1) 4.0.2) 
when g is linear and p = 1 in (4.0.4). 
In §4.1 the existence of the -semigroup {ST} associated with (4.0.1), 
(4.0.2) is given. In §4.2’ we consider the existence of the global attractor for 
(4.0.1), (4.0.2). In §4.3 we study the linearly damped wave equation and give 
an estimate on the Hausdorff and fractal dimensions of the global attractor for 
this kind of equations in §4.4. 
4.1 Existence Results 
The existence and uniqueness of the solution of (4.0.1)-(4.0.3) have been proved 
by Haraux (Corollary 7.1.1 in [HA1]). 
Lemma 4.1.1 Assume that the boundary dQ of O is C°° and f , g satisfy 
(4.0.4)-(4.0.6). Then for any u° E H^) and u1 G there exists a 
unique solution u •• R+ x Q -> M such that 
g{ut)ut G ^((0, T) x VT>0, 
utt + g{ut) - Aw + f(u) 0, in +00) x O), 
w(05 x) =u°{x), and itt(0, x) = ^(x). 
94 
In addition, the function 
s(t) :=^(1 v I^22 + KI22) + (^)5 1) 4.1.2) 
is absolutely continuous and on any [0, T] 
S{t) £ (0) - JQ J^ g ut s, x))ut{s, x) deeds, (4.1.3) 
where F(s) /0S /(r) dr and (• •) is L2-inner product. 
For every t > 0 we define the mapping 
St: K, IX1} —> {u(t), ut{t)}, (4.1.4) 
where u is the (weak) solution of (4.0.1)-(4.0.3) with respect to u\ It 
maps EQ into itself and enjoys the semigroup properties. By (4.1.1), {ST} is a 
C°—semigroup. 
Moreover, we have 
Theorem 4.1.1 Under the assumptions of Lemma 4.1.1, the semigroup (¾} 
defined by (4.14) is continuous, i.e., the mapping (t ^1}) — {u{t), ut{t)} 
from [0, oo) x E0 to E0 is continuous. 
Proof. By (4.1.3) and (4.0.6) we have 
< "£ (0), Vt >0, (4.1.5) 
where 8(t) is given by (4.1.2). 
From (4.0.4) and (4.0.5) we deduce that there are constants with 0 < 
Eq < /2’ c0 and Ci such that 
-{h-eQ)s2-cQ<F{s)< 0^1 + ^% VSGR. (4.1.6) 
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By (4.1.2) and (4.1.6), taking into account that H^Q) when ^ <3, 
we have 
S(t) > hut\^^\vu\l-c0, (4.1.7) 
Z A\ 
S(t) < + I • -c2| V +3 + 4.1.8) 
(4.1.5), (4.1.7) and (4.1.8) imply 
U K ut}\\2Eo = K|22 + |V^|22 
< + c5 
< C4^ (0) + c5 
< c6(||K, ^}|||0 + |V^°ir3) + c7. 
• Consequently, if ||K, < M, then \\{u(t\ ut{t)}\\Eo < c(M) for any 
t > 0. 
Let ux and u2 be the solutions of (4.0.1)-(4.0.3) corresponding to the initial 
data 01 K , u1}, (j)2 = K, ^1} G E0 and put w ^ — u2. Then 
wtt + g(ui) — gM - A _(/ i) f(u2))^ 
Multiply this equation by wt in L2(Q) taking into account (4.0.6) ’ we obtain 
the inequality 
^jt\wt\l + \jt\V ‘ < — /Wh • 14. 
Letting M = max{||#|k, \\fU% < and |v^(t)|2 < c(M). 
Since, by (4.0.4), f is locally Lipschitz from H^) to L2(0), we conclude that 





wt}\\2E0 < eC7(M)t||{—0), (0)}lll Vt > 0. (4.1.9) 
For any ¢, h e E0j t e [0, oo) and TGM with |r| < 1 and r +1 > 0, we have 
I ||5t+r((/)+ Ik 
< \\st+M + h)— + ll^+T — 0 
< (by (4.1.9)) 
< + \\St+TW - Stm\Eo 
0 
as \\h\\Eo + |r| 0 since St ., t — S ¢) from [0, oo) to E is continuous for 
every 0 G E0. This proves the continuity of {St}. 
4.2 The Global Attractor for the Problem 
The main result in this section is 
Theorem 4.2.1 Under the conditions (4.0.4)-(4-0.6) with q < there is a 
global attractor for the problem (4-0.1), (4.0.2). 
Remark 4.2.1: Theorem 4.2.1 includes the cases (1)-(4) in introduction. In 
particular, we remove the largeness assumption on g0 in Raugel [RA]. 
For the proof of Theorem 4.2.1-, we need the following lemmas. 
Lemma 4.2.1 Under the hypothesis (4.0.4)-(4.0.6) with q < A, there exists an 
absorbing set for the semigroup i.e. there exists a bounded set B0 C E0} 
St(B0) C B0 for allt>0 such that for any bounded set B in E0} there is a 
time t0(B) such that 
St(B) C B0 for all t>t0. (12.1) 
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(Feireisl [F] or Haraux [HA1]) 
Lemma 4.2.2 Under the assumptions (104)-(4-0.5), f can be decomposed 
asf = f1 + f2 where h G C2(R), /2 G C1^) and 
zf^z) > 0, for all ^  G M, (4^-2) 
\fi{z)\<c{l + \z\), for all G M, (4-2.3) 




The key to the proof of Theorem 4.2.1 is to treat the problem as a contrac-
tive perturbation of a compact mapping (Feireisl-Zuazua [FZ]). We decompose 
the solution it + so that 
f vtt + gM g{ut — vt) + 0, on Q x R+, 
v Q on dQ x M+, (4.2.6) 
\ (^0) = it0, (0) \ 
and 
f wtt + g(wt) - Aw + fi{v + h{v) = -/2…) on fi x R+ 
w = 0 on d l^x R+, (4.2.7) 
\ w{0) = 0, wt{0) = 0. 
In §4.2.1 we will prove that the solution (v, vt) for (4.2.6) uniformly decays 
to 0 in as t — 00 for any {u^'u1} G B0, where B0 is the absorbing set 
given by Lemma 4.2.1. In §4.2.2 we show that the solution mapping K(t): 
«
 uiy — t), wt(t)} from E0 to E0 determined by (4.2.7) is compact 
(note that K{t) in this case is not a semigroup). By Proposition 1.3.1 {St} 
is of class AJC. Therefore, we deduce Theorem 4.2.1 by Lemma 4.2.1 and 
Theorem 1.3.1 in Chapter 1. 
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4.2.1 A Proposition on Uniform Decay 
The behavior of v in (4.2.6) is determined by following proposition 
Proposition 4.2.1 Under the conditions (4.0.6) with q < \ and (4.2.2)-
(4.2.3), there is a function P : M+ > M+ with 
p{t) ^ 0, as t ^ oo, (4.2.8) 
such that 
\vt(t)\2 + I •” |2 < ^ all t > 0’ 4.2.9) 
for any solution v of (4-2.6) starting from B0. In particular, p is independent 
ofut. 
For the proof of Proposition 4.2.1 we need the following lemma 
Lemma 4.2.3 Under the assumptions in Proposition 4.2.1, any solution v of 
the problem (4.2.6) starting from B0 satisfies the following estimate for t > 1, 
\vt(t)\l + I V v{t)\l < c{D{t) + D{t)^ + J: Jq(\V\ + M4) ’ 4.2.10) 
where 
D{t) := j: jjig{ut) - g(ut - vt))vt deeds, 
and c is a constant depending only on B0. 
proof, in the following proof, generic constants will be denoted by c. They 
may vary from time to time. 
For t > 0, multiply the equation (4.2.6) by ^  and integrate over t+1] 
by (4.0.6), we obtain 
90l!+lL^ 2dxds - ^9^~9^ut“vt^vtdxds 
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( =E{v{t))-E{v(t + 1)) (4.2.11) 
t : , 
E(v(t)) -{M + I • + 2 } 4.2.12) 
where 
_ = jZ h{s)ds (>0 by (4.2.2)). 
Jo 
Hence there are h and t2 G [t + t + 1] such that 
\vt(U)\l < cD^tl i = l,2. (4.2.13) 
Next, multiply the equation (4.2.6) by v{t) and integrating over fi x[tu t2], 
we have 
{| •” [ fi(v)vdx}ds (4.2.14) 
Jti 
2
 I• + ”( 1)) - K(^), 
Jti 
+ / 2 / {g(ut)~ g(ut-vt))vdxds. 
Jti Jn 
By (4.0.6) and Holder inequality, we have 
I := f2 [ (g(ut) - giut — vt))v dxds 
Jti J^i 
< t ' f f {l + \nt\q + \vt\q)\vt\\v\dxds 
— Jti vn 
< )|22 ( £ 2 … ” 
2 1 
. +[ sup \ut(s)\l( \vt(t)\lds)^ 
tl<S<t2 Jtl 
\vMlds)^}(^ dxds)1^}. (4.2.15) 
Since, by Lemma 4.2.1, {u{t), ut{t)} G B0, a bounded absorbing set in E0 = 
o1 x L2(n), for all t > 0, and C L (Q) for q < 2/3, we further 
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have 
+ sup • ” |2. (4.2.16) 
tl<S<t2 






<c{D1(t) + A(t)1/2 sup 1^ (5)|2 
—
 tl<s<t2 
+ | , . • 1 sup • |2} 
ti<s<t2 
+ f F^s^dxds. (4.2.17) 
Jti JVL 
Hence 
E(v{t2)) < I'2 E{v{s)) ds 
12 ti Jti 
< 2{the right side of (4.2.17)}, 
E{v{t)) < E{v{t2)) + D^t) 
<
 C{D )+ 1/2 … )1/2 + D^E{v{t)f'2 
F + i O 
Jti Jo. 
by (4.2.3). Therefore 
¢+1 r 
E(v(t)) < + 1+9 + I i(… + M4) dxds . (4.2.18) 
For any t > 1, by (4.2.18) 
E{v{t)) < E{y{t - 1)) (4.2.19) 
< c{D(t) + D{t)l+q + J^1 J^\v\ + >|4) dxds}, 
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since Dx(t - V) < This completes the proof. 
Proof of Proposition 4.2.1 h As the problem is autonomous , the energy is 
positive and nonincreasing, and the solution semigroup associated with (4.2JJ. 
maps bounded sets in to bounded sets in
 0 for all t > 0 it suffices to show 
that for t > 1, 
I E(v{t)) - E(v(0)) < -K{M)< 0, (4.2.20) 
whenever « u1) G B0 and 
0<M< |22 + |V^)|2 < (4.2.21) 
for all M > 0’ where K(M) is a positive constant depending only on M. 
We argue by contradiction, i.e. we suppose that there exists a bounded 
sequence v7 )^} such that 
M < (t)|g + • for a certain M > 0, (4.2.22) 
Pi (gK) - - dxds 
Jo Ja 
n(0)) — E(vn{t)) 0 as n —> oo. (4.2.23) 
Passing to subsequences when necessary we may assume that 
un — u, v
n
 —> weakly star in °°(0 t; ( ) (4.2.24) 
un uu < ^ T4, weakly star in L2(0, t; L2(0)), (4.2.25) 
and, by virtue of the embedding H^p) C g<6 (compact for q < 6), 
f^v"1) —> fi{V) weakly in L2(0, t; L2(Q)). (4.2.26) 
On the other hand, by (4.2.23) and (4.2.11), we know that Vt(a:5 s) = 0, a.e. in Qx 
(0, t). Consequently, the limit function V solves the problem 
: + /100 = 0 V = on3Qx(0 t)’ (4.2.27) 
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i.e., V is the stationary solution to the equation (4.2.6). Prom (4.2.2), (4.2.27) 
has a unique trivial solution, i.e.,V 0. 
Applying Lemma 2.1 and using (4.2.24), (4.2.25) along with the compact-
ness of Hi {p) C L4 (0) we obtain the inequality 
I M < lim {/' / - g{ul - v^)K dxds (4.2.28) 
—n>oo J0 JQ 
I ([ fn(g(n-) - PK - v^Kdxds)1^}. 
(4.2.23) and (4.2.28) imply that M = 0 which contradicts (4.2.22). 
4.2.2 Compactness of the Trajectories of (4.2.7) 
In this section, we will show that the solution mapping K(t) determined by 
(4.2.7) from E0 to E0 is compact. 
Following Arrieta-Carvalho-Hale [ACH] (also Feireisl-Zuazua [FZ]), we in-
I troduce the intermediate Sobolev spaces Ha{0), a e (0 1) with the standard 
scalar product 
“ f f w — dxdv^. f42 29) 
and the norm 
I [\v]}l=«^v»- (4.2.30) 
where the (•, .) denotes the scalar product in L2{Q). (cf. Lions-Magenes 
[LM]). We recall the embedding relation 
Ha{n) C compactly if a > (4.2.31) 
and 
i l a 
I' iT ) i f - (4.2.32) 
^ \
 0 ‘ ,“ yr, ‘ • ‘ “ f - ‘i . ! 1 •' ‘ ’ ‘ 1 ‘ - - 1 . 'itv t ‘ ^ \ 
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Finally, denote by A the JD^ -realization of the operator 
Au Au on v = 0, on dQ. (4.2.33) 
We make use of the space D A /3 > 0, which is a Hilbert space with the 
scalar product and the norm 
I (…,v))p = ( ’ ) 
_ ‘ : , . . 1 | (M)" . 
For a > 0, we have the relation 
f E^(n) cB(A^) cBa(Q). (4.2.34) 
In particular, if ce < ‘ 
I . HS{n) = D{Ai) - Ha(Sl). (4.2.35) 
Lemma 4.2.4 For any t > 0, the solution couple {w, wt} of the problem 
(4.2.7) belongs to a fixed bounded set in 
x (5 > 0 small enough, (4.2.36) 
whenever the function u, v are determined by (4-0.1), (4-2.6) respectively with 
the initial data {u°, u1} e B0. 
Proof. From Lemma 4.2.1 and Proposition 4.2.1, we first observe that the 
couple
 w wt ut — vt is uniformly bounded in E0 H Q x 
We multiply formally the equation (4.2.7) by A2awu and integrate by parts 
to get 
I' ‘ + “ |22+ )),A t 
J 0 
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I < |(/i(^(t) Hh w{t)) - fMm^Mt)\ dx 
f +/ \Mu{t))A2aw(t)\dx 
Jn 
+ T / \(fMt)+w(t)) -
Jo Jn 
+ f \fliv{t) + w{i))wt{t)Aa^Aa^w{t)\ dxds 
Jo Jn 
+ r / dxds}. (4.2.37) 
Jo Jci 
First of all, it is easy to observe that 
f \{fMt) + w(t)) — h{v{t)))A2aw{t)\dx < c(B0), (4.2.38) 
Jn , 





Next, we use the embedding relation (4.2.32), (42.34) and (4.2.3) to esti-
mate 
I: 1(/^ + /i cOB0)|Aa+U|2’ 4.2.41) 
I 1/((^ + (4-2.42) 
and 
I ‘ m(n)ut\s<c(Bo)y (4.2.43) 
where 
1 1 1 A 2a + l 
D + ( ""F") 
1 ,1 2a 6 
==-+ (—— ) ,s > ; 




 t l ^ ^ i w l r < l ^ i w ^ (4.2.44) 
1_1 l~2a _ 1 
——— — • 
r 2 3 v 
(4.2.45) 
(Feireisl-Zuazua [FZ])» 
Finally, for a < by (4.2.35) Hence 
_ (Aa(g(wt)}, A^wt) 
j = ) + / ( } 
I > 0, by (4.Q.6). 
By applying the Gronwall's lemma to (4.2.37), using the above estimates 
and approximation by smooth functions we conclude the proof of the lemma 
for a > 0 small enough. 
4.3 A Particular Case-Linear Damping 
I In this section, we consider the problem (4.0,1), (4.0.2) with g being linear, 
that is, - ^ 
f utt + put - An + f(u) = 0 m ^ x R+, 
J o in ^ x R + , (4.3.1) 
I w(-, 0) ( ,¾ . 
with /3 > 0 being a damping constant. 
Denote by {Tt} the semigroup generated by (4.3.1) on E0 = H^ (Q) x L2(H). 
For the equation (4.3.1) we shall obtain some stronger results than those in 
Proposition 4.2.1 and Lemma 4.2.4. Similar to (4.2.6) and (4,2.7) the solution 
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u of (4.3.1) can be decomposed as w + w, where 
.. , /^/ + ^  + fie{v) - 0, on R+, ‘ 4 3 2) 
\ ^(0) = u0, ^(0) . . 
and 
J w" + pw' + Aw + fXe{v + w)- fle{v) = /2e( ) on M+, (4 3 3) 
\ ( 0 ) = ,(0) 0, • 
I where fie : H L2(0) is given by fie{u){x) = fi{u(x)) for = 
1,2 and A is given by (4.2.33). 
For the behavior of similar to Proposition 4.2.1, we have (also see Arrieta-
Carvalho-Hale [ACH])‘ 
I Lemma 4.3.1 If h G C2(M) satisfies (12.2), (4-2.3), then there exists two 
continuous functions M, a : E+ such that 
I ^( { , } |£ ( )6 (—“( ), 2 0 (4.3.4) 
if U^WEO < r, where S{t) is the semigroup generated by (4-34)-
We know from Lemma 4.2.4 that the solution mapping K(t,.) determined 
by (4.3.3) is bounded torn E0 to Es for some ^  > 0 small enough and for 
I any fixed time t > 0, where E6 = V1+6 x =B(AS/2) is defined as in 
§4.2.2. Moreover, we have 
I Lemum 4.3.2 Assume that (4.2.2)-(4.2.5) hold and (0) 0. The solution 
mapping K(t, •) is bounded from E0 to Es uniformly for t > 0. 
Proof. Let's denote by B the ball in E0 with radius r. By Lemma 4.2.1 and 
Lemma 4.3.1, we observe that, for any ip = {u0 ux} G By w = u-v, w = 
u' - v' are uniformly bounded in E0. 
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In the following, c(r) denotes any constant depending on r and c any con-
stant. fie is simply written as /“ i = 1,2. 
First, multiplying the equation (4.3.3) by ^ 2½7+/5/2then integrating 
two sides on O, we deduce that 
I +P2\A6w\l + 2jlf{u) - h(v))A2Swdx} +
 v (43.5) 
I if 
I 0 <^<7, (4.3.6) 
4 
since 
I +IWt)|| + lh(t)||HMWt)l|Sc(r), (4.3.7) 
I' where || • || denotes the standard norm in i.e., | V we have 
I \h(t)\ := I K + ^-\Asw\l + j^f(u) - hiy))A^wdx\ 
I < c(r), Vt >0, (4.3.8) 
I ' - f \{f{n) - h{v))A26w\ dx <
 Cl(r), (4.3.9) 
2 t/ n 
I where we use the fact that /ie and fe are bounded mappings from V to H. 
Similar to the proof of Lemma 4.2.4 we estimate each term in the right 
hand side of (4.3.5) as follows 
\f[{vWU < c|(H(i+ 1^1)1^1)1, 
I . <
 6 (I + M)|6K, 
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since (4.2.3) and /((0) = 0. Here | • |g denotes the standard norm in Lq{Q), 
q/6 + q/6 + l/iy = 1. 
Choose q so that 
(4.3.10) 
qv 2 3 , 
i.e. 
1 _ 1 .1 _ 2^ , 
I 3 3 + ( T) 
I By (4.2.11), (4.3.10) , the fact that F -= C L6(Q), and the embedding 
relation 




|C^ (” + ^ ) — /(W)^^cWM2|Y+“|2, (4.3.13) 
1 1 1 A 2(5 + 1 
6 + i + ( 
1
 fl _ 
I |^K|s<c(r), (4.3.14) 
“ for any s with 6/5 < s < 6/(5 - fi). We take 8 > 0 small enough so that 
I 1/g 5/6 - (25)/3 l/s. • 
< < c(r). (4.3.15) 
On the other hand 
| (4.3.16) 
1 1 1-25 1 
— =1 
r 2 3 q 
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Prom (4.3.5), (4.3.12)-(4.3.16), we obtain that 
I ^ ^ + + f IaH^H 
I < c{r)\\v!\2\A2+sw^ + \Ai+sw\2 + l\, 
Let 
I = + \\A^8w\l + h{t) + c0(r), (4.3.17) 
where c0 is the bound of \h{t)\. Then 
I ^{t) + (f -
 C(r))(|… II + \uf(t)\2)m < ci(r). (4.3.18) 
at o 
From Lemma 4.3.1, there exists T > 0 so that 
0 
I c{r)\\v(t)\\ < ^ Vt>T. 
Therefore, for t > T, 
I ^(t) + (§ - c(r)\uf^)\2)m < cx(r). (4.3.19) 
{Jul/ 
By Gronwall's inequality, for any t>tx> T, 
: < + (4.3.20) 
where m(t) "/4 - c(r)\u'{t)\2. 
I On the other hand, multiply the equation (4.3.1) by ^  in L2 ,after some 
simple manipulation we obtain 
2 dt Jn 
where G(u) = JQ f(v)dv. 
Let S(t) be defined as in (4.1.2) i.e. 
j / 
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Then by (4.1.3), we have, for any 0 < ti < t2 < oo, 
I 8(^)-8^)+^ Jtt2\u\r)\ldr ^0. 





F°° \U'{T)\\ dr < ^ (0) c0 c(r). (4.3.21) 
Jo p 
We now continue the estimation 
rt rt R 
/ m(r) dr = J {j ~ c{r)\uf{r)\2) dr 
4 .J s. 
> by (4.3.21) 
I > (4.3.22) 
for t > s > 0. Hence there exists T" > T' such that 
m(r) dr >0. (4.3.23) 
JTN 
So we have 
< + ci(r) fn e-i^-^ ds 
t7 TP" 
j g + 4 0 ^ 3 ( ^ ) + / ^ … 
I < $(T + c(r) Mt>T". 
Combining this with (4.3.8) and (4.3.17), we have 
j \\{w{t), w'mWEs < m < $(T )
 c(r), Vt > T". 
The proof is completed. 
Ill 
I . • 
Remark 4.3.1: The same results was obtained by Babin and Vishik ([BV], 
Chapter 2, lemma 6.2) under the additional assumption |/‘(w)| < const, in 
Lemma 4.3.2 
4.4 Estimate of the Dimensions of the Global 
Attractor 
In this section we estimate the upper bound of the Hausdorff and fractal di-
mensions of the global attractor A of (4.3.1) by applying the results in §1.4 in 
Chapter 1. 
As we know, the structure of the attractor for a dynamical system is very 
complicated. The only thing we can do , up to now, is to estimate its Hausdorff 
and fractal dimensions ‘ In case the function f satisfies the growth condition 
j j <
 c(|5|2-r + for seR1 with 0 < r < 2, the finite dimensionality of 
I . the global attractor for (4.0.3), (4.0.4) has been proved (see Temam [T] and 
I Olgaladyzhenskaya [OL]). For the function f satisfying (4.0.4) (4.0.5)(critical 
case), the finite dimensionality of the global attractor has been unsolved. On 
j the other hand, recently, Eden et. in [EFNT] introduced a concept of an 
inertial set and proved in [EMN] the existence of the inertial set for (4.3.1) 
f
 When the semigroup {T(t)5 t > 0} is defined on a bounded subset in Ex 
x An inertial set for a semigroup on a set B is a set 
of finite fractal dimension which attracts all solutions starting from B at an 
exponential rate. 
Different to the case that\f(s)\ < c(|5|2-r + l) for 5 E R1 with 0 < r < 2, 
in which the global attractor is actually a bounded set;in Ex = x Vi, the 
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attractor in critical case (r = 0) is only a compact set in and it is not know 
whether it is a bounded set or not even in = Vi+s x V6 for some 8 > 0, wliere 
V6 = D(AS/2). The estimation for the dimensions becomes more difficult. To 
do this, we need to decompose the semigroup {T(t), t > 0} into two parts, one 
with uniformly exponential decay in E0 and the other which maps bounded 
sets in E0 into bounded set in Es uniformly for t > 0 and for small ^  > 0 .: See 
§4.3 for details. 
We denote by F and H the spaces and L2(Q) respectively. The 
scalar product and the norm in V and H are respectively denoted by < • . 
, | | • II, (., .) I . |2. We consider (4.3.1) as an abstract equation 
I " + + + = intGM+5 (4.4.1) 
I n(0) = 4.4.2) 
where A : D(A) C H > H is the unbounded operator -A in H with Dirich-
let boundary condition. Hence A is an isomorphism from V to V'= — 
and a positive self-adjoint operator on H, Since V is compactly embedded in 
H, the eigenvalues Aj} j 1,2,..., of A satisfy that 
0 < i S 2 S . • • < Aj < •.., Xj oo as j ^ oo, 
j; and the corresponding eigenvectors { j ^ 1,2, .. .,} form an orthonormal 
basis of H. 
We now list some properties about the mapping fe from V to H, 
Lemma 4.4.1 If f e C2^1) satisfies (4.0.4) then fe has the following prop-
erties: 
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a) fe : V H is locally LvpscMz md Frechet differentiable and its differ-
ential operator fe : V ^  H) is given by 
I (/:(»)( /WaOhOr), V^  r Gl/; (4.4.3) 
b) /:(•) : V — H) is bounded; 
c) /e(-) y ^(y^ H) is locally Lipschitz. 
The proof of Lemma 4.4.1 is a straight forward application of Holder inequality 
and noticing that f satisfies (4.0.4) and L6(H) D V. 
We rewrite the equation (4.4.1), (4.4.2) as a first-order evolution equation 
for the variable I/J = {u, v! + eu} where 0 < e < e0, e0 = min{|, }, 
+ + G{I/J) . 0, (4.4.4) 
-0(0) = {^ o, + e^ o}, (4.4.5) 
where G(^ ) {0 fe(u)} and 
I ^ - ( A - e g — e R W - e ) / ) (4.4 
Denote by (Te(t), t > 0} the semigroup generated by (4.4.4) on E0, we 
have, for any xp0 == {w o^} ^ o, 
1' ReT\i)R-^pQ, t > 0, (4.4.7) 
where Re, e G M in X is the isomorphism of E0 
I: Re \ {a, 6} —> {a, b + ea}. (4.4.8) 
In order to apply Theorem 1.4.6 to the problem (4.4.4), we need to consider 
its linearized equation. 
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4.4.1 The Linearized Equation 
The first step is to study the differentiability of T(t). The formal linearization 
of equation (4.4.1) leads to 
E U^pU' + AU + g^U^O, (4.4.9) 
which we supplement with the initial data 
I & ^(0) = C. (4.4.10) 
Let u be the solution of (4.4,1). Then by part a) in Lemma 4.4.1 Ax(t)= 
f'e{u{t)) belongs to £(y, H) for every t G M. Also, if t G [— T] since 
u e C([-T, T]; V) and f'e maps bounded sets V into bounded sets of 
£(1/, H) by part b) in Lemma 4.4.1, there exists M = MT < oo 
H) < MTI a.e., t G :T, T). 
Therefore, we obtain the existence and uniqueness of U in (4.4.9) and U e 
y), U' 6 C(M; H) according to Chapter II, Theorem 4.3 in Temam 
[T]. 
Theorem 4.4.1 For any t > 0, the mapping T{t) is Frechet differentiable 
on E0. Its differential at _ = { u±} is the linear operator on E0, 
, Lit, —/{f, a — , … }, 
where U is the solution of (4-4-9), (44-W-
proof. We first prove the Lipschitz property of T(t) on the bounded set of E0. 
Let- >o, wi}, + ½ < } = > + $ + 0 with \\ip0\\Eo < 
f ||^0||Eo < R. Since T{t) is dissipative, T{t)ip0 is uniformly bounded for t > 0. 
Let B! denote the corresponding supremum of ||T(t)^ 0|U0-
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The difference ^ — u — u satisfies 
I - i/‘ + + + fe{ii) - f^ a) 0, (4.4.11) 
I = (4 .4 .1 2) 
li; 
where w and u are the solutions of (4.4.4) respectively to the initial data 
and (po. 
By the locally Lipschitz property of fe and the previous remark, there 
exists a constant c[ ci(i^ ) such that 
I ( T)) — fe(u(r))\2 < 411 (T)— (r)||, Vr > 0. (4.4.13) 
Taking the scalar product of (4.4.11) with • in H, we then find 
j 
I ‘ - — ( - ^ 
Hence we obtain the Lipschitz property 
-T(t)(A3 | 
— " • + — 2 
f : < exp(2^ ){|C|^  +||?||2}- (4.4.14) 
We now consider the difference 6> = u-u-U, with U being the solution 
of (4.4.9), C in (4.4.10) as above. Then 
0" + /30' + AG + fe(u)e = h, (4.4.15) 





I h(r) / /:( (T) + ( 1 - S)u{t)) - fe(u(r))}Hr) ~ u(r))ds. 
Jo 
Observe that ||n(r)|| and ||i2(r)|| are uniformly bounded for r > 0 by B!. 
Therefore, by part c) in Lemma 4,4.1 
I \f'e{su(r) + (1- S)U(T)) — fe(u(r))\C(v, H) 
I ; < c'2s\\u{r) — u(r)l Vr >0, VsG [0 1], 
I Vr >0. (4.4.18) 
On the other hand, again by the part b) in Lemma 4.4.1, there exists a 
constant c'3 ( such that 
Finally, we take the scalar product of (4.4.9) with 6' in H, taking into 
account (4.4.17)-(4.4.19), we find 
I + + • 
f 
I | { + _ 2 } 
t < 4{|^ |22 + P||2} +Ciller) -u(r)\\4. (4.4.20) 
By using the Gronwall lemma and (4.4.14), 
j { + _ |2} 
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I: < 4 exp(4t) f bij) - u{r)]tch 
c3 Jo 
This is equivalent to 
I' \\T[f)^  T{t)^  - f/WII, < 4exp(4t)|{e, Cllio' 
and consequently 
llT(^o-T(^o-[/(t)H|0_^ a s { “ } — 0 in o^. 
I . life Cllllo 
The differentiability of T(t) is proved. 
• 
I 4.4.2 The Hausdorff and Fractal Dimensions of the At-
tractor 
I We rewrite the equation (4.4.1), (4.4.2) as a first order evolution equation 
(4.4.4), (4.4.5). In this setting equation (1,4.36) in Chapter 1 is written oil the 
Hilbert space E0) 
1 • F{^) = —K -G{^, (4.4.21) 
and the first variation equation (1.4.36), 
, 4.4.22) 
corresponds to the similar form of (4.4.9), i.e., 
r W + A j + G^O/O -^O, (4.4.23) 
wtiere ^ == {U, U' + eU} and G „ {0, fe{u)U}. The initial condition 
(4.4.10) is written 
. (^0) = 77, =
 s (4.4.24) 
• i' 
IP H,*'1 , 
_ ^ • _
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 . 
It has been shown in §4.4.1 that (44.23), (4.4.24) is a well-posed problem in 
EQ and the relation of (4.422) to (4.4.21) has been made explicit in Theorem 
I 4.4.1. . 
For the estimation of the global attractor A, we apply Theorem 1.4.4. This 
leads to evaluate the quantities qm(t) and qm in (1.4.40) and (1.4.41). 
At a given time r, let ^(r) = {^(t), "^(r)}, j = 1,... ’ m denote an or-
thonormal basis of Qm(r)E0 = Span{^ i(r)5 -.. m(T)} where is the solu-
tion of (4.4.23), (4.4.24) corresponding to the initial condition i 1,…’m 
we have 
m 
TrF'^ W) o Qm(T)= ( (T)) o j^(r))Eo 
m 
( W (T), ^  ) 44.25) 
I 
where (., -)E0 is the scalar product in i.e., 
I ({^  C}, C}U=< e,l>+(C, C). 
Therefore 
[ (F = -"(Ae^ -(r)5 ^ (r)) - U'M MT), 0W)-
(4.4.26) 
We can easily deduce from (4.4.6) that 
I (Ae^ -(r), (r)) 
tc^KWip + KW© I. (4.4.27) 
The term Cj(r)) is majorized by 
To estimate we need 
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Lemma 4.4.2 If f satisfies (4.0.4) then, for any u + where ux G 
V, u2 G Vi+s, 0 < 8 < I and for any V G V, 
I \fe(u)v\l < C[IWI4 Ml2 + (IMH + (4.4.28) 
for some constant c > 0 where cj 1 - 2Here || . |o- denotes the standard 
norm inYa, 
Proof. In the following, we denote by c any constant. 
\fe(u)v\l = Jn(fHx))v(x))2dx 
I < (by (4.0.4)) 
< c J ((u^x) + u2{x))2 + lfv\x) dx 
< c F {ut{x)-^4{x) + l)v2(x)dx 
Jn 
< (by Holder inequality) 
I < • + (W4:+iM'] 
c[IMI4W2 + (IIHlU + i)IMI 
t since Vi C with H , • < , < • where “ , " 
1-2S. 
• 
From now on let us assume that cp = {u0, uxj belongs to A, the global 
attractor for (4.4.1), which is a compact set of
 0. By Lemma 4.3.1 and Lemma 
4.3.2, we have 





IIK(t, <P)II E 8 < c, V<p E A, Vt > 0, ( 4.4.30) 
for some constant a > 0 and c > O. 
By Lemma 4.4.2 and (4.4.29), (4.4.30) and (4.4.7), we have that 
If~(TE(T)<p)~j(T)I~ == If~(RET(T)R_E<P)~j(T)I~ 
< C[IIS(T)<pIl~oll~j(T)1I2 + (IIK(T, <P)1I~8 + l)lI~j(T)II;] 
< c[exp( -4aT)II~j(T)II2 + lI~j(T)II;]' V<p E A, T > 0, (4.4.31) 
where a == 1 - 28. 
So we have conclude 
( p' ( 7/J ( T ) ) <1? j ( T ), <1? j ( T ) ) Eo 
< -a1(II~j(T)112 + l(j(T)I~) + c[exp(-4aT)II~j(T)II2 + lI~j(T)II;]~I(j(T)12 
< _ ~1 (11';j(T)11 2 + l(j(T)I~) 
c2 c2 




m L ( p' ( 7/J ( T ) ) <1? j ( T ), <1? j ( T ) ) Eo 
( 4.4.33) 
For almost every T, we have (see Temam [TD 
m m 
L lI~j(T)II; < L Aj-l, 
j=l j=l 
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where Ai, •.., .,• • • are the eigenvalues of A. 
Hence 
J TTF'^T)) O QM(R) 
O Jl 771 
<— + (4.4.34) 
- 2 2ai } 2ai jrl 3 
Now we define qm{t) and qm associated with ReA by 
qm[t) = sup sup (i ['TrF'iT^o) o Qm{r)) dr, (4.4.35) 
A
 meE0 t Jo 
hibo^ 1 
¢==1,-MiTO 
qm lim sup . 4.4.36) 
t——•OO 
By (4.4.34) 
2 2 m 
“t)






 2 2 V 
Prom the compactness of A"4, we know that oo as i ^ oo. Hence 
j the Cesaro mean ^  El^ i tends to 0 as m —> oo. So there exists m > 1 
such that 
-j. m fJl 
(4.4.39) 
mti 2 c ' 
For this of m 
^ malf . c
2
 f m max 
and for j 1,..., , 
“ . ( 1 ( 1 
‘ -* - » ‘ ..“.. .. - • 'V • “ , > 
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I : : : max < 1 
I<j<m-1 \qm\ 
In conclusion, we have proved the main result of this chapter. 
Theorem 4.4.2 In addition to (4-04) and (4.0.5), assume that the in 
Lemma 4.2.2 satisfies f (Q) = Q. Let A be the global attractor for the dynamical 
system {T(t)r t > 0} associated to (44-1), d m defined by (44.39). Then 
1. the Hausdorff dimension dH{A) of A is less than or equals m; 
2. the fractal dimension dF(A) of A is less than or equals to 2m. 
I Chapter 5 
I Partially Dissipative Evolution 
j1 Equations 
Introduction Attractors associated to dissipative systems axe compact. In 
the past, compact attractors have been studied extensively. In this chapter we 
consider non-compact attractors for partially dissipative systems. They are 
also important in practice. For example, consider the equation 
ut = Au^ u(0) = u0l 
where A is a linear self-adjoint elliptic operator on a Banach space E admit-
ting
 a finite number of positive eigenvalues. Any solution u(t) converges to the 
finite-dimensional subspace E+, spanned by eigenvectors with positive eigen-
values. This equation clearly has 110 compact attractor. But somehow we can 
still define the attractor and the inertial manifold. Of course, in this case the 
attractors and inertial manifolds in general are unbounded. This is what we 
shall do in this chapter: For example, for the linear equation, it is natural to 
define the unbounded maximal attractor as the invariant subspace E+, which 
can also be viewed as an inertial manifold. 




maximal attractor and established its existence for some semilinear parabolic 
and hyperbolic equations ([CG], [G] and [G]) under some stringent conditions. 
In this chapter we shall obtain the existence of inertial manifolds for some 
partially dissipative equations by using the abstract results in Chapter 2 under 
some weaker conditions. 
The chapter is organized as follows. In §5.1, we define the maximal in-
variant set and maximal attractor of a semigroup {5t}. In §5.2 and §5.3 we 
consider semilinear parabolic equations (systems) and semilinear hyperbolic 
equations respectively. 
5.1 Basic Notions 
Let {St}, t > 0, be a nonlinear C°-semigroup on a Banach space E. For any 
sets A and B in E we define 
dist(A, B) = sup inf — y\\E-
Recall that a continuous curve r(s) in E, s eR, is said to be a trajectory of 
[ the semigroup if ^ r^t + s) for all t > 0, s G lR. A trajectory 
r{s) is called bounded in past, if the set {r(s); s < 0} is bounded in E. 
Definition 5.1,1 A set A in E is called a maximal invariant set of the semi-
group (¾} if 
1) \A is invariant for {St} that is, SiiA) A for allt>Q; 
2) A contains all the bounded invariant sets of the semigroup, 
thatis, ifBcE 
bounded with St B B then B C A. 
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It is easy to see that a maximal invariant set may be unbounded and not 
be defined uniquely. For the linear semigroup associated to the example in 
the introduction, the subspace Eu generated by the eigenvector ei ;of A with 
respect to a positive eigenvalue of A, is a maximal invariant set. 
We now give two maximal invariant sets of the semigroup {St}, which play 
a important role in this chapter. 
Let T be the set-theoretic union of all trajectories bounded in the past of 
the semigroup {St}. Obviously T is invariant for the semigroup. Also, T can 
also be expressed as 
r = I
 r(s) is any trajectory of {St} with bounded in the past}. 
(5.1.1) 
We have 
Theorem 5.1.1 T contains all bounded invariant sets of the semigroup. 
Proof. Let B be any bounded set in E with St(B) B. For any x G B, 
by (5.1.1) it suffices to prove tliat there exists a trajectory r(s) with bounded 
in the past such that OJ r(0). 
Since x e B and St(B)= there is at least one point x-i G B such that 
SJx^)= for there is a point e B such that 5I(x_2)= -i and so 
on. Let us join the points x_fe_:i and by the curve {^(x^-i), t e [0 1]}. 
The collection of all these curves for k = 0, 1,... and the curve {St(x), t > 0} 
form a trajectory r(s) and r(0) = x. r{s) is bounded since r{s) e B for all 
s G M and B is bounded. 
Therefore, by Theorem 5.1.1, T ia a maximal invariant set of the semigroup. 
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Next, let A^  be the set-theoretic union of all trajectories with the property 
that ||r(s) I =C^e”” as t— —oo, for some negative ry. 
From the definition of Al, we know that M is invariant for the semigroup 
and contains the maximal invariant set T . So, M is also a maximal invariant 
set of the semigroup. 
We use the notions in §2.1. Let Ev be the Banach space consisting of all 
:‘ continuous mappings x{-) from ( - 0 0 0] — E such that is bounded 
and uniformly continuous on ( - 0 0 , 0] under the norm 
..t<o 
Then M can be expressed as 
M {r(0) j r(s) is any trajectory of {St} with r(.) G Ev}. (5.1.2) 
Finally, we give the definition of the maximal attractor for a semigroup 
{ft}. 
Definition 5.1.2 A closed subset U of E is said to be a maximal attractor of 
the semigroup (¾} if the following properties hold: 
a) St(U) == U for all t > 0 (strict invariant property); 
b) for any bounded set B inE 
dist(St(B), U) >0 as t > oo 
(attraction property); 
c) there is no proper closed subset U' ofU which also satisfies the strict in-
variant and attraction properties (minimality property). 
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From definition 2.2 we see that a maximal attractor may be unbounded in 
E and may not be defined uniquely. But we have 
Theorem 5.1.2 The maximal attractor U of {St} always contains the maxi-
mal invariant set T. 
Proof, lixe T, then by (5.1.1), 3 r(0) for some r(s) which is bounded in 
the past. Since (r(s); s < 0} is bounded in E, the attraction property of U 
implies 
I dist(5t({r(5) : s < 0}), 0 as t +oo. (5.1.3) 
We note that 
x G (r(5) : s < 0} C (r(s); s < t} St{r(s); s < 0}. 
I Then by (5.1.3) we have dist({a;}3 U) = 0. The set U is closed, soxeU. • 
From Theorem 5.1.2 and the invariant property of maximal attractor, we 
know that any maximal attractor of {ST} is also a maximal invariant set. 
Clearly, the three invariant set T, M and U may be different. We are 
interested in the following questions: Under what conditions, 
a) The maximal invariant set T is bounded-compact (thab is, its intersection 
with any closed bounded set in is compact) and further a maximal 
attractor; 
b) The maximal invariant set M is a -inertial manifold of the semigroup 
{5t}. That is, the set M itself is a invariant manifold with, finite 
dimension and attracts exponentially all trajectories. 
I We will take a semilinear parabolic equation (§5.2) and a semilinear hyper-
bolic equation (§5.3) as examples to discuss the above questions. 
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I 5.2 Semilinear Parabolic Equations and Sys-
tems 
Let Q be a bounded domain in Rn with smooth boundary dQ, A the n-Laplace 
operator and • the gradient in Mn. 
Example 5.2.1. Semilinear parabolic equation 
Consider the problem: 
Aw + A + f(u), (5.2.1) 
u 0, u \t^o= u0, 
I where u = u(x,t), x G t > 0, u0{x) e L2(Q), is a positive constant and 
/ R ^ M, f e C2(M) satisfies 
I |/(s)|<c, ISO), VSGR, (5.2.2) 
for some positive constants c, c0. 
Let {St} be the semigroup generated by the solution of (5.2.1) on L2. 
Denote by A the L2-realization of the operator 
Av =— on 0 on d^ 
Then A is a positive self-adjoint operator on H = L2(0) with D{A) = H2{ft) n 
i^ i(Q), with eigenvalues satisfying 
0 < Ai S 2 S • < Xj < • •. j ^ 00 as j ~^ 
whose eigenvectors form an orthonormal basis of if. 
We assume the in (5.2.1) satisfies, for some integer iV0, 
XNQ < ^  < iv0+i-
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Let + := span{er, . • •, }. The structure of T has been studied in [CG] 
(Proposition 2.6 and 2.10 ). They proved 
Proposition 5.2.1 For the problem (5.2.1), the maximal invariant set T is 
closed, bounded-compact and can be expressed as 
I T-n ^  (5,2.3) 
t>o 
where Q := {u = p + q, p e q e H. with \\q\\H < D}, D is a constant 
' with D2 2c2"(n) jn, K min{A - XNo, XNo+i — ;h M ^ Lebeague measure 
in Rn. 
Moreover, if 
f(s) — 0 as |s| — oo, (5.2.4) 
then the maximal invatxant set T is the maximal attractor of the semigroup. 
Now we consider the maximal invariant set M of the semigroup {St}. 
According to Theorem 2.4.1 (5.2.1) can be written as the following abstract 
equation in L2{p), 
f ut + Au-Xu + F{u) ^ 0, (5.2.5) 
u(0) =u0, 
where F is the nonlinear operator from H into itself defined as 
{Fv)ix)-f^u{x)). 
From (5.2.2), we can deduce that F e Cl{H, H). 
Let N > 0 be an integer and Pi be the projection from H into span{ei,. ••’ eN}, 
p j — p1? and the semigroup generated by the operator -A + XI 
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in iJ, where I is the indentity. Then we have the following properties. 
|e—(4—xr)tPia;| < ( 14, for t < 0, a; G H, (5.2.6) 
I \e-{A-XI)tP2x\ < e—( A)t|x| for > 0, a; G H, (5.2.7) 
where | • | := || • || .We apply Theorem 2.4.1 with X = Y Z = H, M 
1, M* = 0, 7 Oand 
0 Aat+I iv 
a “ — —5 
Xn+I + Ajv — A 
" 2 . 
It is easy to check that the assumptions {Hx) - (¾) in §2.2 are satisfied. 
On the other hand, it is not difficult to see that K{a, /3, 0) defined in (2.2.5) 
f tends to zero as \N+i - XN — oo. So by Theorem 2.4.1, we have 
Theorem 5.2.1 Assume that (5.2.2) holds and the spectral gap of A satisfies 
— oo as N — oa then the problem (5.2.1) has a C1 inertial 
manifold M which is defined by (5.1.2) and can be expressed as 
X + (5.2.8) 
where h : P^H — P2H isC1. 
Remark 5.2.1. The existence of a maximal attractor for (5.2.1) was proved 
in [CG] under the assumption (5.2.4) which is much strong than (5.2.2). On 
the other hand, our theorem 5.2.1 actually shows that an inertial manifold 
already exists under (5.2.2) and a mild spectral gap condition. 
Since F also belongs to D{A) provided that (5.2.2) and the properties 
\Ae-(A-XI)tPix\ e ( -A)t|Ar| ior t < x e D{A), 
: : ' . \Ae~{A-XI)tP2x\ < e ( )lfc|Az;|, for t > 0, x G D[A), 
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hold. Similarly, by using Theorem 2.4.1 with X = Y == D{A), Z = H, we 
know that the C1- inertial manifold M defined in Theorem 5.2.1 is contained 
in D{A) H2 n) n and the mapping /i in (5.2.8) is C1 from PiD{A) 
into P2D{A). 
Example 5.2.2. Semilinear parabolic systems 
In a bounded domain Q C Mn with smooth boundary we consider 
I dtu(x, t) t) + Bu{x, t) + f{x, u) + g{x), (5.2.9) 
I = 0 , (RIO) 
‘ 0 ( 4 5.2.11) 
where 
j. n (
 u = u{x1t)eRm, 
: / r 
^ J G L2 , ) 
•I::: u0eL2(a;Rm), 
D Diag( d2, • . • dm), (¾ > 0, i - 1 •.. m, 
B is mxm matrices with constant coefficients. 
We assume that the vector-valued function f{x,u) is bounded and twice 
continuously differentiable with respect to all arguments and satisfies the Lip-
schitz condition 
f • ‘ , , \f(x^u) - f{y,v)\ < co{\x - y\ + - (5.2.12) 
for some number c0 and for all x, y e ft. u, v G Rm. 
132 
Under the above conditions problem (5.2.10) possesses a unique solution 
(Bavin and Vishik [BV]), and the associated nonlinear semigroup acts on the 
space L2(n, Rm) and Rm). 
We consider the operator C = DA B acting on Mm) with domain 
V{DA + B)=Rm) n Mm). 
As is known, the spectrum a of this operator is discrete and consists soly 
of eigenvalues of finite multiplicity, and the set {C, Re O a} ¢7 is finite for 
any a < 0. We assume that 
S Rea^O. (5.2.13) 
We denote by S+ the subspace spanned by the eigenvectors corresponding 
to the spectrum set cr+ {C G a, Re > 0}, and by S- the subspace 
corresponding to cr_ := G cj, Re^  < 0}. Similar to Proposition 5.2.1, it was 
proved in Theorem 4.3 and 4.4 in [CG] the following 
Proposition 5.2.2 If condition 5.2.12 and (5.2.13) hold, then the maximal 
invariant set T of the semigroup (¾} of the problem (5.2.9) (5.2.10) is 
bounded- compact and can , be expressed as 
t>o 
here Q {n = p + q, p e q e S- with \\q\\L2 < D], for som positive 
constant D. ‘ 
Moreover, if \f(x, w , — 0 when \u\ -> +oo uniformly on x e Cl, ^ e 
nxm, then the maximal invariant set T is a maximal attractor of the semi-
group {5¾}. 
In order to consider the maximal invariant set M, we need to discuss the 
distribution of the eigenvalues of the operator C more closely. 
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As before, let {ej(x)} be an orthonormal basis of the eigenvectors of the 
Laplace operator 
Aej = -Xjej7 0 < Ai < - • • < A^- < • •., (5.2.14) 
Xj ——^ oo as j -~^ oo, 
where is the eigenvalue corresponding to the eigenvector ej. 
I In the space X = L2(Q, Rm) = (L2(H))m, set 
I ( V / 0 \ 
XN - span{ 0 ••• ^ , j. = 7V + l,iV + 2 ...}. (5.2.15) 
: 0 
I V o / V / 
Clearly X = Xat X‘ XN is orthogonal to and dimX^ = mN. 
Moreover, both and X^ are invariant subspaces of the operator C. 
In the space XN, we first consider the homogeneous system 
dtWiix, t) = diAw^x, t), t>0, xe n, (5.2.16) 
Wi 0, 
0 ,0 ) 
i l,2’... m, 
where e XN and define 
[T{t)^{x) ( (0 , , for each 0 G XN. 
Then Tit) is a linear C°-semigroup on XN and there exists M > 1 such that 
‘ ||T(t)0|U < Me-dXN+ltU\\x for allt > 0, e XN: (5.2.17) 
where d = mm{du - - , dm} > 0, (see, e.g., Rothe[R] P25, lemma 3). 
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Let {S(t)} be generated by the operator C. We then consider the restriction 
of {St} on the subspace JCjv of the semigroup, 
In the space Xiv, we consider the system 
wt(x,t) = DAw(x,t) + Bw{x,t), 
=0, (5.2.18) 
0) 
where and (j) ^ ) 7 1 ^ X. 
Lemma 5.2.1 the semigroup {S(t)} generated by (5.2.18) satisfies the follow-
ing estimate 
j: \\S{t)(l>\\x < MU\\xe-{dXN^-Mm\ for all t>0^e XN. (5.2.19) 
Proof. By the variation of constant formula 
I
 w t) == T(t~)<l) + f T(t — s)Bw[s) ds, (5.2.20) 
we have, by (5.2.17) 
J 0 
so (5.2.19) follows from Gronwall's inequality. 
Fix N such that dXN+1-M\B\op > 0. We consider the operator C restricted 
to X .^ In the space X let .aN denote the spectral set of C in X X^ the 
invariant subspace corresponding to the spectral set cr+ aN U {ReC > 0} 
and X^ the invariant subspace corresponding to cr_ (IN { < < 0}. By 
I : the assumption (5.2.13), (J+ U = and obviously X and X^ are all 
finite dimensional and X = © X ^ . Note thaA; X may not be orthogonal 
to X .^ 
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Let P ,^ P^ and PN be the spectral projections to the space X ,X^ 
and XN respectively, and S(t) the semigroup generated by the operator C in 
X = (L2(Q))m. Then, there exists a positive constant a > 0 such that 
< MllP+IUe^ ll^ llx, for alH < 0, € (5.2.21) 
j < MII4II—-1 x for alU >0, <j> G X (5.2.22) 
‘ \\S(t)PN(/)\\x < Me-^^^^'^II^IU, for allt > 05> G ^5.2.23) 
Now we use the abstract results in section 2. Let us define Y X = 
(L2(Q))m5 Xx X X2 = X^ XN, Px = P ,^ P2 = PN + pN. Define an 
operator F : X ~> X by 
F(u)(x) = (fiM)T-
Then by the assumption (5.2.12), F € Cl{X% X) and Lip(F) = c0. By 
Theorem 2.3.2 and Theorem 2.4,1 , we have 
Theorem 5.2.2 Assume that (5.2.12) and (5.2.13) hold. Then, for small 
c0 > 0 such that 
“ K\a, 13,0)co < 1, (5.2.24) 
system (5.2.10) has Cl-invariant manifold M with finite dimension. 




then M is an inertial manifold for the system (5.2.10). Here 
M, = max{M||P |^U, M\\P^\\op + M} p = min{a, d\N+1 — M\B\} 
and K{-,', •) is defined by (2.2.5). 
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Remark 5.2.2 Theorem 5.2.2 remains true if the Dirichlet boundary condition 
in the problem (5.2.10) is replaced by the Neumann condition 1^ =^^  0-
Remark 5.2.3 In the homogeneous linear case where f 0 and g = 0 the 
finite-dimensional subspace X is an inertial manifold. 
Similar to Remark 5.2.1 the existence of the maximal attractor for (5.2.9), 
(5.2.10) was proved in Proposition 5.2.2 under a condition stronger than (5.2.12). 
On the other hand, our Theorem 5.2.2 actually shows that an inertial manifold 
already exists under (5.2.12) and (5.2.24). 
5.3 Semilinear Hyperbolic Equation with Damp-
I ing 
We consider the equation 
utt + aut Ait + + f(u) , 
I |an=0, (5.3.1) 
u |t=0= Uo, [=0 1, 
where a 0, in a bounded domain ft with smooth boundary dQ. We assume 
I f e ^(R) with 1/(5)1 < c0, Vs G R. (5.3.2) 
Let H == L2(n), V = the scalar products and the norms in H and 
j y are denoted by (. ) 1| . ||o"and < ., • || • ||i respectively. 
Let A be as in Example 5.2.1, Al5 ” . , Xj, •. • with 
0 < Ai < A2 < • • • < Xj < “ 4 Xj ^ oo as j ^ oo. 
be the spectra of A and ejV the eigenvector corresponding to Xj. So {ej}^ 
forms an orthonormal basis in iJ. 
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Let N be an integer such that 
XN < \ < Aiv+i. (5.3.3) 
For technical reasons, we consider the following change of variables p ut, 
under which (5.3.1) can be rewritten as the system 




In the space X = V x H,set 
then 
Clearly X = Xiv ‘ is orthogonal to X and dim ^  2 Moreover, 
both XN and X are invariant subspaces of the operator C. We also note that 
the spectrum of C consists only of eigenvalues. 
By restricting C to we find that the eigenvalues of C are 
—a /a2 4(A — An) T ( . 
M
 V
 -, n 1 2,… iV, (5.3.5) 
Pn 2 
and the corresponding eigenvectors are 
f f ) , n 1,2, . . . ,TV. (5.3.6) 
V Mnen J 
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Let 
( - spanjf ^ Y, n = l,2 … 
\ / 
X^ = span{f !n V n = 1,2,••• "}. 
V ^ nen J 
Obviously, X^ X X and X are invariant subspaces of C. Hence, 
we have 
Lemma 5.3.1 XN, X^ and X^ are invariant subspaces ofC} and X 
Note that X^ is not orthogonal to Xjj. 
Prom (5.3.5) we have 
fi+N\\y\\l < y) < ^ Ibllo, for y e X+, (5.3.7) 
and 
lH\\y\\l<{Ayyy)<^Ay\\l ^r y eX^ (5.3.8) 
We now consider the function, 
r
 My) = IMI?- IM1 + lb 6 u:P), 6>0-
for y == ( G 
Lemma 5.3.2 ( )"2 on XN is equivalent to the norm \\y\\x for any 0 < 
8 < (50j ^ o == min{2, 2(Aiv+i — A)}. 
Proof. We define d 1 — 0 <d< 1. Then, since |M|? > iv+1|MI§ for 
y ( ) e …we have for any y = ( ) e jv, 
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I 2 IMI? — ^JMIl+lb + 
j > 
I > Mil — \ 
for some ci > 0 provided 0 < ^  < 
On the other hand 
I My) < (i + ^ )IMI? + (i + |)Wo 
ZAjv+I ^ 
I . < 
This completes the proof. 
Let us define a new norm on XN, denoted by which is 
equivalent to the original one and the corresponding scalar product 
[yu y2] < i, u2 > -\{uu u2) + (pi, P2) 
C 





Lemma 5.3.3 There exists a such that 
\ [Cy, y}< -4vr y] (5.3.10) 
Proof. If y = ( ) eXjv, then 
:
 Cy=
 ( Au + lu - ap ) 
V 
and 
[Cy, y] < ut p > — + (—+ p) 
140 
+-(p, p) + ~{u, -Au + An — ap) 
\ = "(a - - ^ - ^Wp)' 
Therefore 
[Cy, y] +K[y, y) 
{ , H^l-M 
P)-
By I || IMIgSOwheiiy ( : ) GXiv, a- }, 
the first two terms on the right hand side of the last equality are negative. The 
third term is dominated by the first two since 
K P) < e|Mlo + ;Wo 
ll^ lll 1,, „2 
N+L E 
Choosing small d < 2a, K < min{|, a — f} and e 0 we obtain [Cy, y] + 
y] < 0, and this completes the proof. 
Let P; and P be the corresponding spectral projections and PN the 
orthogonal projection onto XN.. Obviously, \\PN\\OP ^= 1-
By (5.3.7), (5.3.8) and Lemma 5.3.3, we have 
.Lemma 5.3.4 (a) \\ectP^\U < llGlk for t > 0; 
(b) \\ectPM\oP< ^U^^ort^O; 
(c) ||eC£iVlU < e-^, for t > 0. 
J'' \»' -r' *1 ' , • T ' / • ... ; • , ,.:/¾ *." ‘ . • -. 
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Now we get the estimates for PN and pJ. 
Lemma 5.3.5 We have 
Proof For any W E Xli, W == W2 + W3 where W2 E X N and W3 E Xi{, we first 
claim that 
(5.3.11) 
where e is the angle between W2 and W3, « " . » and 11· Ilx is the original 
standard scalar product and the norm in X == V x H. 
Suppose that 
and IIw211x -# 0, IIw311x =1= O. By noting that 
< < ( ~n ), ( !m ) > >== 0, for m =1= n, 
J-Ln en .. J-Lm em 
we obtain 
cose 
« W2, W3 » 
Ilw211xll~31lx 
L:~l bidi(Ai + J-Lt J-Li) 




W + + (5.3.14) 
I olA = y/\2 + a2A“ (5.3.15) 
From (5.3.12)-(5.3.15), we continue the estimate 




 " " " 
c S^ilMil 
-Ef=i|Mi|VA2 + a ^ 
< , 
-VA2 + a'^ Ai 
This proves our claim. 
Hence 
<< w, w » + « W2 + w3, w2 + W3 » 
<< W2, W2 » + « 3, 3 » +2 « W3 » 
> « W2, w2 » + « 3^, m » 
_ -
= W o , W2 » + « U»3 >>), 
Mi v . 
here =1 , x . This implies that 
Mi y A2+a2Ai . 
• m\aP<Ml, WPMIop^ML 
• 
Now we apply the abstract results in Chapter 2. Let us define Y X == 
: : : X2 = Pi PL P2 = P^ + Pn, -V = P = 
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k}, a = 4 ft 7 = 0 and M max{i, M^/q}. Then 
pt , We-^ e^ P^ op < Meat fort <0? (5.3.16) 
\\e-ritectp^op < Me-Pt for t > 0 (5.3.17) 
So the hypotheses (¾) — (¾) in section 2 hold. Finally 
\\FW1-FW2\\X 11/( —/( )||O 
< Coll^ i -u2\\o 
with = ( ) G X, i 1 2, Hence Lip(F) < c0/V\~i. 
For the semilinear hyperbolic problem (5.3.4), similar to Proposition 5.2.1 
and Theorem 5.2.1, we have 
Proposition 5.3.1 Assume that the conditions (5.3.2) and (5.3.3) hold. Then 
the maximal invariant set T of the semigroup of the problem (5.34) is closed, 
( bounded-compact and can be expressed by (5.2.3) where H+) H is replaced by 
Xx X X2 XivU^^ respectively. 
Moreover, if /(s) — 0 as |s| — +oo; then the maximal invariant set is a 
maximal attractor of the semigroup‘ 
(See Theorem 4.5 and 4.6 in [CG]) 
And, for the semilinear hyperbolic equation (5.3.1) all the conditions of 
Theorem 2.3.2 and Theorem 2.4.1 are satisfied, and they can be restated as 
follows 
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Theorem 5.3.1 Let the conditions (5.3.2) and (5.3.3) hold. Then for small 
Co > 0 such that 
I K{a, /3, 0)(LipF) < 1, (5.3.18) 
the equation (5.3.4) has a Cl- invariant manifold M with dimM = iV. 
Moreover, if besides (5.3.18) 
^0)Lip{F)
 x (5.3.19) 
1 - K(a, p, Q)Lip(F) ’ 
then M is an inertial manifold for the equation (5.34)-
For Proposition 5.3.1 and Theorem 5.3.1 we have the same remark as those 
in Remark 5.2.1. 
References 
[ACH] J. Arrieta, A. Carvalho and J. Hale, A damped hyperbolic equation 
with critical exponent, Comm. Partial Differential Equations, 17(5-
6), 1992, 841-866. 
[BV] A. V. Babin and M. I. Vishik, Attractors of Evolution Equations, 
Studies in Mathematics and Its Application 25, North-Holland, Am-
sterdam, London, New York Tokyo, 1992. 
[BV 1] A. V Babin. and M. I. VisMk, Attractors of partial differential evo-
lution equations and estimates of their dimensions, Uspekhi Mat. 
Nauk. 38(1983), no. 4, 133-187; English transl. in Russian Math. 
Survey 38(1983), no. 4, 151-213. 
[B] V. Barbu, Optimal Control of Variational Inequalities, Research 
Notes in Mathematics 100, Pitman, Boston, 1984. 
[BR1] H. Brezis, Problems unilateraux, J. Math. Pures Appl. 51 (1972), 
1-168. 
[BR2] H. Brezis, Proprietes regularisantes de certains semi-groups non lin-
^ Isr. J. Math. 9 (1971), 513-534. 
145 
146 
[C] V. V. Ghepyzhov, Unbounded attractors of some parabolic systems 
of differential equations estimates of their dimension, Dokl. Akad. 
Nauk SSSR 301, 4(1988) 4-49; English transl. in Soviet Math. Dokl. 
38(1989). 
[CG] V V. Chepyzhov and A. Yu. Goritskii, Unbounded attractors of evo-
lution equations, Advances in Soviet Math. Vol. 10(1992), 85-128. 
[CL] S-N. Chow and K. Lu, Invariant manifolds for flows in Banach 
spaces, J. Differential Equations 74(1988), 285-317. 
[CLS] S-N. Ghow, K. Lu and G. R. Sell, Smoothness of inertial manifolds, 
i J. Math. Anal, and Appl. 169(1992), 283-312. 
[CFNT] P. Gonstaixtin, C. Foias, B. Nicolaeco, and R. Temam, Integral and 
Inertial Manifolds For Dissipative Partial Differential Equations, 
Spring-Verlag, New York, 1989. 
[CEL] S. S. Ceron and 0. Lopes, a-Contractions and attractors for dissi-
pative semilinear hyperbolic equations and systems. Annal: Math. 
Pure Appl. 140, 1991, 193-206. 
[DL] G. Duvant and J. L. Lions, Inequalities in Mechanics and Physics, 
Springer-Verlag, New York, 1976. 
[DK] P. Drabek and M. Kucem, Eigenvdued of inequalities of reaction-
diffusion type and destabilizing effect of unilateral conditions, Czech. 
“ Math. J. 36(1986), 116-130. 
147 
[EFNT] A. Eden, C. Foias, B. Nicolaenko and R.Temam, Ensembles inertiels 
pour des equations devolution dissipatives, C. R. Acad. Sci. Paris 
310(1990), Ser. I, 559-562. 
[EMN] A. Eden, A, J. Milani and B, Nicolaenko, Finite dimensional expo-
nential attractors for semilinear wave equations with damping, J. of 
Mathematical Analysis and Applications 169(1992), 408-419. 
[F] E. Feirersl, Attractors for wave equations with nonlinear dissipation 
and critical exponent, C. R. Acad. Sci. Paris 315, Ser. I, 1992, 551-
555. 
[FST] C. Foias, G. R. Sell, and R. Temam, Inertial manifolds for nonlinear 
evolution equations, J. Differential Equations 73 (1988), 309-353. 
[FZ] E. Feireisl and E. Zuazua, Global attractors for semilinear wave 
equations with locally nonlinear damping and critical exponent, 
Comm. Partial Differential Equations, 18 (9-10), 1993, 1539-1555. 
[G] A. Yu. Goritskii, Unbounded attractor for the hyperbolic equation, 
Vestnik Moskov. Univ. Ser. I Math. Mekh. 3(1988), 47-49; English 
transl. in Moscow Univ. Math. Bull. 44(1988). 
[H] J. K. Hale, Asymptotic Behaviour of Dissipative Systems, Mathe-
matical Surveys and Monographs,” Vol. 25, Amer. Math. Soc” Prov-
idence, RI, 1988.,,:: 
[HI] J. K. Hale, Asymptotic behavior and dynamics in infinite dimen-
sions. In Res. Notes in Math. 132, Pitman, 1985, 1-42. 
148 
[HA] A. Haraux, Two remarks on dissipative hyperbolic problems. Sem. 
College de France (H.Brezis and J.LXions Editors), Pitman, 1985. 
[HA1] A. Haraux, Nonlinear Vibrations and The Wave Equations, Textos 
de Metodos Matematic 20, 1986. 
[HU] Y. Huang, Global attractors for semilinear wave equations with non-
linear damping and critical exponent, to appear in Applicable Anal. 
[K] H, Kielhofer, Stability and semilinear evolution equation in Hilbert 
space, Arch. Ration. Mech. Anal. 57(1974), 150-165. 
[KN] M. Kucera and J. Neustupa, Destabilizing effect of unilateral con-
ditions in reaction-diffusion systems, Comment. Math. Univ. Carol. 
' 27(1986), 171-187. 
[LAI] O. A. Ladyzhenskaya, The dynamical system generated by the 
Navier-Stocks equations, Zap. Nauchn. Sem. Leninggrad. Otdel. 
Mat. Inst, Steklov. (LOMI) 27 (1972), 95-115. MR48#6720. 
[LA2] • A. Ladyzhenskaya, The finite-dimensionality of bounded invari-
ant sets for the Navier-Stocks system and other dissipative systems, 
Zap. Nauchn. Sem. Leninggrad. Otdel. Mat. Inst. Steklov. (LOMI) 
115(1982), 137-155, MRE: 35020. 
[LA3] .A. Ladyzhenskaya, On the determination of minimal global at-
tractors for Navier-Stocks equations and other partial differential 
equations, Uspekhi Mat. Nauk 42:6 (1987) 25-60, English transl. 
Russian Math. Surveys 42:6 (1987) 27-73. 
149 
[LM] J. L. Lions and Magenes, Non-Homogeneous Boundary Value Prob-
lems And Application, Springer-Verlag, New York, 1972. 
[MS] X. Mora and J, Sola-Morales The singular limit dynamics of semi-
linear damped wave equations, of Diff. Equations 78(1989) 262-
307. 
[N] H. Ninomiya, Some remarks on inertial manifolds, J. Math. Kyoto 
Univ.(JMKYAZ) 32(1992), no. 4, 667-688. 
[OL] Olgaladyzhenskaya, Attractors For Semigroups And Evolution Equa-
Uon, Cambridge University Press Cambridge, 1991. 
[Q] p. Quittner, On the principle of linearized stability for variational 
inequalities, Math. Ann. 283 (1989), 257-270. 
[RA] G. Raugel. Une equation des ondes avec amortissement nonlineaire 
dans le cas critique en dimension trois. C. R. Acad. Sci. Paris 
314(1992) Ser. I, 177-182. 
[RS] M. Reed and B. Simon, Methods of Modern Mathematical Physics, 
Academic Press, New York, 1978, 
[R] F. Rothe, Global Solutions of Reaction-Diffusion System, Lecture 
Notes in Mathematics 1072, Springer, Berlin, 1984. 
[Tl] R. Temam, Attractors for Navier-Stocks equations, In Nonlinear Par-
: tial Differential Equations and Their Applications, College de France 
Seminar, Vol. VII, H. Brezis, J.L. Lions (Eds), Pitman, London, 
1985 
150 
[T] R. Temam, Infinite-Dimensional Dynamical Systems in Mechanics 
and P%5ics; Applied Math. Sciences 68, Springer-Verlag, New York, 
1988. 
[Zl] Y. Zhao, The global attractors of infinite-dimensional dynamical sys-, 
lems governed by a class of nonlinear parabolic variational inequal-
ities and associated control problems, Applicable Anal. 54(1994). 
[ZH] Y. Zhao and Y. Huang, The inertial manifolds of infinite dimen-
sional dynamical systems governed by a class of nonlinear parabolic 
variational inequalities, Research Report, CUHK-M-93—2-1(39). 
[ZH1] Y. Zhao and Y. Huang, “ Theory of Nonlinear Distributed Parameter 
control Systems;, (in Chinese) Guangdong Science and Technology 
Press, China, 1990. 
[W] A. Vanderbauwhede and S. A. Van Gils, Center manifolds and con-
tractions on a scale of Banach soaces, J. of Functional Analysis 
72(1987) 209-224. 





- .,:”f 11 
• N 
j 1 
— — — — — _ . . f CUHK Libraries 
‘ Ii 
ODQETHDb? 
