Abstract
Introduction
Bending plate structures are important in mechanical and civil engineering. Therefore, a great deal of research has been done to describe their behavior [1] . Von Kármán formulated differential equations for large deformations of plates in 1910. Levy solved Von Kármán's equations using trigonometric functions and Fourier series. He obtained the equations that govern the behavior of quadrilateral thin plate bending with large displacements [2] . Bergan and Clough established finite element models for thin plates and shells based on Rayleigh-Ritz method [3] . Yang and Bhatti formulated a nonlinear element for solving the static and dynamic cases of plate bending by using the updated Lagrangian approach [4] .
The analysis of elastic plates with large deformations is very difficult and there are few approaches to find an exact solution. Numerical and approximate solution procedures were developed for large displacements with the increasing processing power of modern computers. One of these tactics is called dynamic relaxation. Rushton is the first one to apply this scheme to find the solution of nonlinear problems [5] . Moreover, this investigator employed dynamic relaxation technique to analyze stress and post-buckling behavior of plates [6] . Taking into account the geometric nonlinearity, the following equations describing the state of plate movements were used in the mentioned reference:
In these relations, u 0 , v 0 and w 0 are the mid-plane displacements in the x, y and z-direction, respectively. The nonlinear stiffness formulations for large deflection analysis of plates are utilized for the rectangular plate finite element. The elements have five degrees of freedom at each nodal point. Two of these are in-plane displacements, u and v in the x and y directions, correspondingly. One transverse deflection w; two rotations w x , and w y , about the y and x axes, respectively, are the other three degrees of freedom. In this structure, the normal strains in the x, y directions are ε x and ε y , correspondingly. Moreover,γ xy shows the shear strain. The plate strains can be written in terms of the middle surface deflections, in the subsequent form: 
What come in the rest of paper has been carried out on bending plate based on the dynamic relaxation scheme. Basu and Dawson used dynamic relaxation method to study the small deflection behavior of rectangular orthotropic and isotropic sandwich plates with uniform or varying cross section [7] . Rushton evaluated the buckling behavior of initially curved plates subjected to lateral loading [8] . Turvey and Wittrick analyzed the post-buckling behavior of laminated plates with large deformations [9] . Alwar and Rao proposed the nonlinear solution of orthotropic clamped plates with constant thickness and subjected to uniform lateral loading [10, 11] . Rushton and Hook obtained the response of plates and beams with large displacements and nonlinear stress and strain behavior [12] . They also carried out buckling analysis of beams and plates onto an intermediate support [13] . Frieze carried out the analysis of plates, including both the nonlinear effects of material and geometry [14] . Turvey investigated the dynamic relaxation solution in the geometric nonlinear behavior of tapered annular plates [15] . Pica carried out transient and pseudo-transient analysis of the Mindlin plates [16] .
Al-Shawi and Mardirosian used a combination of finite element and dynamic relaxation method along with weighted coefficients for mass and damping to find the response of bending plates [17] . Zhang and Yu proposed an improved adaptive dynamic relaxation algorithm and used it to solve the elastoplastic bending of circular plates [18] . Turvey and Osman utilized finite difference dynamic relaxation strategy to geometrically nonlinear analysis of isotropic rectangular Mindlin plates [19] . Turvey and Salehi analyzed the large deformation of sector plates subject to uniform loading by using the dynamic relaxation and finite difference methods [20] . They made comparison studies, as well [21] . Kadkhodyan and Zhang carried out buckling and post-buckling analysis of plates using dynamic stability criteria and the dynamic relaxation process [22] . Turvey and Salehi studied linear and nonlinear analysis of the composite plates [23] . Salehi and Aghaei investigated circular viscoelastic plates. They applied the effect of higher-order shear deformations in their formulation [24] . Falahatgar and Salehi carried out a post-buckling analysis of the annular sector plate. They also evaluated geometrically nonlinear analysis of polymeric plates. They analyzed higher-order shear deformations by utilizing a finite difference form of the dynamic relaxation technique [25] . Moreover, they studied geometrically nonlinear viscoelastic analysis of annular sector composite plates [26] . Golmakani and Kadkhodayan investigated the nonlinear bending of FGM annular sector plates [27] . Falahatgar and Salehi found the solution to the bending response of unidirectional polymeric laminated composite plates [28] .
At this stage, a brief review of the fictitious parameters' estimation for the dynamic relaxation procedure is presented. Brew and Brotton suggested that the mass of each degree of freedom be proportional to its diagonal element in the structural stiffness matrix [29] . Bunce presented a method for calculating critical damping in the dynamic relaxation tactic using Rayleigh principle [30] . Cassel and Hobbs estimated the artificial mass by using Gershgorin's circle theorem to check the convergence and numerical stability of nonlinear analysis with the dynamic relaxation scheme [31] . Papadrakakis suggested an automatic technique for finding the fictitious parameters. The difficulty of his solution is in the first assumption of two factors [32] . Underwood presented one of the most famous formulations for dynamic relaxation iterations [33] . Qiang obtained the artificial damping and time using Rayleigh principle [34] . Zhang et al. proposed the nodal damping model [35] . Munjiza et al. supposed that damping is proportional to the power of the mass and stiffness matrices. They showed that when the damping matrix is 2M(M −1 S ) 0.5 , all modes will be critically damped [36, 37] .
Rezaiee-Pajand and Taghavian Hakkak calculated displacement by utilizing the first three terms of Taylor series [38] . Kadkhodayan et al. obtained a relationship for the time step by minimizing the residual forces [39] . Rezaiee-Pajand and Sarafrazi presented the optimal time step ratio and the critical damping for nonlinear structural analysis [40] . Moreover, Rezaiee-Pajand and Alamatian proposed a new approach for estimating the fictitious damping and mass [41] . In addition, Rezaiee-Pajand et al. presented a new algorithm for the calculation of the damping matrix [42] . This was reached by minimizing the error between two successive steps. Sarafrazi and Rezaiee-Pajand suggested an equation for finding the time step ratio. The damping is zero in their process [43] . Rezaiee-Pajand et al. obtained another tactic for artificial time step based on the unbalanced energy [44] . Alamatian developed a new equation to evaluate the fictitious mass in kinetic dynamic relaxation [45] . Rezaiee-Pajand et al. investigated the efficiency of twelve methods of dynamic relaxation for the finite element analysis of frame and truss structures [46] . They introduced the top five procedures by comparing their performance. Rezaiee-Pajand and Rezaiee proposed a new time step for kinetic dynamic relaxation in the latest study [47] .
The available research papers indicate that many studies have been carried out about the dynamic relaxation analysis of bending plate. According to what was stated so far, there are different solution approaches for finding the large deflection in these problems. However, the effectiveness of the various dynamic relaxation schemes in the geometrically nonlinear analyses of bending plate has not been studied yet. In this paper, sixteen different known dynamic relaxation processes are studied. It should be noted that the difference between these schemes is in the estimation of the fictitious parameters. Dunkerley method is used to find the fictitious damping matrix. This approach has not been implemented so far. In order to improve the performance of the mentioned techniques, the authors also suggest some of the artificial factors for different tactics. A score will be assigned to each procedure based on the number of iterations or the total duration analysis. The final ranking of each algorithm will be obtained after solving all the problems.
The dynamic relaxation method
Dynamic relaxation is one of the explicit methods to solve a system of simultaneous equations. In this process, a fictitious mass and damping are added to the static structural equations system to obtain a fictitious dynamic system. In the dynamic relaxation approach, the velocity variations are assumed to be linear and the acceleration is supposed to be constant for each time step t. Thus, the following equalities can be obtained for the iterative relations of this tactic by using central finite differences:Ẋ
The terms m n ii , C n ii , t n and f n i , are the i-th diagonal entry of the fictitious mass and damping matrices, the virtual time step, the i-th entry of the internal force vector in the n-th iteration of the dynamic relaxation procedure, respectively. The external load of the static structure is displayed with p n i . Moreover, ndof denotes the number of degrees of freedom for the system. Furthermore, the vectors X andẊ indicate the displacement and velocity, correspondingly. Equalities (5) and (6) are repeated until convergence to a stable response is achieved. It is assumed that the mass and damping matrices are diagonal. This assumption leads to the explicit solutions for the relations of the dynamic relaxation scheme, and they are solved by using vector operators alone. It should be noted that the vector of residual force R that causes fictitious oscillations of the structure has following relation:
There are various techniques to estimate the artificial parameters. It is worth noting that the stability of dynamic relaxation solution greatly depends on the mass and the damping. Hence, extensive researches have been carried out to find these matrices. Moreover, some schemes have also been proposed for the time step. The most well-known strategies for the fictitious parameters of dynamic relaxation approach are presented in the rest of the paper.
Papadrakakis method
Papadrakakis proposed an automated algorithm for finding the factors needed in the dynamic relaxation scheme [32] . He assumed that the mass and damping matrices are as follows:
Where ρ and c are the mass and damping factors, respectively. Moreover, D is a diagonal matrix whose entries are the main diagonal entries of the stiffness matrix. Papadrakakis used the following equality for estimating the optimum factors:
In the present relation, λ B min and λ B max are the minimum and maximum eigenvalues for the matrix B = D −1 S , correspondingly. The stiffness matrix is shown by S. Lower and upper bounds can be obtained from the Eqs. (11) and (12):
The rate of error reduction between two successive iterations is shown by λ DR and can be calculated from Eq. (13) as follows:
Also, the factors α, β and γ can be found from Eq. (14) to (16):
First, the values λ B min and λ B max are assigned, and the dynamic relaxation process starts. The term λ B min is obtained from Eq. (11) when λ DR converges to a constant value. In Papadrakakis strategy, the time step is assumed to be a constant. In this paper, the time step is set to be equal 1.
Underwood procedure
In this method, the mass matrix is calculated using Gerschgörin circle theory. Eq. (17) shows that. Here, the symbol S indicates the stiffness matrix. It is worth noting that Underwood assigned time step equal to 1.1 to ensure the stability of solution technique.
Moreover, the fictitious damping matrix is calculated from C = 2ω 0 M. In this equality, ω 0 is the minimum frequency of the fictitious dynamic system. This factor is estimated by using Rayleigh principle as follows.
Here, S L is the local stiffness matrix, and its elements are obtained by the following equation [33] .
In the Eq. (18), if the value of the second root is not positive, then it is assumed that the damping is zero. The maximum value of angular frequency is two [33] . Therefore, if ω 0 is greater than 2, a value less than 2 is used for it (for example, 1.9).
Qiang tactic
In this approach, the mass matrix is computed from the sum of the absolute values of the elements of rows of the stiffness matrix. Qiang suggested Eqs. (20) and (21) for the optimal values of damping and time step [34] .
Furthermore, the minimum system frequency when it is in free oscillation can be calculated as follows by using Rayleigh principle [34] .
Zhang approach
Zhang and Yu achieved the damping using Rayleigh principle as follows [18] :
The fictitious mass matrix in this tactic, is like that of Underwood solution. The time step is also equal to one. It is worth emphasizing; Zhang et al. have suggested a formula for the initial displacement. In other words, these researchers used a value other than zero for the initial displacement. It should be noted that the dynamic relaxation scheme will converge to a stable response with any arbitrary initial displacement [48] . RezaieePajand et al. showed that this strategy has not a good performance for the initial displacement [46] . Hence, in this paper, zero vector is used to begin the dynamic relaxation process.
The nodal damping algorithm
In the previous procedures, the damping factor is the same for all degrees of freedom of the structure. Noted that this factor is calculated again in each iteration. Dynamic relaxation technique can be improved by using various damping factors. On this basis, Kadkhodayan et al. proposed the following equality to calculate the damping [35] .
Here, the number of nodes of the structure is shown by N. The Eq. (26) is summed up over all the degrees of freedom at each node. The above equality shows that in this approach, the damping factor is the same for degrees of freedom of every node. The fictitious mass matrix is obtained from Eq. (17) . Moreover, the time step is equal to 1.
Rezaiee-Pajand and Taghavian Hakkak technique
In this tactic, the diagonal elements of the mass matrix are considered to be proportional to their corresponding values in the stiffness matrix. Eq. (27) shows the mathematical formula [38] . Rezaiee-Pajand and Taghavian Hakkak proposed that α = 0.6. (27) Moreover, the damping is obtained from Qiang solution. The time step is equal to one. These researchers suggested the following equation for the displacement by using the first three polynomials of the Taylor series.
AccelerationẌ n and velocityẊ n can be obtained from equations (29) and (30) , correspondingly [38] .
2.7 Kinetic damping process Dynamic relaxation is two types: viscous and kinetic. Damping is negligible in the kinetic dynamic relaxation. In other words, matrix C in Eq. (5) is set to be equal to zero. When a reduction occurs in the amount of kinetic energy of the structure, it shows that a maximum point in the structural kinetic energy graph is passed. In this time, the velocity of all the degrees of freedom reset to zero. If the response at this time is used to start the next step, then convergence will not be achieved. Topping assumed that the peak of the kinetic energy occurs in the middle of the time step [49] . Thus, the displacement calculates in the middle of the step which is obtained from the following equality.
Thus, at the beginning of the dynamic relaxation process, displacement should be equal to (31) . On the other hand, under these conditions, Eq. (5) cannot be used to calculate the speed. Hence the following equality is suggested [49] .
Where the vector of the residual force r n i is evaluated in the position X n− 1 2 i calculated from (31) . Then, the iterations of dynamic relaxation restart with these displacement and velocity vectors in order to maximize the kinetic energy again. This cycle continues until a suitable convergence is achieved. It should be noted that the fictitious time step is equal to one in this algorithm. Moreover, the mass matrix is available by Eq. (33) [50] .
Minimum residual force method
The time step is effective in the numerical stability and convergence rate of the dynamic relaxation procedure. The dynamic behavior of structures is a time-dependent process. Hence, it needs to use a fictitious value for the time step for the transfer of the static problem to the dynamic space. This value should be obtained is such a way as to not only maintain the numerical stability of the scheme, but also reduce the number of iterations required for convergence. Kadkhodayan et al. proposed an optimum time step by minimizing the unbalanced forces [39] . Eq. (34) gives this value:
In this relation,ḟ Here, S n i j,T is a tangential stiffness matrix in the middle of the step. It is worth emphasizing; it is difficult to calculate the stiffness matrix at the middle of the step. Therefore, the values of the previous step are employed in the Eq. (35) [44] . It should be noted that the fictitious mass and damping matrices are obtained from Eqs. (17) and (24), respectively.
Rezaiee-Pajand and Alamatian procedure
In 2002, Rezaiee-Pajand and Alamatian presented another equality for the fictitious mass by minimizing the displacement error between two successive iterations and the linearity assumption [41] .
Moreover, They suggested Eq. (37) to calculate the damping [41] . The fictitious minimum frequency ω 0 is obtained by Eq. (23) . The time step is also set equal to 1.
2.10 Minimum unbalanced energy tactic Rezaiee-Pajand et al. wrote the out-of-balance energy function of the artificial dynamic system as follows [44] :
They suggested another time step based on the minimal amount of Eq. (38) . This proposal leads to two answers for this factor. One of these responses minimizes Eq. (38) . If the characteristic equation of Eq. (38) does not have a real answer, the time step of Kadkhodayan method (Eq. (34)) will be used [44] . The mass and damping matrices are achieved from Eqs. (36) and (37) , correspondingly.
Rezaiee-Pajand and Sarafrazi approach
In most techniques of calculating the fictitious damping, Rayleigh principle is used to obtain a minimum of eigenvalue. This principle provides an upper bound to the minimum eigenvalue [30] . Rezaiee-Pajand and Sarafrazi used the power iterative process to determine the minimum eigenvalue [40] . In each iteration of the dynamic relaxation, they used one step of the iterative power procedure. On this basis, the damping matrix is obtained from Eq. (39):
Here, λ n 1 is the transferred eigenvalue. Its value is estimated from the relation λ n 1 = λ n + 4. The factorλ n is the eigenvalue that is obtained from the iterative power algorithm. This transfer is carried out to calculate the minimum of the eigenvalue since this method yields the largest eigenvalue [46] . Moreover, this factor is compared with the minimum eigenvalue that are achieved by using Rayleigh principle, and the lower value is chosen. In this tactic, the time step is constant, and it is equal to one. Moreover, the mass is estimated by Eq. (36).
Zero damping technique
Rezaiee-Pajand and Sarafrazi suggested the relation between the critical damping ratio and the time step [43] . Then, they assumed the damping parameter to be zero and obtained the following formula for the time step ratio γ:
Here, the power iteration process is used for finding the minimal eigenvalue λ 1 . In this strategy, the mass matrix is provided from the Eq. (36) . Furthermore, the following equation is utilized instead of Eqs. (5) and (6) in order to calculate the velocity and displacement vectors [43] :
2.13 Dunkerley algorithm Dunkerley method obtains a lower limit for the main frequency of oscillation [51] . In this method, the minimum frequency is obtained by Eq. (43) as follows:
a ii m ii (43) In this relationship, a ii m ii are the contributions of each degree of freedom when the other degrees-of freedom are absent. Hence:
The symbol ω ii is the system frequency with a single degree of freedom with mass m ii , for the i-th degree of freedom. On this basis, Dunkerley relationship is as follows:
The calculation of the mass and damping matrices is performed by Eqs. (36) and (37) . Moreover, the applied time step is equal to 1.
Numerical examples
All the methods presented in the previous section were programmed in the FORTRAN language. The geometrically nonlinear analysis of various plates was carried out using this program. The loads were entered into ten increments, and then the answers were obtained. The number of iterations and analysis time for each structure are listed in the tables. The loaddisplacement curves are plotted. The accuracy is the same for these approaches. However, each tactic requires a different number of iterations to achieve the desired accuracy. The steps in the dynamic relaxation process for the analysis of structures are as follows:
Step 1 -Choose the initial velocity (zero) and initial displacement (zero or results of previous increment).
Step 2 -Form the internal force vector and the stiffness matrix of each element.
Step 3 -Assembling the internal force vector.
Step 4 -Estimate the residual force vector using Eq. (7).
Step 5 -Go to step 12, if
Step 6 -Form the artificial mass matrix.
Step 7 -Form the fictitious damping matrix.
Step 8 -Update the velocities using Eq. (5).
Step 9 -Update the time step.
Step 10 -Update the nodal displacements using Eq. (6).
Step 11 -Go to step 2.
Step 12 -Print the displacements for this increment.
Step 13 -If N > 10, the analysis is finished; otherwise continue.
Step 14 -N = N + 1 and go to step 2.
Here, The number of increments is shown with N. The acceptable error of residual force (e R ) is the same for all schemes, and its value equals 10 . The node that has the maximum deflection is shown with the symbol M in the figures. Furthermore, the simple boundaries are shown with dashed lines, and the clamped supports are shown in shaded areas. The horizontal axis in the load-displacement curves is the deflection to the thickness ratio. The merit of the various techniques is estimated using the following equation, and it is based on the number of iterations (E I ) and the analysis durations (E T ).
The number of iterations and the analysis time are shown with I & T, respectively. Zero is the lowest score, and it is associated with a solution that has required the largest number of iterations or the longest time for the analysis. On the other hand, a procedure with the minimum number of iterations or time taken for the analysis is given a score of 100. Then, the results are compared and ranked. Moreover, the authors have suggested other fictitious parameters for some strategies. Table 1 shows the various methods used in this study. In Zhang1 and Zhang2, the time steps to find the mass matrices are assumed to be 1 and 1.1, correspondingly. Damping is calculated by Zhang approach in RPTH2 tactic. Furthermore, the minimum residual force procedure is used in mdDR2 scheme to obtain the time step.
Tab. 1. The used dynamic relaxation methods and their indexes

The quadrilateral plate with various supports
The first, analysis of the quadrilateral plate shown in Fig. 1 is performed in three modes. In two cases, a square plate is considered. One case is clamped while the other structure has simple boundaries. The third plate is a clamped rectangular plate with a length to the width ratio equal to 2. The width of plate b is equal to 1 meter. To study the effect of the mesh, both 10 x 10 and 20 x 20 configurations are used. Due to symmetry, a quarter of plates are modeled. Figs. 2 to 4 show the maximal load-deflection curves. It is worth emphasizing; the maximum displacement is in the middle of the plate. The result obtained from the computer program of the authors is the same as the results reported in Ref. [5] . The number of iterations and the analysis time of the methods are presented in Tables 2 to 7. Based on Table 2 , the Rezaiee-Pajand and Taghavian Hakkak approach in the analysis of clamped square plate with 10 x 10 mesh converged to in- correct answers after the third increment. In other words, this tactic achieves acceptable error, but the answers are incorrect. On the other hand, Table 3 shows that the minimum residual energy procedure (MRE) is not able to obtain an acceptable error. Hence, it is divergent. RPTH2 solution is similar to that after the third increment. Moreover, RPTH1 process after third increment gives incorrect answers. As shown in Tables 4 and 5 , Rezaiee-Pajand and Taghavian Hakkak technique is not useful for the rectangular plate. Furthermore, in the 20 x 20 configuration for this structure, the MFT strategy yields an inappropriate response from the beginning. The results obtained for the clamped supports show that the mdDR2 and MRE methods require the same number of iterations. In these algorithms, a similar relationship is used for estimating the mass and damping. It is worth noting that if Eq. (38) has no real answer, the calculated time step by the MRF approach is used in the MRE tactic. Thus, it can conclude that for these plates, the minimum unbalanced energy scheme is unsuitable for calculating the time step. In other words, the minimum residual force is used to find this parameter. This has happened after the fifth increment for a rectangular plate with a 10 x 10 mesh.
The MdDR1 and Zhang1 algorithms more or less have the same performance. This behavior can be for the reason that in both techniques, the fictitious frequency is estimated by using Rayleigh principle. The MFT and Zhang2 techniques approximately require the same number of iterations. However, the number of iterations is different in each loading increment. It is worth emphasizing; these two procedures also use Rayleigh principle to estimate the smallest frequency. Table 3 shows that the number of iterations of the first increment of these two strategies is significantly different. Their numbers of iterations are different at each incremental loading since the time step for these two methods is different. It should be noted that the mass and damping matrices have a greater effect on the dynamic relaxation process. Hence, the total numbers of iterations of other increments of these two tactics get close to each other.
Moreover, Qiang and RPS approaches have the same behavior. As mentioned in the RPS technique, the minimum calculated eigenvalue by Rayleigh principle, and the iterative power procedure is utilized to find the damping. Qiang scheme also uses Rayleigh principle. Hence, it is concluded that in analysis of these structures, the minimum frequency by using Rayleigh principle is always less when compared with the iterative power algorithm.
The results of analysis of simple square plates are inserted in Tables 6 and 7 . These tables show that all the methods converge to an acceptable answer. What was mentioned above about the similar behavior of some of the tactics more or less holds true here. The results obtained indicate that Underwood approach is the most efficient one and Papadrakakis process is the worst procedure to solve the quadrilateral plate problem. The mesh used does not have a significant effect on the response as shown in Fig. 2 to 4 . Hence, a similar configuration is used for the other samples.
The circular plate
In this section, the circular plate, showed in Fig. 5 , is analyzed. Due to the symmetry, one-quarter of the structure is modeled. The number of used bending elements is 67. The results of the analysis are shown in Fig. 6 and inserted in Table 8 . According to the Table 8 , Rezaiee-Pajand and Taghavian Hakkak technique is not able to solve this plate. In other words, the residual force in these methods is more than the acceptable value. For this reason, this approach diverges. Hence, the ranking of this strategy is zero. It should be noted that the similar behavior observed for some of the schemes in the previous problem is also seen in this sample. Based on the obtained results, Underwood and Qiang procedures are the best and Papadrakakis algorithm is the worst tactic to solve this problem. Fig. 7 is investigated. Rezaiee-Pajand and Alamatian have analyzed this structure before [41] . In the current paper, this plate will be solved with 20 X 20 mesh. Maximum displacement occurs in the middle of the upper boundary. The load-maximum deflection curve is shown in Fig. 8 . The achieved responses are the same as those reported by Ref [41] . The ranking of the methods is inserted in Table 9 . Based on numbers of iterations required in these two methods are the same in all increments. The reason for this behavior was reported earlier. Moreover, Papadrakakis algorithm consumes the longest time. The similarity in the behavior of the techniques reported earlier also holds true here. 
The L-shaped plate
Here, an L-shaped plate, which is shown in Fig. 9 , is analyzed [39] . This structure is modeled with 150 bending elements. Some symbols are used for boundary conditions. Free boundaries, clamped and simple supports are displayed by F, C and S, respectively. For example, a plate SFSSSF has a free edge on the borders 2 and 6, and the other edges are simple support. The load-maximum deflection curves are shown in Fig. 10 . The maximum displacement of CSCSSS and CCCCCC plates occurs at a node with coordinates (0.5, 0.5) m. On the other hand; this node is in the middle of the edge 2 of the SFSSSF structure. Tables 10 to 12 include the rating and ranking of the methods. The number of iterations and the required time to converge in Rezaiee-Pajand and Taghavian Hakkak approach are less than the other techniques for the CSCSSS and CCCCCC plates. Moreover, Zhang1 and mdDR1 procedures are the best solutions for the analysis of the SFSSSF structure. It should be noted that these two schemes have the same behavior. Table 11 shows that Rezaiee-Pajand and Taghavian Hakkak tactic is not able to analyze the SFSSSF plate. Papadrakakis process requires the largest number of iterations and the longest time to converge among the strategies that converged. 
The triangular plate
Now, the triangular plate shown in Fig. 11 will be investigated. Sixty bending elements are used for the structural analysis. Fig. 12 shows the load-displacement curve. The maximum deflection occurs in the middle of the triangle. The results are inserted in Table 13 . Underwood method requires the lowest number of iterations, and the shortest time required to analyze this plate. On the other hand, the rank of RPTH1 and RPTH2 is zero. In other words, these techniques are diverged from the first step. The similar behaviors of some tactics that in first sample have been discussed are also true here. Fig. 13 shows a parallelogram plate, and the mesh used in this article. The results are shown in Table 14 and Fig. 14 . Based on Table 14 , RPTH1 and RPTH2 approaches were not able to achieve acceptable residual errors. In other words, the responses were divergent. Hence, the ranking of these techniques is zero. On the other hand, Underwood, mdDR1 and Zhang1 methods have the first to the third rankings for the number of iterations, respectively. It is worth emphasizing; Zhang1 and mdDR1 so- 
Parallelogram plate
The heterogeneous quadrilateral plate I
The quadrilateral plate shown in Fig. 15 will be solved here. The number of elements is 233. Fig. 16 indicates load-deflection curve at node M. The coordinates of this node are (0.42, 0.24) m. Table 15 lists the ranking of all strategies. Based on this table, RPTH1 and RPTH2 methods are not capable of analyzing this structure. Underwood, Zhang1 and mdDR1 processes are the best ones for the analysis of this plate. Papadrakakis method is the worst one. It should be noted that some schemes have a similar behavior.
The heterogeneous quadrilateral plate II
A quadrilateral plate shown in Fig. 17 will be analyzed. Fig. 18 shows its load-maximum deflection curve. The plate was modeled with 108 elements. The maximum displacement occurs in the middle of the free edge. Moreover, the ranking of each tactic is inserted in Table 16 . According to this table, the residual forces in both RPTH procedures are infinity. Hence, Fig. 15 . The heterogeneous quadrilateral plate I Fig. 16 . The load-deflection curves for the heterogeneous quadrilateral plate I these algorithms are not able to converge to the answer. Top ranking approaches for this sample are the same as the parallelogram plate. Fig. 19 shows the elliptical plate. Due to symmetry, 64 bending plate elements are used to discretize a quarter of the structure. The maximum deflection occurs at the center. Results of the analysis are presented in Fig. 20 and Table 17 . Underwood method is the best and Papadrakakis algorithm is the worst process among the converged techniques. Both RPTH schemes could not solve this structure.
The elliptical plate
The donut-shaped plate
Here, the plate in Fig. 21 is studied. Due to the symmetry, meshing is done in a quarter of the structure with 90 elements. Fig. 22 shows the load-maximum deflection curve. Table 18 demonstrates the rating of methods. Underwood procedure is the most efficient solution to analyze this structure. In other words, this approach requires the lowest number of iterations and the shortest time to yield a response. RPTH2 and RPTH1 strategies are not able to solve this plate. Also, Papadrakakis tactic takes the maximum number of iterations and the longest duration analysis. Fig. 23 shows this structure. The right edge is a circle with a radius of 0.5 m, and the left boundary is a three-point arc. The number of used bending elements for this plate is 74. Fig. 23 shows the location of maximal deflection. The coordinates of this node are (-0.25, 0) m. Fig. 24 and Table 19 present the results. As it was the case for the previous samples, both RPTH methods are not able to converge to a proper answer. Moreover, the MRE technique diverges after the first increment. Underwood procedure and the kinetic dynamic relaxation process are the most efficient solutions for the analysis of this plate, while Papadrakakis algorithm is the worst method. It is worth emphasizing; Zhang1 and mdDR1 schemes as well as Qiang and RPS strategies have a similar behavior. Fig. 25 . This structure has a quadrilateral opening. The meshing is done in one-quarter of the plate due to the geometrical and loading symmetry. The number of elements used is 52. Fig. 26 portrays the load-maximum displacement curve. The number of iterations and the analysis time are inserted in Table 20 . Underwood and mdDR1 methods are the most appropriate ones to solve this problem. Fig. 28 . The ranking and scores of the methods are illustrated in Table 21 . Both RPTH schemes are divergent. For this reason, the rank of these tactics is zero. Moreover, the MRE and mdDR2 processes have obtained the first rank from the point of view of the number of iterations. On the other hand, Zhang1 technique has the first rank considering the analysis time. Table 22. According  to Table 22 , RPTH1 and RPTH2 algorithms are not able to find the responses. Moreover, Zhang1 and mdDR1 approaches had the same behavior. These two strategies provide the best solution for this plate. Moreover, Papadrakakis tactic is the worst one. 
The sector donut
In this example, the structure shown in Fig. 31 is solved by using 90 elements. The maximum deflection occurs in the middle Fig. 30 . The load-maximum deflection curves for the rectangular plate with the circular hole of the inner edge. Fig. 32 demonstrates the load-displacement curve for this node. The number of iterations and the time taken for the analysis are inserted in Table 23 . In this problem, Underwood method holds the first rank. 
The sector plate
The final sample is a quarter of a circular plate. Fig. 33 shows the geometry of this structure. Its finite element meshing is done by utilizing 113 bending elements. The maximum deflection is at the central node of the outer boundary. The results are presented in Fig. 34 . Table 24 lists the ranking of procedures. RPTH1, RPTH2 and MFT approaches were not able to solve this plate. Moreover, Underwood technique is the best tactic to find the solution for this problem.
The ranking of methods
Based on the number of iterations and the required time for the analysis, the rank of each method in each sample was achieved. Rank number one indicates the best process and rank number sixteen indicates the worst approach. Here, the j-th rank of the i-th scheme is shown by Q i j . For example, Underwood solution has ranked first for seventeen times. So, Q i1 for this tactic is seventeen. Q i0 is the number of structures that the approach i has not been able to analyze. The rating of algorithm i is obtained using Eq. (48) . It is worth emphasizing; if the procedure is not able to reach the proper response, then it is not entered into the Eq. (48):
It should be noted that if a technique has acquired the number of 368, then that strategy has first rank in all 23 numerical samples. As a result, the rating S i will be 100 for that solution. The rating and the final ranking of each method are shown in Tables 25 and 26 .
Conclusion
In this paper, sixteen well-known dynamic relaxation methods were used for solving bending plate. First, the basis of dynamic relaxation approach and the related relationships were presented. Then, the previous procedures reviewed for estimating the fictitious parameters needed for each technique. Afterwards, several bending plate samples with geometrically nonlinear behavior were analyzed. The criteria chosen were the number of iterations and total analysis time. On this basis, various processes were ranked. The results of this study revealed that Underwood solution took the lowest number of iterations to give the answer. Moreover, Zhang1 and mdDR1 tactics occupy the next-best subsequent ranks. Moreover, these procedures are the best techniques from the point of view analysis time. RezaieePajand and Taghavian Hakkak scheme was the worst strategy due to the usage of second-order approximations. Because, this process diverged in 19 examples. Among the methods that converged, Papadrakakis algorithm needed the largest number of iterations and the longest time to reach the assumed accuracy. In most samples, the MRE and mdDR2 processes as well as Qiang and RPS approaches had a similar behavior. Such features were also true for Zhang1 and mdDR1 as well as the MFT and Zhang2 techniques. In other words, the number of iterations required to run these procedures were almost the same.
