Introduction {#Sec1}
============

It is accepted that organ-scale mechanical loads have a significant influence on the outcome of bone healing. Yet, at the tissue-scale, where healing takes place, the mechanical stimuli guiding this process are unknown. Manipulation of organ-scale loading has been performed via changes in fixation stiffness and defect size, allowing precise application of load to the defect^[@CR1],[@CR2]^. Studies focusing on this manipulation of load have shown differential outcomes^[@CR3]^. Though understanding of the mechanobiology of bone healing will have profound clinical impact, eventually allowing patient-specific treatment of fractures, a more immediate application of such knowledge might be preclinical research on biomaterials or drugs, via the use of rodent models. In such models, currently a plethora of defect sizes and fixation methods are used^[@CR4]^. The sensitivity of healing to mechanical stimuli confounds comparisons between studies where: different fixators or defects sizes are used; biomaterials with different stiffnesses are implanted into defects changing the tissue-scale mechanical environment; or pharmaceutical treatments potentially alter the mechanosensitivity of cells. Knowledge of the optimal tissue-scale mechanical conditions would allow compensation for these effects, potentially producing new knowledge on biomaterials and pharmaceutical treatments from existing studies.

At the tissue scale several theories have been presented linking mechanical parameters to tissue differentiation such as deviatoric strain and hydrostatic pressure^[@CR5]^ or shear strain of the tissue and fluid flow within the tissue^[@CR6]^. However, these theories cannot be confirmed without spatial and temporal experimental data tracking the healing process^[@CR7]^. In lieu of this, the mechanoregulatory rules have been implemented within *in silico* models and compared to cross-sectional data of the tissue patterning^[@CR8]--[@CR10]^. These state-of-the-art *in silico* models are based upon idealised shapes of the tissue; for example, assuming bone is uniform and cylindrical, and the callus extent is predefined. Unfortunately, histological slices rarely conform to these expectations, impeding quantitative comparison^[@CR11]^.

An alternative to *in silico* modelling is strain mapping where local deformations are estimated using digital images of tissue in the relaxed and deformed states. This method has been used to parametrise and validate finite element (FE) models^[@CR12],[@CR13]^ and also to correlate tissue phenotypes with mechanical strains^[@CR14],[@CR15]^. While these approaches remove the assumptions used to create finite element models regarding tissue properties, they are sensitive to sample preparation, imaging artefacts and out of plane artefacts given their two dimensionality. Finally, as the data is cross-sectional, the calculated deformation coincides with the tissue compositions but does not precede it.

Time-lapsed *in vivo* micro-computed tomography (micro-CT) produces spatial and temporal experimental data for mineralised tissue and, in the field of bone (re)modelling, has enabled non-destructive examination of (re)modelling events over several weeks^[@CR16],[@CR17]^. When coupled with micro-finite element (micro-FE) analysis, micro-CT imaging, has allowed the investigation of the mechanoregulation of bone (re)modelling^[@CR18]--[@CR20]^. To investigate fracture healing, *in vivo* micro-CT has been used to track changes in bone volume (BV)^[@CR21],[@CR22]^. Qualitative associations between strain patterns and bone formation have been observed in two dimensional analysis of time-lapsed micro-CT images and FE simulations^[@CR21]^.

In this study, we combine time-lapsed *in vivo* micro-CT with micro-FE analysis to quantify the relationship between the local *in vivo* environment (L*iv*E)^[@CR23]^, bone formation and mineralisation kinetics over the course of healing in a mouse femur defect model. We hypothesize that 1) the tissue-scale mechanical stimulus which precedes the onset of mineralisation is greater in voxels that mineralise than in voxels which do not mineralise and that 2) this phenomenon is independent of the magnitude of global mechanical loading of the defect.

Additionally, reconciling the wide range of densities that are observed during the fracture healing process is key to improve micro-FE prediction of mechanical stimuli. Traditionally, either single absolute thresholds, ranging from 394.8 to 641 mg HA/cm^3^ ^[@CR24]--[@CR26]^ (HA: hydroxyapatite); or relative thresholds based on percentages of grey values; such as 25% to 33%^[@CR27]--[@CR29]^ have been used to segment bone. We improve upon these approaches via the use of a "multi-density threshold approach", whereby we apply a range of thresholds to identify the spatially and temporally changing densities of bone, allowing us to quantify local mineralisation kinetics and reconcile the range of bone densities within the healing environment.

Results {#Sec2}
=======

Longitudinal monitoring of fracture healing {#Sec3}
-------------------------------------------

Defect healing followed a typical pattern, progressing from the reparative phase to bridging and then displaying mineralisation and remodelling. The 0.85 mm defect healed in 9/10 mice with the single atrophic non-union which was excluded from analysis. The 1.45 mm defect group had a non-union rate of 4/9, similar to the results of Zwingenberger *et al*.^[@CR30]^. The 0.85 mm group qualitatively had a larger callus compared to the 1.45 mm group (Fig. [1](#Fig1){ref-type="fig"}). As mentioned before, there is no consensus in literature regarding the level of mineralization for segmenting bone during the healing process. The apparent progression of healing was shown to be highly sensitive to the threshold in both groups. When comparing the highest threshold to the lowest, the peak BV/TV was delayed by at least a week for all regions (Fig. [2a--h](#Fig2){ref-type="fig"}). As seen in the formation and resorption rates, two phases of mineralisation could be distinguished (Fig. [2i--p](#Fig2){ref-type="fig"}). Firstly, an initial deposition of a large amount of low-density tissue occurred in week 2 and 3, followed by a production decay from the third week onwards; and secondly, an increase in the resorption of low-density tissue and a peak in the formation of high density tissue directly following the first phase (Fig. [2i--p](#Fig2){ref-type="fig"}). These results indicate that the production of a lowly mineralized callus and maturation of the tissue are independent processes. The resorption of bone in the FC volumes (Fig. [2k,o](#Fig2){ref-type="fig"}) also confirms the results of Schell *et al*.^[@CR31]^ who observed osteoclastic activity early in the healing process. Our results indicate that in all VOIs resorption can occur a week after material is deposited, highlighting the substantial overlap between the reparative and remodelling phases.Figure 1Callus development over the course of the study for both 0.85 mm and 1.45 mm defects. Two thresholds are shown for each mouse, most significant is the difference between observed state of healing at week 2, where for the lower threshold both groups are fused and for the higher threshold no healing has occurred.Figure 2The development and kinetics of mineralised tissue in the defect. (**a**--**h**) Show the time course of bone volume. (**i**--**p**) Shows the mineralisation kinetics, resorption and formation are separated. The mean of the 0.85 mm, panels (a--d,i--l), and mean of 1.45 mm, panels (e,f,m--f). Note that as a proportion of the defect more tissue is formed within the 0.85 mm group compared to the 1.45 mm group. A successful healing outcome is a union in which the bone is indistinguishable from the original cortical bone, comparing the original cortical fragments FC + FP and defect VOIs DC + DP between groups, it is apparent that the 0.85 mm defect has similar BV/TV in the DC + DP (a + b) and FC + FP (c + d) in the final weeks, while the 1.45 mm defect groups has lower BV/TV within the DC and DP regions. This shows that insufficient bone is produced in the larger defect. For both groups the difference between the highest and lowest threshold would cause relative underestimation of callus size in the initial 3 post-operative weeks. The rates of mineralisation were threshold dependent, with an initial large deposit of lowly mineralised tissue followed by a second phase of maturation (**a**--**h**). Resorption of the existing cortical fragments was apparent in week 1--3.

Estimation of physiological loading {#Sec4}
-----------------------------------

To determine physiological boundary conditions, a load estimation algorithm was used on intact femoral midshafts from a second cohort of mice. The load estimation algorithm predicted an axial compressive load of 10.0 ± 1.9 N with a bending moment of 3.5 ± 0.7 Nmm.

Mechanobiology of tissue mineralisation in the defect {#Sec5}
-----------------------------------------------------

The associations between the effective strain and the mineralisation events in the defect volume were strongest in the second post-operative week, this was true for both groups (Fig. [3a,d](#Fig3){ref-type="fig"}). This corresponded with the initiation of hard callus formation (Figs. [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"}). In both cases, the area under the curve was reduced for the third week and this decrease was proportional to the threshold value. The higher density bone in the third week consisted of both new bone and the maturation of low-density bone deposited in week 2. An AUC of 0.5 implies that maturation was not associated with the mechanical stimuli. This trend is reversed in later weeks, indicating that bone deposited during the remodelling phase is again under mechanical control. For the 0.85 mm group, an effective strain of greater than 0.51 ± 0.25 was found to provoke bone formation, while for the 1.45 mm defect the effective strain was 0.85 ± 0.34. Excluding mice in which non-unions occurred, that effective strain was 0.54 ± 0.26. While not significant, this may indicate that the non-union mice might have cells that are less mechanically sensitive.Figure 3The associations between mineralisation on the mechanical local *in vivo* environment: Time course of area under curve (AUC) (**a**,**d**), True positive rate (**b**,**e**) and Effective Strain thresholds (**c**,**f**) for 0.85 mm (upper row) and 1.45 mm (lower row) defects. (**a**,**d**) The area under curve for the 0.85 mm and 1.45 mm respectively. In both groups the AUC was maximum in the second week. The AUC declined in the third week for both groups, this decline was largest for the highest mineralised tissue, again recovering for the 0.85 mm, while continuing to decline for the 1.45 mm group. The poor association between the formation of highly mineralised tissue and mechanical signal in the third week is an indication that the maturation of bone is independent of the local mechanics while its formation is dependent. The recovery of the AUC in the later weeks for the 0.85 mm is likely due to the group containing only mice with unions. The true positive rate of the optimal threshold (**b**,**e**), initially show a similar trend to the AUC. However, for the 0.85 mm group the association for the highest mineral density threshold is also highest in the final week, indicating that controlled remodelling is taking place. The optimal effective strain thresholds (**c**,**f**) show a similar level of strain in the second week. A large amount of variation with respect to mineral density threshold can be seen in the 1.45 mm group from week 3 onwards, which is likely due to the presence of both unions (which stress shield soft tissue) and non-unions in the group.

The reduction in the effective strain which provoked mineralisation over time (Fig. [1c,f](#Fig1){ref-type="fig"}) represents the stress shielding caused by newly formed bone. The effective strain for the 1.45 mm group was lower in week 6 due to the large number of non-unions, which had significantly less strain in the bone tissue.

Mechanobiology of the surface {#Sec6}
-----------------------------

In order to associate the (re)modelling events on the bone surface with the mechanical stimuli on the surface, the bone surface of the preceding week was extracted from the overlaid binarized images. The state of the surface was recorded, i.e. whether it was a site of formation, resorption or quiescence. The mechanical stimuli were calculated using micro-FE and extracted at the corresponding surface locations. Two thresholds (resorption and formation) were then used to predict the surface state which was then compared to the *in vivo* derived ground truth. Heat plots were generated for each week, mineral density threshold, and VOIs. Only the lower right triangle is occupied as the threshold for resorption and formation cannot overlap. This analysis was performed for all mice in the 0.85 mm group which satisfied the exclusion criteria, using all thresholds and time-points (Fig. [4d](#Fig4){ref-type="fig"}). In the defect, the CCR in the first 3 weeks was approximately 35--37%, this rose to 40--43% by the 6^th^ week (Fig. [5b](#Fig5){ref-type="fig"}). In the VOIs of the cortical fragments, the CCR was initially 50--56% decreasing to 39--40% by the 6^th^ week (Fig. [5a](#Fig5){ref-type="fig"}). At lower mineral density thresholds, for both the defect and cortical fragments, there was a tendency for a higher CCR. Comparing the defect and cortical fragments, it is apparent that the CCRs for both DF + DP and FC + FP approach the same value in the final week (Fig. [5](#Fig5){ref-type="fig"}).Figure 4(**a**) Illustration of ROI definition process: First the first and last intact cortical slice in the imaging plane are found (proximal blue, distal red). These shapes are then interpolated across the defect, providing an estimation of the original periosteum. Rays are then cast from the image boundaries along normals to the major axis of the fragments. Rays which intersect the cortical fragments are classified as being members of FP, while rays which intersects only virtual periosteal surface (red) are classified as being in DP. The DC volume is then determined as the space not occupied by FC, FP or DP. (**b**) The pipeline for FE analysis: initially the load on the femur was determined using load estimation on intact contralateral femurs. These loads were then applied to a coarse FE-model which determined the boundary conditions for the *in vivo* micro-CT model. (**c**) The association between mineralised tissue formation and mechanical strain in the soft tissue, micro-FE analysis is used to calculate the strains in the soft tissue, using the time-lapsed *in vivo* micro-CT images as ground truth ROC analysis is performed determining how effective mechanical strain is as a predictor. (**d**) Association of remodelling events with mechanical strain. Using the micro-FE results for the mineralised tissue a set of thresholds are swept through the strain space classifying formation and resorption events. Using the time-lapsed *in vivo* micro-CT images as ground truth, a correct classification rate for each set of thresholds is determined.Figure 5The highest mean correct classification rates for remodelling events for each week and mineralisation threshold. (**a**) Remodelling events in the fragment VOIs, showing a drop in CCR as the cortices shift from resorption to balanced remodelling. (**b**) Remodelling events in the defect, initially close to random followed by an increase each week post bridging.

Discussion {#Sec7}
==========

The aim of this study was to investigate the mechanical regulation of bone healing in the local *in vivo* environment (L*iv*E) and determine if the tissue-scale stimulus preceding formation of mineralised tissue was independent of global loading of the defect. Our first hypothesis, that the formation of mineralised tissue during bone healing is regulated, at least partly, by tissue scale mechanical stimuli could be confirmed, with up to 91 ± 3.4% of mineralised tissue formation within the defect being predicted by a single threshold for both defect sizes (Fig. [3](#Fig3){ref-type="fig"}). The lack of a significant difference between the optimal *ε*~*eff*~ during the 2^nd^ week post-operative measurement of the 0.85 mm and 1.45 mm defect groups further strengthens this finding and means that we cannot reject the second hypothesis.

While previous studies have focused on qualitative assessment of the mechanoregulation^[@CR21]^, or on two dimensional cross-sectional data^[@CR5],[@CR10],[@CR15]^, this study uses fully three dimensional information and associates a preceding strain with the tissue. In our study, we focused on *ε*~*eff*~ as a classifier. The choice of *ε*~*eff*~ rather than SED is due to the heterogenous nature of the tissues in the healing bone. As SED scales linearly with stiffness, this precluded comparison between regions with different Young's moduli. In contrast, *ε*~*eff*~ is independent of the element elasticity. Previous studies have attempted to divide the mechanical stimuli into either shear and volumetric components or the perfusion of fluid through the tissue matrix and shear^[@CR5],[@CR6]^. However, adversarial testing by Repp *et al*.^[@CR10]^ could not falsify any proposed theory. Nevertheless, Repp *et al*. found that a simple model using only volumetric strain could produce an equivalent healing outcome. In contrast, Epari *et al*.^[@CR32]^ stated that deviatoric strains dominated the mechanoregulation in their studies. The difference between Epari *et al*. and Repp at al. might be explained by the different dominant modes of loading: shear versus compression. Our use of *ε*~*eff*~ combines both deviatoric strains and volumetric strains into a single scalar quantity. As SED has been used extensively for the analysis of bone (re)modelling, using a derived quantity can allow for a unifying theory of both bone repair and (re)modelling.

When considering (re)modelling, the association of (re)modelling events at the surface is comparable to Schulte *et al*.^[@CR33]^, who were able to predict the spatial accuracy of formation and resorption (equivalent to CCR) at 47.6% (SD = 3.3%) in caudal vertebrae of mice compared to the CCR of 42% (SD = 2.4%) in this study. The surface (re)modelling events of the cortical bone initially had a strong association with the mechanical stimuli when compared to bone in the defect. The CCR of cortical bone decreased over the study period, converging with the CCR of the defect (Fig. [5](#Fig5){ref-type="fig"}). We see two potential explanations for this behaviour: Firstly, the cortical VOIs were inactive during the first week (Fig. [2k,l](#Fig2){ref-type="fig"}). Thus, most of the surface was in a quiescent state with a small amount of bone resorption. This reduced the total amount of possible misclassifications as the ground truth has two states rather than three. The amount of (re)modelling activity then increased in the subsequent weeks, hence the CCR decreased as the surface enters a state of balanced remodelling where the amount of newly formed bone is equal to the resorbed bone. Secondly, it is possible that errors in our boundary conditions were lower for the non-healed bone when the majority of load was transmitted through the external fixator and boundary artefacts relating to the screws were lower. In the coarse FE-model, the entire callus is modelled as a homogenous material where the boundary conditions are related to the *in vivo* micro-FE model based purely upon the axial stiffness of the callus. The bending stiffness of the callus is not controlled in either model and is a source of error.

There were several limitations related to this work. The following assumptions were made in our FE models regarding material properties: (i) all materials are linear elastic, (ii) all materials have a homogenous Poisson's ration of 0.3, (iii) all voxels not containing bone have a homogenous stiffness of 3 MPa, and (iv) the boundary conditions are estimated. Regarding limitations (i) and (ii), the first two assumptions are constrained by model size. The largest model had approximately 102 million degrees of freedom and to solve these models in a reasonable amount of time and have a manageable amount of data, we relied upon the linear elastic micro-FE solver ParOSol^[@CR34]^. ParOSol has the restriction that all elements have the same Poisson's ratio. Steiner *et al*.^[@CR13]^ used electro speckle interferometry to strain map sections of calluses to assess the Poisson's ratio of tissues in a healing callus, and while they found high variance in the locally assessed Poisson's ratio, the average Poisson's ratios of cartilage and bone were 0.3, indicating that our assumption is in line with the literature. Regarding assumption (iii), using our micro-CT imaging protocol, it was only possible to differentiate mineralised tissue from non-mineralised tissue. Therefore, the development of soft tissues and their association with the mechanical stimulus was not quantified. Incorporation of MRI data for comparable fixator stiffness and defect size, such as that captured by Haffner-Luntzer *et al*.^[@CR35]^, would allow our analysis to include cartilage formation and more detailed mechanical stimulus in the soft tissue region. Finally considering assumption (iv), the physiological loading of the mouse hind limb is currently unknown. Although a musculoskeletal model of the mouse hind limb has been developed by Charles *et al*.^[@CR36]^, this has not been validated or applied to mouse gait data. Charles *et al*. calculated the maximum moments exerted on a mouse femur. The muscle M. psoas major induces a peak flexion moment of 3 Nmm on the femur. This muscle is inserted into the femur at approximately the same level as the boundary of the micro-FE model used for load estimation. This moment is comparable to the 3.5 ± 0.7 Nmm we calculated using a load estimation algorithm. The prediction of such similar values with two different methodologies lends confidence to the predicted physiological loading presented in this paper.

In summary, we investigated the association between formation of mineralised tissue and the local mechanical stimuli over the course of healing in a mouse femoral defect model. The results indicate that the bone healing process is mechanically regulated at the tissue-scale in the reparative phase. These results also provide both parameters and ground truth to improve and validate fracture healing models in mice. Combinations of the methods presented will reduce animal numbers needed in bone healing studies, through longitudinal monitoring, and allow quantification of mineralisation kinetics and mechanosensitivity. Finally, knowledge of mechanical stimuli at the tissue-scale will allow mouse studies to choose the fixation stiffness and defect sizes which tailor the local mechanical environments to physiologically relevant ranges.

Material and Methods {#Sec8}
====================

Animal model and imaging {#Sec9}
------------------------

All animal procedures were approved by the authorities (licence number: 36/2014; Kantonales Veterinäramt Zürich, Zurich, Switzerland). We confirm that all methods were carried out in accordance with relevant guidelines and regulations (ARRIVE guidelines and Swiss Animal Welfare Act and Ordinance (TSchG, TSchV)). The study comprised of two groups of female C57BL/6 J mice, age 20 ± 1 week (Janvier Laboratories, Le Genest-Saint-Isle, France). In both groups, a femoral defect was created by first stabilising the femur with a radio-translucent external fixator (MouseExFix, RISystem AG, Davos, Switzerland) and then removing a section of bone. One group (n = 10) received a 0.85 ± 0.09 mm defect. The second group (n = 9) consisted of animals from an existing study^[@CR37]^, which had a 1.45 ± 0.16 mm defect. The mice were scanned weekly using *in vivo* micro-CT (vivaCT 40, Scanco Medical AG, Brüttisellen, Switzerland) with an energy of 55 kVp, an integration time of 350 ms and a current of 145 uA with 500 projections. The scanning period was 6 weeks, totalling 7 measurements, including a post-operative scan. To prevent motion artefacts during scanning, the external fixator was secured in a custom designed holder. During all experimental procedures, the animals underwent isoflurane anaesthesia (Induction: 5%, maintenance 2--3%). Analgesia (Tramadol, 25 mg/l; Tramal^®^, Gruenenthal GmbH, Aachen, Germany) was provided via the drinking water during the peri-operative period (two days before surgery until the third postoperative day). Atrophic non-unions, qualitatively assed in the micro-CT scans, served as an exclusion criterion.

Image processing {#Sec10}
----------------

Three dimensional micro-CT images were reconstructed at an isotropic nominal resolution of 10.5 µm. Images were registered sequentially; proximal and distal bone fragments of unbridged defects were registered separately as it was found that small relative movements between proximal and distal bone fragments occurred between measurements, the registration used the algorithm described by Schulte *et al*.^[@CR17]^. After image registration, the images were Gaussian filtered (sigma 1.2, support 1) to reduce noise. The multi-density threshold approach was then applied, whereby images were binarized with thresholds ranging from 395 to 720 mg HA/cm³ in steps of 25 mg HA/cm³. The threshold of 395 mg HA/cm³ corresponded to the lowest value used to segment bone in existing studies^[@CR25]^. The highest threshold was chosen as it allowed the threshold range to encompass 640 mg HA/cm³, the highest value found in the literature^[@CR24]^.

The bone volume was evaluated in four non-overlapping volumes of interest (VOIs) which were created from the post-operative measurement. These consisted of a defect centre (DC), defect periphery (DP), a volume encompassing each both cortical fragments (FC), and the fragment periphery (FP) (Fig. [4a](#Fig4){ref-type="fig"}). These volumes were identified automatically using the following algorithm: The input was the post-operative image binarized with a threshold of 645 mg HA/cm³, which was chosen because it disconnected surgical debris from the cortical fragments. The cortical fragments were found using component labelling. The marrow cavities on each side were flood filled, creating the FC VOI. The cortical surface was taken from the last filled slice of the FC mask and interpolated linearly across the defect. A raytracing approach was implemented, where rays were cast from the image boundaries perpendicular to the axis joining the centre of mass of the cortical fragments. If the ray struck a cortical fragment (Fig. [4a](#Fig4){ref-type="fig"}) all voxels along its path were included in the FP VOI, while if the ray struck the interpolated surface the voxels were then added to the DP VOI (Fig. [4a](#Fig4){ref-type="fig"}). The DC VOI was then determined as the voxel in the image not included in the FC, FP and DP VOIs. The bone volume was quantified for all thresholds. The volumes were normalised to the central VOIs, DC for DP and FC for FP representing the total volume (TV) of intact bone, which can be considered as a target for healing.

Finite element analysis {#Sec11}
-----------------------

The mechanical signal was calculated using three hierarchical FE analyses; (1) Load estimation was used to determine the physiological loading on the intact mouse femur (Figs. [4b](#Fig4){ref-type="fig"}), (2) A coarse finite element model of the bone-fixator system was used to determine the boundary conditions of the femoral defect (Fig. [4b](#Fig4){ref-type="fig"}), and (3) a micro-FE analysis based upon the *in vivo* micro-CT images was used to estimate the tissue-scale mechanical stimuli (Fig. [4c,d](#Fig4){ref-type="fig"}).

Load estimation {#Sec12}
---------------

The physiological loading of the mouse femur was determined using a load estimation method proposed by Christen *et al*.^[@CR38]^. This method uses the underlying microstructure of the bone to determine a combination of load cases, which create a homogenous strain distribution at a physiological tissue loading level.

The loading parameters were estimated from images of intact contralateral femurs of a second cohort of seven female mice (C57BL/6J) from a previously published fracture healing study^[@CR39]^. Samples were scanned and processed *ex vivo* in a desktop micro-CT system (microCT 40, Scanco Medical AG, Brüttisellen, Switzerland) according to the protocol established by Kohler *et al*.^[@CR40]^. The mid-shaft was extracted manually as the region above the lower growth plate and below the lesser trochanter. Two load cases with unitary loads were applied to the mid-shafts: axial compression and a bending moment around the minor axis of ellipticity of the femoral cross-section (Fig. [4b](#Fig4){ref-type="fig"}). The micro-FE analyses for each load condition were then solved using ParOSol^[@CR34]^, using a 1:1 conversion of voxels to elements. The load estimation algorithm was then used to determine the physiological loading applied to the shaft.

Coarse finite element model {#Sec13}
---------------------------

To translate the organ-scale loads to the tissue-scale in the *in vivo* micro-CT model, a coarse finite element model was created containing the external fixator and the femoral mid-shaft. The central section of the mid-shaft was replaced with a material representative of the *in vivo* micro-CT model. The model was solved using ABAQUS V6.11 (Dassualt systems, Vélizy-Villacoublay, France). The boundary conditions consisted of the load and bending moment determined using the load estimation. All elements were linear elastic, bone stiffness was 14.8 GPa and a Poisson's ratio of 0.3 was used^[@CR41]^. The femoral mid-shaft was modelled as elliptical tubes, with a thickness of 0.2 mm and a minor and major axis of 1.0 mm and 2.0 mm respectively. The fixator was modelled on the MouseExFix system used in the study. The model of the entire system consisted of approximately 250,000 elements. The validity of this model was verified through comparing the simulated stiffness to mechanical compression experiments of the external fixator implanted into PMMA cylinders with an empty defect (Supplementary Fig. [S1](#MOESM1){ref-type="media"} and Supplementary Table [S1](#MOESM1){ref-type="media"}).

Estimation of *in vivo* strains {#Sec14}
-------------------------------

For each mouse and time-point a micro-FE model was created. Each model combined the thresholded images, where HA-equivalent mineral densities were converted to a Young's modulus using a linear relationship^[@CR42],[@CR43]^ with a value of 14 GPa corresponding to 720 mg HA/cm³, the highest level of density segmented, while 395 mg HA/cm³ corresponded to 4 GPa. The background of the image was given a value of 3.0 MPa to represent soft tissue^[@CR44]^. The stiffness of the defect was determined by applying a simple compression of 1% displacement to the cortical bone and the marrow cavity. Using the coarse model, physiological displacements at the image edges could be determined and applied as boundary conditions. The mechanical stimulus used was effective strain was calculated as described by Pistoia *et al*.^[@CR45]^. The micro-FE models consisted of approximately 25 million elements, totalling 75 million degrees of freedom, which were solved with the parallel solver ParOSol^[@CR34]^. Simulations were run on Piz Daint, a Cray XC30/40 system at the Swiss National Centre (CSCS), utilising 8 nodes and 144 cores with a solution time of approximately 5 minutes per analysis.

Analysis of mechanobiology of bone healing {#Sec15}
------------------------------------------

To associate bone formation with the mechanical stimuli within the defect, a receiver operating characteristic analysis (ROC) was applied (Fig. [4c](#Fig4){ref-type="fig"}). In our application of ROC, the ground truth was created by overlaying binarized images where newly mineralised bone was identified as condition positive, while tissue which did not mineralise was condition negative. The ROC curve was created via sweeping a threshold through the *ε*~*eff*~ space, values above the strain threshold were classified as bone while below were considered soft tissue. The comparison to the ground truth created the ROC curve (Fig. [4c](#Fig4){ref-type="fig"}). The analysis was performed in the DC and DP volumes. This process was repeated for each mouse, time-point and mineral density threshold. Due to the large amount of data, the analysis was summarised in terms of area under the curve and the true positive rate selected was the furthest from the random classification line at 45°.

Analysis of mechanobiology of callus remodelling {#Sec16}
------------------------------------------------

On the bone surface, the prediction of sites of formation, resorption and quiescence using the preceding effective strain was interpreted as a multi-class classification problem. The classifier function *f*~*j*~ consisted of two thresholds, as shown in Eq. ([1](#Equ1){ref-type=""}). The lower threshold classified the sites of resorption (*T*~*R*~), and an upper threshold classified the sites of formation (*T*~*F*~), values between the thresholds were classified as quiescent.$$\documentclass[12pt]{minimal}
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This classifier corresponds to the simplest possible mechanostat model, having just two parameters (*T*~*R*~ *and T*~*F*~)^[@CR46]^.

The bone surface was defined as the interface between the bone and the background using a 3D 'von Neumann' neighbourhood with a radius of 1 voxel^[@CR47]^. The ground truth *G* was determined with sites of formation defined as the interface between quiescent and newly formed bone. Sites of resorption were defined as the interface between resorbed bone and the background, while the quiescent surface was the interface between quiescent bone and the background. The predicted states were then compared to the ground truth and a category-wise normalised confusion matrix *C*, Eq. ([2](#Equ2){ref-type=""}), was generated.$$\documentclass[12pt]{minimal}
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Diagonal entries are analogous with true positive rate, while off diagonals are false negatives and positives. The trace of the normalised confusion matrix indicates the overall performance for all categories. The normalisation step compensates for differences in the number of surface voxels in each category (formation, quiescence and resorption), and thus gives all events equal weighting. An exhaustive analysis comparable to ROC was performed in which both thresholds were swept through the strain space generating two dimensional heat charts (Fig. [4d](#Fig4){ref-type="fig"}). The colour represents the trace of the confusion matrix divided by three to give an average correct classification rate (CCR), as described in Eq. ([3](#Equ3){ref-type=""}).$$\documentclass[12pt]{minimal}
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This analysis was performed for each mineral density threshold level, and the maximum CCR was determined for each image and time-point.
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