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Abstract: There is increasing demand in modern day business applications for communication
networks to be robust and reliable due to the complexity and critical nature of such applications.
As such, data delivery is expected to be reliable and secure even in the harshest of environments.
Software-Defined Networking (SDN) is gaining traction as a promising approach for designing
network architectures which are robust and flexible. One reason for this is that separating the
data plane from the control plane, increases the controller’s ability to configure the network rapidly.
When network failure events occur, the network manager may trade-off the optimality of the achieved
network reconfiguration with the responsivenss of the reconfiguration process. Responsiveness may
be favoured when the network resources are under stress and the failure rate is high. We contribute
SDN recovery methods that leverage information about the structure of the network to expedite
network restoration when a link failure occurs. They operate by detecting community-like structures
in the network topology and then they find alternative paths which have low operation and
installation costs using this information. Extensive simulations are conducted to evaluate the
proposed SDN recovery methods using open-source simulation tools. They provide evidence that
the proposed approaches lead to performance gains when an alternative path is required among a set
of candidate paths.
Keywords: software-defined networking; openflow; failure restoration; failure recovery; fault
management; link failure
1. Introduction
Software-Defined Networking (SDN) has emerged as a promising approach for defining
network architectures that are highly adaptable and robust. Realising the demands of the future
Internet is becoming more attainable. SDN was conceived at Stanford University as a clean
slate approach [1] to redesign the network architecture and to facilitate the evolution of the
future Internet. In a SDN, the data and control planes are physically decoupled which results in
a network consisting of—(1) a centralised controller that maintains a global view of the network
state, and (2) simple forwarding elements whose packet forwarding behaviour is dictated by the
controller. Due to its programmable interfaces, SDN offers new opportunities to implement new
routing strategies, customised traffic engineering, dynamic allocation of network resources and
many other programmable functionalities. In other words, SDN opens the door to accommodate
network innovations. So far, some leading companies such as Google, Microsoft and Huawei have
employed SDNs in their data centers and in the near future SDN is expected to play a part in
5G [2]. As with any new innovation, SDN faces several challenges such as those related to the
management of network failures and the reconfiguration of the network by updating the network
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architecture [3]. Network elements, such as forwarding devices and links, are susceptible to failure
incidents. As a consequence, network facilities like routing will be harmed. Recovery from failure
can be achieved either proactively, which is also called protection, or reactively, which is also called
restoration [4]. In protection, the alternative solution is pre-planned and reserved before a failure
occurs. However, in restoration, the solution is not pre-planned and needs to be calculated dynamically
(on demand) when a failure occurs.
On one hand, protection mechanisms are expensive [5] as they require two paths to be installed
for each flow and this could overwhelm critical network resources such as switch Ternary Content
Addressable Memory (TCAM). Moreover, the backup path may not be available when it is needed.
The backup path could fail earlier than the primary one. On the other hand, restoration mechanisms
are time consuming as the network controller will first need to calculate an alternative path and then
install the flow entries (i.e., forwarding rules) in the relevant switches. The time required to reconfigure
the network includes two factors: (1) the time to calculate a new path and (2) to update the switches on
the new path. In this paper, we focus on restoration techniques. Our main aim is to accelerate network
recovery from a single link failure in large scale networks by reducing the duration of the network
updating process, speeding up network restoration. Our SDN recovery methods exploit the inherent
structured nature of networks to find a quick solution when a link failure is detected.
This paper is organised as follows—in Section 2, various SDN fault management techniques are
presented and discussed. In Section 3, we introduce our network model along with the proposed
methods. We then illustrate the proposed framework to tackle link failures using the proposed
methods in Section 4. Simulation and experimental results are presented in Section 5 and we conclude
by outlining our future work. Finally, the summary of this paper is provided in Section 6.
2. Related Work
Link failures, which last for different time periods and have different causes, take place in everyday
network operation [6]. For example, an evaluation of the susceptibility to link failure of business
critical processes in a data-centre, which manages 75% of Europe’s flight bookings, was undertaken
in Reference [7]. A crucial finding was that susceptibility to link failure was intrinsically linked to
the network topology. Although much research in the literature has been dedicated to considering
this issue from different perspectives (analysis, characterization, evaluation and recovery), the new
network architecture of SDN requires more investigation. We discuss some recent works which are
related to our proposed SDN recovery approach.
In References [8,9], the authors discussed the possibility of achieving carrier-grade reliability.
This was defined as having the ability to recover from failures within 50 µs. These approaches were
based on following the loss of signal to ascertain if there were changes in the network topology such
as failures. When a notification about link failure was received by the controller, the controller
identified the affected paths, it calculated alternative paths, and finally, it sent the appropriate
flow modification instructions to the switches. Evaluations were carried out by both studies using
small-scale networks, which consisted of 6 and 14 nodes. These studies demonstrated that recovery
times of less than 50 µs could be achieved, satisfying the targets set for evaluating carrier-grade
reliability. However, the authors conceded that the restoration time also depended on the number
of flows (i.e., rules) that needed to be modified in the affected path, therefore, the recovery time
was far from the carrier-grade threshold in some of their experiments. It is a significant challenge
to meet the carrier-grade reliability requirement posed by large-scale networks. The authors did
not take into account the correlation between the path length and the recovery speed. In addition,
they did not attempt to reduce the operations required to set-up the backup paths. The authors of
Reference [10] proposed a restoration scheme called Automatic Failure Recovery for OpenFlow (AFRO),
which worked in two phases, namely, record mode and recovery mode. In record mode, AFRO recorded
all the controller-switch activity (e.g., PACKET-IN and FLOW-MOD) in order to create a clean state copy
of the network when no failure was experienced. When a failure occurred, AFRO switched to the
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recovery mode. This was followed by generating a new instance of the controller (a shadow controller).
This copy was a copy of the original state but it excluded the failed elements. Then, all the recorded
events were replicated for the sake of installing the different rule-set between the original and shadow
copies. The authors produced a prototype of AFRO, however, the study lacked any simulation results
and/or measurements to show the effectiveness of AFRO. Moreover, the process of switching from
record mode to the recovery mode required time, which had the potential to cause service disruption.
The network resilience achieved by the approach in Reference [11] was given as the reason for the
convergence delay experienced after failure events. Speed of fail-over was attributed to two parameters:
(1) the distance between the controller and the site of failure; and (2) the length of the alternative
path that was computed and then installed by the controller. The authors increased the speed of
failure recovery by deploying multiple centralized controllers to enable the dynamic computation of
end-to-end paths; this innovation also had the benefit of increasing the resilience and the scalability
of the solution. This work did not take into account the time required for the recovery process.
Instead failure detection was accelerated.
CORONET was introduced in Reference [12] to achieve fast network recovery from multiple
data plane link failures in SDNs. CORONET was based on slicing the network into VLANs so
that the ports of physical switches were mapped to different VLAN IDs. A route planning module
computed multiple link-disjoint paths using Dijkstra’s algorithm [13]. When one or more link failures
occurred the controller used a set of pre-computed paths to assign an alternative route to address
the link failure(s). A secondary benefit of CORONET was that calculated disjoint paths could be
used to perform load balancing. Dynamic load balancing was achieved by using different paths in
a round-robin manner based on monitoring reports from a traffic monitoring module which performed
traffic analysis. The system was prototyped using the NOX controller and it is compatible with the
standard OpenFlow protocol.
In Reference [14], the authors proposed HiQoS, a SDN-based solution that finds multiple paths
between the source and destination nodes to guarantee certain QoS constraints such as bandwidth,
delay and throughput. HiQoS used a modified Dijkstra algorithm to learn the multiple paths required
to meet the QoS requirements. Not only could the QoS be guaranteed with HiQoS, but also a fast failure
recovery could be achieved. This is because when a link failed it caused a truncation or interruption
in some paths. The controller then directly selected a working path from the already computed ones.
The authors compared the performance of HiQoS, which supports multiple paths, against MiQoS,
which is a single path solution, and experiments showed that HiQoS outperformed the MiQoS in terms
of performance and resilience to failure. Unfortunately, the authors did not provide a deep explanation
of how the proposed method accelerated the restoration and reduced the recovery time.
The authors introduced the Smart Routing framework for SDNs in Reference [15], which allowed
the network controller to receive forewarning messages about failures and therefore to reconfigure
the potential paths before failure incidents occurred. However, this technique required historical
data. This data may not be available in scenarios that do not require pre-existing infrastructure,
for example, ad-hoc networks. In this scenario it is difficult to motivate the use of Smart Routing.
Several studies like those in References [16–18] have addressed the problem of optimising failure
restoration as an Integer Linear Program (ILP). However ILP-based approaches may be slow to
converge in large-scale networks [19]. In practice, achieving fast recovery would require faster solvers.
In References [20,21], the authors considered the problem of path-switching latency in heterogeneous
networks, where nodes had different specifications. The proposed method selected alternative paths
based on the switches which had the shortest processing time. However, the proposed approach
was tested on a small-scale network. Also, the study did not discuss the cost associated with the
improvements achieved by the method.
Notwithstanding our previous discussion on multi-controller solutions, SDN is traditionally
a centralised networking architecture. One of the main responsibilities of its central point, the controller,
is to maintain the routing tables of all the nodes that reside on its domain. Network forwarding
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elements potentially operate in harsh environments, such as unreliable wireless sensor networks,
where failure rates are high, causing frequent changes in the network topology [22]. Similarly,
the forwarding elements might operate in dynamic environments where the installed rules have
to be updated frequently, for example, every 1.5 to 5 s [23]. In such a case, the re-routing activities
need to take place quickly in order to cope with the frequent changes. In other words, searching for
optimal solutions might be costly in terms of installing and updating rules considering that the lifespan
for such rules may be short. Although the amount of research conducted in the area of SDN fault
management is growing, most of the contributions so far have focused on replacing the affected paths
with new optimal ones. In this paper, the main goal is to accelerate the set-up of alternative paths in
order to facilitate fast switch-over.
We can summarise the contributions of this paper as follows.
• A Community Detection (CD) approach is proposed where the network topology is divided into
a number of communities, which we denote N. The aim is to find the alternative paths within
a sub-graph (i.e., community) rather than the whole graph.
• A Path Anatomy (PA) approach is proposed in which the affected path is tackled partially rather
than from end-to-end.
Our contributions enhance the reactiveness of SDN fault management. We achieve this reactivity
by reducing the number of rules that must be replaced. This, in turn, lowers the number of nodes that
need to be updated and therefore, speeds-up the switch-over.
3. Proposed Path Recovery Methods
3.1. Network Model
We start by outlining the notation used in the paper. Due to the nature of communication
between appliances, an undirected graph is widely used to model the status of computer networks [24].
A graph, G, is defined as, G = (V, E), where V represents the finite set of nodes (i.e., routers) in G, and E
represents the finite set of bidirectional edges (i.e., links) in G that connect the nodes to one another.
The set of all edges in a graph is a 2-element subset of nodes, E ⊆ V ×V. A path P is a sequence of
nodes (r1, . . . , rd). Pairs of nodes in a path are members of the edge-set, (ri , ri+1) ∈ E, ∀1 6 i < d− 1.
Here, r1 and rd are called the source and destination nodes of P, respectively. A path, P, is simple if it
contains no loops. The length of P is the sum of the weights (costs) of its constituent edges; that is
ω(P) = ∑ri ,ri+1∈P ω(ri , ri+1). The shortest path from r1 to rd is the path with the shortest length in the
set of all available paths between r1 and rd, Pmin(r1, rd). We use the hop count to measure the distance
between r1 and rd, which means that all edges have equal weighting, ∀(ri , ri+1) ∈ E : ω(ri , ri+1) = 1.
In this paper, Dijkstra’s algorithm [13] is used to find the paths with the minimum hop count.
3.2. Community Detection-Based Approach
Community Detection (CD) considers that groups of nodes that share common properties can be
represented as communities [25]. Here each community is defined as a subgraph whose nodes are
densely connected, but sparsely connected with the rest of the network [26]. Many algorithms have
been proposed to discover community structures in networks such as the Louvain algorithm and the
Girvan and Newman algorithm [27]. Figure 1 shows a synthetic network on the LHS and a representation
of the network on the RHS which consists of three non-overlapping communities which are detected
using a community detection algorithm. Each community only has two inter-community links whereas
nodes within communities are densely connected.
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Figure 1. Illustration of community detection and graph partitioning process: A good solution (RHS)
has a high number of links between members of the same community and a low number of links to
other communities.
Community detection has been utilised to resolve various kinds of network-related problems such
as routing and data forwarding [28,29]. We use the concept of a community as an approach to improve
the speed that an SDN is restored by accelerating the process of failure recovery. By dividing the
network graph G into N communities, we make the assumption that when a link failure event occurs,
only one community will suffer from that particular failure. If this is the case, the other communities
will continue working properly, since no failure is experienced in their domain. The assumption
that only one community is affected is reasonable in a large proportion of the cases of link failure.
This assertion is true because the criteria that we use to partition the network into communities is link
density, and thus, as the density of edges between nodes in the community is higher than the density
of inter-community edges, and if the link failure probability is uniform, link failure events are more
likely to be confined within one community. It is worth bearing in mind that link failure probabilities
will not in general be uniform. In this case the link failure probability may also be incorporated into
the community detection process to address this problem. We assume that the link failure distribution
is uniform. At the moment of link failure, only the community that includes the affected link will be
considered in order to find a path recovery solution. The advantage of our approach is that instead
of searching for an alternative path from end-to-end within an entire graph, G, we only consider the
problem within a single community.
3.2.1. CD Model
The number of communities extracted by a community detection algorithm depends on the
network topology structure and the parametrization of the community detection algorithm. We define
the set of communities which partition the network graph as C ⊆ G, where C = {ci , ci+1, . . . , cN},
∀1 6 i 6 N, and where N is the number of communities. Each individual community ci ∈ C consists
of a subset of the graph node-set and the graph edge-set:
ci = (Vi , Ei) | Vi ⊆ V ∧ Ei ⊆ E (1)
A path, P, between a source and destination, which traverses K communities, starting at the
source router, r1,ci , ending at the destination router, rd,cd , and passing through the intermediate nodes,
ri,cj and ri+1,cj , for ci , cj, cd ∈ C is
P = {r1,ci , . . . ri,cj , ri+1,cj , . . . rd,cd} (2)
The set of learned communities is mutually exclusive. The intersection of the node-set of
community ci and community cj is the empty set. The intersection of the edge-sets of these two
communities is also the empty set,
∀ci , cj ∈ C | ci = (Vi , Ei) ∧ cj = (Vj, Ej) ⇒ (Vi ∩Vj = ∅) ∧ (Ei ∩ Ej = ∅) (3)
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A failed link, a 2-router sub-path, FCD , in P is
FCD = (ri,ci , ri+1,ci ) | ∃ci : ci = (Vi , Ei)∧ FCD ∈ Ei (4)
This definition of FCD considers only those cases where failed links are always of
an intra-community type. In other words, we assume that consecutive routers in a path, for example
ri and ri+1, must be in the same community,
@FCD = (ri,c1 , ri+1,c2 ), c1 = (V1, E1), c2 = (V2, E2) | c1 6= c2 ⇒ ri,c1 ∈ V1 ∧ ri+1,c2 ∈ V2 (5)
The set of all Dijkstra-based solutions for a given network topology (V, E) is denoted
PDset = {P | ∀ r1, rd ∈ V : P = D(P r1 ,rd )} (6)
where P r1 ,rd represents the set of all possible paths between any two particular nodes, that is, r1 and
rd. When we apply Dijkstra’s algorithm to G, we denote the solution Dg, and when it is applied
to a community c the solution is denoted Dc. The network’s diameter quantifies the length of the
shortest path between the two most distant nodes. The shortest path between the two most distance
nodes is called the longest-shortest path. The function L(P), takes a set of paths, P , as its argument,
to determine the longest-shortest path.
L(PDset) = x, s.t. x ∈ PDset ∧ ∀y ∈ PDset : len(y) 6 len(x) (7)
If there is more than one longest-shortest paths in PDset, we pick one randomly. The case of the
longest-shortest path is of particular interest. It represents the worst case scenario in terms of the
number of rules that need to be updated by the controller as a result of the need for modification.
3.2.2. CD Example
A schematic example is provided to clarify the strategy of our community detection-based
approach. The European Reference Network (ERnet) [30] topology, which has 37 nodes and 57 edges
is used as a case study. We use different coloured regions in Figure 2 to illustrate the non-overlapped
communities, which were learned by the Girvan and Newman algorithm [31]. Consider the path
between Dublin and Sofia. The least cost path between these two nodes is through the route:
Dublin–London–Paris–Lyon–Marseilles–Rome–Zagreb–Belgrade–Sofia
Now, let us assume that the link Paris–Lyon fails. After discovering the change in the network
topology due to the failure, the network controller is required to calculate a new path and to update
the network. As the selected path passes through 4 communities, yellow, orange, red and blue, this means
that only one community needs to be considered in order to find an alternative path. In this case,
only the affected segment of the path, which passes through the orange community, will be involved
in the process of rule replacement and updating. To update the rules, the proposed solution finds
the shortest path between the two routers on both sides of the failed link, that is, between Paris
and Lyon. Therefore, the controller only needs to replace and update four routers of the sub-path
(Paris–Strasbourg–Zurich–Lyon). The rest of the nodes, which are distributed over the other
communities, remain in the same configuration and order.
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Figure 2. Running community detection on the European Reference network topology (ERnet) yields
five communities. Colours followed by pairs of integers denote the names of the communities and the
number of inter and intra community links. For example the red community has 4 inter community
links and 7 intra-community links, Red (4,7). The remaining communities are summarized: Blue (5,9),
Green (4,8), Orange (8,10) and Yellow (4,6).
3.3. Path Anatomy-Based Approach
In Section 2, we discussed techniques that pre-computed backup disjoint paths to deal with failure
events. The controller first removed the entire set of old flow entries on the affected path and then
installed the required rules for the alternative path. This process is time-consuming when the length
of the affected path is long. A network Path Anatomy (PA) is a potential solution to this problem.
A network PA partitions a path instead of partitioning the graph. An illustration of how this works for




Figure 3. In a path anatomy the sequence of routers that form the path can be partitioned into two
sub-paths which have equal length. Recovery can be achieved by either reconfiguring the flow tables
associated with the half of the path which contains the failure, or the link which has failed.
This sequence of adjacent routers has some middle router(s), which are denoted rm. The path P
can be divided into two segments. Finding a new path from r1 to rd in order to overcome the failure
may not be an effective solution. This is because the cost of rule replacement and updates can be high.
A PA overcomes this problem. We outline two schemes to implement a PA-based approach. The first
one uses the middle routers of P to consider two parts (i.e., sub-paths), one of them is running and the
other is not (due to a failure for example). This means that one segment of the affected path can still be
utilised as is and the operation cost to update that segment is zero. In the second scheme, instead of
replacing the faulty segment of the path with a new sub-path, the search space for an alternative path
is reduced to be only between the two nodes surrounding the failed link. The second approach finds
an alternative path between the two nodes of the failed link. Searching for an alternative sub-path
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rather than an end-to-end path means that the proposed solution makes the search space smaller and
the makes the rule update time shorter. We continue by describing these schemes.
3.3.1. PA Model
We define the function, mid(·), which takes a path P as its argument, to determine the middle
point of the path P. We also introduce the function Next(·), which operates on a sequence of nodes
(a1, . . . , an) and returns the next node in the sequence relative to a second arugment which is a node in
the sequence, ai. For example,
ai+1 = Next((a1, . . . , ai , ai+1, . . . , an), ai) (8)
for any i ∈ {1, . . . , n− 1}When the next node is not a member of the input sequence of nodes the
output is the empty set. For example,
∅ = Next((a1, . . . , ai , ai+1, . . . , an), an) (9)
Similarly, the function Prev(·), which also operates on the sequence (a1, . . . , an) and takes a reference
node as its second input, computes the previous node relative to the reference node, ai.
ai−1 = Prev((a1, . . . , ai−1, ai , . . . , an), ai) (10)
for any i ∈ {2, . . . , n}. The result achieved is the empty set, when the reference node passed to Prev(·)
leads to a solution which is not in the sequence argument, for example,
∅ = Prev((a1, . . . , ai−1, ai , . . . , an), a1) (11)
The function mid(·) is now defined as
mid(P) =

{rm, Next(P, rm)} if len(P)%2 = 0
where m = len(P)/2 and len(P) 6= 2
{rm} if len(P)%2 = 1
where m = (len(P) + 1)/2
∅ if len(P) = 2
(12)
The output of mid(P) is called M for simplicity. The middle point represents a set consisting of either
the two middle nodes in a path, in the case where the length of the path is even, or a single middle
node, when the length of the path is odd. A path of length 2 has an empty middle point set. Using
the function Next(·), we introduce functions that determine the first and second part sets of a path P
relative to router ri ∈ P. The function Below(·) denotes the first part of a path, and Above(·) denotes
the second part of a path.
{r1, ..., Prev(P, ri)} = Below(P, ri) (13)
{Next(P, ri), ..., rd} = Above(P, ri) (14)
Both Below(P, r1) and Above(P, rd) return the empty set. Using these functions, we define a failed link




(ri , Next(P, ri)), where i 6= d
if the link between ri and Next(P, ri) fails
(Prev(P, ri), ri), where i 6= 1
if the link between Prev(P, ri) and ri fails
(15)
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The above definition expresses failures in two cases, both with respect to a node, ri. The first
failure is in a link with a node following ri, whereas the second is in a link with a node preceding ri.
3.3.2. PA Example
A schematic example is provided to clarify the strategy used by the path anatomy approach.
We re-use the ERnet topology in Figure 2, however, the coloured layer is discarded. Consider the path
between Dublin and Sofia. The least cost path between these two nodes is through the route:
Dublin–Glasgow–Amsterdam–Hamburg–Berlin–Prague–Budapest–Belgrade–Sofia
As this path has 8 hops and is of length 9, its middle point is Berlin. Let us assume that the link
Hamburg–Berlin fails. The recovery procedure reacts to the failure by asigning the two affected nodes
to the failed link set, FPA . The controller then treats the failure using the first or the second PA scheme.
In the case of the first scheme, the retrieved alternative sub-path will be:
Dublin–Glasgow–Amsterdam–Hamburg–Frankfurt–Munich–Berlin
Note that the change affects only part of the original path, its first half (between Dublin and Berlin),
where the failure has occurred. However, using the second scheme, the alternative sub-path returned
will instead be:
Hamburg–Frankfurt–Munich–Berlin

























































Figure 4. Proposed framework components: the primary contribution of this paper lies in the
Community Detection and the Path Anatomy blocks. Openflow is used on the southbound interface
and POX python APIs are used on the northbound interface. The framework components are labelled
with the algorithms that describe their function.
4. Path Recovery Framework and Algorithms
Four path recovery algorithms are described. Algorithm 1 does not use community structure to
determine the best recovery path. Algorithm 2 forms the recovery path by considering the community
in which the failed link lies. Algorithms 3 and 4 use the PA approach to determine recovery paths.
The implementation code of the current framework is made available on the GitHub platform
(https://github.com/Ali00/SDN-Restoration). We start by introducing our system framework,
which makes components available to the recovery algorithms. Then we describe the 4 recovery
algorithms. Figure 4 illustrates the main components of our framework. The two components, that
is, Community Detection and Path Anatomy, are the main contributions of this framework. We describe
the components used in this framework below.
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4.1. SDN Controller
The SDN controller represents the network’s brain. It is where the intelligence and decision
making is performed by the framework. We use the POX controller as it facilitates fast prototyping [32].
The standard OpenFlow protocol [33] is used as a southbound API for establishing the communication
between the data and control planes, whereas the set of POX APIs is used on the northbound interface
for developing various network control applications.
4.2. Topology Parser
The topology parser is responsible for fetching the underlying network topology characteristics
and building a topological view with the aid of the POX openflow.discovery [34]. In order to represent the
network topology as a graph, G, we utilised the NetworkX [35] tool in order to be able to manipulate
and simplify the underlying topology.
4.3. Global Recovery Scheme
The set of steps that the SDN controller takes after detecting a data plane link failure are
determined by the global recovery scheme component. When an OpenFlow controller reports a failure
status, the failed path is first identified before the SDN controller installs a backup path that detours the
disrupted flows and achieves the recovery of the network. These steps are described as follows. First,
a clear command is sent to all of the involved routers that belong to the failed path. Then, an alternative
path is computed from the source router r1 to the destination router rd (lines 1-2 of Algorithm 1).
Finally, the computed flow entries of the alternative path are forwarded to the relevant routers. This
end-to-end algorithm is included to serve as a useful and reasonable benchmark algorithm to compare
with our contribution. It does not exploit community structure to ensure rapid recovery.
Algorithm 1 Find the shortest path with Dijkstra from End-to-End based on Graph G
On Normal : Set Primary Path as Pmin ∈ P r1 ,rd
On Failure : Do the following procedure
P r1 ,rd := P r1 ,rd − {Pmin}
Pmin := Dg(P r1 ,rd )
4.4. Community Detection
The community detection component is composed of a community finder sub-component and
a community detection-based fault handling sub-component which form crucial components of
Algorithm 2.
Algorithm 2 Find the shortest path with Dijkstra on the basis of either G or the affected community (cj)
On Normal : Set Primary Path as Pmin ∈ P r1 ,rd
On Failure : Do the following procedure
if FCD = (ri,cj , ri+1,cj ) then
if Dcj (P ri,cj ,ri+1,cj ) has a path then







The community finder creates a virtual partition of the network topology graph, G, into C
(i.e., sub-graphs) using the community detection algorithm, Girvan and Newman [31]. The communities
may have different sizes. We desire that the graph, obtained by the topology parser, is partitioned so
that the members of communities that are formed as a result of the partition of the network are densely
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connected. This dense interconnection property is one of the main features of the Girvan and Newman
algorithm. By using this algorithm, the dense inter-connectivity in each community provides multiple
alternative paths that can be utilised when failure events occur. We rely on the implementation of the
Girvan and Newman algorithm in Reference igraph [36] to partition G.
4.4.2. CD-Based Fault Handling
Based on the global view of the underlying topology that is constructed from the topology parser,
the community detection-based fault handling module is responsible for determining the demand paths
that carry the flows across the network. Invocation of the route finder occurs in two situations: (1) when
a new packet arrives on the network and the calculation of a new path is required; (2) when a failure
occurs and it is necessary to recalculate the path for an existing path. Two algorithms are developed
to obtain the shortest path based on Dijkstra’s algorithm to meet the needs of these two use-cases.
In our approach, the community-based algorithm tackles failures based on the affected community,
for example, cj ∈ C, instead of recalculating paths based on the the whole graph G (cf. lines 2–3 of
Algorithm 2). Currently, Algorithm 2 takes advantage of the community based approach when a failure
occurs within a community and it falls back on the Global recovery approach when the failure occurs
on links between communities, as a future development the framework will be extended to include the
inter-link failure among the set of communities. The worst case computational complexity of Dijkstra’s
algorithm bounds the computational complexity of Algorithms 1 and 2. Using a Fibonnaci heap
the worst case computational complexity for the entire graph G is O(|E|+|V|log(|V|)). An appealing
property of our approach is that when community detection is performed the node and edge-sets within
the communities are much smaller than the node and edge sets for the entire graph. The worst-case
computational complexity in the case of a failure is much lower in Algorithm 2 as Dijkstra’s algorithm
is only run on the sub-graph contained within a community. In comparison, when Algorithm 1 is
used in the case of a failure, the entire graph, G, is considered in the Dijkstra update step. This is
because Algorithm 2 performs Dijkstra’s algorithm based on the affected community in order to learn
an alternative path rather than on whole the graph, as in Algorithm 1. The relationship between the
computational complexity saving for the worst-case scenario for the entire graph and a community ci
is expressed as:
O(|E|+|V|log(|V|)) > O(|Ei|+|Vi|log(|Vi|)) : |V|> |Vi|∧|E|> |Ei| (16)
As the number of communities detected in the graph increases, the left-hand-side of this inequality
dominates. On the other hand, if too many communities are detected the range of alternative paths
available to Algorithm 2, to determine an alternative path is restricted. In the worst it may not be
possible to determine a better path within the community.
4.5. Path Anatomy
The path anatomy component is comprised of two path anatomy-based fault handling schemes
which are described in Algorithms 3 and 4.
4.5.1. PA-Based Fault Handling (Scheme 1)
Scheme 1 is based on the concept of the middle router and given in the listings in Algorithm 3.
The set of middle points of a path P is denoted as M = mid(P). Relative to M and assuming that
a path deals with one link failure at a time, this failure can be located in either the Above(P, M)
or Below(P, M) sides of the path. Link failure can occur on both sides of the point M in Figure 3.
However, in this paper, we do not consider the case of simultaneous failure in both sides of the path.
Therefore, we assume that failures do not occur instantaneously, and thus, when the first failure occurs
it is dealt with, and then when the second failure occurs it is dealt with. Extending the definition of FPA
to include multi-failure scenarios so that multiple failure can be treated in batch without significantly
Appl. Sci. 2020, 10, 3411 12 of 24
increasing the computational complexity, will be considered in future work. In our current approach,
the controller is notified about the failed link, and routers on both sides of the failed link are added to
the failure set FPA . When the failure set is the null set, FPA 6= ∅, Algorithm 3 detects the position of the
failed link; whether it is above or below M. Once this is done, the affected side is replaced by a new
sub-path, which is typically from either r1 to M or from M to rd. As a result, a minimum of half of the
flow entries do not need to be replaced.
Algorithm 3 Find the Shortest Path with Dijkstra’s from End-to-Mid in a Graph G
On Normal : Set Primary Path as Pmin ∈ P r1 ,rd
On Failure : Do the following procedure
if {rm1 , rm2} = mid(P) then
if ri ∈ FPA ∧ ri ∈ Above(P, rm1 ) then
Pmin := Dg(P rm2 ,rd )
end
if ri ∈ FPA ∧ ri ∈ Below(P, rm2 ) then
Pmin := Dg(P r1 , rm1 )
end
else if {rm} = mid(P) then
if ri 6= rm then
if ri ∈ FPA ∧ ri ∈ Above(P, rm) then
Pmin := Dg(P rm ,rd )
else
Pmin := Dg(P r1 ,rm )
end
end
if ri = rm then
if Next(ri) ∈ FPA then
Pmin := Dg(P rm ,rd )
else






4.5.2. PA-Based Fault Handling (Scheme 2)
This scheme focuses on reducing the number of replaced segments within the faulty path and
is given in the listings in Algorithm 4. It is a special optimised case of scheme 1, which attempts to
find a loop-free shortest path between the routers on both sides of the failed link, that is, between the
two nodes of FPA . This is useful because not replacing a full section of a path releases some of the
non-affected rules. Only two rules need to be removed. They are located in the routers of the failure set.
Thus, the algorithm guarantees that the minimum number of rule modifications are made. The total
number of added rules usually depends on the network topology structure.
Algorithm 4 Find the Shortest Path with Dijkstra’s from Node-to-Node in a Graph G
On Normal : Set Primary Path as Pmin ∈ P rs ,rd
On Failure : Do the following procedure
rn := Next(P, ri)
rp := Prev(P, ri)
if (ri , rn) = FPA then
Pmin := Dg(P ri ,rn )
end
if (rp , ri) = FPA then
Pmin := Dg(P rp ,ri )
end
5. Experimental Evaluation
Three parameters are important when evaluating the cost of selecting alternative paths using the
recovery schemes presented in Section 4. We evaluate our approaches for achieving rapid restoration
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of SDNs in the event of link failures and compare them with the global approach using the headings:
(1) length, (2) operation and (3) latency. The length of a proposed solution indicates the number of hops
associated with the new path found by the recovery solution in the event of a link failure. A solution’s
operation cost measures the required number of operations to set-up the new path. Typical operations
include addition, removal and modification of flow entries. The latency measure indicates the time
required to install the alternative path. To evaluate the algorithms with respect to these parameters for
different scenarios we constructed networks with different diameters and densities and also numbers
of nodes and edges. Table 1 summarizes the statistics of the networks considered. We continue by
describing the environment used to evaluate path recovery approaches. Simulation results are then
presented in order to compare the efficiency of the proposed approaches with the global approach.
Table 1. Topology characteristics: The topologies examined had different node and edge counts,
and diameters and densities.
Topology Nodes Edges Diameter Density
NR 379 914 17 0.0127598
Germany 50 88 9 0.0718367
ERnet 37 57 8 0.0855855
Brite1 200 400 8 0.0201005
Brite2 300 600 8 0.0133779
Brite3 400 800 7 0.0100250
5.1. Real-World and Simulated Network Topologies
Three real-world network topologies were used in order to evaluate the different recovery
algorithms—ERnet [30], Germany50 [37] and NR from the Network Repository [38]. They are
illustrated in Figure 5 and their characteristics are summarised in Table 1 in terms of the node and link
count, the diameter of these networks and their densities.
(a) NR (b) Germany (c) ERnet (d) Brite1 (e) Brite2 (f) Brite3
Figure 5. The topologies used to evaluate rapid recovery techniques are illustrated. We evaluate
recovery algorithms in terms of their length, operation and latency. The densities of theses topologies
are listed in Table 1.
We used the Internet topology generator Brite [39] to generate additional topologies. Using Brite
we generated random graphs using the Waxman [40] algorithm. Waxman’s approach uses the idea that
in real networks physically longer links are often more costly to construct, therefore they are less likely
to exist. The function d(u, v) is the Euclidean distance between u and v. The constant, L > 0, represents
the maximum distance between any two nodes. Waxman’s model links (u, v) with a probability, p(u, v),
as a function of the negative exponential of the distance between them,
p(u, v) = β e
−d(u,v)
Lα (17)
The parameter α, which must be positive, tunes the sensitivity to distance of the negative
exponential. The scaling term β is chosen to satisfy the constraints 0 ≤ β < 1. The number of
links between nodes is determined by the value of α. The edge distance typically increases when the
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value of β is incremented. Based on Waxman’s model, we used Brite to generate three synthetic large
scale network topologies, namely Brite1, Brite2 and Brite3.
5.2. Performance Evaluation
We considered the performance of recovery algorithms when link failures occurred on a range of
different path lengths. In order to be able to draw conclusions from results for network topologies
which had different sizes we normalised the path lengths. The length of the longest shortest path is
identified for each experimental topology in Table 1 in the column entitled diameter. Each admissible
path in P r1 ,rd was classified based on its normalized length, for example, its length-percentage. Paths
were categorised as having a length which varied from 20 to 100 percent of the longest shortest path
length in the topology. This approach allowed us examine different categories of paths for different
networks sizes. Having established a way to compare results across different networks we now outline
the process of our evaluation in Procedure 1. Lines 2–4 of the below evaluation procedure describe
how link failures are caused and resolved. Line 4 describes how path recovery is achieved using
different approaches. Lines 5–7 describe how metrics are computed in order to evaluate each of the
recovery approaches.
Procedure 1 Process of Evaluation
1: Select paths with different lengths . ranging from 20–100% of the LS length
2: For each selected path, choose a random link
3: Remove the randomly chosen link
4: Find the alternative path . calculated with Algorithms 1–4
5: Measure the new path length cost . hop count
6: Measure the new path operation cost . added and removed flow entries
7: Measure the new path latency cost . installation time
The proposed framework was implemented and evaluated by using the container-based emulator,
Mininet [41]. As evidenced in the survey in Reference [42], Mininet is a widely used emulation system
for emulating/simulating network architecture with various experimental scenarios as well as to
evaluate and prototype SDN protocols and applications.The experiments in this paper were designed
based on the out-of-band mode, where the data traffic was conveyed over a separated medium of
the control traffic. Finally, in the emulation environment, we employed two servers; one acted as the
OpenFlow controller and the other simulated the network topology. For each server, we used Ubuntu
v.14.04 LTS with Intel Core-i5 CPU and 8 GB RAM.
5.2.1. Path Length Cost
We evaluated the average path cost, which was measured in terms of the hop count of the
alternative path found by the recovery solutions, Algorithms 1–4. This trial was run for link failures
on paths of normalized length which ranged from 20% to 100% in steps of 10%. Figure 6 shows the
average path cost obtained by each algorithm as a function of the percentage path length for all the
simulated topologies. These values are rounded and summarized in Table 2 for convenience in order
to draw conclusions across topologies. The best solution has the lowest average path cost.
Table 2. Average path costs (averaged across all topologies) achieved by Algorithms 1–4 are rounded.
% 20 30 40 50 60 70 80 90 100
NR 4 6 8 11 12 13 15 16 19
Germany 3 4 5 6 6 7 8 9 10
ERnet 4 4 5 6 7 8 8 9 10
Brite1 3 3 4 5 6 8 8 9 9
Brite2 3 3 4 6 7 8 8 9 11
Brite3 3 3 5 5 6 8 8 9 10
Average 3 4 5 7 7 9 9 10 12
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Fig. 6. The average path cost, i.e. number of hops, achieved by Algorithms 1, 2, 3 and 4 for the experimental topologies of Table IFigure 6. The average path cost, that is, number of hops, achieved by Algorithms 1–4 for the
experimental topologies of Table 1.
The max and min values are also shown. The dotted bar represents the optimal path cost
determined by Dijkstra’s algorithm. This path was obtained prior to link failure occurring and served
as our benchmark even though it was not feasible after a link failure. We called this solution Before
Failure (BF). The new approaches in this paper were compared to this unfeasible, optimal solution in
order to make statements about the near-optimality of the learned alternative paths. In the event of
a failure it was not possible for an algorithm to perform better than the BF failure approach; in the
best case, the achieved solution had a similar path length cost. The proposed approaches attempted
to reduce the operation cost, but this came at the price of increasing the path cost. On average,
the path cost achieved by Algorithm 1 was close to the optimal path cost, that is, BF. In the worst
case, the relative increase in the cost was low and never exceeded 5.2%. Algorithms 3 and 4 achieved
an average path cost that was close to the one achieved by Algorithm 1. In the worst case scenario,
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the relative increase in the cost was not significant, and never exceeded 11.2%. Algorithm 2 provided
approximately the same performance as Algorithms 3 and 4. On average, the relative increase in
the path cost never exceeded 11.2% in all of the experimental topologies except for Brite2. In Brite2
topology, the relative increase in the path cost was 50% in some cases. Further investigation was
warranted to better understand the behaviour of Algorithm 2. To this end, an additional calculation
was conducted in which the completion rate and modularity of each topology was measured.
The completion rate is a binary score that measures the success and failure rates of path recovery
algorithms. Modularity is defined as an indicator to measure the strength of partitioning the network
graph into a number of communities. The modularity score measures the quality of graph partitions
after the application of the community detection algorithm. The higher the modularity value the better
the decomposition of network. The modularity of each network was measured using the approach
in Reference [43]. To measure the completion rates, the success rate was defined as the percentage
of successful events compared to the total number of paths in P r1 ,rd whose length fell within the
predefined range (i.e., 20–100). The failure rate was defined as the percentage of fail events compared
to the total number of paths in P r1 ,rd that satisfied the same range of length condition. The flowchart
in Figure 7 illustrates how both successes and failures were calculated. All admissible paths that
satisfied the length condition were considered in this evaluation. Starting with the first path, a random
link failure was generated. After that, the state of the alternative path was checked by applying the
Algorithm_x function, where x ∈ {2, 3, 4}. Setting x = 2 gave rise to Algorithm 2 being used. Every
time Algorithm_x succeeded in obtaining a solution, the success variable was incremented, otherwise
the failure variable was incremented instead. Then the broken edge, which was randomly selected in
the earlier stage, was re-attached to the network graph G and the process continued to the next path
until the end was reached. Table 3 lists the completion rates, intra-links density and modularity along
with the number of communities in each network. Based on the results in Table 3, the completion
rates were affected by the modularity and links density. The higher the modularity and links density
values the better the success rate. Therefore, the Brite2 topology had the lowest modularity and links
density values out of all the topologies. Hence, it had the highest failure rate and lowest success rate
compared to the others. It is worth mentioning that the success rate for the rest of the algorithms
(i.e., Algorithms 3 and 4) was 100%. Given that the success rate of Algorithm 2 was not 100%, this
suggested that the algorithm was unable to discover an alternative path all the time. In some cases,
the min and max cost were equal to the average cost.
Table 3. Completion rate, link density and modularity achieved by Algorithm 3 for all topologies.
Completion Rates
Network Communities Intra Links Inter Links Intra Links Density Success Rate Fail Rate Modularity
NR 18 852 62 93.21% 97% 3% 0.838
Germany 6 68 20 77.27% 96% 4% 0.597
ERnet 5 44 13 77.19% 93% 7% 0.533
Brite1 9 263 137 65.75% 80.7% 19.3% 0.530
Brite2 13 360 240 60% 69.4% 30.6% 0.506
Brite3 11 496 304 62% 75.3% 24.7% 0.515
5.2.2. Path Operation Cost
The performance of the proposed approaches was studied with respect to the operation cost, that
is, the number of added and removed rules. Paths with different lengths were selected in the manner
described in Section 5.2.1. Figure 8 shows the the average operation cost achieved by Algorithms 1–4
versus the percentage of path length for all the simulated topologies. The cost here implies the number
of operations required to establish the obtained paths. The max and min values were also reported.
The dotted bar represents the required rules to install the optimal path, which serves as the case before
failure (i.e., BF) scenario. In most cases, Algorithms 2–4 outperformed Algorithm 1 in terms of the
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average operation cost. This is due to the fact that the proposed approaches obtained alternative paths























Figure 7. Flowchart for calculating Success and Fail variables.
As a consequence the required number of rule updates was reduced. Compared to the operation
cost of the optimal path before failure scenarios (i.e., BF), the average operation cost of Algorithm 1
was relatively high and usually depended on the length. The relative increase of the operation cost
never exceeded 80% for short paths and 66.6% for long paths. However, compared to the average
operation cost obtained by Algorithm 1, the average operation costs achieved by Algorithms 2–4
were lower. The relative decrease in the path operation cost was significant (using Algorithms 2–4)
as illustrated in Table 4. We observed that the operation cost was inversely proportional to the path
length. The longer the path the lower the operation cost and therefore the higher the reduction
rate. In general, Algorithms 2–4 performed better than Algorithm 1 in terms of the operation cost of
alternative paths. However, Algorithms 2–4 only failed in 5 out of 162 cases. This is highlighted in
bold in Table 4. These 5 cases arose on the Brite2 topology and their occurrence is explained by the
discussion in Section 5.2.1.
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5.2.3. Path Installation Cost
The performance of the proposed approaches was also studied with respect to the set-up latency
of the alternative paths. We examined the time required to install the alternative paths. To do so,
random paths with different lengths were selected in the way described in Section 5.2.1. The process
of this measurement is summarised in Figure 9.
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Fig. 8. The average path operation cost, i.e. number of add and remove forwarding rules, achieved by Algorithms 1, 2, 3 and 4 for the experimental topologies
of Table I
Figure 8. The average path operation cost, that is, number of add & remove entries, achieved by
Algorithms 1–4 for the experimental topologies of Table 1.
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Table 4. Average cost reduction rate of Algorithms 1–3 are compared as a function of the normalized
path length.
Path Length
20% 30% 40% 50% 60% 70% 80% 90% 100%
Algorithm 2
NR 44.4 61.5 70.5 76.1 78.2 80.7 83.8 84.8 86.8
Germany 28.5 44.4 50 58.3 58.3 64.2 68.7 72.2 75
ERnet 14.2 14.2 33.3 40 50 57.1 57.1 62.5 66.6
Brite1 16.6 16.6 37.5 50 58.3 57.1 57.1 62.5 72.2
Brite2 - - - 30 33.3 42.8 48.8 50 55.5
Brite3 28.5 28.5 37.5 50 58.3 64.2 57.1 62.5 61.1
Algorithm 3
NR 33.3 38.4 41.1 42.8 43.4 46.1 48.3 48.4 47.3
Germany 28.5 33.3 30 41.6 41.6 35.7 43.7 44.4 45
ERnet 14.2 14.2 22.2 30 33.3 35.7 35.7 37.5 38.8
Brite1 16.6 16.6 25 30 41.6 35.7 35.7 43.7 38.8
Brite2 14.2 - 25 30 41.6 35.7 35.7 43.7 38.3
Brite3 14.2 14.2 25 30 41.6 35.7 35.7 43.7 44.4
Algorithm 4
NR 44.4 61.5 70.5 76.1 78.2 80.7 83.8 84.8 86.8
Germany 28.5 44.4 50 58.3 58.3 64.2 68.7 72.2 75
ERnet 14.2 14.2 33.3 40 50 57.1 57.1 62.5 66.6
Brite1 16.6 16.6 37.5 40 58.3 57.1 57.1 68.7 72.2
Brite2 14.2 - 25 40 50 50 50 56.2 61.1
Brite3 28.5 28.5 25 50 50 50 50 56.2 61.1
The experiment started by taking a network topology as an input. Then, 9 random paths with
different sizes were captured. This was to ensure that the measurements were consistent with the
design of the previous measurements. Two virtual hosts, namely H1 and H2, were established for the
purpose of sending and receiving network data packets. H1 was attached to the path source router r1
and H2 was attached to the path destination router rd. In order to measure an IP packet’s end-to-end
delay, the ARP cache is manually specified, hence, no ARP requests or responses are sent through the
input network. An IP packet is first sent from the source, H1, to the destination, H2, and then the
end-to-end delay is measured. Afterwards, a random link connecting any two neighbours belonging
to the captured path is selected in order to simulate a link failure. Finally, a different IP packet from H1
to H2 is generated to measure end-to-end delay, following the random link failure. The experiment was
carried out in two contexts. First, the path chosen had a normal condition, but the routers belonging
to the path did not have rules to forward incoming packets. As a result, the controller would need to
interact with all its routers to set-up appropriate flow entries. The second context had a path that was
abnormal, in that it contained a link failure, as illustrated in Step 5 of Figure 9. The routers along the
abnormal path already have flow entries for forwarding incoming packets. However, such packets are
not able to follow the path due to the presence of the failure. In this scenario, the controller needs to be
referenced in order to divert incoming packets away from the failed link. Such a diversion required
the insertion and deletion of a number of flow entries. Figure 10 shows the set-up latency achieved
by Algorithms 1–4 versus the percentage of path length for all the simulated topologies. The dotted
bar, that is, BF, represents the installation time of the selected path before the failure occurs. Inclusion
of this approach allowed us to identify the extent to which the proposed algorithms were capable of
finding an alternative path in the shortest time.
We observed that the set-up time for an alternative path achieved by Algorithm 1 was either equal
to or slightly higher than the time required to install the path before a failure, that is, BF. This was
due to the fact that in Algorithm 1, alternative paths had either equal or longer length than primary
paths. In addition, the path set-up latencies were affected by the network topology size. Paths in large
topologies took longer to be establish than those in small topologies. This was because the flow entry
set-up latencies were higher in large networks than in small ones [44].
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Figure 9. Process of measuring the cost of path installation.
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Fig. 10. Path set-up latency versus path length of the experimental topologies The path set-up latency, i.e. time required to install the network path, achieved
by Algorithms 1, 2, 3 and 4 for the experimental topologies of Table IFigure 10. The path set-up latency, that is, time required to install the network path, achieved by
Algorithms 1–4 for the experimental topologies of Table 1 are illustrated as a function of the normalized
path length.
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On the other hand, the performance of the proposed algorithms improved when the length of the
paths increased. In terms of the set-up time, Table 5 presents the relative difference in the performance
of Algorithms 2–4 in comparison to Algorithm 1. The relative difference is the percentage of increase
or decrease in set-up time between the proposed approaches and Algorithm 1. The downwards arrow
next to the percentage values of Table 5 indicates the decrease in set-up time while the upwards arrow
indicates the increase. When the percentage path length was 20–30% the proposed algorithms mostly
produced a slight increase in the time required to install alternative paths. In fact, the increase was
less than 10% in most cases and 27% in the worst case. In contrast, the proposed approaches reduced
the required time to install the alternative paths when the path length ranged from 40% to 100%.
The reduction ratio was up to 70% for long paths and up to 40% for medium length ones. The reduction
rate of Algorithms 2 and 3 was relatively better than that of Algorithm 4. This was due to the fact
that in Algorithm 4, only half of the path’s flow entries needed to be replaced. Finally, this latency
measurement demonstrated the ability of the proposed approaches to reduce alternative paths’ set-up
times, particularly, for long and medium length paths.
Table 5. Set-up reduction rate of Algorithms 2–4 for each topology as a function of the normalized
path length.
Path Length
20% 30% 40% 50% 60% 70% 80% 90% 100%
Algorithm 2
NR 0.9 ↓ 10.2 ↓ 30.5 ↓ 36.9 ↓ 38.9 ↓ 39.7 ↓ 58.6 ↓ 59.6 ↓ 58.6 ↓
Germany 13 ↑ 17.2 ↓ 40.4 ↓ 51.4 ↓ 37.8 ↓ 54 ↓ 43.8 ↓ 60.3 ↓ 62 ↓
ERnet 8.4 ↑ 8.3 ↑ 1.4 ↓ 23.4 ↓ 48.6 ↓ 66.3 ↓ 68.4 ↓ 68.7 ↓ 69.7 ↓
Brite1 0.3 ↑ 2.4 ↑ 39.8 ↓ 43.4 ↓ 44.6 ↓ 27.7 ↓ 29.2 ↓ 61.3 ↓ 63.4 ↓
Brite2 27 ↑ 19.5 ↑ 2.7 ↑ 21 ↓ 27.4 ↓ 56.9 ↓ 53.2 ↓ 48.2 ↓ 51.7 ↓
Brite3 0.3 ↑ 11.1 ↑ 4.2 ↓ 17.2 ↓ 32.8 ↓ 33.3 ↓ 39.1 ↓ 60 ↓ 61.1 ↓
Algorithm 3
NR 0.5 ↑ 11.4 ↓ 24.3 ↓ 26.2 ↓ 29.1 ↓ 26.7 ↓ 45.5 ↓ 42.6 ↓ 41 ↓
Germany 15.6 ↑ 13.6 ↓ 33.3 ↓ 33.6 ↓ 31.5 ↓ 51.6 ↓ 38.8 ↓ 45.8 ↓ 51.8 ↓
ERnet 8.4 ↑ 8.3 ↑ 2.9 ↓ 2.8 ↓ 47 ↓ 52.9 ↓ 50.6 ↓ 51.5 ↓ 61.7 ↓
Brite1 0.6 ↑ 0.2 ↑ 38.3 ↓ 42.2 ↓ 13.7 ↓ 26.5 ↓ 26.4 ↓ 33.8 ↓ 61.7 ↓
Brite2 27.5 ↑ 1.7 ↑ 12.2 ↓ 20.1 ↓ 39.3 ↓ 49.4 ↓ 48.6 ↓ 44.4 ↓ 48.3 ↓
Brite3 0.7 ↑ 3.7 ↑ 3.5 ↓ 16.5 ↓ 26.8 ↓ 30.8 ↓ 31.7 ↓ 44.3 ↓ 58.3 ↓
Algorithm 4
NR 1.3 ↓ 19.1 ↓ 30.6 ↓ 37.4 ↓ 39.4 ↓ 42.6 ↓ 58.7 ↓ 60.1 ↓ 60.2 ↓
Germany 12.1 ↑ 20.8 ↓ 42.8 ↓ 54.3 ↓ 39.4 ↓ 54.8 ↓ 46.4 ↓ 59.6 ↓ 63.4 ↓
ERnet 8.4 ↑ 8.3 ↑ 2.1 ↓ 24 ↓ 49.1 ↓ 48.8 ↓ 70.3 ↓ 69.3 ↓ 70 ↓
Brite1 0.3 ↑ 0.2 ↑ 40.4 ↓ 43.5 ↓ 45.5 ↓ 27.2 ↓ 30 ↓ 61.7 ↓ 63 ↓
Brite2 26.2 ↑ 1.9 ↓ 12.6 ↓ 20.8 ↓ 43.9 ↓ 58 ↓ 53.8 ↓ 48.8 ↓ 57.1 ↓
Brite3 0.1 ↑ 3.5 ↑ 4.8 ↓ 18.8 ↓ 35.3 ↓ 34.1 ↓ 41 ↓ 57.8 ↓ 61.6 ↓
We have evaluated our path recovery algorithms under the headings: length, operation and
latency. The proposed approaches do not come with the guarantee that the optimal shortest path will
be found. However, experiments demonstrated that in general the increase in the path length cost
was small compared to Dijkstra’s algorithm. A slight increase in the cost of path installation for short
paths was observed, but for long and medium paths, the proposed approaches were more efficient,
and achieved a good reduction in path installation cost. We posit that a promising next step is to
consider how prediction algorithms that predict the occurrence of future link failures could be used
to selectively, proactively perform path recovery ahead of time. In related work in Reference [45],
we considered how to pose quality of delivery metric prediction as a machine learning problem.
Similarly, in the context of data-centre networks which rapid path recovery is crucially important [46],
we showed that better estimators of network state could be used to dynamically adjust flow tables
according to network state as opposed to just link failures. What is clear is that prediction algorithms,
based on these types of approaches for example, will provide a key component in future attempts to
speed-up path restoration techniques. Lastly, the experimental network topologies of this work have
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a relatively high density, that is, average nodal degree 4, where this is common in Europe. We will
study the behaviour of our proposed algorithms in networks where the average node degree is <3,
such as those commonly deployed in North America and Asia.
6. Conclusions
In this paper, we investigated the problem of restoring paths in a manner which had low operation
and installation costs. The motivation for this work was that conventional techniques based on shortest
path restoration, did not guarantee the fastest recovery. To solve this problem we proposed two
novel families of approaches, a Community Detection based approach and a Path Anatomy based
approach, for the purpose of reducing the number of operations required for path restoration. From the
perspective of a practitioner, reducing the path recovery time is important as this accelerates the
process of recovering from a link failure. As way-points to achieving our rapid path recovery objective
we contributed (1) a graph- and set-theory based formulation of the problem and solution; (2) a new
system framework based was developed to represent the technical part of the proposed methods;
and finally (3) an extensive performance analysis of the path recovery techniques was conducted.
Our experiments were conducted on real and synthetic network topologies which gives credence
to the following claims. Experiments demonstrated that in general the increase in the path length
cost was small compared to Dijkstra’s algorithm. The proposed approaches slightly increased the
cost of path installation for short paths (i.e., 3 nodes and less) in some cases. However, they were
more efficient in achieving a good reduction in the path installation cost for long and medium length
paths. Finally, the proposed approaches differ from the existing techniques by having the network
reconfigured quickly rather than optimally for the sake of rapid restoration and this can be seen as an
advantage when the network operates in a harsh environment.
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