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EFFICIENT CONGRUENCING IN ELLIPSEPHIC SETS:
THE GENERAL CASE
KIRSTI D. BIGGS
Abstract. In this paper, we bound the number of solutions to a general
Vinogradov system of equations
x
j
1
+ · · ·+ xjs = y
j
1
+ · · ·+ yjs, (1 ≤ j ≤ k),
as well as other related systems, in which the variables are required to satisfy
digital restrictions in a given base. Specifically, our sets of permitted digits
have the property that there are few representations of a natural number
as sums of elements of the digit set—the set of squares serving as a key
example. We obtain better bounds using this additive structure than could
be deduced purely from the size of the set of variables. In particular, when
the digits are required to be squares, we obtain diagonal behaviour with
2k(k + 1) variables.
1. Introduction
We consider, for a fixed integer k ∈ N, the system of Diophantine equations
xj1 + · · ·+ x
j
s = y
j
1 + · · ·+ y
j
s, (1 ≤ j ≤ k). (1.1)
In [4], the author proved an upper bound, in the case k = 2, for the number
of solutions to (1.1), with 1 ≤ xi, yi ≤ X for all i, where the variables are
restricted to subsets of the natural numbers defined by digital restrictions. In
this paper, we extend such results to the case of general k.
Fix an odd prime p > k, and a subset A ⊂ N0 = N ∪ {0} with the property
that
#{(a1, . . . , at) ∈ A
t | a1 + · · ·+ at = n} ≪ n
ǫ (1.2)
for some t ≥ 2 and for all ǫ > 0, and let
E = EAp = {n ∈ N | n =
∑
i aip
i, ai ∈ A ∩ [0, p− 1] for all i}
be the set of natural numbers whose expansion in base p includes only digits
from A. Write Ap for A ∩ [0, p − 1], and assume that 2 ≤ #Ap ≤ p − 1.
Let Is,k(X) be the number of solutions to the Vinogradov system (1.1) with
xi, yi ∈ E(X) = E ∩ [1, X ] for all i, and write Y for #E(X).
Theorem 1.1. We have
Is,k(X)≪ X
ǫ(Y s + Y 2s−tk(k+1)/2).
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We note that this bound is essentially optimal provided that Y ≫ X1/t,
since one may apply a standard method, discussed later in this section, to see
that
Is,k(X)≫ Y
2sX−k(k+1)/2 ≫ Y 2s−tk(k+1)/2, (1.3)
by our assumption on the size of Y , and the bound Is,k(X)≫ Y
s comes from
the diagonal solutions.
For historical reasons, upper bounds for the number of solutions to (1.1) go
by the name of Vinogradov’s mean value theorem—in [12], Wooley used the
efficient congruencing method to prove an optimal upper bound for the number
of solutions to this system in the case k = 3, the first time such a bound had
been obtained for any k > 2. In [5], Bourgain, Demeter and Guth proved the
equivalent statement for k ≥ 4 using the harmonic analytic technique of l2-
decoupling, often seen as a real analogue of the p-adic efficient congruencing.
Subsequently, Wooley developed the nested version of his method and used
it to provide an alternative proof of the general case in [13]. The similarities
between the two methods are analysed further in [10].
As discussed in [4], we call our sets with digital restrictions ellipsephic, after
the French term ellipse´phique, coined by Mauduit to refer to integers with
missing digits, and used, for example, in [1] and [2]. We let r = #Ap, and
note that the restriction that 2 ≤ r ≤ p− 1 stems from the fact that the cases
r = 0 and Ap = {0} are trivial, and the case r = p reduces to the classical
case, while the case r = 1 (with Ap 6= {0}) is sufficiently unusual that we omit
it from consideration. We observe that
#E(X)≪ rlogpX+1 = rX logp r,
and hence that E is a thin set, in the sense that
lim
X→∞
#E(X)
X
= 0.
The effect of these digital restrictions is to give ellipsephic sets a fractal-like
structure similar to those seen in the middle-third Cantor set and generalisa-
tions thereof. In [7],  Laba and Pramanik study maximal operators correspond-
ing to certain real fractal subsets constructed in a similar manner.
We recall the details of the key additive property that we require of our digit
set. For an integer t ≥ 2, we refer to A ⊂ N0 as an E
∗
t -set if (1.2) holds for all
ǫ > 0. As mentioned in [4], we can view such sets as a generalisation of Sidon
sets, in which the number of representations of an integer as the sum of a fixed
number of elements of our set is bounded by a constant.
Landau proved in [8] that the set of squares is an E∗2-set, and Hardy and
Littlewood conjectured in [6, Hypothesis K] that for all k ≥ 2, the set of kth
powers should be an E∗k-set. However, in [9] Mahler proved that this conjecture
is false for the set of cubes, and it remains open to date for k ≥ 4. Nevertheless,
in [11], Vu used a probabilistic argument to demonstrate that for any k ≥ 2,
there exists a subset Sk of the set of kth powers and an integer tk such that
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Sk is an E
∗
tk
-set, thus proving the existence of infinitely many sets of the form
we are interested in.
We refer to E = EAp as a (p, t)
∗-ellipsephic set if A is an E∗t -set, and introduce
some further notation to allow us to state the more general form of our main
result. Consider a system of polynomials φ ∈ Z[z]k which resemble those
featuring in the Vinogradov system in the sense that, for some suitably large
c ∈ N, we have φj(z) ≡ z
j (mod pc) for 1 ≤ j ≤ k; we call such a system
pc-spaced. Note that it is crucial to our argument that the prime p featured
here is the same one used to define our digital restrictions. For a pc-spaced
system φ, and a sequence a = (ax)x∈E of complex weights, we let
Js,k(X) = Js,k(X ;a,φ) =
∮ ∣∣∣ ∑
x∈E(X)
axe
(
α1φ1(x) + · · ·+ αkφk(x)
)∣∣∣2s dα,
where we write e(z) for e2πiz and
∮
for the integral over the k-dimensional unit
cube [0, 1]k. Then Js,k(X) counts the solutions xi, yi ∈ E(X) to the system
φj(x1) + · · ·+ φj(xs) = φj(y1) + · · ·+ φj(ys), (1 ≤ j ≤ k),
with weights axay = ax1 . . . axsay1 . . . ays. We adopt the convention that, unless
previously fixed, statements involving ǫ hold for any suitably small choice
of ǫ > 0, and as such the exact value may change from line to line. The
vector notation x ≡ ξ (mod q) means that xi ≡ ξ (mod q) for all i, and
x ≡ y (mod q) means that xi ≡ yi (mod q) for all i.
Our main theorem provides the following upper bound for Js,k(X).
Theorem 1.2. For natural numbers k and t with t ≥ 2, and for p > k an odd
prime, let E be a (p, t)∗-ellipsephic set, and write Y = #E(X). Let φ ∈ Z[z]k
be a pc-spaced system of polynomials for some suitably large c ∈ N. Then for
s ≥ tk(k + 1)/2, we have
Js,k(X)≪ Y
s−tk(k+1)/2Xǫ
( ∑
x∈E(X)
|ax|
2
)s
.
A standard application of Ho¨lder’s inequality shows that for s ≤ tk(k+1)/2,
we have
Js,k(X)≪ X
ǫ
( ∑
x∈E(X)
|ax|
2
)s
,
whereas if we take ax = 0 for x /∈ E in the classical version of Vinogradov’s
mean value theorem, for s = tk(k + 1)/2 we obtain
Js,k(X)≪ Y
(t−1)k(k+1)/2Xǫ
( ∑
x∈E(X)
|ax|
2
)s
,
so we see that, as in the quadratic case, we have achieved a power saving in Y
by utilising the specific additive structure of our ellipsephic sets, rather than
simply their density.
Corollary 1.3. Theorem 1.1 is true.
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Proof. This is the case of Theorem 1.2 where φj(z) = z
j for 1 ≤ j ≤ k, and
ax = 1 for all x ∈ E . 
The lower bound (1.3) follows by integrating only over the portion of the
unit cube for which we have αj ≪ X
−j for 1 ≤ j ≤ k, as in the classical case
of Vinogradov’s mean value theorem, and using our additional assumption on
the size of Y .
An important area for future consideration is the application of the results
of this paper to Waring’s problem, in which we seek to find s = s(k) such that
any n ∈ N may be written in the form
n = xk1 + · · ·+ x
k
s , (1.4)
with x1, . . . , xs ∈ E . As in [4], we are able to prove a lower bound forNs,k(X) =
NEs,k(X), defined as the number of positive integers up to X which have a
representation in the form (1.4). We require the same condition on Y as in the
lower bound discussed above, without which we would not expect to represent
a significant proportion of the integers up to X .
Corollary 1.4. For natural numbers k and t with t ≥ 2, and for p > k an
odd prime, let E be a (p, t)∗-ellipsephic set. Assume that Y = #E(X)≫ X1/t.
Then for s ≥ tk(k + 1)/2 we have
Ns,k(X)≫ X
1−ǫ.
Proof. As in [4, Corollary 1.5], we write R(n) = REs,k(n) for the number of
representations of an integer n as a sum of s kth powers of integers from E
and apply Cauchy’s inequality to see that( ∑
1≤n≤X
R(n)
)2
≤ Ns,k(X)
( ∑
1≤n≤X
R(n)2
)
.
Via Theorem 1.1, we obtain the bound
Ns,k(X)≫ Y
t(k+1)/2X(1−k)/2−ǫ,
and then use our assumption on the size of Y to deduce that
Ns,k(X)≫ X
1−ǫ,
as required. 
The proof of Theorem 1.2 uses Wooley’s nested efficient congruencing method
and closely follows the argument of [13], with suitable adjustments for our el-
lipsephic situation. In Section 2 of this paper, we provide preliminary notation
and formulate an alternative theorem (Theorem 2.1), which we prove by in-
duction in the next four sections. Specifically, in Section 3, which is the main
point of divergence from the work of Wooley, we use the additive properties of
our (p, t)∗-ellipsephic sets to prove the base case k = 1 of Theorem 2.1, using
a “lifting” argument similar to that in our previous paper [4]. In Section 4 we
introduce a “hierarchy” of small constants to support the rest of the paper,
and prove some basic results, and in Section 5 we use the inductive hypothesis
to prove a series of lemmata which form the backbone of our iteration. In
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Section 6 we complete the proof of Theorem 2.1, hypothesising that a certain
quantity is strictly greater than zero and deriving a contradiction. Finally, in
Section 7 we use Theorem 2.1 to deduce Theorem 1.2.
The author would like to thank Trevor Wooley for suggesting this problem
and for his invaluable supervision and encouragement.
2. Preliminaries
For a sequence a = (ax)x∈E of complex weights with
∑
x∈E |ax| <∞, we let
ρ0 =
(∑
x∈E
|ax|
2
)1/2
,
and for α ∈ [0, 1]k, we let
f(α) = f(α;a) = ρ−10
∑
x∈E
axe
(
ψ(x;α)
)
,
where ψ(x;α) = α1φ1(x) + · · ·+ αkφk(x). Consequently, a bound of the form
Js,k(X)≪ X
∆
( ∑
x∈E(X)
|ax|
2
)s
,
for some ∆ > 0, follows directly from one of the form∮
|f(α)|2s dα≪ X∆.
As in [4], this normalisation allows us to assume that every ax is real, non-
negative and at most one. We let
D =
{
a
∣∣∣∣ 0 ≤ ax ≤ 1 for all x ∈ E and 0 <∑
x∈E
ax <∞
}
,
and from now on we work with a ∈ D.
We also wish to define the restriction of f(α) to congruence classes modulo
various powers of our chosen prime p. For a ∈ N and ξ ∈ E(pa), let
ρa(ξ) =
( ∑
x∈E
x≡ξ (mod pa)
|ax|
2
)1/2
and
fa(α, ξ) = ρa(ξ)
−1
∑
x∈E
x≡ξ (mod pa)
axe
(
ψ(x;α)
)
. (2.1)
For later convenience, for any ξ we interpret ρ0(ξ) to be ρ0 and f0(α, ξ) to be
f(α), and we observe that for a ∈ N, we have∑
ξ∈E(pa)
ρa(ξ)
2 = ρ20,
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and for a, b ∈ N with a ≤ b, ∑
ξ′∈E(pb)
ξ′≡ξ (mod pa)
ρb(ξ
′)2 = ρa(ξ)
2.
Our strategy for counting solutions to the system of equations we are inter-
ested in involves studying congruences modulo suitably large powers of p, and
as such we make use of Wooley’s notation∮
pB
F (α) dα = p−kB
∑
1≤u1≤pB
· · ·
∑
1≤uk≤pB
F (u/pB),
and define
UBs,k(a) =
∮
pB
|f(α)|2s dα,
which counts solutions to the system of congruences
s∑
i=1
(
φj(xi)− φj(yi)
)
≡ 0 (mod pB), (1 ≤ j ≤ k) (2.2)
with x,y ∈ Es, where each solution is counted with weight ρ−2s0 axay. We also
wish to count solutions to (2.2) with further congruence restrictions on our
variables, so for H ∈ N, we let
UB,Hs,k (a) = ρ
−2
0
∑
ξ∈E(pH)
ρH(ξ)
2
∮
pB
|fH(α, ξ)|
2s dα.
The integral on the right-hand side imposes the additional condition that x ≡
y ≡ ξ (mod pH), and the solutions are now counted with weight ρH(ξ)
−2s
axay.
We observe that, for H ∈ N, we have
f(α) = ρ−10
∑
ξ∈E(pH)
ρH(ξ)fH(α, ξ),
so, by Ho¨lder’s inequality,
|f(α)|2s ≤ ρ−2s0
( ∑
ξ∈E(pH)
1
)s( ∑
ξ∈E(pH)
ρH(ξ)
2
)s−1 ∑
ξ∈E(pH )
ρH(ξ)
2 |fH(α, ξ)|
2s
≪ ρ−20 q
sH
∑
ξ∈E(pH)
ρH(ξ)
2 |fH(α, ξ)|
2s ,
where we have written q = #E(p). Consequently, we have
UBs,k(a)≪ q
sHUB,Hs,k (a). (2.3)
We may now ask for the minimal value of λ such that
UBs,k(a)≪ (q
H)λ+ǫUB,Hs,k (a)
as uniformly as possible in the various parameters, and observe that the bound
λ ≤ s follows from (2.3).
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For τ > 0, let Φτ (B) denote the set of systems φ ∈ Z[z]
k which are pc-spaced
for some c ≥ τB. We deduce from (2.3) that for φ ∈ Φτ (B), we have
sup
a∈D
log (UBs,k(a)/U
B,H
s,k (a))
log qH
≤ s
for all H ∈ N.
Now consider the particular choice of b ∈ D with bx = 0 whenever x 6≡
0 (mod pH). We have UBs,k(b) = U
B,H
s,k (b), and consequently
sup
a∈D
log (UBs,k(a)/U
B,H
s,k (a))
log qH
≥ 0.
Given s, k ∈ N and τ > 0, we let H = ⌈B/k⌉ and let
λ∗(s, k; τ) = lim sup
B→∞
sup
φ∈Φτ (B)
sup
a∈D
log (UBs,k(a)/U
B,H
s,k (a))
log qH
,
and
λ(s, k) = lim sup
τ→0
λ∗(s, k; τ). (2.4)
We then have 0 ≤ λ∗(s, k; τ) ≤ s and consequently 0 ≤ λ(s, k) ≤ s.
This leads us to the statement of a key result to be used in the proof of
Theorem 1.2.
Theorem 2.1. For natural numbers k and t with t ≥ 2, and for p > k an odd
prime, let E be a (p, t)∗-ellipsephic set. Then λ(tk(k + 1)/2, k) = 0.
As a corollary, we obtain
Corollary 2.2. For natural numbers k and t with t ≥ 2, and for p > k an
odd prime, let E be a (p, t)∗-ellipsephic set. Let τ > 0 and ǫ > 0, and let B be
sufficiently large in terms of k, τ and ǫ. Set s = tk(k + 1)/2 and H = ⌈B/k⌉.
Then for all φ ∈ Φτ (B) and a ∈ D, we have
UBs,k(a)≪ q
HǫUB,Hs,k (a).
Proof. By the definition of λ∗(s, k; τ), we have, for sufficiently large B, the
bound
UBs,k(a)≪ (q
H)λ
∗(s,k;τ)+ǫUB,Hs,k (a).
Allowing τ to tend to zero and applying Theorem 2.1 gives the result. 
We introduce some final definitions. For a, b, c, ν ∈ N, and for 0 ≤ r ≤ k
and R = tr(r + 1)/2, we let
Kr,φa,b,c(a; ξ, η) =
∮
pB
∣∣fa(α, ξ)2Rfb(α, η)∣∣2s−2R dα
and
Kr,φ,νa,b,c (a) = ρ
−4
0
∑
ξ∈E(pa)
∑
η∈E(pb)
ξ 6≡η (mod pν)
ρa(ξ)
2ρb(η)
2Kr,φa,b,c(a; ξ, η).
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Note that Kr,φa,b,c(a; ξ, η) counts solutions (x,y,u, v) ∈ E
2s to the congruences
R∑
i=1
(
φj(xi)− φj(yi)
)
≡
s−R∑
l=1
(
φj(ul)− φj(vl)
)
(mod pB), (1 ≤ j ≤ k),
with x ≡ y ≡ ξ (mod pa) and u ≡ v ≡ η (mod pb), where each solution is
counted with weight ρa(ξ)
−2Rρb(η)
2R−2s
axayauav.
We are also interested in normalised versions of these mean values, so for
∆ ≥ 0 we define
K˜r,φ,νa,b,c (a)∆ =
(
Kr,φ,νa,b,c (a)
q∆HUB,Hs,k (a)
) k−1
r(k−r)
. (2.5)
We now prove some auxiliary results giving bounds on the above-defined
mean values.
Lemma 2.3. For s, k ∈ N and p > k an odd prime, let E be a (p, t)∗-ellipsephic
set. Let 0 < ǫ < τ < δ < 1, and let B be sufficiently large in terms of s, k and
ǫ. Set H = ⌈B/k⌉. Then for all φ ∈ Φτ (B), for all a ∈ D, and for all h ∈ N0
with h ≤ (1− δ)H, we have
UB,hs,k (a)≪ (q
H−h)λ(s,k)+ǫUB,Hs,k (a).
Proof. The integral within the definition of UB,hs,k (a) counts solutions to the
system of congruences (2.2) with x,y ∈ Es and x ≡ y ≡ ξ (mod ph), with
weights ρh(ξ)
−2s
axay. As in [13, Lemma 4.1], we make use of some linear
algebra to transform this situation into one in which we have a set of pc+h-
spaced polynomials
Φj(z) = z
j + pc+hzk+1Υj(z), (1 ≤ j ≤ k),
for some Υj ∈ Z[z], satisfying
s∑
i=1
Φj(xi) ≡
s∑
i=1
Φj(yi) (mod p
B−kh), (1 ≤ j ≤ k)
whenever x,y forms a solution to the original system of congruences counted
by UB,hs,k (a).
The fact that h ≤ (1 − δ)H allows us to assume that B − kh is sufficiently
large with respect to s, k and ǫ, and consequently the definition (2.4) yields
UB−khs,k (c)≪ (q
H−h)λ(s,k)+ǫUB−kh,H−hs,k (c),
where c is an auxiliary set of weights defined by cu = aphu+ξ e
(
ψ(phu+ ξ;α)
)
.
Rearranging, and using orthogonality, we obtain the conclusion. 
Lemma 2.4. For s, k ∈ N and p > k an odd prime, let E be a (p, t)∗-ellipsephic
set. Let 0 < ǫ < τ < δ < 1, and let B be sufficiently large in terms of s, k and
ǫ. Set H = ⌈B/k⌉ and let ν ∈ N0 and r ∈ N with 1 ≤ r ≤ k − 1. Suppose that
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0 < Λ ≤ λ(s, k). Then for all φ ∈ Φτ (B), for all a ∈ D, and for all a, b ∈ N0
with max{a, b} ≤ (1− δ)H, we have
K˜r,φ,νa,b,c (a)Λ ≪ (q
H)λ(s,k)−Λ+ǫ.
Proof. As in [13, Lemma 4.2], this follows from Ho¨lder’s inequality, Lemma 2.3
and the various definitions. 
3. The base case k = 1
In this section, we use the properties of our (p, t)∗-ellipsephic sets to prove
that Theorem 2.1 holds in the base case k = 1. The arguments resemble those
used in the author’s paper [4], in which we proved that a similar theorem holds
when k = 2. The following proposition takes the place of [13, Lemma 5.1] in
the work of Wooley.
Proposition 3.1. For t ≥ 2 an integer, and p an odd prime, let E be a (p, t)∗-
ellipsephic set. Then λ(t, 1) = 0.
Proof. Let 0 < τ < 1, and let B ∈ N be sufficiently large in terms of τ . Fix
any a ∈ D and any φ ∈ Φτ (B), so that by definition we have φ(z) = z+p
cψ(z)
for some c ≥ τB and some ψ ∈ Z[z]. Then UBt,1(a) counts solutions to the
congruence
t∑
i=1
(
φ(xi)− φ(yi)
)
≡ 0 (mod pB) (3.1)
with x,y ∈ E t, and where each solution is counted with weight ρ−2t0 axay. We
may rewrite (3.1) in the form
t∑
i=1
(
xi + p
cψ(xi)
)
≡
t∑
i=1
(
yi + p
cψ(yi)
)
(mod pB), (3.2)
allowing us to deduce that
t∑
i=1
xi ≡
t∑
i=1
yi (mod p
c1), (3.3)
where we write c1 = min{B, c}. This is effectively a “free” condition which
was already contained in our original congruence (3.1).
We now recall a slightly simplified form of a definition which appeared in [4].
For d ∈ N, and for weights b with |bx| ≤ 1 for all x ∈ E and 0 <
∑
x∈E |bx| <∞,
we define
Gd(b) =
∮
pd
∣∣∣∣ ∑
x∈Et
bxe
(
β(x1 + · · ·+ xt)
)∣∣∣∣2 dβ,
which counts solutions to the congruence
t∑
i=1
xi ≡
t∑
i=1
yi (mod p
d), (3.4)
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with weights bxby. (In the notation of [4], this is essentially G0,d(0,b).) The
following lemma is effectively a special case of [4, Lemma 2.2], which provides
the key “lifting” step of the process, in which we make use of the E∗t property
of our digit set to raise the power of p used in our congruences. We present
an outline of the proof here for completeness, and note that further details are
available in [4].
Lemma 3.2. We have
Gd(b)≪ p
ǫ
∑
u∈E(pd)t
∣∣∣ ∑
x∈Et
x≡u (mod pd)
bx
∣∣∣2.
Proof. As in [4, Lemma 2.2], we write
xi =
∑
r≥0
x
(r)
i p
r and yi =
∑
r≥0
y
(r)
i p
r,
with x
(r)
i , y
(r)
i ∈ Ap for 1 ≤ i ≤ t, and bound the number of solutions to (3.4)
by considering each base p digit in turn. For h ∈ Z, let
At(h) =
{
u ∈ Atp
∣∣∣∣ t∑
i=1
ui = h
}
,
and
A˜t(h) =
{
(u, v) ∈ A2tp
∣∣∣∣ t∑
i=1
(ui − vi) = h
}
.
Summing the digits of our variables from lowest to highest, we see that a
solution of (3.4) satisfies
(x(r),y(r)) ∈ A˜t(λrp− λr−1), (0 ≤ r ≤ d− 1)
for some 1− t ≤ λ0, . . . , λd−1 ≤ t− 1 reflecting the potential carry-over in our
addition, and where we have written λ−1 = 0 for convenience. For such a tuple
λ = (λ0, . . . , λd−1), we write
λ′ = (λ0p− λ−1, . . . , λd−1p− λd−2).
For brevity, we use the notation u to denote the tuple (u(0), . . . ,u(d−1)), and
we write
At(h) =
{
u ∈ Atdp
∣∣∣∣ u(r) ∈ At(hr) for 0 ≤ r ≤ d− 1}
and
A˜t(h) =
{
(u, v) ∈ A2tdp
∣∣∣∣ (u(r), v(r)) ∈ A˜t(hr) for 0 ≤ r ≤ d− 1}.
We observe that these are the sets of all possible variables with given digit
sums, and that any solution of (3.4) lies in A˜t(λ
′). Using this notation, we
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may write
Gd(b) =
∑
λ∈{1−t,...,t−1}d
∑
(u,v)∈A˜t(λ′)
∑
x,y∈Et
(x,y)≡(u,v) (mod pd)
bxby.
Rearranging and applying the triangle inequality and Cauchy’s inequality, we
remove the dependence on λ to deduce that
Gd(b)≪
∑
(u,v)∈A˜t(0)
∑
x,y∈Et
(x,y)≡(u,v) (mod pd)
bxby
≪
∑
0≤n≤t(p−1)
( ∑
u∈At(n)
∣∣∣ ∑
x∈Et
x≡u (mod pd)
bx
∣∣∣2)( ∑
u∈At(n)
1
)
.
From our initial assumption that E is a (p, t)∗-ellipsephic set, we know that for
n = (n0, . . . , nd−1) with 0 ≤ n ≤ t(p− 1), we have
#At(n) = #
{
u ∈ Atdp
∣∣∣∣ t∑
i=1
u
(r)
i = nr for 0 ≤ r ≤ d− 1
}
≪
d−1∏
r=0
nǫr ≪ p
ǫ,
and consequently
Gd(b)≪ p
ǫ
∑
u∈E(pd)t
∣∣∣ ∑
x∈Et
x≡u (mod pd)
bx
∣∣∣2,
as claimed. 
Proof of Proposition 3.1 (continued). We now fix the weights b appearing in
Lemma 3.2 to be
bx = ρ
−1
0 axe(αφ(x)).
Then Gc1(b) encodes the number of solutions to (3.3), counted with weights
ρ−2t0 axaye
(
α
∑t
i=1
(
φ(xi)− φ(yi)
))
, and consequently we may insert the con-
dition (3.3) into our original congruence in the form
UBt,1(a) =
∮
pB
∣∣∣∣ρ−10 ∑
x∈E
axe(αφ(x))
∣∣∣∣2t dα
=
∮
pB
Gc1(b) dα.
By Lemma 3.2, we have
UBt,1(a)≪ p
ǫ
∑
u∈E(pc1 )t
∮
pB
∣∣∣ ∑
x∈Et
x≡u (mod pc1)
bx
∣∣∣2 dα,
where the integrand on the right-hand side now imposes the condition x ≡
y ≡ u (mod pc1). The fact that pc1 divides xi − yi implies that p
c1 divides
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ψ(xi)−ψ(yi) for 1 ≤ i ≤ t, and substituting this into (3.2) gives the congruence
t∑
i=1
xi ≡
t∑
i=1
yi (mod p
c2),
where c2 = min{2c, B}. Repeating this process, we eventually reach the point
at which our congruence holds modulo pcj with cj = min{jc, B} = B, and
since c ≥ τB, this happens after at most ⌈τ−1⌉ steps. Now
UBt,1(a)≪ p
ǫ
∑
u∈E(pB)t
∮
pB
∣∣∣ ∑
x∈Et
x≡u (mod pB)
bx
∣∣∣2 dα,
so returning to the definition of the weights b, we obtain
UBt,1(a)≪ p
ǫρ−2t0
∑
u∈E(pB)t
∮
pB
∣∣∣∣ ∑
x∈Et
x≡u (mod pB)
axe
(
α
t∑
i=1
φ(xi)
)∣∣∣∣2 dα
= pǫρ−2t0
∑
u∈E(pB)t
∮
pB
∣∣∣∣ t∏
i=1
ρB(ui)fB(α, ui)
∣∣∣∣2 dα.
Using Ho¨lder’s inequality twice, we see that
UBt,1(a)≪ p
ǫρ−2t0
∑
u∈E(pB)t
t∏
i=1
ρB(ui)
2
(∮
pB
∣∣fB(α, ui)∣∣2t dα)1/t
= pǫρ−2t0
( ∑
u∈E(pB)
ρB(u)
2
(∮
pB
∣∣fB(α, u)∣∣2t dα)1/t
)t
≪ pǫρ−20
∑
u∈E(pB)
ρB(u)
2
∮
pB
∣∣fB(α, u)∣∣2t dα = pǫUB,Bt,1 (a).
We may assume that B is sufficiently large to give pǫ ≪ qBǫ, and consequently
we deduce that
log(UBt,1(a)/U
B,B
t,1 (a))
log qB
≪ ǫ
for any ǫ > 0, and hence, using the definition (2.4), we find that λ(t, 1) = 0 as
claimed. 
4. The hierarchy
In order to prove Theorem 1.2, we assume that Λ = λ(tk(k + 1)/2, k) > 0,
and work towards a contradiction. We introduce small positive numbers
0 < ǫ < τ < δ < µ < 1, (4.1)
which form a hierarchy in the sense that each element is assumed to be small
enough in terms of k,Λ and the larger parameters in the inequality (4.1). We
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may then choose B large enough, in terms of all of the above, to ensure that,
writing H = ⌈B/k⌉, we have
UBs,k(a) ≥ (q
H)Λ−ǫUB,Hs,k (a). (4.2)
By Lemma 2.3, we may assume that for all h ∈ N0 with h ≤ (1− δ)H , and for
all a′ ∈ D, we have
UB,hs,k (a
′) ≤ (qH−h)Λ+ǫUB,Hs,k (a
′).
We also fix parameters
ν = ⌈4ǫHΛ−1⌉ and θ = ⌈µH⌉ (4.3)
for use in the remainder of the paper, and observe that the existence of ν is
dependent on our assumption that Λ > 0. The following lemmata provide
bounds for UBs,k(a) which allow us to initiate our iterative process in Section 6.
Lemma 4.1. We have UBs,k(a)≪ q
sνK1,φ,νν,ν,c (a).
Proof. As in [13, Lemma 6.1], we use the definitions and Ho¨lder’s inequality
to obtain
UBs,k(a)≪ U
B,ν
s,k (a) + q
sνK1,φ,νν,ν,c (a).
By Lemma 2.3, and using (4.3), we have
UB,νs,k (a)≪ (q
H−ν)Λ+ǫUB,Hs,k (a)
≪ q−2ǫH(qH)Λ−ǫUB,Hs,k (a),
and by (4.2), this implies
UB,νs,k (a)≪ q
−2ǫHUBs,k(a),
so that
UBs,k(a)≪ q
sνK1,φ,νν,ν,c (a)
as claimed. 
Lemma 4.2. For a, b ∈ N0 with a ≤ b, and for w > 0 and ξ ∈ E , we have
ρa(ξ)
2 |fa(α; ξ)|
2w ≤ qw(b−a)
∑
ζ∈E(pb)
ζ≡ξ (mod pa)
ρb(ζ)
2 |fb(α; ζ)|
2w .
Proof. Apply Ho¨lder’s inequality exactly as in [13, Lemma 6.2]. 
Lemma 4.3. We have UBs,k(a)≪ q
sθK1,φ,νθ,θ,c (a).
Proof. Apply Lemma 4.2 twice, as in [13, Lemma 6.3], to obtain
K1,φ,νν,ν,c (a)≪ q
s(θ−ν)K1,φ,νθ,θ,c (a),
and substitute this into Lemma 4.1 to see that
UBs,k(a)≪ q
sνqs(θ−ν)K1,φ,νθ,θ,c (a) = q
sθK1,φ,νθ,θ,c (a)
as required. 
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5. The iterative process
Let k ≥ 2, and suppose that Theorem 2.1 holds for exponents smaller than
k. In this section, we make use of the inductive hypothesis and provide the
key lemmata underlying our iterative process, before completing the proof of
the theorem in Section 6. We begin with a lemma which raises the power of p
involved in one of our congruences, at a small cost.
Lemma 5.1. Let a, b, r ∈ N with 1 ≤ r ≤ k − 1 and min{a, b} ≥ δθ. Suppose
that
ra ≤ (k − r + 1)b ≤ B,
and set
b′ = ⌈(k − r + 1)b/r⌉.
Then Kr,φ,νa,b,c (a)≪ q
tk2νKr,φ,νb′,b,c (a).
Proof. We focus on Kr,φ,νa,b,c (a; ξ, η), in which we may assume that p
γ‖(ξ−η) for
some γ < ν, and write ξ − η = ωpγ with (ω, p) = 1. We introduce
B′ = (k − r + 1)b− ra− (k − r)γ,
and in the case B′ ≤ ν, we apply Lemma 4.2 as in [13, Lemma 7.1] to obtain
Kr,φ,νa,b,c (a)≪ q
tk2νKr,φ,νb′,b,c (a).
When B′ > ν, we consider the solutions counted by Kr,φ,νa,b,c (a; ξ, η) and, via
the same argument used in [13, Lemma 7.1], deduce that any such solution
satisfies
(ωpγ)k−r
R∑
i=1
(pa)l
(
Ψl(ui)−Ψl(vi)
)
≡ 0 (mod p(k−r+1)b) (1 ≤ l ≤ r),
where Ψl(z) = z
l + pa−(k−r)γΞl(z) for some Ξl ∈ Z[z]. Our hierarchy (4.1)
allows us to ensure that
kγ < kν ≤ δa,
and therefore we have
a− (k − r)γ > (1− δ)a > τB,
so the system of polynomials Ψ is pc-spaced for some c > τ(k − r + 1)b, and
satisfies
R∑
i=1
Ψl(ui) ≡
R∑
i=1
Ψl(vi) (mod p
B′) (1 ≤ l ≤ r).
Further manipulations, as in [13, Lemma 7.1], lead to the conclusion that
Kr,φ,νa,b,c (a) =
∮
pB
UB
′
R,r(c) |fb(α, η)|
2s−2R dα,
where cu = apau+ξ e
(
ψ(pau + ξ;α)
)
. At this point, we apply the inductive
hypothesis, in the form of Corollary 2.2, to deduce that
UB
′
R,r(c)≪ q
B′ǫ2UB
′,H′
R,r (c).
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Applying Lemma 4.2 and carrying out a series of substitutions, as in [13,
Lemma 7.1], we obtain
Kr,φ,νa,b,c (a)≪ q
B′ǫ2+R(b′−a−H′)Kr,φ,νb′,b,c (a).
Finally, we have
R(b′ − a−H ′) = tr(r + 1)(b′ − a−H ′)/2 < tk2ν/2,
and so, using the hierarchy (4.1), we see that
Kr,φ,νa,b,c (a)≪ q
tk2νKr,φ,νb′,b,c (a),
as required. 
From now on we drop any reference to φ, ν and c in our notation, since they
are assumed to remain fixed. Let a, b, r ∈ N satisfy the hypotheses of Lemma
5.1, and let b′ = ⌈(k−r+1)b/r⌉. We wish to swap the congruences modulo pb
′
and modulo pb, which will ultimately permit us to iterate our lifting process.
Lemma 5.2. For r ≥ 2, we have
Kra,b(a)≪ q
tk2νKk−rb,b′ (a)
1/(k−r+1)Kr−1b′,b (a)
(k−r)/(k−r+1).
When r = 1, we have
K1a,b(a)≪ q
tk2νKk−1b,kb (a)
1/kUB,bs,k (a)
1−1/k.
Proof. As in [13, Lemma 8.1], we apply Ho¨lder’s inequality to obtain
Krb′,b(a)≪ K
k−r
b,b′ (a)
1/(k−r+1)Kr−1b′,b (a)
(k−r)/(k−r+1),
so when r ≥ 2 we are done by Lemma 5.1. When r = 1, we observe that
K0b′,b(a) = U
B,b
s,k (a), which gives the claimed result. 
We now bound the normalised version of our mean values, and we write
K˜ra,b(a) as shorthand for K˜
r
a,b(a)Λ.
Lemma 5.3. For r ≥ 2, we have
K˜ra,b(a)≪ q
tk2νK˜k−rb,b′ (a)
1/(k−r+1)K˜r−1b′,b (a)
1−1/r.
When r = 1, we have
K˜1a,b(a)≪ q
2tk2νK˜k−1b,kb (a)
1/k(q−b)Λ(1−1/k).
Proof. As in [13, Lemma 8.2], when r ≥ 2 we use Lemma 5.2 and (2.5) to
conclude that
K˜ra,b(a)≪ (q
tk2ν)(k−1)/r(k−r)K˜k−rb,b′ (a)
1/(k−r+1)K˜r−1b′,b (a)
1−1/r,
which leads directly to the desired conclusion since (k − 1)/r(k − r) ≤ 1 for
1 ≤ r ≤ k − 1. When r = 1, we have
K˜1a,b(a)≪ q
tk2νK˜k−1b,kb (a)
1/kV 1−1/k,
where
V =
UB,bs,k (a)
qΛHUB,Hs,k (a)
.
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We also have
UB,bs,k (a)≪ (q
H−b)Λ+ǫUB,Hs,k (a),
by Lemma 2.3, and consequently
V ≪ qǫH−b(Λ+ǫ) ≪ qsν−Λb.
We therefore see that
K˜1a,b(a)≪ q
tk2νK˜k−1b,kb (a)
1/k(qsν−Λb)1−1/k
≪ q2tk
2νK˜k−1b,kb (a)
1/k(q−Λb)1−1/k
since s = tk(k + 1)/2 ≤ tk2. 
For 1 ≤ j ≤ k − 1, we write ρj = j/(k − j + 1) and bj = ⌈b/ρj⌉. In the
next lemma, we make use of the inductive hypothesis to improve our bound
on K˜ra,b(a).
Lemma 5.4. Let 1 ≤ r ≤ k − 1, and let a ≥ δθ and b ≥ kδθ with ra ≤
(k − r + 1)b. Then for kb ≤ B, we have
K˜ra,b(a)≪ q
(r+1)tk2ν(q−b)Λ(1−1/k)/r
r∏
j=1
K˜k−jb,bj (a)
ρj/r.
Proof. When r = 1, this follows immediately from Lemma 5.3. For r ≥ 2,
we proceed inductively, as in [13, Lemma 9.1]. Suppose that the conclusion is
known for all r < r0 for some 2 ≤ r0 ≤ k − 1. By Lemma 5.3, we have
K˜r0a,b(a)≪ q
tk2νK˜k−r0b,b0 (a)
1/(k−r0+1)K˜r0−1b0,b (a)
1−1/r0 , (5.1)
with b0 = br0 = ⌈(k − r0 + 1)b/r0⌉ ≥ 2b/k > δθ. We also have
(r0 − 1)b0 ≤ (r0 − 1)
(
(k − r0 + 1)b/r0 + 1
)
< (k − r0 + 2)b,
where the second inequality follows from (4.3) and the fact that we may
choose B sufficiently large. We therefore use the inductive hypothesis to bound
K˜r0−1b0,b (a), obtaining
K˜r0−1b0,b (a)≪ q
r0tk2ν(q−b)Λ(1−1/k)/(r0−1)
r0−1∏
j=1
K˜k−jb,bj (a)
ρj/(r0−1).
Substituting this into (5.1), and writing ρ0 = ρr0 = r0/(k−r0+1), we see that
K˜r0a,b(a)≪ q
tk2ν+(r0−1)tk2ν(q−b)Λ(1−1/k)/r0K˜k−r0b,b0 (a)
ρ0/r0
r0−1∏
j=1
K˜k−jb,bj (a)
ρj/r0
≪ qr0tk
2ν(q−b)Λ(1−1/k)/r0
r0∏
j=1
K˜k−jb,bj (a)
ρj/r0 ,
and so the lemma follows by induction. 
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Lemma 5.5. Suppose that all of the hypotheses of Lemma 5.4 hold. Then
there exists an integer r′ with 1 ≤ r′ ≤ r such that
K˜ra,b(a)≪ K˜
k−r′
b,br′
(a)ρr′ (q−b)Λ/(2k).
Proof. As in [13, Lemma 9.2], we combine the inequality
|z1 . . . zn| ≤ |z1|
n + · · ·+ |zn|
n
with Lemma 5.4 to obtain
K˜ra,b(a)≪ q
(r+1)tk2ν(q−b)Λ(1−1/k)/r
r∑
j=1
K˜k−jb,bj (a)
ρj .
In particular, for some 1 ≤ r′ ≤ r, we have
K˜ra,b(a)≪ q
(r+1)tk2ν(q−b)Λ(1−1/k)/rK˜k−r
′
b,br′
(a)ρr′ ,
so it remains to prove that
q(r+1)tk
2ν(q−b)Λ(1−1/k)/r ≤ (q−b)Λ/(2k). (5.2)
We have (1− 1/k)/r ≥ 1/k for 1 ≤ r ≤ k − 1, so
q(r+1)tk
2ν(q−b)Λ(1−1/k)/r ≤ q(r+1)tk
2ν(q−b)Λ/k.
By our assumptions on b and r, and using (4.3), we see that
bΛ/k ≥ δθΛ ≥ δµHΛ and 2tk3ν ≥ 2(r + 1)tk2ν,
and by (4.1) and (4.3), we may choose our parameters to ensure that
δµHΛ > 2tk3⌈4ǫHΛ−1⌉ = 2tk3ν,
so
q(r+1)tk
2ν ≤ qbΛ/(2k)
and (5.2) is proved. 
Finally, we use Lemma 5.5 to deduce an iterative bound of the necessary
shape, which will be used in Section 6 to prove Theorem 2.1.
Lemma 5.6. Let 1 ≤ r ≤ k − 1, and suppose a ≥ δθ and b ≥ k2δθ with
ra ≤ (k − r + 1)b. Then whenever k2b ≤ B, there exist integers r′ with
1 ≤ r′ ≤ k − 1, as well as a′ ≥ δθ and b′ ≥ k2δθ with r′a′ ≤ (k − r′ + 1)b′, and
there exists a real number 0 < ρ ≤ (1− 1/k)2 satisfying
(1 + 2/k)b ≤ b′ ≤ k2b, b′ =
⌈
(r′ + 1)a′
k − r′
⌉
, ρb′ ≥ b,
and such that
K˜ra,b(a)≪ K˜
r′
a′,b′(a)
ρ(q−b)Λ/(2k).
Proof. Exactly as in [13, Lemma 9.3], we apply Lemma 5.5 twice, and then
verify that the conditions hold. 
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6. Proof of Theorem 2.1
Throughout this section, we consider k ∈ N and let s = tk(k + 1)/2. The
case k = 1 has been handled in Proposition 3.1, so we may assume that k ≥ 2,
and that Theorem 2.1 is known for exponents smaller than k. If λ(s, k) ≤ 0, we
are done, so we assume that λ(s, k) = Λ > 0 and work towards a contradiction.
As in [13, Section 10], we use Lemma 4.3 and our hierarchy (4.1) to see that
K˜1θ,θ(a)≫ q
−2sθ. (6.1)
We now set N = ⌈16sk/Λ⌉, again noting that the existence of N depends
on the assumption that Λ > 0, and repeatedly apply Lemma 5.6 to obtain
sequences (an), (bn), (rn) and (ρn) for 0 ≤ n ≤ N , satisfying
1 ≤ rn ≤ k − 1, k
2δθ ≤ bn ≤ k
2n+2θ, δθ ≤ an ≤ (k − rn + 1)bn/rn,
and, for n ≥ 1,
0 < ρn ≤ (1− 1/k)
2, ρnbn ≥ bn−1,
and such that
K˜1θ,θ(a)≪ K˜
rn
an,bn
(a)ρ1...ρn(q−Λ/(2k))nb0 , (6.2)
where the empty product ρ1 . . . ρn for n = 0 is interpreted as 1. The initial
choice a0 = b0 = θ and r0 = ρ0 = 1 therefore trivially satisfies (6.2). We prove
the existence of such sequences by induction, following the same argument
used in [13, Section 10].
Using (6.2) in the case n = N in conjunction with (6.1), and writing ρ =
ρ1 . . . ρN , gives the bound
q−2sθ ≪ K˜rNaN ,bN (a)
ρ(q−Λ/(2k))Nθ, (6.3)
and applying Lemma 2.4 in the case where λ(s, k) = Λ gives
K˜rNaN ,bN (a)≪ q
Hǫ. (6.4)
By our hierarchy (4.1), in combination with (6.3) and (6.4), we may assume
that Hǫ ≤ θ, so that
q−2sθ ≪ (qρ−NΛ/(2k))θ. (6.5)
We now observe that (4.3) implies that qθ is sufficiently large with respect to
s, k and Λ, so (6.5) can only hold if 4s ≥ NΛ/(2k). The definition of N leads
ultimately to the relation
Λ ≤ 8sk/N ≤ Λ/2,
a contradiction to the assumption that λ(s, k) = Λ > 0, and so Theorem 2.1
is proved. 
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7. Proof of Theorem 1.2
As in [4], it suffices to prove Theorem 1.2 for X a suitably large power of p;
a convenient choice here turns out to be X = pH , for H = ⌈B/k⌉ as defined in
Section 4. We may also assume that we work with a choice of weights satisfying
ax = 0 for x /∈ E(X).
By Corollary 2.2, we find that∮
pB
|f(α)|2s dα≪ qHǫρ−20
∑
ξ∈E(pH)
ρH(ξ)
2
∮
pB
|fH(α, ξ)|
2s dα.
By (2.1) and Cauchy’s inequality, we see that
ρH(ξ)
2 |fH(α, ξ)|
2 =
∣∣∣∣ ∑
x∈E(X)
x≡ξ (mod pH )
axe(ψ(x;α))
∣∣∣∣2
≤
( ∑
x∈E(X)
x≡ξ (mod pH)
a
2
x
)( ∑
x∈E(X)
x≡ξ (mod pH )
1
)
= a2ξ,
and consequently that∮
pB
|f(α)|2s dα≪ qHǫρ−20
∑
ξ∈E(pH)
a
2
ξ ≪ q
Hǫ ≪ pHǫ.
We therefore have ∮
|f(α)|2s dα ≤
∮
pB
|f(α)|2s dα≪ Xǫ,
and Theorem 1.2 is proved. 
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