One of the basic design criteria for a block encryption function is to ensure that for each xed key, each ciphertext bit depends nonlinearly on each plaintext bit. When the ciphertext is represented using boolean equations depending on the key and plaintext, these equations should then be nondegenerate so that it is possible that each bit of the key and plaintext can in uence each ciphertext bit.
Introduction
One of the basic design criteria for a block encryption function is to ensure that for each xed key, each ciphertext bit depends nonlinearly on each plaintext bit. For example, this property is essential if the encryption function is to be used as the basis for an authentication algorithm 9], or if the form of transmission requires error propagation 20] . Indeed for the banking community, authentication is more important than privacy 15]. More generally, total nonlinear dependence between the message and ciphertext is a necessary condition for small changes in the message to produce large unpredictable changes in the ciphertext. This phenomenon, known as the avalanche e ect 8], reduces the information that a cryptanalyst can gain by considering the encryption of similar messages. If a block cipher can combine the plaintext and ciphertext nonlinearly, then the block size of the cipher can be e ectively increased by running the cipher in a chaining mode, which links dependencies from the current block to all previous blocks 5] . For a discussion of other design criteria for block ciphers see 8] 9] 18] 20] 26].
Degeneracy will be informally de ned as the absence of a dependency between two parameters in a cipher. Degeneracy in the key allows the keyspace to be partitioned into several smaller subspaces that can be searched independently, and hence provides a divide-and-conquer approach to exhaustive search for the actual key 3] 24].
Any encryption function E can be implemented as a circuit, which permits E to be modeled as a system of boolean equations. Let E : Z n 2 Z m 2 ! Z n 2 be an encryption function that maps n-bit plaintexts to n-bit ciphertexts, under the action of an m-bit key. Let E K (X) be the encryption of X = x 1 ; x 2 ; x n under the key K = k 1 ; k 2 k m . The mapping E K (X) may be expressed as a system A E of n equations in m + n unknowns, where the unknowns are the n plaintext bits x i , and the m key bits k i . It is expected that each equation will have a number of terms that is exponential in m + n, as noted by Konheim 18] and Schaum uller- Bichl 27] . Let C = E K (X) where C = c 1 ; c 2 ; ; c n , c i 2 Z 2 . Then there are equations f i : Z n 2 Z m 2 ! Z n 2 such that f i (X; K) = c i . For each xed key, an n-bit cipher E realizes a invertible substitution or an n-bit permutation. The set of all n-bit permutations is known as the symmetric group on 2 n elements, denoted as S 2 n. Kam and Davida 16] were the rst to show that large nondegenerate product ciphers, the so-called SP-networks, can be constructed from small nondegenerate substitutions, or S-boxes. The Kam and Davida algorithm selects special transpositions at each round of the product cipher, which cause the in uence of a variable to propagate throughout the intermediate ciphertext in a regular and controlled manner, such that by the nal round the propagation is complete. Subsequently, Ayoub 2] has shown that a similarly constructed product cipher, employing only random transpositions, would almost certainly guarantee the nondegeneracy property of the product cipher. From the work of Ayoub we may hypothesize that most product ciphers are nondegenerate . We further observe that product ciphers give rise to a very general class of 2 encryption functions, and in fact it has been shown that for a given block size n, these ciphers can generate the alternating group of the set f 0; 1; 2 n ? 1 g, given a su cient number of rounds 4] 7] 18]. We may further hypothesize that for a given n, most n-bit permutations are nondegenerate.
Results
In this paper we will study nondegeneracy in boolean functions themselves, and in boolean functions which describe permutations. Our results indicate that attacks based on the presence of degeneracy, or absence of nondegeneracy, are unlikely to succeed in general. Let A E (K) be the system of equations that results if the key K is xed, and let A E (X) be the system of equations that results if the plaintext X is xed. Since E is invertible, then A E (K) describes an n-bit permutation. On the other hand, A E (X) describes the set of ciphertexts that X is mapped to under each key, which we may assume are random. Then we will study key degeneracy by examining the likelihood that a random function is degenerate, and study plaintext degeneracy by determining the probability that a random permutation is degenerate.
A boolean function f is said to be an n-bit function if f : Z n 2 ! Z 2 . The weight of an n-bit function f is de ned as jfX j f(X) = 1; X 2 Z n 2 gj, and f is balanced if its weight is 2 n?1 . Also, f is vacuous in variable x i if for all X = x 1 ; x 2 ; x n 2 f0; 1g n , f(x 1 ; x i ; ; x n ) = f(x 1 ; ; 1 + x i ; x n ):
(
If f is vacuous in any variable then f is degenerate, otherwise f is said to be nondegenerate. Let N n k be the set of n-bit nondegenerate functions of weight k, 0 k 2 n , and let N n = S 0 k 2 n N n k . For degenerate functions, we may similarly de ne the sets D n and D n k , and it follows that jD n k j = 2 n k ? jN n k j. The number of nondegenerate functions has been studied previously by Harrison 12] , and Hu 14] , where it is proven that 2 2 n jN n j.
Notwithstanding that most functions are nondegenerate, a designer would like a proof, or at least strong evidence, that a proposed system is nondegenerate. In x2 we show that a proof for the nondegeneracy of a boolean function can be found in linear time on average. Also in x2 we examine the higher order characteristics of nondegeneracy in boolean functions. Our main result is to determine the expected minimum order of a degenerate subfunction of a random balanced function. We prove (Theorem 3.4) that for a balanced function, all order (n ? dlog ne ? 2) subfunctions are expected to be nondegenerate. This result has implications for chosen-plaintext attacks, since for a xed key K, any ciphertext bit is described by a function which we expect to be balanced.
A function F : Z n 2 ! Z n 2 is called an (n; n)-bit function, and is nondegenerate if the ith bit of F is realized by the n-bit boolean function f i : Z n 2 ! Z n 2 and f i is nondegenerate for all i; 1 i n. Let N n;n be the set of invertible nondegenerate 3 (n; n)-bit functions, which correspond to the set of n-bit nondegenerate permutations.
There is no known closed form for jN n;n j, which was recently noted by Mitchell 22] . In x4, we prove (Theorem 4.3) that 2 n ! jN n;n j, and further (Corollary 4.2) derive bounds L n ; U n 2 o(1) such that 1 ? L n < jN n;n j 2 n ! < 1 ? L n + U n :
(3)
Thus we are able to show that most elements of the symmetric group are nondegenerate. For example, the probability that a randomly chosen 10-bit permutation is degenerate is less than 10 ?150 (see Table 1 ).
In the computations to follow we will require bounds on the factorial function. From Mitrinovi c 23, p183], we may bound n! as p 2 n n n e ?n exp 1 12n + 1 4 < n! < p 2 n n n e ?n exp 1 12n : (4) 2 Demonstrating the nondegeneracy of a function
In general, proving a given boolean function to be nondegenerate is hard, but on average, proofs of a function being nondegenerate can be found in linear time (see Theorem 2.2). This implies that for any xed key K, a proof of the nondegeneracy of a cipher can be found quickly. To prove complexity theory results we are required to specify the form in which a function is represented. There are several normal forms to consider 12], but in the next theorem we shall be concerned with the Disjunctive Normal Form (DNF). Proof. We will rst verify that the decision problem is in NP. Let f be an n-bit function in the literals U f = f x 1 ; x 2 ; x n g. To verify that f is not vacuous in the literal x i requires a truth assignment T for the n ? 1 literals in U f ? fx i g. The size of this certi cate is polynomial in n, and it can be veri ed in polynomial time. We will reduce the NP-complete NON-TAUTOLOGY problem 11, LO8,p.261] to deciding if a function is not vacuous in literal x i . The NON-TAUTOLOGY problem is to decide if a given boolean expression, say in DNF, has a truth assignment for which the expression is false, and hence is not a tautology (always true). Let g = (U g ; P) be an instance of the NON-TAUTOLOGY problem, where U g = fx 1 ; x 2 ; ; x n g is a set of n literals and P = fp 1 ; p 2 ; ; p r g is a set of r product terms involving the literals from U g . The function g is de ned as the disjunction of the products from P. Let x n+1 be a literal such that x n+1 6 2 U g . Let f be the (n + 1)-bit function 4
de ned as f = g + x n+1 , where U f = U g fx n+1 g. Consider deciding if f is vacuous in
Suppose that f is not vacuous in x n+1 . Then there must be a partial truth assignment T to the n literals in U f ? fx n+1 g that reduces f to the subfunction f 0 = x n+1 . Since the literal x n+1 is only involved in one product term of f that consists of just x n+1 , T must be a truth assignment that does not satisfy g. Hence g is a non-tautology. Suppose that g is a non-tautology. Let T be a truth assignment that does not satisfy g. Consider applying T to the literals in U f ? fx n+1 g. Since g will be false when T is applied, f 0 = x n+1 is the resulting subfunction of f. It follows then that f is not vacuous in x n+1 . 2
The result of Theorem 2.1 is a worst case statement, and is contingent on the function being given in DNF. We will show that testing if a literal is vacuous in a boolean function can be performed e ciently on average, assuming that all boolean functions are equally likely (regardless of the normal form given).
To prove that an n-bit function f is nondegenerate we are required to nd n vectors X 1 ; X 2 ; ; X n 2 Z n 2 such that f(X i ) 6 = f(X i + e i ), 1 i n. Let f 1 ; f 2 ; ; f s be s equations which describe some n-to-s-bit mapping that we wish to prove to be nondegenerate (for example, these equations could describe a cipher E for some xed key K). Consider the algorithm in Figure 1 for nding a proof that these s equations are nondegenerate. The algorithm constructs a dependency matrix D 10] 29], which is an n s matrix where for X 1 ; X 2 ; ; X p ,
1 i n; 1 j s. Then D i; j] gives the probability that the jth bit of the output changes when the ith input bit is complemented for input X 1 ; X 2 ; ; X p chosen equiprobably from Z n 2 . The set of functions f 1 ; f 2 ; ; f s are provably nondegenerate when the dependency matrix contains all nonzero entries. The algorithm in Figure 1 constructs a partial dependency matrix, as only a sample of the possible inputs X 2 Z n 2 is considered. A full dependency matrix is one for which the entries are computed over all possible inputs X 2 Z n 2 . We are then interested in determining the number of vectors that need to be examined before we expect a partial dependency matrix D to have all nonzero entries. Let f(X n ; X n i ) j X n 2 Z n 2 g be the 2 n?1 n-bit vectors that di er in just the ith coordinate, 1 i n. Each pair (X n ; X n i ) can be ordered lexicographically, and then the pairs themselves can then be ordered lexicographically on the rst coordinate (of the pair). Let the resulting order be (X n (j); X n i (j)); 1 j 2 n?1 .
Example 2.1 Let n = 3 and i = 1. Then the 3-bit vectors ordered lexicographically on the rst coordinate are (000; 001); (010; 011); (100; 101); (110; 111). while f(X n (j)) f(X n i (j)) = 0 and j 2 n?1 do j j + 1 ;
od if j 2 n?1 then return not vacuous else return vacuous Consider the procedure in Figure 2 to decide if a function f is vacuous in x i . Theorem 2.1 essentially states that there are some functions f for which the while loop in Figure   2 will iterate an exponential number of times. However we will show that the number of expected iterations is constant. Let c(f; n) be the number of comparisons f(X n (j)) f(X n i (j)) required to determine if an n-bit function is vacuous in a given literal using the procedure in Figure 2 . Proof. We will rst determine the probability Pr(c(f; n) = j). It follows that c(f; n) = j () f((X n (j)) 6 = f(X n i (j)) j f(X n (h)) = f(X n i (h)); 1 h < j)]: 6
Then the rst (j ? 1) pairs of functions values for f can be selected in 2 j?1 ways, the jth pair can be selected in 2 ways, and the remaining 2 n ? 2j function values can be selected arbitrarily. It follows that Pr(c(f; n) = j) = 2 j?1 2 2 2 n ?2j 2 2 n = 2 ?j : (6) Then we have that E(c(f;n)) = n X j=1 j Pr(c(f; n) = j) (7) = n X j=1 j 2 ?j < 2: Figure 1 by the ordered search de ned by lexicographically ordering the elements of Z n 2 . Then O(1) steps are required to prove that variable x i in function f j is not vacuous, and there are s functions with n variables in total. 2 3 Nondegenerate functions For i; 1 i n, let P n k (i) ? n k be the set of those n-bit functions of weight k that are vacuous in variable x i . We will use the inclusion-exclusion principle to determine the cardinality of N n k , where N n k = ? n k ? 1 i n P n k (i):
Theorem 3.1 (Harrison 12 ]) The number of degenerate n-bit functions of weight k is jD n k j = X 1 j 2 (k) (?1) j?1 n j ! 2 n?j k 2 ?j ! : (12) where 2 (k) is the highest power of 2 that divides k. 2 7 Hu 14] has also proved this result using induction. For j; 1 j n?1, let A n;j k = 2 n?j k2 ?j , which are the coe cients of the sum in eq. (12). In general, A n;1 k dominates this sum, and we will prove this for the case where k = 2 n?1 as an asymptotic estimate of jD n 2 n?1 j is required in x4. Theorem 3.2 jD n 2 n?1 j n A n;1 2 n?1 : (13) Proof. By bounding the factorial function from eq. (4), we have that for 2 j n ? 1, A n;j 2 n?1 A n;1 2 n?1 = (2 n?2 !) 2 2 n?j ! 2 n?1 ! (2 n?j?1 !) 2 ; < 2 2 n?j 2 2 n?1
The theorem follows from jD n 2 n?1j = (1)): (15) 2 Since E is invertible, the resulting mapping is a permutation which will be described by balanced boolean functions F = f 1 ; f 2 ; ; f n ]. These functions have a low probability of being degenerate, but it may be possible to induce degeneracy by holding constant a subset of the plaintext bits. An order r subfunction f 0 , 0 r n, of an n-bit function f, is any function obtained by holding r inputs of f constant. We will show that for a balanced function f, at least n ? dlog ne ? 2 bits must be set before any degenerate subfunction is expected to exist, assuming all functions f are equally likely. Then in a chosen-plaintext attack 6] a signi cant number of the plaintext bits must be assigned before we expect degeneracy to be induced.
We rst derive an expression for the expected number of degenerate subfunctions in a boolean function. Our analysis is similar to the methods used by Mileto and Putzolu 21] for deriving the expected number of implicants in a boolean function. An order d subfunction f 0 , 0 d n, of an n-bit function f, is any (n ? d)-bit function obtained by holding d inputs of f constant. Let g 2 Z A 2 y 1 ; y 2 ; : : :; y n?d ] be an (n ? d)-bit function where 0 d n and fy 1 ; y 2 ; : : : ; y n?d g fx 1 ; x 2 ; : : :; x n g. We say that f has g as a subfunction if there exists an order d subfunction f 0 of f such that f 0 = g. Also let m k = 0 if k < 0. jD r 2j j 2 n ? 2 r u ? 2j ! : (16) Proof. For F(n; k) = 2 n k let f 1 ; f 2 ; : : : ; f F(n;k) be the n-bit functions of weight k. Also, for a given n-bit function f let f 0 1 ; f 0 2 ; : : :; f 0 C(n;r) be the C(n; r) order (n?r) subfunctions of f where C(n; r) = n r 2 n?r . If the set of r-bit degenerate functions is enumerated as 1 g r i jD r j, then by de nition we have that 
The inner summation of eq. (18) is the number of functions that have the degenerate function g r i as a xed order (n ? r) subfunction. If g r i has weight w then C(n;r) F(n;k) 2 n ?2 r k?w is the average number of times a function of weight k contains g r i as a subfunction. Then eq. (18) 
Consider the set ? n of all n-bit functions, with the uniform distribution on this set. Let D n (f) : ? n ! f0; 1; : : : ; ng be a random variable, such that if D n (f) = d then to induce a degenerate subfunction in f it is necessary and su cient to assign d variables. That is, if a function f depends on the variables V = f x 1 ; x 2 ; : : :; x n g, then Pr(D n (f) = d) is the probability that there exists a set V 0 V; jV j = d, such that it is possible to induce degeneracy in a subfunction of f by making an assignment to the variables of V 0 , and there is no other set V 00 V; jV 00 j < jV 0 j, with this property. It follows that E D n (f)] = P n d=0 d Pr(D n (f) = d) gives the expected number of variables that must be assigned before a degenerate subfunction is induced, where the expectation is taken over all possible n-bit functions. 1): (20) This completes the proof of the theorem.
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Even though Theorem 3.4 is an asymptotic result, the o(1) term in the statement of the theorem converges to zero quickly as a function of n. Let C be a ciphertext produced by DES. Say we wish to recover the corresponding plaintext X by guessing B of the plaintext bits and inducing degenerate relations between the ciphertext and remaining unassigned plaintext bits. Assuming that the equations which describe DES are random, Theorem 3.4 states that B must be at least 56 = 64 ? 6 ? 2 before we expect degeneracy to be induced, and are able to make a computational saving over exhaustive search.
Nondegenerate permutations
In this section we will obtain an asymptotic estimate of the number of n-bit permutations that are nondegenerate, and this expression indicates that most permutations are in fact nondegenerate. As was the case with nondegenerate boolean functions, we will use the inclusion-exclusion principle to derive an expression for the number of nondegenerate permutations, and then show that the rst term of this expansion dominates the sum.
De nition 4.1 Let N n;n be the set of permutations P 2 S 2 n, such that if P is realized by F = f 1 ; f 2 ; ; f n ] then f i 2 N n 2 n?1; 1 i n. 2
In Theorem 4.3 we prove that 2 n ! jN n;n j, and further in Corollary 4.2 derive bounds L n ; U n 2 o(1) such that 1 ? L n < jN n;n j 2 n ! < 1 ? L n + U n : (21) The k-tuple of n-bit functions F = f 1 ; f 2 ; ; f k ], 1 k n, is said to be a partial permutation if F describes the rst k bits of some n-bit permutation. To apply the inclusion-exclusion principle we will require the following de nition.
De nition 4.2 For k; 1 k n, let C n (k) denote the number of tuples F = f 1 ; f 2 ; ; f k ] such that F is a partial permutation, and f i 2 D n 2 n?1, 1 i k. 2 It can be proven by induction that the number of partial permutations F = f 1 ; f 2 ; ; f k ] is (2 n?k !) 2 k . It follows that the number of permutations for which at least the rst k bits are degenerate is C n (k) (2 n?k !) 2 k , 1 k n. The cardinality of N n;n can be expressed using the C n (k) coe cients. Theorem 4.1 jN n;n j = 2 n ! + n X i=1 (?1) i n i ! C n (i) (2 n?i !) 2 i : (22) Proof. Let C n i 1 ;i 2 ; ;i k be the set of permutations that are degenerate in the bits i 1 ; i 2 ; ; i k , where i 1 ; i 2 ; i k 2 f 1; 2; ; n g. Then it follows that N n;n = S 2 n ? 1 k n 1 i 1 <i 2 i k n C n i 1 ;i 2 ; i k : (23) But jC n i 1 ;i 2 ; ;i k j = jC n 1;2; ;k j by symmetry, and from De nition 4.2, we have that jC n 1; ;k j = C n (k) (2 n?k !) 2 k . Then using the inclusion-exclusion principle and eq. (23), it follows that, jN n;n j = 2 n ! + n X i=1 (?1) i n i ! C n (i) (2 n?i !) 2 i : (24) 2 An exact expression for jN n;n j reduces to nding an exact expression for the C n (i), which unfortunately appears to be a hard combinatorial problem. However, experimentation has shown that the terms of the sum in eq. (24) are decreasing rapidly. Hence we may obtain a good asymptotic estimate of jN n;n j by only considering a constant number of terms from the sum in eq. (24). Let C n i = C n (i) (2 n?i ) 2 i , 1 i n, and note that C n 1 = jD n 2 n?1j (2 n?1 !) 2 from De nition 4.2. In Theorem 4.3 we prove that jN n;n j = 2 n ! ? n C n 1 (1 + o(1)): (25) We begin by bounding the C n (k) in Theorem 4.2. The technique in Theorem 4.2 can be used to bound the number of permutations described by boolean equations with any property P, given that the number of balanced boolean functions with property P is known. For example, we can bound the number of permutations that satisfy the Strict Avalanche Criterion (SAC) if we know the number of balanced functions that are SAC. A boolean function satis es the SAC if when an input variable x i is altered the output of the function changes with probability one half. 
Proof. By induction on k. Basis. Let k = 1. Then C n (1) is the number of balanced n-bit degenerate functions which is exactly jD n 2 n?1 j, and thus the theorem is true when k = 1.
Induction Hypothesis. Assume that the theorem is true for k; 1 < k < n.
Inductive
Step. Let F k = f 1 ; f 2 ; ; f k ] such that f i 2 D n 2 n?1, and F k is extendible. We wish to determine the number of n-bit degenerate functions f such that F k+1 = f 1 ; f 2 ; ; f k ; f] is extendible.
Let f be a function of the variables x 1 ; x 2 ; ; x n , which can be represented as a vector V f 2 Z 2 n 2 , where V f = f(0); f(1); ; f(2 n ? 1) . Partition V f into 2 k blocks of length 2 n?k , denoted as V g 1 ; V g 2 ; ; V g 2 k . We may interpret each of these blocks V g i as being the vector representation of an (n?k)-bit function g i , and let G = fg 1 ; g 2 ; ; g 2 k g.
We may consider each function g i as depending on a subset of the variables x 1 ; x 2 ; ; x n , and, without loss of generality, let these variables be x 1 ; x 2 ; ; x n?k . Now f is degenerate in the variable x j 2 f x 1 ; x 2 ; ; x n?k g if and only if g i is degenerate in x j , 8g i 2 G.
Then it follows that the number of functions f that are degenerate in some variable from the set f x 1 ; x 2 ; ; x n?k g is less than jD n?k 2 n?k?1 j 2 k . The function f will be degenerate in a variable from the set f x k+1 ; x k+2 ; ; x n g if g i 2 j = g i , for some j, 1 j k. The number of 2 k -tuples G for which g i 2 j = g i is given by k X j=1 (?1) j?1 k j ! 2 n?k 2 n?k?1
13
where we have used the inclusion-exclusion principle. By de nition, C n (k + 1)=C n (k) gives the number of ways a degenerate function can be added to F k such that the resulting (k + 1)-tuple is still extendible. Then using the induction hypothesis, we have that C n (k + 1)=C n (k) < jD n?k 2 n?k?1 j 2 k + 
Proof. Using the estimates of jD n k j from Theorem 3.2, and the fact that the sum in eq.
(27) is dominated by its rst term, it follows that C n (k) < n 2 n?1 2 n?2 
Then the theorem follows from the de nition of C n k .
2
We may now prove the main theorem of this section. 
where L n ; U n 2 o(1).
Proof. Using the properties of the inclusion-exclusion principle from eq. (22), we may bound jN n;n j as 2 n ! ? n C n 1 < jN n;n j < 2 n ! ? n C n 1 + n 2 ! C n 2 :
15
Using the estimates of Corollary 4.1, it can be shown that n C n 1 2 n ! = o 1 2 2 n?1 +n=2 ! ;
(39) n 2 C n 2 2 n ! = o 1 2 2 n +n=2?5 log n ! :
(40)
The corollary now follows.
In Table 1 , the values of n C n 1 and n 2 C n 2 are listed for several small values of n (n = 4; 5; ; 10). When n is as small as 10 it is clear that the probability of selecting a random permutation that which is degenerate in any bit is negligibly small. Notice that for the construction of SP-networks 1] 16], small nondegenerate S-boxes are required, and our results indicate that these S-boxes can be found e ciently by randomly selecting permutations S 2 S 2 n. n 2 n ! n C n Table 1 : Bounds on jN n;n j
Conclusion
Our results indicate that degeneracy is not a common property of boolean functions or (of boolean functions which describe) permutations. If we assume that product ciphers realize random permutations from the symmetric group, then any cryptanalytic attack based on the presence of degeneracy is unlikely to succeed. Further statistical tests are required to prove this assumption, which appears reasonable given the generality of product ciphers. However, there has been little work on how the number of rounds a product cipher performs in uences the set permutations realized by the cipher. Even and Goldreich 7] have noted that some permutations within S 2 n require at least (log(2 2 n !))=n 2 n rounds to be realized by DES-like product ciphers. The`meet-in-the-middle' attack of Chaum and Evertse 3] relies on the observation that a minimum number of rounds are required for a product cipher to establish dependencies between the key, plaintext and ciphertext. One open problem is then to determine the minimum number of rounds required to establish these dependencies, and also guarantee that the cipher can generate a large subset of permutations from the symmetric group. Meyer 19] has analyzed DES and concluded that total dependence between the plaintext, key and ciphertext is achieved after 4 rounds, and this total dependency then persists for the remaining 12 rounds of the cipher. However, Meyer's analysis is based on the assumption that the class of nondegenerate functions is closed under composition, and then essentially, once a ciphertext bit depends on a given key or plaintext bit, this dependence is not cancelled by subsequent rounds of the cipher. For the SP-networks of Kam and Davida, this assumption is valid given the speci c transpositions employed by the algorithm, but is not necessarily true of DES.
In this paper the inclusion-exclusion principle has provided a convenient form for asymptotic estimates, as typically the coe cients of the expansion are exponentially decreasing in magnitude. When this is the case, the rst coe cient of the expansion provides an accurate asymptotic estimate of the sum itself. We may be able to apply similar techniques to decide whether or not most permutations are correlation immune 28], bent 25], or satisfy the strict avalanche criterion (SAC) 29].
We expect that results concerning the density of boolean functions and permutations that are nondegenerate to be similar to density results for nona nity as there are only two functions that are a ne yet nondegenerate (viz the exclusive-or function and its complement). Thus by guaranteeing nondegeneracy in a cipher, say by the Kam and Davida algorithm, we almost certainly ensure nona nity (Kam and Davida prove this for their algorithm). As nondegeneracy is a necessary condition for a boolean function to satisfy the SAC, then by guaranteeing the SAC we certainly ensure nondegeneracy. However there is no known algorithm for constructing ciphers that are guaranteed to be described by boolean equations that are SAC, even though there are recursive algorithms for constructing SAC functions arbitrarily permutations (S-boxes) that are described by boolean equations that are SAC 17] .
