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Abstract
In this paper, we study the reversibility of the chemical master equation
model. We will provide sufficient conditions for the chemical master equation
model to satisfies the Kolmogorov’s cycle criterion. Next we prove that
the quasi-potential, which plays a key role in the problem of exit from a
domain, can be expressed by the potential function of some vector field in
a line integral provided it exists. We then explore the relationship among
the path independence of the line integral, the reversibility of the chemical
master equation model and the reversibility of the deterministic model. As an
application of our results, we find a non-trivial class of chemical systems that
may exhibit multistability, and the transitions between steady states can be
explicitly described.
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1. Introduction
Chemical master equation model is a relatively accurate description for biochemical
kinetics, especially for systems that can exhibit multistability, which has been widely
detected in biological systems (see [2] for an example). Those systems with multista-
bility receive more concerns in biophysics, and how to describe the transitions between
different steady states is the core issues for multistable systems. However, chemical
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master equation model can be difficult to analyse [19], and its corresponding diffusion
approximation may be inaccurate in some sense [17]. So most papers investigating
multistability in chemical systems merely study simple systems such as the Schlo¨gl
model [17], which is essentially a one-dimensional birth-death process.
Transitions between steady states have been understood as rare events [17], which
are exactly what large deviations theory concerns about. [12] proved that the stochastic
trajectories of the chemical master equation model will converge to the trajectory of
the deterministic model in finite time when taking thermodynamic limit. This result
indicates that it is possible to establish large deviations results for the chemical master
equation model. To the best of the authors’ knowledge, the first concrete step towards
this direction is made by [18], who have established the large deviations estimates
and Freidlin-Wentzell theory for general density dependent Markov chains [13]. To
be specific, they defined “quasi-potential” and proved that it plays a key role in the
problem of exit from a domain [5]. After that, [1] derived large deviations results
specifically for the chemical master equation model, but the existence of stationary
distribution and its exponential estimates was not presented.
However, the definition of the quasi-potential is rather abstract. It is not likely
to obtain an explicit expression of it in general situations (see [8] for an attempt of
numerical simulation), except for the situation when b = −∇U [9], since everything
can be explicitly calculated in this case. Moreover, It is noteworthy that Xǫ, which
is the main object in [5], is reversible with respect to its stationary distribution when
b = −∇U . This fact reveals the underlying relationship between the quasi-potential
and the reversibility of the stochastic model.
The relationship between the reversibility of the stochastic reaction model and the
reversibility of the deterministic reaction model (existence of the detailed balanced
equilibrium) has been explored by [20], but miscited by [3], and corrected by [11].
The result is that the reversibility of the deterministic reaction model is stronger than
the reversibility of the stochastic reaction model in general situations. Moreover,[16]
showed that if the equilibrium of the deterministic model is detailed balanced, then the
stochastic chemical reaction model is reversible with respect to its Poisson-like product
form stationary distribution, which is unimodal and can not exhibit multistability.
The aims of this paper are to thoroughly discuss the reversibility of the chemical
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master equation model and discuss the relationship between the reversibility of the
chemical master equation model and the large deviations related to this stochastic
model. The paper is organized as follows. In Section 2, we briefly review the stochastic
model and the deterministic model for chemical reaction networks. In Section 3, we
will take a deeper look at the reversibility of general Markov chain. In section 4, we will
give a specific class of chemical systems whose corresponding stochastic models satisfy
the Kolmogorov’s cycle criterion, which contains a trivial subclass and a non-trivial
subclass of chemical systems. In Section 5, we introduce previous results to explain
the difference between the two subclasses of chemical systems. Those results show
that the trivial subclass of chemical systems can not exhibit multistability because
of the existence of the deterministic detailed balanced equilibrium. In Section 6, at
first we briefly introduce the large deviations and Freidlin-Wentzell theory for the
chemical master equation model. Then we will introduce a line integral for the chemical
reaction network, and prove that the quasi-potential can be explicitly expressed by the
potential function of the vector field in the line integral provided it exists. In Section
7, we discuss the relationship between the reversibility of the stochastic model and
the path independence of the line integral. In Section 8, we establish the existence
and asymptotic exponential estimate of the stationary distribution when the stochastic
model satisfies the Kolmogorov’s cycle criterion. In Section 9, we will provide a method
for constructing multistable chemical systems. For these systems, the transitions
between steady states can be explicitly described.
2. Preliminaries
The following notations will be used throughout the paper.
Let x = (x1, . . . , xm) ∈ Rm>0, y = (y1, . . . , ym) ∈ Z
m, z = (z1, . . . , zm) ∈ Nm, denote
xy =
∏m
j=1 x
yj
j , z! =
∏m
j=1 zj!, |x| =
∑m
j=1 xj , ‖x‖ =
√∑m
j=1 x
2
j .
∀α, β ∈ Rm, we say α < β if αi < βi for the first i where αi and βi differ.
2.1. chemical reaction network
A chemical reaction network comprises a family of reactions involving a set of
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chemical species {S1, . . . , Sm},
Ri :
m∑
j=1
νijSj →
m∑
j=1
ν′ijSj , i = 1, . . . , r,
where νij , ν
′
ij ∈ N. We denote νi = (νi1, . . . , νim), ν
′
i = (ν
′
i1, . . . , ν
′
im) and sometimes
abbreviate Ri to νi → ν′i.
Definition 1. Let S = {S1, . . . , Sm}, C = {νi, ν′i|i = 1, . . . , r},R = {Ri|i = 1, . . . , r}
denote the sets of species, complexes, and reactions respectively. The triple {S, C,R}
is called a chemical reaction network.
For each chemical reaction network, there is a unique corresponding directed graph.
We construct it in the following manner.
Definition 2. The nodes of the graph are the complexes, and a directed edge is drown
from complex νi to complex ν
′
i if and only if there is a reaction Ri : νi → ν
′
i. Each
connected component of the resulting graph is termed a linkage class of the graph.
A chemical reaction network is called weakly reversible, if for any reaction νi → ν
′
i,
there exist ν1, . . . , νk ∈ C such that ν′i → ν1, ν1 → ν2, . . . , νk → νi. A chemical reaction
network is called strongly reversible, if for any reaction Ri : νi → ν′i, there exists a
reaction ν′i → νi, and we denote it by R
−
i .
For strongly reversible chemical reaction network, let νi ↔ ν′i be a pair of reversible
reactions, we say νi → ν′i is a forward reaction if νi < ν
′
i, otherwise we say it is a
backward reaction.
Remark 1. The reason why we use strongly reversible instead of reversible is to
avoid confusion with the reversibility of Markov chain.
Throughout the paper, we assume that all chemical reaction networks are strongly
reversible.
We call ν′i−νi the reaction vector of reaction Ri. Notice that different reactions may
have the same reaction vector, it will be shown that this situation is very important
throughout the paper, so we give the following definition.
Definition 3. Let V (R) = {ν′i − νi|νi < ν
′
i}, and denote the elements in V (R) by
vp = (v
1
p, . . . , v
m
p ), ∀1 ≤ p ≤ #V (R). Let Rp = {Ri|νi < ν
′
i, ν
′
i − νi = vp},R
−
p =
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{R−i |νi < ν
′
i, ν
′
i − νi = vp}, and relabel the elements in Rp and R
−
p as
Rpl :
m∑
j=1
vpljSj →
m∑
j=1
v′pljSj , 1 ≤ l ≤ rp,
R−pl :
m∑
j=1
v′pljSj →
m∑
j=1
vpljSj , 1 ≤ l ≤ rp,
where rp = #Rp. We denote vpl = (vpl1, . . . , vplm), v′pl = (v
′
pl1, . . . , v
′
plm).
2.2. Mathematical models
We firstly introduce the chemical master equation model with mass action kinetics.
Let XV (t) = (XV1 (t), . . . , X
V
m(t)), where X
V
j (t) denotes the concentration of Sj at time
t and volume V , i.e. the number of Sj at time t divided by V . We assume that X
V (t) is
a continuous-time Markov chain with state space SV , {(z1/V, . . . , zm/V )|zp ∈ N, p ≤
m} and transition rate matrix defined as follows: ∀p ≤ #V (R),
qVx
V ,
x+vp
V
=
rp∑
l=1
kpl
1
V |vpl|−1
m∏
j=1
xj !
(xj − vplj)!
1{xj≥vplj}, ∀x = (x1, . . . , xm) ∈ N
m,
qVx
V ,
x−vp
V
=
rp∑
l=1
k−pl
1
V |v
′
pl|−1
m∏
j=1
xj !
(xj − v′plj)!
1{xj≥v′plj}, ∀x = (x1, . . . , xm) ∈ N
m,
qVx
V ,
x
V
= −
#V (R)∑
p=1
(qVx
V ,
x+vp
V
+ qVx
V ,
x−vp
V
), ∀x = (x1, . . . , xm) ∈ N
m,
where |vpl| =
∑m
j=1 vplj , |v
′
pl| =
∑m
j=1 v
′
plj .
Remark 2. Many papers neglected the possibility that different reactions may have
the same reaction vector.
On the macroscopic level, the same chemical reaction system can be described by the
deterministic model with mass action kinetics: Let x(t) = (x1(t), . . . , xm(t)), where
xj(t) denotes the macroscopic concentration of Sj at time t. We assume x(t) satisfies
the following ordinary differential equations:

x˙(t) =
∑#V (R)
p=1 (
∑rp
l=1 kplx(t)
vpl −
∑rp
l=1 k
−
plx(t)
v′pl)vp,
x(0) = x0.
(1)
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3. The reversibility of Markov chain
A Markov chain is said to be reversible if it is stochastically identical to its time-
reversed version. The classical results about the reversibility of Markov chains can be
summarized as follows.
Lemma 1. Suppose that {X(t)|t ≥ 0} is an irreducible, positive recurrent and sta-
tionary Markov chain with countable state space S, then the following statements are
equivalent:
(1.1). The chain is time reversible.
(1.2). The transition rate matrix Q satisfies the Kolmogorov’s cycle criterion:
q(i1, i2)q(i2, i3) . . . q(ip−1, ip)q(ip, i1) = q(i1, ip)q(ip, ip−1) . . . q(i3, i2)q(i2, i1),
for any i1, i2, . . . , ip ∈ S.
(1.3). There exist a potential function φ on S, such that q(i, j)/q(j, i) = exp{φ(i) −
φ(j)}.
.
For any i1, i2 ∈ S such that qi1,i2 > 0, qi2,i1 > 0, we define g(i1, i2) = log
qi2,i1
qi1,i2
. For any
closed path c : i1 → i2 → · · · → ip → i1 , define G(c) = g(i1, i2) + · · ·+ g(ip, i1). One
can verify that the transition rate matrix Q satisfies the Kolmogorov’s cycle criterion
if and only if G(c) = 0 for any closed path.
Inspired by the above discussion, we would like to compare the reversibility of
Markov chain with the path independence of line integral.
Lemma 2. Suppose that fi : R
m → R is continuously differentiable, then the following
statements are equivalent:
(2.1).
∫
r
(f1, . . . , fm)  ds is independent of path.
(2.2).
∫
r
(f1, . . . , fm)  ds = 0 for each closed path r.
(2.3). There exist a potential function φ such that ∇φ = (f1, . . . , fm).
(2.4). The jacobian matrix of (f1, . . . , fm) is symmetric at any x ∈ Rm, i.e.
∂fi
∂xj
=
∂fj
∂xi
, ∀x ∈ Rm, ∀i, j ≤ m.
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The Kolmogorov’s cycle criterion is usually regarded as the main tool to verify that
whether a stationary Markov chain is reversible, which is the counterpart of (2.2) in
Lemma 2. However, We all use (2.4), instead of (2.2), to verify that whether a line
integral is independent of path. In this section, we will give the counterpart of (2.4)
for the reversibility of Markov chain.
In this section, we assume that if qij > 0 for any i, j ∈ S, then qji > 0. This
condition will be satisfied for the chemical master equation model if the chemical
reaction network is strongly reversible.
Definition 4. Suppose {X(t)|t ≥ 0} is a Markov chain with countable state space S.
We say that (i1, i2, . . . , ip, i1) is a cycle if qij ,ij+1 > 0, ∀1 ≤ j ≤ p, and here we regard
ip+1 as i1. We do not distinguish between a cycle with its shift, i.e. we assume that
(i1, i2, . . . , ip, i1) = (i2, . . . , ip, i1, i2).
We now introduce how to decompose a large cycle into the sum of smaller cycles.
Consider the cycle c shown in the left hand side of the following figure.
i1
i6
i2
i5
i3
i4
i1
i6
i2
i5
i3
i4
i11
i14
i12(i
2
1)
i13(i
2
4)
i22
i23
By adding i2 → i5 and i5 → i2 shown in the middle of the above figure, we will get
two smaller cycles cj = (i
j
1, i
j
2, i
j
3, i
j
4, i
j
1), j = 1, 2.
Notice the fact that g(i1, i2) + g(i2, i1) = 0, we will immediately have G(c) =
G(c1)+G(c2). Therefore if we want to show that G(c) = 0, we only need to show that
G(c1) = G(c2) = 0.
The above procedure can be regarded as the decomposition of large cycles. Through
this procedure we can find those smallest cycles which can not be decomposed.
As a conclusion, the above discussion shows that if we want to prove that G(c) = 0
for any cycle c, we only need to prove that G(c˜) = 0 for any smallest cycle c˜!
Example 1. Random jump model on Zm Let {v1, . . . , vm|vp ∈ Zm, ∀1 ≤ p ≤ m}
be a basis of Rm. We write v−p = −vp, ∀p. Suppose that {X(t)|t ≥ 0} is a continuous
time Markov chain with irreducible state space S ⊂ Zm and transition rate matrix
defined as follows: For any x ∈ S, q(x, x+ vp) > 0, ∀p ∈ {±1, . . . ,±m}.
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Then the corresponding smallest cycles of this model are {(x, x + vp1 , x + vp2 +
vp1 , x+ vp2 , x)|∀x ∈ S, p1 6= p2, p1, p2 ∈ {±1, . . . ,±m}).
Define cp1,p2(x) = (x, x + vp1 , x+ vp2 + vp1 , x+ vp2 , x), then we have
G(cp1,p2(x)) = log
q(x+ vp1 , x)
q(x, x + vp1)
+ log
q(x+ vp1 + vp2 , x+ vp1)
q(x+ vp1 , x+ vp1 + vp2)
+ log
q(x+ vp2 , x+ vp2 + vp1)
q(x+ vp2 + vp1 , x+ vp2)
+ log
q(x, x + vp2)
q(x + vp2 , x)
= log
q(x+ vp2 , x+ vp2 + vp1)
q(x+ vp2 + vp1 , x+ vp2)
− log
q(x, x+ vp1)
q(x+ vp1 , x)
+ log
q(x+ vp1 + vp2 , x+ vp1)
q(x+ vp1 , x+ vp1 + vp2)
− log
q(x + vp2 , x)
q(x, x + vp2)
.
If we write
gp1(x) = log
q(x, x + vp1)
q(x + vp1 , x)
, ∀p1 ∈ {±1, . . . ,±m}.
Then
G(cp1,p2(x)) = gp1(x+ vp2)− gp1(x)− [gp2(x+ vp1)− gp2(x)].
Therefore, the Random jump model satisfies the Kolmogorov’s cycle criterion if and
only if G(cp1,p2(x)) = 0, ∀p1, p2 ∈ {±1, . . . ,±m}, ∀x ∈ S, i.e
gp1(x + vp2)− gp1(x) = gp2(x+ vp1)− gp2(x), ∀p1, p2 ∈ {±1, . . . ,±m}, ∀x ∈ S. (2)
Here we suggest readers to compare (2) with (2.4) in Lemma 2. Furthermore, recall
that gp involve both the forward reactions and backward reactions, therefore one can
verify that if (2) holds for some −p1 < 0, p2 > 0, then it will also holds for p1, p2.
Theorem 1. [Parallelogram Condition]The transition rate matrix of Random
jump model satisfies the Kolmogorov’s cycle criterion if and only if (2) hold for
any x ∈ S and any p1, p2 ∈ {1, . . . ,m}.
4. The reversibility of the chemical master equation model
In this section, we will use Theorem 1 to study the reversibility of the chemical
master equation model.
Assumption 1. The elements in V (R) are linearly independent.
Definition 5. We say that p1 ≤ #V (R) satisfies the Unusual Condition, if rp1 > 1
and (vp1,l1j − vp1,l2j)v
j
p2
= 0, ∀l1, l2 ≤ rp1 , ∀p2 6= p1, ∀j.
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The main result in this section is the following one.
Theorem 2. Consider a chemical reaction network (S, C,R) that is strongly reversible
and satisfies Assumption 1. If for any p1 ≤ #V (R) which does not satisfies the
Unusual Condition, we have the following equality
k−p1,1
kp1,l
=
k−p1,2
kp1,2
= · · · =
k−p1,rp1
kp1,rp1
, (3)
then XV satisfies the Kolmogorov’s cycle criterion for any V .
Proof. For the sake of brevity, we assume V = 1, and write qx,x+vp = q
1
x,x+vp .
For x which is away from the boundary, the ParallelogramCondition (2) is equivalent
to
log
∑rp1
l=1 k
−
p1,l
(x+vp1+vp2)!
(x+vp2+vp1−v
′
p1,l
)!∑rp1
l=1 kp1,l
(x+vp2)!
(x+vp2−vp1,l)!
− log
∑rp1
l=1 k
−
p1,l
(x+vp1)!
(x+vp1−v
′
p1,l
)!∑rp1
l=1 kp1,l
x!
(x−vp1,l)!
= log
∑rp2
l=1 k
−
p2,l
(x+vp1+vp2 )!
(x+vp1+vp2−v
′
p2,l
)!∑rp2
l=1 kp2,l
(x+vp1)!
(x+vp1−vp2,l)!
− log
∑rp2
l=1 k
−
p2,l
(x+vp2)!
(x+vp2−v
′
p2,l
)!∑rp2
l=1 kp2,l
x!
(x−vp2,l)!
.
It is further equivalent to
log
∑rp1
l=1 k
−
p1,l
(x+vp2)!
(x+vp2−vp1,l)!∑rp1
l=1 kp1,l
(x+vp2)!
(x+vp2−vp1,l)!
− log
∑rp1
l=1 k
−
p1,l
x!
(x−vp1,l)!∑rp1
l=1 kp1,l
x!
(x−vp1,l)!
= log
∑rp2
l=1 k
−
p2,l
(x+vp1)!
(x+vp1−vp2,l)!∑rp2
l=1 kp2,l
(x+vp1)!
(x+vp1−vp2,l)!
− log
∑rp2
l=1 k
−
p2,l
x!
(x−vp2,l)!∑rp2
l=1 kp2,l
x!
(x−vp2,l)!
.
We now prove that both sides of the above equation equal to zero.
If rp1 = 1, then
log
∑rp1
l=1 k
−
p1,l
(x+vp2)!
(x+vp2−vp1,l)!∑rp1
l=1 kp1,l
(x+vp2)!
(x+vp2−vp1,l)!
− log
∑rp1
l=1 k
−
p1,l
x!
(x−vp1,l)!∑rp1
l=1 kp1,l
x!
(x−vp1,l)!
= log
k−p1,1
kp1,1
− log
k−p1,1
kp1,1
= 0.
If rp1 > 1 but p1 does not satisfies the Unusual Condition (see Definition 5), then (3)
holds. One can verify that this case is identical to the case when rp1 = 1.
We denote Jp2 = {1 ≤ j ≤ m|v
j
p2
6= 0} for any p2 6= p1. If rp1 > 1 and p1
satisfies the Unusual Condition, According to the Unusual Condition we have that
vp1,l1j = vp1,l2j , ∀l1, l2 ≤ rp1 , j ∈ Jp2 .
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In this case, we have that
∑rp1
l=1 k
−
p1,l
(x+vp2)!
(x+vp2−vp1,l)!∑rp1
l=1 kp1,l
(x+vp2)!
(x+vp2−vp1,l)!
=
∑rp1
l=1 k
−
p1,l
1
(x+vp2−vp1,l)!∑rp1
l=1 kp1,l
1
(x+vp2−vp1,l)!
=
∑rp1
l=1 k
−
p1,l
1∏
j∈Jp2
(xj+v
j
p2
−vp1,lj)!
∏
j /∈Jp2
(xj+v
j
p2
−vp1,lj)!∑rp1
l=1 kp1,l
1∏
j∈Jp2
(xj+v
j
p2
−vp1,lj)!
∏
j /∈Jp2
(xj+v
j
p2
−vp1,lj)!
=
∑rp1
l=1 k
−
p1,l
1∏
j /∈Jp2
(xj−vp1,lj)!∑rp1
l=1 kp1,l
1∏
j /∈Jp2
(xj−vp1,lj)!
=
∑rp1
l=1 k
−
p1,l
1∏
m
j=1(xj−vp1,lj)!∑rp1
l=1 kp1,l
1∏
m
j=1(xj−vp1,lj)!
=
∑rp1
l=1 k
−
p1,l
1
(x−vp1,l)!∑rp1
l=1 kp1,l
1
(x−vp1,l)!
=
∑rp1
l=1 k
−
p1,l
x!
(x−vp1,l)!∑rp1
l=1 kp1,l
x!
(x−vp1,l)!
,
(4)
where the third equality follows from vp1,l1j = vp1,l2j , ∀l1, l2 ≤ rp1 , j ∈ Jp2 , and v
j
p2
=
0, ∀j /∈ Jp2 . The fourth equality follows from vp1,l1j = vp1,l2j , ∀l1, l2 ≤ rp1 , j ∈ Jp2
again.
For x which is close to the boundary, there are some special cases need to be treated
carefully.
Denote Rp1(x) = {Rp1,l ∈ Rp1 |xj ≥ vp1,lj , ∀j}, which represents the reactions that
belongs to Rp1 and can be reacted at x. A question that must be addressed is: What
is the relationship between Rp1(x) and Rp1(x+ vp2)?
Here we assert that: If p1 satisfies the Unusual Condition, then either Rp1(x +
vp2) = Rp1(x) or Rp1(x + vp2) = ∅ for any p2 6= p1.
Recall that for any j /∈ Jp2 , xj + v
j
p2
= xj . On the other hand, for those j ∈
Jp2 , we have that vp1,l1j = vp1,l2j , ∀l1, l2. We assume without loss of generality that
Rp1(x) 6= ∅, then we have that xj ≥ vp1,l1j , ∀j ∈ Jp2 , ∀Rp1,l1 ∈ Rp1(x). If xj + v
j
p2
≥
vp1,l1j , ∀j ∈ Jp2 , then xj + v
j
p2
≥ vp1,l2j , ∀j ∈ Jp2 for l2 6= l1, therefore we have
Rp1(x) = Rp1(x + vp2). If not, then we get that Rp1(x + vp2) = ∅. The assertion is
proved.
If Rp1 (x) = Rp1(x+vp2 ), this is exactly the case when x is away from the boundary.
If Rp1(x+ vp2) = ∅, then the Parallelogram cycle (x, x+ vp2 , x+ vp1 + vp2 , x+ vp1 , x)
does not exists.
On the other hand, if p1 does not satisfies the Unusual Condition, then we have
(3). Under the condition of (3), we only need to care about whether Rp1 (x + vp2) is
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an empty set.
As a conclusion, we only need to care about the situation when the Parallelogram
cycle does not exist.
For example, consider the cycle c1 : x→ x+ vp2 → · · · → x+ vp1 → x shown below,
x
x+ vp2
x+ vp2 + vp1
x+ vp2 + vp1 + vp3
x+ vp1 + vp3
x+ vp1
However, even when qx+vp1 ,x+vp2+vp1 = 0 because of the lack of chemical species, the
Parallelogram Condition is still applicable if we can prove
g(x, x+ vp2) + g(x+ vp2 , x+ vp2 + vp1) = g(x, x+ vp1) + C,
and
g(x+vp2+vp1 , x+vp2+vp1+vp3)+C = g(x+vp1 , x+vp1+vp3)+g(x+vp1+vp3 , x+vp1+vp3+vp2),
with a same constant C. To achieve this, we just need to properly define g(x+ vp1 , x+
vp2 +vp1) according to (4) when qx+vp1 ,x+vp2+vp1 = 0. We omit the details for the sake
of brevity. 
Obviously, we have proved the following corollary through the proof of Theorem 2.
Corollary 1. Suppose that (S, C,R) is strongly reversible and satisfies Assumption 1.
If (3) is satisfied for any p ≤ #V (R), then the transition rate matrix of the corre-
sponding chemical master equation model satisfies the Kolmogorov’s cycle criterion.
Remark 3. If rp = 1 for some p ≤ #V (R), then (3) holds naturally. Therefore
under the condition that (S, C,R) is strongly reversible and satisfies Assumption 1,
if rp = 1, ∀p, then the transition rate matrix of the corresponding chemical master
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equation model satisfies the Kolmogorov’s cycle criterion for any given reaction rate
constants.
We will discuss the differences between Theorem 2 and Corollary 1 in the following
sections.
We now give an example which satisfies the conditions of Theorem 2, but not
necessarily satisfies the conditions of Corollary 1.
Example 2. Consider the following chemical reaction network.
∅
k1
GGGGGGBF GGGGGG
k−1
S1
k21
GGGGGGGBF GGGGGGG
k−21
S2, S1 + 2S2
k22
GGGGGGGBF GGGGGGG
k−22
3S2.
Notice that V (R) = {v1 = (1, 0), v2 = (−1, 1)}, r1 = 1, r2 = 2, and (v22j − v21j)v
j
1 =
0, j = 1, 2, therefore the Unusual Condition holds for v2. Then by Theorem 2, we know
that the corresponding chemical master equation model satisfies the Kolmogorov’s cycle
criterion for any given chemical reaction rate constants! We will discuss this model in
more detail in the rest of this paper.
5. Detailed balanced equilibrium and product form stationary distribution
In this section, we will show that under the conditions of Corollary 1, the stationary
distribution of the chemical master equation model is of Poisson-like. Such Poisson-like
product form stationary distribution has been studied in [3] under weaker conditions.
However in our case, the Markov chain will be reversible with respect to its stationary
distribution.
Assumption 2. #V (R) = m.
The following theorem is taken from [11], and we will give a concise proof of it. For
the sake of simplicity, we assume Assumption 2 holds.
Lemma 3. [11][20] Let (S, C,R) be a strongly reversible chemical reaction network
and satisfies Assumption 2. If (3) is satisfied for any p ≤ m, then the transition rate
matrix of XV satisfies the Kolmogorov’s cycle criterion for any volume if and only if the
deterministic model (1) has an equilibrium c ∈ Rm>0, such that kplc
vpl = k−plc
v′pl , ∀p ≤
m, l ≤ rp.
Short title 13
Remark 4. The principle of detailed balance [14] [4] states that when the strongly
reversible reaction system is at chemical equilibrium, the reaction rate of each ele-
mentary reaction is equal to the reaction rate of its reverse reaction. Therefore c
is also called the chemical equilibrium (point). This result actually states that the
deterministic detailed balance is equivalent to the stochastic detailed balance in some
cases. For more relevant results we refer readers to [7].
Proof. We firstly assume that the transition rate matrix of XV satisfies the Kol-
mogorov’s cycle criterion for any volume. Our goal is to prove the existence of the
detailed balanced equilibrium.
If c ∈ Rm>0 satisfies kplc
vpl = k−plc
v′pl , ∀p ≤ m, l ≤ rp, then
kpl
k−pl
= cvp , ∀l ≤ rp, p ≤ m,
which is equivalent to that
m∑
j=1
vjp log cj = log
kpl
k−pl
, ∀l ≤ rp, ∀p ≤ m. (5)
It can be seen that, in order for (5) to be valid when rp > 1, (3) must be satisfied.
Expressing (5) by matrix we have the following system of linear equations

v11 v
2
1 . . . v
m
1
v12 . . .
...
v1m . . . v
m
m




log c1
...
log cm

 =


log k11
k
−
11
...
log km1
k−m1

 .
So the detailed balance equilibrium exists when the rank of the augmented matrix and
that of the coefficient matrix are equal.
If the coefficient matrix is row full rank, then the detailed balance equilibrium
always exists. If the rank of the coefficient matrix is s < m, we assume without loss
of generality that the first s row vectors are linearly independent over rational number
field Q, then there exist zp ∈ Z, p ≤ s+ 1 such that
s+1∑
p=1
zpvp = 0. (6)
Here we used the fact that since vjp ∈ Q, then {v1, . . . , vs} is linearly independent
over Q if and only if {v1, . . . , vs} is linearly independent over any extension field of Q.
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To see this, we point out that the rank of a matrix can also be characterized by minor
determinants, which are independent of fields.
The equation (6) says that for any p ≤ m, if Rp occurs zp times (By zp < 0 we
mean that the reverse reaction of Rp occurs −zp times. This will be used frequently in
the rest of the paper), then the trajectory will return to its initial point. Therefore we
can induce cycles in SV from (6), and we now apply the Kolmogorov’s cycle criterion
to these cycles.
Let (ξV0 , ξ
V
1 , . . . , ξ
V
N−1, ξ
V
0 ) be one of the induced cycles in S
V , then we have that
1 =
N−1∏
n=0
qξVn+1,ξVn
qξVn ,ξVn+1
=
N−1∏
n=0
∑rp(n)
l=1 k
−
p(n)
1
V
|v′
p(n)
|−1
V ξVn+1!
(V ξVn+1−v
′
p(n)
)!∑rp(n)
l=1 kp(n)
1
V
|vp(n)|−1
V ξVn !
(V ξVn−vp(n))!
=
N−1∏
n=0
k−
p(n)
kp(n)
V |vp(n)|
V ξVn+1!
V ξVn !
= V
∑N−1
n=0 |vp(n)|
s+1∏
p=1
(
k−p
kp
)zp =
s+1∏
p=1
(
k−p
kp
)zp ,
where N =
∑s+1
p=1 |zp|. Taking logarithm on both sides yields
s+1∑
p=1
zp log
k−p
kp
= 0.
Combine the above equation and (6), we will know that the s + 1-th row vector of
the augmented matrix can also be linearly expressed by the first s row vectors of the
augmented matrix, therefore the existence of detailed balanced equilibrium follows.
The converse follows directly from the following lemma.

Lemma 4. [16] Suppose that the chemical reaction network (S, C,R) is strongly re-
versible. If there exists a c ∈ Rm>0 such that kplc
vpl = k−plc
v′pl , ∀p ≤ m, l ≤ rp,
then πV (x) , c
V x
V x! , x ∈ S
V satisfies the detailed balance condition: πV (x)qVx,y =
πV (y)qVy,x, ∀x, y ∈ S
V , ∀V .
The above lemma shows that, the transition rate matrix of XV satisfies the Kol-
mogorov’s cycle criterion when the deterministic equilibrium is detailed balanced.
However, under this condition, the stationary distribution will be unimodal. Therefore
in order for the chemical master equation to exhibit multistability, the equilibrium of
the deterministic model must not be detailed balanced.
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6. Explicit expression of the quasi-potential
Those systems with multistability receive more concerns in biophysics, and how to
describe the transitions between different steady states is the core issues for multistable
systems. In the past decades, many physicists [17] have noticed that the Freidlin-
Wentzell theory [6] can be used to analyse the transitions between steady states. In
this section, we will prove that the quasi-potential, which plays a key role in the
Freidlin-Wentzell theory related to the chemical master equation model [1], can be
explicitly expressed in some cases.
In the rest of the paper, unless otherwise stated we always assume that Assumption
1 and Assumption 2 are satisfied.
If both Assumption 1 and Assumption 2 hold, then matrix (vT1 , . . . , v
T
m) is invertible.
Let (eT1 , . . . , e
T
m) = (v
T
1 , . . . , v
T
m)A for some invertible matrix A, where ei denotes the
i-th unit row vector.
Denote by D[0,T ](R
m
>0) the space containing all the functions of t ∈ [0, T ] with values
in Rm>0 that are right continuous with left limits.
For any x ∈ Rm>0, y ∈ R
m, θ ∈ Rm, denote
g(x, θ) =
m∑
p=1
[
F+p (x)(e
vpθ − 1) + F−p (x)(e
−vpθ − 1)
]
,
with F+p (x) =
∑rp
l=1 kplx
vpl , F−p (x) =
∑rp
l=1 k
−
plx
v′pl . Define the local rate function
l(x, y) = sup
θ∈Rm
(
θ  y − g(x, θ)
)
, ∀x ∈ Rm>0, y ∈ R
m.
Notice that l(x, y) ≥ ~0  y − g(x,~0) = 0.
For any φ ∈ D[0,T ](R
m
>0), define the rate function
IT0 (φ) =


∫ T
0
l
(
φ(s), φ˙(s)
)
ds if φ is absolutely continuous,
+∞ otherwise.
[1] proved that XV satisfies the large deviation principle with the good rate function
IT0 in D[0,T ](R
m
>0) under some weak conditions. [1] also studied the problem of exit
from a domain related to the chemical master equation model. Suppose that O ∈ D
is an asymptotic stable equilibrium of the deterministic model (1), [1] proved that the
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asymptotic estimation of the exit time from D is determined by the following quantity:
I(O, x) , inf
T≥0
inf
{φ∈D[0,T ](R
m
>0)|φ(0)=O,φ(T )=x}
IT0 (φ),
where x ∈ D. I(O, x) is usually called the quasi-potential.
Lemma 5. For any given x, y ∈ Rm>0, and any absolutely continuous path {r(t), t ∈
[0, T ]|r(0) = x, r(T ) = y}, define its reverse path r˜(t) = r(T − t), ∀t, we have that
IT0 (r)− I
T
0 (r˜) = S(r), (7)
where
S(r) ,
∫
r
(
log
∑r1
l=1 k
−
1lx
v′1l∑r1
l=1 k1lx
v1l
, . . . , log
∑rm
l=1 k
−
mlx
v′ml∑rm
l=1 kmlx
vml
)
A  (dx1, . . . , dxm). (8)
In this paper, we call (8) the line integral of the chemical reaction network.
Proof. It is easy to see that, for any t ∈ [0, T ], there exists a θ ∈ Rm such that
l(r(t), r˙(t)) = θ  r˙(t) − g(r(t), θ). We denote it by θ1(t). By Fermat’s Theorem, we
have
r˙j(t) =
m∑
p=1
vjp(F
+
p (r(t))e
vpθ1(t) − F−p (r(t))e
−vp θ1(t)), ∀j ≤ m.
Expressing this by matrix we have the following system of linear equations


v11 v
1
2 . . . v
1
m
v21 . . .
...
vm1 . . . v
m
m




F+1 (r(t))e
v1θ1(t) − F−1 (r(t))e
−v1θ1(t)
...
...
F+m(r(t))e
vm θ1(t) − F−m(r(t))e
−vm θ1(t)


=


r˙1(t)
...
...
r˙m(t)


.
(9)
Notice that the coefficient matrix is invertible, so the above system of linear equa-
tions has a unique solution (b1, . . . , bm) ∈ R
m. Then we consider F+p (r(t))e
vpθ1(t) −
F−p (r(t))e
−vpθ1(t) = bp, ∀p ≤ m, this is equivalent to
F+p e
2vpθ1(t) − F−p − bpe
vpθ1(t) = 0, ∀p ≤ m.
Regarding the above equation as a quadratic equation of x = exp{vp  θ1(t)}, we
will get two solutions, one is negative, and the other is positive. Since the exponential
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function is always positive, so there exist a unique number cp ∈ R such that vp θ1(t) =
cp, ∀p ≤ m.
We now have θ1(t)(v
T
1 , . . . , v
T
m) = (c1, . . . , cm)
T . Therefore θ1(t) is unique, and it
can be expressed by basic elementary functions. Moreover, l(x, y) is continuous with
respect to x and y.
As for the reverse path
l(r˜(T − t), ˙˜r(T − t)) = sup
θ
(
θ  ˙˜r(T − t)− g(r˜(T − t), θ)
)
= sup
θ
(
θ  (−r˙(t)) − g(r(t), θ)
)
= l(r(t),−r˙(t)),
so let θ2(t) be the vector such that l(r(t),−r˙(t)) = θ2(t)  (−r˙(t))− g(r(t), θ2(t)).
Similarly, for θ2(t) we have

v11 v
1
2 . . . v
1
m
v21 . . .
...
vm1 . . . v
m
m




F+1 (r(t))e
v1θ2(t) − F−1 (r(t))e
−v1θ2(t)
...
...
F+m(r(t))e
vm θ2(t) − F−m(r(t))e
−vm θ2(t)


=


−r˙1(t)
...
...
−r˙m(t)


.
(10)
Combine (9) with (10) we obtain


v11 v
1
2 . . . v
1
m
v21 . . .
...
vm1 . . . v
m
m




∑2
i=1(F
+
1 (r(t))e
v1θi(t) − F−1 (r(t))e
−v1θi(t))
...
...∑2
i=1(F
+
m(r(t))e
vm θi(t) − F−m(r(t))e
−vm θi(t))


=


0
...
...
0


.
Recall that A is invertible, hence
F+p (r(t))e
vpθ1(t)−F−p (r(t))e
−vpθ1(t)+F+p (r(t))e
vpθ2(t)−F−p (r(t))e
−vpθ2(t) = 0, ∀p ≤ m.
Equivalently,∀p ≤ m
F+p (r(t))e
vpθ1(t) + F+p (r(t))e
vpθ2(t) = F−p (r(t))e
−vpθ1(t) + F−p (r(t))e
−vp θ2(t),
F+p (r(t))e
vp(θ1(t)+θ2(t))(e−vpθ1(t) + e−vpθ2(t)) = F−p (r(t))(e
−vpθ1(t) + e−vpθ2(t)),
F+p (r(t))e
vp(θ1(t)+θ2(t)) = F−p (r(t)),
vp  (θ1(t) + θ2(t)) = log
F−p (r(t))
F+p (r(t))
.
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So we get the following system of linear equations
(θ1(t) + θ2(t))(v
T
1 , . . . , v
T
m) = (log
F−1 (r(t))
F+1 (r(t))
, . . . , log
F−m(r(t))
F+m(r(t))
),
from which follows that
(θ1(t) + θ2(t)) = (log
F−1 (r(t))
F+1 (r(t))
, . . . , log
F−m(r(t))
F+m(r(t))
)A.
Since
l(r(t), r˙(t)) − l(r˜(T − t), ˙˜r(T − t))
= θ1(t)  r˙(t)− g(r(t), θ1(t))−
(
θ2(t)  (−r˙(t))− g(r(t), θ2(t))
)
= (θ1(t) + θ2(t))  r˙(t)−
(
g(r(t), θ1(t))− g(r(t), θ2(t))
)
= (θ1(t) + θ2(t))  r˙(t)−
( m∑
p=1
F+p (r(t))(e
vp θ1(t) − evpθ2(t)) + F−p (r(t))(e
−vp θ1(t) − e−vpθ2(t))
)
= (θ1(t) + θ2(t))  r˙(t)−
( m∑
p=1
(F+p (r(t))e
vp(θ1(t)+θ2(t)) − F−p (r(t)))(e
−vp θ2(t) − e−vpθ1(t))
)
= (θ1(t) + θ2(t))  r˙(t) = (log
F−1 (r(t))
F+1 (r(t))
, . . . , log
F−m(r(t))
F+m(r(t))
)A  r˙(t).
Finally, apply the above results we conclude
IT0 (r(t)) − I
T
0 (r˜(t)) =
∫ T
0
l(r(t), r˙(t))dt−
∫ T
0
l(r˜(t), ˙˜r(t))dt
=
∫ T
0
l(r(t), r˙(t))dt−
∫ T
0
l(r˜(T − t), ˙˜r(T − t))dt
=
∫ T
0
(
l(r(t), r˙(t))− l(r˜(T − t), ˙˜r(T − t))
)
dt
=
∫ T
0
(log
F−1 (r(t))
F+1 (r(t))
, . . . , log
F−m(r(t))
F+m(r(t))
)A  r˙(t)dt = S(r).

(8) is essentially a line integral of a vector field. If the vector field has a potential,
then (8) is independent of path when the initial point and the end point are fixed. We
will show that, when (8) is independent of path, the quasi-potential can be explicitly
expressed by the potential function of the vector field.
Firstly, we need the following lemmas.
Lemma 6. [18] If {r(t)|t ∈ [0, T ]} is the trajectory of the deterministic model (1),
then IT0 (r) = 0.
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This result agrees with Kurtz’s result [12].
Lemma 7. [15] [Lyapunov asymptotic stability] Consider the following ordinary dif-
ferential equation
x˙ = f(x),
where f : Rm → Rm is continuous, and there is a point O such that f(O) = 0. If
there is a continuously differentiable function V and a bounded domain D such that:
O ∈ Do, V (O) = 0; ∀x ∈ D \ {O}, V (x) > V (O), and
dV (φx(t))
dt
∣∣∣∣
t=0
< 0,
where φx(t) denotes the trajectory of the differential equation started at x. Then O is
an asymptotic stable equilibrium, and D is attracted to O.
Now we state our second main result.
Theorem 3. Let D ⊂ Rm>0 be a bounded domain with smooth boundary. Suppose that
(8) is independent of path and denote the potential function of the vector field in (8)
by F . If F (x) > F (O),∇F (x) 6= ~0, ∀x ∈ D \ {O}, then ∀x ∈ D, we have that
I(O, x) = F (x) − F (O).
Proof. Firstly, we will show that F is the strict Lyapunov function of (1). Let φ(t)
be a trajectory of (1) started in D,
dF (φ(t))
dt
= ∇F 
dφ(t)
dt
=
(
log
F−1
F+1
, . . . , log
F−m
F+m
)
A 
m∑
p=1
(F+p − F
−
p )vp
=
(
log
F−1
F+1
, . . . , log
F−m
F+m
)
A  (F+1 − F
−
1 , . . . , F
+
m − F
−
m)


v1
...
vm


=
(
log
F−1
F+1
, . . . , log
F−m
F+m
)
A(vT1 , . . . , v
T
m)


F+1 − F
−
1
...
Fm − F−m


=
m∑
p=1
(
log
F−p
F+p
)
(F+p − F
−
p ) =
m∑
p=1
(logF−p − logF
+
p )(F
+
p − F
−
p ) ≤ 0.
20 Da-Quan Jiang AND Youming Li
Recall the condition that ∇F (x) 6= ~0, ∀x ∈ D \ {O}, then the strict inequality holds
for all x ∈ D \ {O}, and ∇F (O) = (log
F
−
1
F
+
1
, . . . , log
F−m
F
+
m
)A = ~0 implies that O is an
equilibrium of (1). By Lemma 7 we conclude thatO is an asymptotic stable equilibrium,
and D is attracted to O.
For any x ∈ D, let {r(t)|t ∈ [0, T ]} be any given absolutely continuous path from O
to x. Since (8) is independent of path, by lemma 5 we have IT0 (r) = F (x) − F (O) +
IT0 (r˜) ≥ F (x) − F (O). Therefore I(O, x) ≥ F (x) − F (O).
Notice that D is attracted to O. Denote by φx(t) the trajectory of (1) starting at
x ∈ D, then we have limt→∞ φx(t) = O. Denote xT = φx(T ). Let r1(t) = φx(T −
t), ∀t ∈ [0, T ], which is the reverse path of the deterministic path {φx(t)|t ∈ [0, T ]}.
Apply Lemma 5 again, we get IT0 (r1) = F (x)−F (xT )+I
T
0 (φx) = F (x)−F (xT ), where
the last equality follows from Lemma 6.
Define ζT (t) = O+(xT −O)t/(‖xT −O‖), 0 ≤ t ≤ ‖xT −O‖, which is an absolutely
continuously path from O to xT . By the continuity of l (recall the proof the Lemma
5), there exist a constant C such that
I
‖xT−O‖
0 (ζT ) ≤ C‖xT −O‖.
Combine the two paths ζT and r1 together, we will get an absolutely continuous path
from O to x, so I(O, x) ≤ C‖xT − O‖ + F (x) − F (xT ). Let T → ∞ then we have
I(O, x) ≤ F (x)− F (O), and finally I(O, x) = F (x) − F (O).

The following corollary is the direct result of Theorem 3 and Agazzi’s result [1].
Corollary 2. Let D ⊂ Rm>0 be a bounded domain with smooth boundary, suppose that
(8) is independent of path, and denote the potential function of the vector field in (8)
by F . If there exists an O ∈ Do such that F (x) > F (O),∇F (x) 6= ~0, ∀x ∈ D \ {O};
and there exists a unique point y0 ∈ ∂D such that F (x) > F (y0), ∀x ∈ ∂D, then for
any x0 ∈ D
o, and any xV0 → x0, x
V
0 ∈ S
V , we have
lim
V→∞
1
V
logEV
xV0
(τ(D)) = F (y0)− F (O),
lim
δ→0
lim
V→∞
PV
xV0
(‖XV (τ(DV ))− y0‖ < δ) = 1.
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This result generalizes the calculation of the Schlo¨gl model [17]. More importantly,
This result demonstrates that if the line integral is independent of path, then the
attractors of the deterministic model and their attraction basins can be described
clearly, as well as the large deviations behaviour of the corresponding chemical master
equation model.
7. The reversibility of the stochastic model and path independence of the
line integral
In Section 6, we introduced the line integral of (S, C,R), and explained the im-
portance of its path independence. In this section, we will prove that if XV satisfies
the Kolmogorov’s cycle criterion at any V > 0, then the line integral of (S, C,R) is
independent of path.
The motivation came from the fact that, Xǫ, which is the main object in the classic
Freidlin-Wentzell theory [6], is reversible with respect to its stationary distribution
when b = −∇U . We refer readers who are not familiar with the reversibility of diffusion
process to Chapter 3 of [10].
Lemma 8. Let D be a bounded convex closed domain in Rm>0, then there exists a
constant C which depends only on D such that for any V and any xV ∈ DV , D
⋂
SV ,
if yV ∈ D and yV = xV + vp/V for some p ≤ m, then we have
| log
qyV ,xV
qxV ,yV
− fp(x
V )| ≤
C
V
,
where fp(x) , log
∑rp
l=1 k
−
plx
v′pl
∑rp
l=1 kplx
vpl
.
Proof. Notice that
log
qyV ,xV
qxV ,yV
= log
∑rp
l=1 k
−
pl
∏m
j=1
V yVj
V
V yVj −1
V
. . .
V yVj −v
′
plj+1
V∑rp
l=1 kpl
∏m
j=1
V xVj
V
V xVj −1
V
. . .
V xVj −vplj+1
V
.
The right-hand side of the above equation is slightly different from the function fp(x
V ).
We will define a new function to bridge the gap between the right-hand side of the above
equation and fp(x
V ).
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For any ~˜x = (~x11, . . . , ~x1m, ~xrp1, . . . , ~xrpm, ~x
′
11, . . . , ~x
′
1m, ~x
′
rp1, . . . , ~x
′
rpm
), where ~xlj =
(xljk)
vplj
k=1 ∈ R
vplj
>0 , ~x
′
lj = (x
′
ljk)
v′plj
k=1 ∈ R
v′plj
>0 . If vplj = 0 or v
′
plj = 0, then we remove ~xlj
or ~x′lj from ~˜x respectively. Define hplj : R
vplj
>0 → R>0, hplj(~xlj) =
∏vplj
k=1 xljk , and
h′plj : R
v′plj
>0 → R>0, h
′
plj(~x
′
lj) =
∏vplj
k=1 xljk . Then we can define a function of the
variable ~˜x
hp(~˜x) = log
∑rp
l=1 k
−
pl
∏m
j=1 h
′
plj(~x
′
lj)∑rp
l=1 kpl
∏m
j=1 hplj(~xlj)
.
If we set ~xlj = (
V xVj
V
,
V xVj −1
V
, . . . ,
V xVj −vplj+1
V
), and ~x′lj = (
V yVj
V
,
V yVj −1
V
, . . . ,
V yVj −v
′
plj+1
V
),
for all l, j, then the corresponding ~˜x1 satisfies
hp(~˜x1) = log
qyV ,xV
qxV ,yV
.
If we set ~xlj = ~x
′
lj = (x
V
j , . . . , x
V
j ) for all l, j, then the corresponding ~˜x2 satisfies
hp(~˜x2) = fp(x
V ).
Notice that the euclidean distance between ~˜x1 and ~˜x2 can be bounded by C1/V for
some constant C1. Therefore by the differential mean value theorem, we can find a
constant C which depends only on the domain D such that
| log
qyV ,xV
qxV ,yV
− fp(x
V )| ≤
C
V
. (11)

Remark 5. If yV = xV − vp/V , the result can be similarly obtained if we notice that
log
q
yV ,xV
q
xV ,yV
and fp(x) involve both the forward reaction and the backward reaction.
By Lemma 8, we can prove the following result.
Corollary 3. Let D ⊂ Rm>0 be a bounded closed convex domain, and let {φ(t)|t ∈
[0, T ]} ⊂ D be a piecewise smooth path from α to β, then there exists a constant Cφ
which depends only on φ such that for any δ sufficiently small, there exists V0 such
that ∀V ≥ V0, there exists a path αV = ξV0 → ξ
V
1 → · · · → ξ
V
NV
= βV with ξVn ∈ D
V
satisfies ∣∣ 1
V
NV −1∑
n=0
log
qξVn+1,ξVn
qξVn ,ξVn+1
− S(φ)
∣∣ ≤ Cφδ, (12)
where αV denotes the best approximation point of α in SV , and βV denotes the best
approximation point of β in SV
αV
, {ηV ∈ SV |ηV is accessible from αV }.
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Proof. We only give the sketch of the proof.
The proof strategy is, δ > 0, we firstly construct a partition {th}
H
h=0 of [0, T ] such
that the length of the largest sub-interval is bounded by δ. Denote φVh by the best
approximation point of φ(th) in S
V
αV
. We construct the shortest path (By shortest
we mean the number of needed reactions is minimal) from φVh to the next one, and
meanwhile guarantee that the whole paths stay in the ball centered at φ(th) with radius
2(φ(th+1) − φ(th)). These paths compose a path from αV to βV , and they do exist
when V is sufficiently large, since we will have enough chemical species at this time.
From this construction, if ξVn → ξ
V
n+1 occurs in the h(n)-th path and ξ
V
n+1 − ξ
V
n =
vp(n)/V , then log
q
ξV
n+1
,ξVn
q
ξVn ,ξ
V
n+1
can be estimated by log
F
−
p(n)
(φ(th(n)))
F
+
p(n)
(φ(th(n)))
by using (11), and the
error term is O(δ) when V is sufficiently large.
Then the remaining task is to estimate the number of occurrence of each reaction
in each path. Notice that
(V φVh − V φ
V
h−1)A
T


v1
V
...
vm
V

 = φVh − φVh−1.
This equation shows that, for any p ≤ m, the number of occurrence of Rp which is
needed in the h-th path approximately equals to the p-th coefficient of (V φ(th+1) −
V φ(th))A
T ∈ Rm. Furthermore, (φ(th+1)−φ(th))AT approximately equals to φ˙(th)AT (th+1−
th). Combine with the estimates of the reactions occur in each path, we can obtain
the desired result. 
Theorem 4. If the transition rate matrix of XV satisfies the Kolmogorov’s cycle
criterion for any V , then the line integral is independent of path.
Proof. Suppose that the line integral is not independent of path, then there exist
two piecewise smooth paths φ1, φ2 from α to β such that S(φ1) 6= S(φ2). Choose a
bounded closed convex domain D such that the paths of φ1 and φ2 are all contained in
Do. We can choose proper δ > 0 such that the two paths from αV to βV constructed
in Corollary 3, satisfy that the cycle constructed from this two paths does not satisfies
the Kolmogorov’s cycle criterion when V is sufficiently large. 
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8. Mathematical aspects of the stationary distribution
In this section, we always assume that XV satisfies the Kolmogorov’s cycle criterion
at any V . By Theorem 4, the line integral (8) is independent of path, and we denote
the potential function of the vector field in (8) by F .
Given ξV ∈ SV , let µ(ξV ) = 1, for any ηV ∈ SV accessible from ξV and any path
ξV0 → ξ
V
1 → · · · → ξ
V
N with ξ
V
0 = ξ
V to ξVN = η
V , define
µ(ηV ) =
N−1∏
n=0
qξVn ,ξVn+1
qξVn+1,ξVn
µ(ξV ).
The above definition is well-defined due to the Kolmogorov’s cycle criterion.
For ηV ∈ SV which is not accessible from ξV , we define µ(ηV ) = 0.
Obviously, {µ(ηV )|ηV ∈ SV } are in detailed balance
µ(ξV )qξV ,ηV = µ(η
V )qηV ,ξV , ∀η
V , ξV ∈ SV .
So if
∑
ηV ∈SV µ(η
V ) , µV < ∞, then {µ(η
V )
µV
|ηV ∈ SV } is the stationary distribution
of the chemical master equation model XV .
Lemma 9. XV has a unique stationary distribution νV for any V > 0.
Proof. Fix V , choose the shortest path from ξV to ηV , ξV = ξV0 → ξ
V
1 → · · · →
ξVN = η
V . It is easy to see that there exists a constant C, which is independent of
volume V and endpoints ξV and ηV , such that N ≤ C‖ξV −ηV ‖V . Let ξVn , ξ
V
n+1 ∈ S
V ,
and ξVn+1 − ξ
V
n = vp(n)/V , then
qξVn+1,ξVn
qξVn ,ξVn+1
=
∑rp(n)
l=1 k
−
p(n)l
1
V
|v′
p(n)l
|−1
V ξVn+1!
(V ξVn+1−v
′
p(n)l
)!∑rp(n)
l=1 kp(n)l
1
V
|vp(n)l|−1
V ξVn !
(V ξVn −vp(n)l)!
=
∑rp(n)
l=1 k
−
p(n)l
1
V
|v′
p(n)l
|
V ξVn+1!
(V ξVn+1−v
′
p(n)l
)!∑rp(n)
l=1 kp(n)l
1
V
|vp(n)l|
V ξVn !
(V ξVn−vp(n)l)!
=
∑rp(n)
l=1 k
−
p(n)l
∏m
j=1
V ξVn+1,j
V
V ξVn+1,j−1
V
. . .
V ξVn+1,j−v
′
p(n)lj+1
V∑rp(n)
l=1 kp(n)l
∏m
j=1
V ξVn,j
V
V ξVn,j−1
V
. . .
V ξVn,j−vp(n)lj+1
V
=
∑rp(n)
l=1 k
−
p(n)l
∏m
j=1
V ξVn,j
V
V ξVn,j−1
V
. . .
V ξVn,j−vp(n)lj+1
V∑rp(n)
l=1 kp(n)l
∏m
j=1
V ξVn,j
V
V ξVn,j−1
V
. . .
V ξVn,j−vp(n)lj+1
V
×
V ξVn+1!
V ξVn !
× V V ξ
V
n −V ξ
V
n+1 .
Denote the first term by g(ξVn , ξ
V
n+1), and for it we have
0 <
rp(n)
min
l=1
{
k−
p(n)l
kp(n)l
} ≤ g(ξVn , ξ
V
n+1) ≤
rp(n)
max
l=1
{
k−
p(n)l
kp(n)l
},
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so g(ξVn , ξ
V
n+1) is bounded. For the whole paths from ξ
V to ηV we have
N−1∏
n=0
qξVn+1,ξVn
qξVn ,ξVn+1
=
V ηV !
V ξV !
×
N−1∏
n=0
g(ξVn , ξ
V
n+1)× V
V ξV −V ηV ,
so
µ(ηV ) = µ(ξV )
N−1∏
n=0
qξVn ,ξVn+1
qξVn+1,ξVn
=
V ξV !
V ηV !
× V V η
V −V ξV ×
N−1∏
n=0
1
g(ξVn , ξ
V
n+1)
.
By Stirling’s formula, we know that when V is fixed, V ηV ! increase much faster than
V ‖V ξ
V −V ηV ‖ as ηV goes to infinity. Meanwhile notice that
∑∞
i=1
1
i! < ∞, so we can
conclude that
∑
ηV ∈SV µ(η
V ) <∞. Therefore the stationary distribution exists. 
Having established the existence of stationary distribution, we next study the asymp-
totic exponential estimate of the stationary distribution.
Corollary 4. For any ξ, η ∈ Rm>0, denote ξ
V , ηV by the best approximation points of
ξ, η in SV , then we have
lim
V→∞
1
V
log
νV (ξV )
νV (ηV )
= F (η)− F (ξ).
Proof. Choose the shortest path from ξV to ηV , ξV = ξV0 → ξ
V
1 → · · · → ξ
V
N = η
V ,
and denote the directed line from ξVn to ξ
V
n+1 by L
V
n . The proof is straightforward by
considering S(LVn ) and exploiting Lemma 8.

Moreover, by Stirling’s formula, it is easy to see that the stationary distribution
νV outside some bounded set will exponentially decay, hence we can finally get the
following Freidlin-Wentzell type result.
Corollary 5. If there exists O ∈ Rm>0 such that F (x) > F (O), ∀x ∈ R
m
>0 \ {O}, then
for any bounded domain D we have
lim
V→∞
1
V
log νV (DV ) = F (O)− inf
x∈D
F (x),
where DV , D
⋂
SV .
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9. Discussion about multistability
In the final section of the paper, we will provide a method for constructing mul-
tistable chemical systems. Different from previous results, the transitions between
different steady states of these systems can be explicitly described.
The main ingredient of this method is to use the Unusual Condition to find chemical
systems whose corresponding chemical master equation model satisfy the Kolmogorov’s
cycle criterion, but their deterministic equilibrium are not detailed balanced. It is
believed that more multistable chemical systems can be constructed by this method
if we can find more sufficient conditions for the reversibility of the chemical master
equation model.
If there exists a p0 such that rp0 > 1, vp0lp = 0, ∀p 6= p0, ∀l ≤ rp0 , and v
p0
p = 0, ∀p 6=
p0, one can verify that p0 satisfies Unusual Condition (recall Definition 5). At this
time, (vT1 , . . . , v
T
m) is of the following form

. . . . . .
. . . . . . . . . . . . . . .
0 0 vp0p0 0 0
. . . . . . . . . . . . . . .
. . . . . .


.
One can verify, by considering the adjugate matrix, that the matrix A is also of the
same form.
For other p 6= p0, we set k
−
p1/kp1 = k
−
p2/kp2 = · · · = k
−
prp
/kprp , then∑rp
l=1 k
−
plx
vpl∑rp
l=1 kplx
vpl
=
k−p1
kp1
.
By Theorem 2 and Theorem 4, the line integral is independent of path. For the
potential function, we have that
(
∂F
∂x1
, . . . ,
∂F
∂xm
) = fA =
(
log
∑r1
l=1 k
−
1lx
v′1l∑r1
l=1 k1lx
v1l
, . . . , log
∑rm
l=1 k
−
mlx
v′ml∑rm
l=1 kmlx
vml
)
A
=
(
log
∑r1
l=1 k
−
1lx
v1l∑r1
l=1 k1lx
v1l
, . . . , log
∑rm
l=1 k
−
mlx
vml∑rm
l=1 kmlx
vml
)
A+ (log x1, . . . , log xm).
We assert that, ∂F
∂xj
is simply a function of the variable xj , ∀j. In fact, we only need
to consider the case when j = p0. For p0, notice that vp0lj = 0, ∀j 6= p0, ∀l ≤ rp0 , then
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∑rp0
l=1 k
−
p0l
x
vp0l
∑rp0
l=1 kp0lx
vp0l
is a function of the variable of xp0 . After that, the proof is straightforward
because of the special from of matrix A.
In order to find the steady points of F , we need to solve the equation ∇F (x) = 0,
i.e. ∂F
∂xj
= 0, ∀j. However, if ∂F
∂xj
is only a function of variable xj , ∀j, then we only
need to solve those equations separately.
Notice that ∂F
∂xp0
may has multiple local minimum points just like the Schlo¨gl model
[17] because of the particularity of p0. In this case, the potential function will also has
multiple local minimum points.
Now we back to Example 2. Theorem 2 and Theorem 4 tell us that the line integral
of this chemical reaction model is independent of path, and the potential function
satisfies
(
∂F
∂x1
,
∂F
∂x2
) = (log
k−1 x1
k1
, log
k−21x2 + k
−
22x
3
2
k21x1 + k22x1x22
)

 1 1
0 1


= (log
k−1 x1
k1
, log
k−1
k1
k−21x2 + k
−
22x
3
2
k21 + k22x22
).
If c = (c1, c2) ∈ R2+ satisfies ∇F (c) = 0, then
c1 =
k1
k−1
; k−1 k
−
22c
3
2 − k1k22c
2
2 + k
−
1 k
−
21c2 − k1k21 = 0.
It can be obviously seen that it is possible for the above cubic function to have three
distinct positive roots, two local minimum points cA, cC and one saddle point cB (see
figure 1). For any δ > 0, we have that
lim
V→∞
1
V
logEcVAσ({B(cC , δ)}) = F (cB)− F (cA),
where σ denotes the first hitting time, cVA denotes the best approximation point of cA
in SV , and B(cC , δ) denotes the open ball centered at cC with radius δ.
Moreover, the stationary distribution exists and it is multimodal when V is suffi-
ciently large.
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