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Abstract:
We analyse near-extremal black brane configurations in asymptotically AdS4
spacetime with the temperature T , chemical potential µ, and three-velocity uν , vary-
ing slowly. We consider a low-temperature limit where the rate of variation is much
slower than µ, but much bigger than T . This limit is different from the one considered
for conventional fluid-mechanics in which the rate of variation is much smaller than
both T , µ. We find that in our limit, as well, the Einstein-Maxwell equations can be
solved in a systematic perturbative expansion. At first order, in the rate of variation,
the resulting constitutive relations for the stress tensor and charge current are local
in the boundary theory and can be easily calculated. At higher orders, we show that
these relations become non-local in time but the perturbative expansion is still valid.
We find that there are four linearised modes similar to the hydrodynamic modes in
conventional fluid mechanics, but the charge diffusion mode has a different dispersion
relation. We also study some linearised time independent perturbations exhibiting
attractor behaviour at the horizon — these arise in the presence of external driving
forces in the boundary theory.
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1 Introduction
Physical systems often behave like fluids. The underlying circumstances when this
happens are as follows. Once local equilibrium has set in, a sufficiently big, but not
too big, part of the system which has locally equilibrated can be assigned a local
temperature T (xµ) and a local velocity uν(xµ) with which its centre of mass moves.
The subsequent dynamics is then determined by the evolution of these local
quantities and is governed by the celebrated Navier–Stokes (NS) equations of fluid
mechanics. Our interest here will be in relativistic field theories in 2 + 1 dimensions
and uν hereafter will denote the three-velocity with the index ν taking values 0, 1, 2.
Also, we will be interested in systems with a conserved particle number or charge;
for such systems the local state is also specified by a chemical potential µ(xν).
The NS equations provide a good description of the system when T , µ, uν , vary
slowly compared to a characteristic scale ℓ over which the system has locally equi-
librated; often this scale is determined by the mean free path of the constituents.
Corrections to the equations are suppressed in powers of ℓ/d where d is the charac-
teristic scale of variation of T , µ, uν , and the NS equations are a good approximation
provided ℓ/d≪ 1 . The NS equations take a universal form; only a few parameters
of the specific system enter in them and these are determined by the equilibrium
properties of the system and some dissipative properties which give rise to its vis-
cosity, conductivity, etc. The NS equations are in fact an effective theory — higher
order corrections can be organised in terms of a derivative expansion in spatial and
temporal derivatives. These corrections can be systematically included with the
introduction of only a few additional parameters at each order.
Conformal field theories have no underlying scale. For an uncharged state in
such a system one expects the role of the mean free path to be played by the temper-
ature T , with fluid mechanics arising as a good approximation in situations which
are slowly varying compared to T . It is well known by now that strongly coupled
conformal theories often have weakly coupled gravity duals [1]. In a series of beau-
tiful developments starting with [2], it has been shown that the fluid mechanics
approximation in field theory has an exact parallel in gravity, with the complicated
and non-linear Einstein equations admitting a systematic derivative approximation
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exactly for situations which are slowly varying compared to T . In fact, in these cir-
cumstances, it has been shown that solutions of the Einstein equations map directly
to solutions of the relativistic Navier-Stokes equations order by order in the deriva-
tive expansion. For related works, see [3–12]; see also the reviews [13, 14] and the
references therein. These results have proved to be of considerable interest in the
study of strongly coupled conformal and non-conformal systems, [15, 16], and have
also been extended to charged fluids, [17], [7] where it was shown that the solutions
on the gravity side map to those of the charged relativistic NS equations. For an
account of many of the exciting developments in the field, see the reviews [18–26]
and references therein.
Here we will be interested in near-extremal black holes/branes in gravity. These
are solutions which arise in theories of gravity that also contain gauge fields; in par-
ticular, the black holes/branes of interest carry charges under these gauge fields. The
simplest such example, which we will focus on here, consists of Einstein gravity cou-
pled to a Maxwell field. The U(1) gauge symmetry in the bulk maps to a conserved
U(1) global charge in the boundary theory in this case.
As was mentioned above, for a field theory with such a conserved charge the
equilibrium state is specified by a temperature T and a chemical potential µ. In the
earlier work mentioned above, extending the gravity analysis to charged fluids, the
map of the Einstein equations to NS equations of charged fluid mechanics was shown
to arise when one considered departures from equilibrium which were slowly varying
compared to T . In the near-extremal limit where
T ≪ µ, (1.1)
this means, denoting the frequency and momentum scale characterising the temporal
and spatial variations by ω and k respectively, that the earlier analysis applied when
the condition
ω, k ≪ T, µ (1.2)
is met, so that the rate of variation is the smallest scale compared to both T and µ.
For a near-extremal black brane, since eq.(1.1) is valid, T and µ are two very
different scales, (in fact, T = 0 in the extremal case). So one can also consider the
regime where ω and k satisfy the following condition instead,
T ≪ ω, k ≪ µ. (1.3)
That is when, in contrast to eq.(1.2), T is the smallest scale and the rate of spatial
and temporal variation is bigger than it, but smaller than µ. We would like to
ask: what is the behaviour of the system in such situations? In particular, we wish
to explore whether there is a systematic approximation in which one can solve the
Einstein equations in such circumstances and whether the resulting behaviour can
be described in the boundary theory by solutions to a set of equations, local in space
– 2 –
and time, analogous to the conventional NS equations, with corrections which can
be incorporated by including successively higher derivatives in space and time.
This will be the question we investigate here. For simplicity, as mentioned above,
we will consider a theory of Einstein gravity with a Maxwell field and a negative
cosmological constant. The near-extremal Reissner-Nordström black brane solution
in this system is among the simplest instances in which a near-extremal black brane
solution can arise. We will also restrict ourself to 3+1 dimensions on the gravity side
and therefore 2+1 dimensions in the field theory. Our results can be easily extended
to include additional gauge fields, scalars, etc, and also in other dimensions.
The motivation for our investigation comes partly from the renewed recent inter-
est in studying extremal and near-extremal systems, [27]. The near-horizon region
in such systems often have an AdS2 factor in their geometry, and it has been found
that the thermodynamics and response to probes at low frequencies can often be
described in terms of a two dimensional theory of gravity, called Jackiw-Teitelboim
(JT) gravity, [28, 29] coupled to extra degrees of freedoms. In fact, it turns out that
two-dimensional JT gravity can equivalently be replaced by a theory in one dimen-
sion — time alone [30–32]. The degrees of freedom in this one-dimensional theory are
time reparametrisations and they, along with a phase mode [33], correctly reproduce
the near-extremal thermodynamics quite generally in near-extremal systems with an
AdS2 near horizon geometry, [34–37]. After coupling to additional fields, the time
reparametrisation modes and phase mode also correctly reproduce the response to
probes of the black hole, at small frequencies, ω ≪ µ. See [38, 39] for reviews.
The AdS2 near-horizon region of these near-extremal branes, in fact, corresponds
to a long “throat” in their geometry. What we mean more precisely by this is that
the spacetime in these solutions can be foliated by a set of spatial hypersurfaces
orthogonal to the time-like Killing field and the proper distance along these hyper
surfaces to the horizon grows big and diverges in the extremal limit. The one-
dimensional theory mentioned above lives at the boundary of this throat region,
where it glues into the outside region ultimately opening out into the asymptotic
AdS4 region.
By solving the Einstein equations in the AdS2 near-horizon region and in the
outside region, and matching the solutions together at the boundary of the throat
region, we find that the Einstein-Maxwell equations, in fact, do admit a systematic
approximation in the limit eq.(1.3). The starting point in finding the solution, like in
the conventional case, eq.(1.2), is a boosted near-extremal black brane configuration
with local values of T , µ, uν , but now these are varying at time and length scales
satisfying condition (1.3). Corrections to this starting configuration, we find, can be
found by carrying out a systematic double expansion in the parameters
ǫ ∼ ω
µ
,
k
µ
≪ 1, (1.4)
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and
T˜ ≡ T
ω
≪ 1. (1.5)
We carry out this expansion by first working to a given order in ǫ, and then at that
order in ǫ, carrying out an expansion in T˜ .
At O(ǫ1) we find that the solutions to Einstein equations can be described by a
fluid on the boundary with a constitutive relation that is local, including a viscosity
term in the stress tensor and also dissipative terms in the charge current which give
rise to charge diffusion.
However, beyond first order in ǫ, while the corrections continue to be small, their
effects in the boundary stress tensor and charge current can no longer be incorpo-
rated by adding local terms in the constitutive relations. For example, at second
order there are effects which go like O(ǫ2 logω/µ), and also correction at O(ǫ2) in
an asymptotic expansion in T˜ . These terms are non-local in time, and their effects
cannot be obtained by adding local higher derivative terms to the stress tensor and
charge current. Note that although some of the non-local terms which goes like
O(ǫ2 log ǫ) are logarithmically enhanced, they are still smaller than the O(ǫ) terms
at first order, and the presence of such terms therefore does not invalidate the sys-
tematic expansion in powers of ǫ. At higher orders, we expect there to be further
logarithmically enhanced terms but again their presence will not invalidate the per-
turbative expansion described above; despite the logarithmically enhancement terms,
the contribution at O(ǫn) will continue to be suppressed compared to terms which
arise up to O(ǫn−1). It is worth emphasising that the non-locality is only in time, the
effects of spatial variation can be incorporated in local corrections to the constitutive
relations involving spatial derivatives to the required order.
Our result, that at least up to first order, the behaviour is captured by a local
constitutive relation for T µν , Jµ, is actually quite striking. One expects, as is well
known to be true in many physical systems including non-relativistic ones, that this
first order solution, which includes the effects of dissipation via the viscosity etc.,
as mentioned above, should often be a good approximation for the behaviour of the
system.
More generally, the fact that a systematic approximation scheme exists for the
situations considered here should be of interest in increasing our understanding of
the behaviour of the Einstein equations which are, in general, notoriously difficult
to solve. In fact, finding such an additional approximation scheme was one of the
motivations behind our work. In particular, it is our fond hope that the analysis
presented here can be applied in the future for studying near-extremal Kerr black
holes, in asymptotically flat space-time. These are known to occur in nature and of
considerable observational interest.
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It is also worth contrasting the behaviour we find with that in conventional
fluid mechanics, which is valid when condition (1.2) holds. In the conventional
case, close to extremality, where T ≪ µ, one can carry out a double expansion in
powers of ǫn and (ω/T ) by, first working at O(ǫn) and then at this order calculating
the corrections to all orders in an expansion in (ω/T ). The resulting constitutive
relations are then manifestly local to all orders in this double expansion. In the
linearised approximation, it is well known that there are 4 hydrodynamic modes in
the fluid mechanics mechanics regime, one shear mode, two sound modes and one
charge diffusion mode. We find in the limit considered here, eq.(1.3), that there are
also four modes in the linearised approximation; these map to the four modes in
the fluid mechanics regime, however the dispersion relation for the charge diffusion
mode we find is interestingly different. It is also worth noting that to describe all
the linearised perturbations in the limit we consider one actually needs to go beyond
first order in ǫ. This is in contrast to the situation in conventional fluid mechanics
and indicates that the constitutive relations upto first order in our limit might have
a more restricted domain of validity.
This paper is structured as follows. In section 2, we begin with a review of near-
extremal RN branes and the conventional fluid mechanics-gravity correspondence.
In section 3, we study a massless scalar field in a near-extremal background which
is a prototype for the subsequent analysis. In section 4, we turn to gravity and
gauge field perturbations and show how they can be analysed systematically in the
double expansion mentioned above. In section 5 we consider linearised perturbations
and also obtain the full non-linear constitutive relations at O(ǫ) — these include
corrections up to O(ǫT˜ ) in our double expansion. In section 5, we consider some
time-independent situations, some static and others stationary, which arise when
external forces are turned on in the boundary theory. We find that the resulting
perturbations die out at the extremal horizon exhibiting attractor behaviour. We
end with some discussion in section 7. Appendices A–C contain important details.
Before proceeding let us note some additional references. In an approach different
(study of quasi-normal modes) from ours, hydrodynamics of low-temperature systems
was explored in, for example, [40–45]. The holographic correspondence has been of
considerable interest in describing strongly interacting systems and has been applied
to describe the behaviour of a wide range of systems — from cold atom systems
to heavy ion collisions at the Relativistic Heavy Ion Collider (RHIC). Some key
references in this regard are: [46–112].
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2 A Review of Nearly Extremal Black Branes and the Con-
ventional Fluid-Gravity Correspondence
2.1 Basic Set-Up and Conventions
Our starting point is the Einstein-Maxwell action in four-dimensional asymptotically
AdS spacetime,
I =
1
16πG
∫
d4x
√−g
(
R− 2Λ− FMNFMN
)
. (2.1)
Throughout this paper, we work in units in which LAdS = 1, i.e.,
Λ = −3. (2.2)
The uppercase Latin letters M,N, . . . correspond to four-dimensional bulk spacetime
coordinates, the Greek letters µ, ν, . . . correspond to three-dimensional boundary
spacetime coordinates (2 spacelike and 1 timelike) and the lowercase Latin letters
i, j, . . . correspond to boundary spacelike coordinates.
The Maxwell equations read,
M
N ≡ ∇MFMN = 0, (2.3)
while the Einstein equations are given by,
EMN ≡ RMN − 1
2
RgMN + ΛgMN −
(
2FMSFN
S − 1
2
gMNFRSF
RS
)
= 0. (2.4)
The electrically charged Reissner-Nordström black brane is described by the
metric and gauge field,
g¯MN dx
M dxN = −r2f(r) dt2 + dr
2
r2f(r)
+ r2
(
dx2 + dy2
)
, (2.5)
A¯M dx
M = g(r) dt. (2.6)
Here,
f(r) = 1− 2GM
r3
+
Q2
r4
, (2.7)
g(r) = −Q
r
, (2.8)
where M,Q are proportional to the mass density and charge density respectively.
The ingoing Eddington-Finkelstein coordinate system is well-suited for describing
the fluid-gravity correspondence. In order to go to this coordinate system, we make
the change of variables,
v = t+ r∗, (2.9)
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where,
r∗ ≡
∫
dr
r2f(r)
. (2.10)
In the new coordinates (v, r, x, y), the metric and gauge field read
ds2 = g¯MN dx
M dxN = −r2f(r) dv2 + 2dv dr + r2(dx2 + dy2), (2.11)
A = A¯M dx
M = g(r) dv. (2.12)
Note that we have eliminated the component Ar of the gauge field by a suitable
gauge transformation.
The event horizon of the black brane is denoted to be located at r = r+: f(r+) =
0 and f(r) > 0 for all r > r+. The Hawking temperature (physical temperature) of
the black brane is given by,
T̂ =
3r4+ −Q2
4πr3+
. (2.13)
Throughout this paper, we find it convenient to use the symbol T for the rescaled
temperature, this is related to the actual temperature Tˆ by,
T ≡ 2π
3
T̂ . (2.14)
The chemical potential µ of the system is given by,
µ =
Q
r+
. (2.15)
We are interested in the regime where the black brane temperature is zero or
very small compared to the chemical potential, i.e., the black brane being extremal
or nearly extremal,
T ≪ µ. (2.16)
At extremality, the locations of the event horizon and the inner horizon coincide at
r = rh and f(r) has a double zero at r = rh (f(rh) = 0 = f
′(rh)). In this paper, rh
will refer to the location of the extremal horizon. At extremality, the mass density
E and charge density ρ get related as,
4πG E = GM = 2r3h, 4πGρ = Q =
√
3r2h, (2.17)
while the chemical potential is given by,
µ =
√
3rh. (2.18)
In this extremal case, the function f(r), eq.(2.7) and g(r), eq.(2.8) are given respec-
tively by,
f0(r) = 1− 4r
3
h
r3
+
3r4h
r4
=
(r − rh)2(r2 + 2rrh + 3r2h)
r4
, (2.19)
g0(r) = −
√
3r2h
r
. (2.20)
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For a black brane at arbitrary temperature T and chemical potential µ, the
location of the horizon, energy density and charge density can be expressed as,
r+ =
√
µ2
3
+ T 2 + T, (2.21)
4πG E = GM = 2
(
µ2
3
+ T 2
)3/2
+ T (µ2 + 2T 2), (2.22)
4πGρ = Q = µ
√µ2
3
+ T 2 + T
. (2.23)
We are interested in studying near-extremal black branes meeting the condition,
eq.(2.16). It is easy to see that the metric and gauge field up to linear order in T (at
fixed µ) take the form,
g¯MN dx
M dxN = −F (r) dv2 + 2dv dr + r2h
(
dx2 + dy2
)
, (2.24)
A¯M dx
M = G(r)dv, (2.25)
with,
F (r) = 6(r − rh)(r − rh − T ) (2.26)
G(r) = −
√
3(rh + T ) +
√
3(rh + T )
rh
(r − rh), (2.27)
where, in our notation, rh continues to be related to the chemical potential of the
finite temperature black brane by the relation eq.(2.18). We see that the metric
(2.24) in the v-r plane describes an AdS2 spacetime; when (T 6= 0) it is actually
thermal AdS2.
2.2 A Review of the Conventional Fluid-Gravity Correspondence
The starting point for the fluid-gravity correspondence is the black brane metric and
gauge field in the ingoing Eddington-Finkelstein coordinates, given by eqs.(2.11–
2.12). The first step is to perform a three-dimensional Lorentz boost in the xi
directions, with velocity βi, which transforms the metric and gauge field into the
form,
ds2 = −r2f(r;µ, T ) uµuν dxµ dxν − 2 uµ dxµ dr + r2Pµν dxµ dxν , (2.28)
A = −g(r;µ, T )uµ dxµ. (2.29)
The functions f and g depend parametrically on the chemical potential and the
temperature, which we have made explicit above. Here,
uµ =
1√
1− β2 (−1, βi) (2.30)
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is a normalized (uµuµ = −1) timelike Lorentz 3-vector and
Pµν = ηµν + uµuν (2.31)
is the projector orthogonal to the velocity uµ. Here ηµν = diag(−1, 1, 1) is the metric
on the flat boundary spacetime. The next step is to make the chemical potential,
temperature and the boost parameters functions of the boundary coordinates xσ.
We call the resulting metric and gauge field the “zeroth order” ones,
g
(0)
MN(x
σ) dxM dxN = −r2f(r;µ(xσ), T (xσ))uµ(xσ)uν(xσ) dxµ dxν − 2 uµ(xσ) dxµ dr
+ r2Pµν(x
σ) dxµ dxν , (2.32)
A
(0)
M dx
M = −g(r;µ(xσ), T (xσ))uµ(xσ) dxµ. (2.33)
The equations (2.32–2.33) above do not, in general, meet the system of Maxwell
and Einstein equations (2.3, 2.4). In order to meet the equations of motion, we
must correct the metric in a systematic manner. The strategy of solving for the
corrections is the well-known “derivative expansion”, in which the zeroth order metric
parameters are assumed to be slowly varying functions of xµ. The perturbation
theory is formulated as follows: We expand the full metric and gauge field in a power
series in ǫ, where ǫ is a small parameter describing the “slowness’ of the variation of
the parameters,
gMN =
∑
n=0
ǫng
(n)
MN
(
µ(ǫxσ), T (ǫxσ), βi(ǫx
σ)
)
(2.34)
AM =
∑
n=0
ǫnA
(n)
M
(
µ(ǫxσ), T (ǫxσ), βi(ǫx
σ)
)
(2.35)
Here, the functions g
(n)
MN , A
(n)
M are the corrections to the metric and gauge field, in
the ǫ-expansion. In fact, the parameters µ, T and βi also get corrected order by
order in ǫ.
In the standard fluid-gravity correspondence, the fluid parameters, µ, T and βi
vary slowly compared to T . A solution can be obtained to the coupled Einstein-
Maxwell equations by starting with the zeroth order solution eqs.(2.32, 2.33) and
correcting it order by order in ǫ. The normalisable components of the metric and
gauge field to order n then determine the stress tensor and charge current in the
boundary theory to that order. The equations of motion for the metric and gauge field
ensure that the resulting stress tensor and current satisfy the conservation equations,
∂µTµν = 0, (2.36)
∂νJν = 0. (2.37)
Eq. (2.36) is the relativistic Naiver-Stokes equation (with higher derivative correc-
tions for n ≥ 2).
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A few more details are worth giving. It is convenient to work in the gauge
grr = 0 = Ar,
grµ ∝ uµ, (2.38)
g(0)MNg
(n)
MN = 0, n ≥ 1.
Having obtained the solution up to order n − 1 one finds at the nth order, i.e. the
next order in the derivative expansion, that the Einstein equations obtained from
varying gr
µ do not involve perturbations at the next order, i.e. g
(n)
MN , A
(n)
M . Instead,
they simply impose the Naiver-Stokes equations eq.(2.36) on the (n − 1)th order
solution. Similarly the Maxwell equation obtained by varying Ar leads to the current
conservation equation, eq.(2.37) for the (n − 1)th order solution. The remaining
Einstein and Maxwell equations then take the form
D
(
g
(n)
MN , A
(n)
M
)
= s(n)
(
g
(n−1)
MN , . . . , A
(n)
M , . . .
)
, (2.39)
where D is a differential operator acting on the metric and gauge field at the nth or-
der and s(n) is a source term generated by the action of additional derivatives along
the boundary directions acting on lower order terms. The operator D has several
noteworthy features. First, it is an operator involving derivatives only in r. Second,
the operator remains unchanged to every order in the ǫ-expansion; in particular, it
is determined by the zeroth order metric. The specific form of the operator, how-
ever, depends on the kind of metric and gauge field component under consideration.
A solution to eq.(2.39) requires one to fix the constants of integration; these are
constrained by imposing ingoing boundary conditions at the horizon, normalisable
fall-off at the boundary, and extra conditions corresponding to a choice of Landau
frame as described below. We will discuss in detail the specific forms of the operator
and the solutions in section 4.
The fluid-gravity correspondence, in fact, has been generalised [6] to include the
scenario in which the boundary metric is not flat ηµν , but weakly curved with a metric
γ˜µν . In addition, a non-trivial electromagnetic field strength F˜µν can be turned on.
In such a case, the conservation equations (2.36–2.37) are modified to,
∇˜µTµν = F˜νσJσ, (2.40)
∇˜νJν = 0. (2.41)
Here the raising and lowering of indices and covariant differentiation is assumed to
be done with the boundary metric γ˜µν .
2.3 Determining the Boundary Stress Tensor and Charge Current
Using the methods of holographic renormalisation,(see, for example, [113–115], and,
for a pedagogical review, [116], and references therein) , we can find the expression
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for the stress tensor,
8πGT µν = − lim
r→∞
r3
(
Kµν − (K − 2)δµν −
(
R(3)
µ
ν − 1
2
R(3)δµν
))
. (2.42)
Here Kµν is the extrinsic curvature tensor for a hypersurface defined by a constant
value of r. The Ricci tensor R(3)µν is constructed out of the induced metric γµν on the
boundary. The form of the metric on the boundary manifold is given by,
γ˜µν = lim
r→∞
1
r2
γµν . (2.43)
We can similarly find out the boundary gauge field A˜µ from the large-r expansion of
the bulk gauge field
A˜µ = lim
r→∞
Aµ. (2.44)
The boundary electromagnetic field strength is defined, as usual,
F˜µν = ∂µA˜ν − ∂ν .A˜µ, (2.45)
while the boundary charge current is given by,
4πGJν = lim
r→∞
√−gF νr. (2.46)
When the boundary conditions are such that no non-normalisable components
of the metric and the gauge field are present, we would have, γ˜µν = ηµν and A˜µ = 0.
This is the case we would deal with in section 5. In section 6, we shall encounter
cases in which the boundary manifold has a non-trivial curvature as well as a non-zero
electromagnetic field strength.
Before we end this section, let us discuss the Landau frame conditions mentioned
previously. Suppose we have corrections at the nth order to the stress tensor and
charge current. Then some of these corrections can be incorporated in the zeroth
order stress tensor and current themselves, by changing the temperature, etc. at the
nth order, i.e. making suitable changes, T → T + ǫnδT , µ → ǫnδµ, βi → βi + ǫnδβi.
After doing so the remaining nth order corrections in the stress tensor and current
can be taken to satisfy,
uµT (n)µν = 0,
uνJ (n)ν = 0. (2.47)
These are called the Landau frame conditions (sometimes also referred to as the
Landau-Lifshitz frame conditions, see [117]). We will impose these conditions in our
discussion of near-extremal fluid mechanics in section 5 as well.
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3 Massless Scalar in Extremal and Near-Extremal Back-
ground
In this section, we study the behaviour of a massless scalar field in an extremal or
near-extremal black brane background. The scalar field satisfies non-normalisable
boundary conditions which are slowly varying, along the boundary directions, com-
pared to the chemical potential. We will see that this is a good prototype for the
study of fluid mechanics in such backgrounds.
The scalar field φ satisfies the equation of motion,
∇2φ ≡ 1√−g∂M
(√−ggMN∂Nφ) = 0. (3.1)
A constant value of φ = φ(0) obviously meets this equation. Now, in the spirit of the
fluid-gravity correspondence, we want to make φ to the zeroth order, a slowly-varying
function of the boundary coordinates xµ,
φ(0) = φ(0)(ǫxµ). (3.2)
In order that the equation (3.1) above is still met, we have to add a correction to φ.
To be concrete, let us work in a basis of plane waves in the xµ directions and
write φ as a perturbative series,
φ = e−iωv+ikxxφc(r) ≡ e−iωv+ikxx
∑
n=0
φ(n)(r). (3.3)
We take
ω
µ
,
kx
µ
∼ ǫ≪ 1. (3.4)
We work order by order in perturbation theory in ǫ and the number n within the
parentheses labels the order in perturbation theory. The perturbation φ(n) is sourced
by the corrections at lower orders, φ(n−1), · · · , φ(0).
We take φ to meet the boundary condition at the asymptotic AdS4 boundary,
r →∞,
φ→ φ(0)(ǫxµ), (3.5)
so that the non-normalisable behaviour we are imposing for φ is already met by φ(0);
the higher order corrections φ(n), n > 0 must then be purely normalisable meeting
the condition
φ(n) → 0 (3.6)
as r →∞.
We easily find that the equation (3.1) leads to,
d
dr
(
r4f(r)
dφc
dr
)
− 2iωrd(rφc)
dr
− k2xφc = 0. (3.7)
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We take φ(0) to be a constant (with the exponential dependence e−iωv+ikxx peeled off)
and write down the equation determining φ(1),
d
dr
(
r4f(r)
dφ(1)
dr
)
− 2iωr
d
(
rφ(1)
)
dr
− k2xφ(1) = (2iωr + k2x)φ(0). (3.8)
In the first order calculation, analogous to what is done in the standard fluid-
gravity correspondence, we would neglect all terms involving ω and kx on the left
hand side and retain only the term linear in ω on the right hand side.
Let us now specialise to the extremal case. It is immediately clear in this case
that the approximation mentioned above is not a good one. This follows from noting
that the near-horizon region is AdS2 ×R2,
ds2 = −6(r − rh)2 dv2 + 2dv dr + r2h
(
dx2 + dy2
)
, (3.9)
and it follows from the scaling symmetry of this geometry,
v → λv,
(r − rh)→ 1
λ
(r − rh), (3.10)
that one can rescale ω to be unity. This shows that the effects of ω, no matter
how small, always become important sufficiently close to the horizon. Thus, the
ω–dependent terms on the LHS of eq.(3.8) cannot be neglected. In contrast, the
kx–dependent terms continue to be small as long as ǫ≪ 1 and they can be neglected
to first order in ǫ, in eq.(3.8).
For temperatures close to extremality, with ω meeting the condition,
T ≪ ω ≪ µ, (3.11)
these considerations continue to be true since the effects of the temperature “die
away” while one is still in the near-horizon region,
r − rh
rh
≪ 1. (3.12)
The scaling argument above then shows that in this region the effects of ω on the
LHS in eq.(3.8) are important.
In contrast to the near horizon region, once one is sufficiently far from the hori-
zon,
ω ≪ r − rh, (3.13)
the ω– and kx–dependent terms on the LHS of eq.(3.8) can be neglected since they
are second order in ǫ. It is therefore convenient to separate the analysis of eq.(3.8)
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into the far and near regions, r > rB and r < rB respectively with the boundary rB
where they meet satisfying the conditions,
ω ≪ rB − rh, (3.14)
rB − rh ≪ rh. (3.15)
Note that these two conditions are compatible since ω ≪ µ = √3rh. At r = rB,
the inside solution and the outside one must satisfy the continuity conditions for the
function φ(1) and its first derivative.
Equation (3.8) in the far region can therefore be approximated as,
d
dr
r4f(r)dφ(1)out
dr
 = 2iωrφ(0). (3.16)
This differential equation has the immediate solution,
φ
(1)
out = B
(1)
out −
∫
∞
r
dr′
r′4f(r′)
(
A
(1)
out +
∫ r′
rB
dr′′ 2iωr′′φ(0)
)
. (3.17)
Note that in the solution above, we have chosen the limit on the inner integral at
the boundary of the AdS2, r = rB and that of the outer integral at the asymptotic
infinity of AdS4, r → ∞. Note that we use f(r) = f0(r), eq.(2.19) for the extremal
geometry, we will consider the effects of non-zero temperature in §3.2.
Imposing the boundary condition eq.(3.6) at the asymptotic infinity sets,
B
(1)
out = 0. (3.18)
This leaves one undetermined constant A
(1)
out which will be determined by matching
with the inner region solution.
We can actually write down a closed-form expression for φ
(1)
out above,
φ
(1)
out = −
1
6r2h
A
(1)
out − iωφ(0)(r2B − r2h)
r − rh −
A
(1)
out − iωφ(0)(r2B + 2r2h)
18r3h
log
(r − rh)2
r2 + 2rrh + 3r
2
h
− A
(1)
out − iωφ(0)(r2B − 7r2h)
36
√
2r3h
(
π − 2 tan−1
(
r + rh√
2rh
))
. (3.19)
We can look at the behaviour of this solution near r = rB where we can expand the
function in terms of (r − rh)/rh. From eq.(3.19) above, we get the behaviour,
φ
(1)
out = −
1
6r2h
A
(1)
out − iωφ(0)(r2B − r2h)
r − rh −
A
(1)
out − iωφ(0)(r2B + 2r2h)
9r3h
log
r − rh
rh
+ · · · ,
(3.20)
where the ellipsis denotes terms of order O[((r − rh)/rh)0].
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Suppose we tried to directly extrapolate eq.(3.20) to the horizon rh and obtain
a non-singular solution. Cancelling the leading behaviour which goes like 1/(r− rh),
one finds the condition,
A
(1)
out = iωφ
(0)(r2B − r2h), (3.21)
but this still leaves a sub-leading logarithmic term which would have diverged at rh.
We will see below that including the ω–dependent terms in the inner region, in fact,
gets rid of this logarithmic divergence, and matching the inner solution to the outer
one fixes A
(1)
out to be exactly the value in eq.(3.21) thereby removing the leading term
in eq.(3.20).
Let us now study the near-horizon behaviour in more detail. Neglecting the k2x
terms, the near-horizon form of the equation (3.7) is given by,
d
dr
F (r)dφ(1)in
dr
− 2iωdφ(1)in
dr
=
2iωφ(0)
rh
. (3.22)
It is worth drawing attention to a feature of the above equation. Had we started
with the near-horizon metric of the form (2.24) with T = 0, we would have got the
same form for the left-hand side. However, we would not have any source term that
appears on the right-hand side of eq.(3.22) above. This term comes from a correction
to the AdS2 × R2 metric — more specifically, the variation of the transverse two-
volume. As we shall see, this correction in the source plays an important role in
obtaining the logarithmic term in eq.(3.20). In fact, in obtaining the correct solution
to higher orders, keeping such terms (i.e., those originating from departures from the
near-horizon geometry) becomes crucial, as explained in §3.1.
Near the horizon, the form of r∗ (2.10) is given by,
r∗ =
∫
dr
F (r)
. (3.23)
In terms of this variable, the equation (3.22) above can be cast as,
d2φ
(1)
in
dr∗2
− 2iωdφ
(1)
in
dr∗
=
2iωφ(0)
rh
F (r). (3.24)
We can write the interior solution in the form,
φ
(1)
in = A
(1)
in +B
(1)
in e
2iωr∗ +
2iωφ(0)
rh
e2iωr
∗
∫ r∗
−∞
dr∗′e−2iωr
∗′
∫ r′
rh
dr′′. (3.25)
Note that we have chosen the lower limit of both the inner and the outer integral
to be on the horizon. We impose ingoing boundary conditions on the horizon. This
sets B
(1)
in = 0, since the last term does not contribute to an outgoing mode at the
horizon, as we will see shortly.
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For the extremal geometry, in the near-horizon region,
r∗ = − 1
6(r − rh) , (3.26)
and we can therefore write,
φ
(1)
in = A
(1)
in −
iωφ(0)
3rh
e2iωr
∗
∫ r∗
−∞
dr∗′
r∗′
e−2iωr
∗′
. (3.27)
We note that we can scale ω out of the integrand above and keep it only in the
integration limits,
φ
(1)
in = A
(1)
in +
iωφ(0)
3rh
e2iωr
∗
∫
∞
−2ζ
dt
t
eit, (3.28)
Here we have defined the rescaled variable,
ζ ≡ ωr∗ = − ω
6(r − rh) (< 0). (3.29)
This variable is going to be very useful in the subsequent discussion.
The integral above is known as an exponential integral function [118],∫
∞
−2ζ
dt
t
eit ≡ E1(2iζ). (3.30)
The asymptotic behaviour of the function E1 for large |ωr∗| is given by,
E1(2iωr
∗) =
e−2iωr
∗
2iωr∗
(
1 +O
(
1
ωr∗
))
. (3.31)
This can also be seen directly from eq.(3.27). It follows then that the last term in
eq.(3.25) does not give rise to an outgoing mode, as we had mentioned above. From
eq.(3.31), it also follows that the function eq.(3.28) is well behaved on the horizon
and takes the value A
(1)
in .
Let us examine the behaviour of the response near the boundary of AdS2, where
|ωr∗| ≪ 1. The behaviour of the exponential integral in this region is given by,
E1(2iωr
∗) = −γ − log(2iωr∗) +O(ωr∗), (3.32)
where γ ≈ 0.5772 is the well-known Euler-Mascheroni constant. We can write the
above expression as,
E1(2iωr
∗) =
(
iπ
2
− γ + log 3
)
+ log
r − rh
ω
+O
(
ω
r − rh
)
. (3.33)
Using this result, we are able to write down φ
(1)
in near the boundary region as an
expansion in ω, accurate up to the linear order in ω, for the purpose of matching
with the outside solution.
φ
(1)
in = A
(1)
in +
iωφ(0)
3rh
(
iπ
2
− γ + log 3
)
+
iωφ(0)
3rh
log
(
r − rh
ω
)
+ · · · . (3.34)
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Here, the ellipsis denotes terms which are subdominant in ω/(r − rh). Comparing
with the outside solution in eq.(3.20), we see that φ
(1)
in does not contain any term
going like (r−rh)−1 which is linear in ω (there is such a term but it is O(ω2/(r−rh))
and therefore, of higher order). Therefore, matching the inside and outside solutions
around r = rB gives the condition eq.(3.21). Comparing the inside and outside
solution with this choice of A
(1)
out, shows that the coefficient of the logarithmic term
also matches.
With this choice of A
(1)
out, the outer solution for φ
(1)
out is completely determined to
be
φ
(1)
out = −
iωφ(0)
12rh
[
2
√
2
(
π
2
− tan−1 r + rh√
2rh
)
− 2 log (r − rh)
2
r2 + 2rrh + 3r2h
]
. (3.35)
Before proceeding, let us note that eq.(3.21), which ensures that the coefficient
of the 1/(r−rh) vanishes, could be arrived at by using the scaling symmetry of AdS2
mentioned above, eq.(3.10) — this will also be important in the subsequent discussion
at higher orders. Using the scaling symmetry eq.(3.10), we see that eq.(3.24) can be
written as
d2φ
(1)
in
dζ2
− 2idφ
(1)
in
dζ
=
iωφ(0)
3rh
1
ζ2
. (3.36)
We note from its definition, eq.(3.29), that ζ is invariant under this scaling symmetry.
It then follows from eq.(3.36) that φ
(1)
in is O(ω) when expressed as a function of ζ .
Now, a term going like ω/(r − rh) in φ(1)in would be of O(ω0) when expressed in
terms of ζ , thus such a term cannot arise from the inner solution to order ω and by
matching, must also be absent in φ
(1)
out.
Expanding the exterior solution, eq.(3.35), near r = rB to O((r−rh)/rh)0) gives,
φ
(1)
out =
iωφ(0)
3rh
log
(
r − rh
rh
)
− iωφ
(0)
12rh
(√
2π + 2 log 6− 2
√
2 tan−1
√
2
)
+O
(
r − rh
rh
)
,
(3.37)
Comparing with φ
(1)
in in eq.(3.34) gives,
A
(1)
in =
iωφ(0)
3rh
log
ω
rh
− iωφ
(0)
12rh
(
(
√
2 + 2i)π + 6 log 3 + 2 log 2− 2
√
2 tan−1
√
2− 4γ
)
.
(3.38)
This fixes the inner solution.
Some important comments are now worth making. First, note that the logarith-
mic term near rB in the interior solution (3.34) is cut off by ω, while in the exterior
solution (3.37), it is cut-off by rh, and hence, as we see from eq.(3.38) matching the
two gives A
(1)
in to be of order ω log(ω/rh). As a result, the inside solution is non-
analytic in ω, as might be expected on general grounds from the AdS2 × R2 nature
of the near-horizon spacetime. However, interestingly, this non-analyticity is not
present in the outside solution which is linear in ω, at this order.
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Second, with A
(1)
out satisfying the condition eq.(3.21), the solution is manifestly
independent of rB, i.e., where the inside and outside solutions are matched, as we
can see from eq.(3.35) and (3.28, 3.38). In fact, to this order, we can set the limit
of the inner integral in eq.(3.17) to be rh instead of rB, making the outside solution
manifestly independent of rB; A
(1)
out will then end up vanishing.
Third, while the inner solution is non-analytic in ω, the correction is still small
in ǫ since it is of order ǫ log(ǫ)≪ 1.
Fourth, the response to the non-normalisable source turned on eq.(3.5) can be
obtained using the standard AdS/CFT dictionary from the behaviour of the normal-
isable mode of φ near the boundary. Since the outside solution is analytic in ω, this
is also true of the response. We will see below, when we go to higher orders that
this feature is no longer true, and the outside solution, along with the response, is
non-analytic in ω with logarithmic corrections, e.g. at second order the corrections
we find go like O(ω2 log(ω)). However, there continues to be a sensible perturbative
expansion, since the O(ω2 log(ω)) terms are small compared to the leading order
terms of O(ω). This feature also persists to higher orders. We will see when we
consider gravitational and electromagnetic perturbations of the coupled Maxwell-
Einstein system that the first order solution in the exterior region is also analytic
in ω, like in this prototype system, and the higher order corrections, while being
non-analytic, will be smaller than the leading order terms.
Finally, it is worth contrasting the analysis above with the case of a scalar in the
Schwarzschild black brane background at temperature T . The scalar is taken to vary
slowly with ω/T, kx/T ≪ 1. This is the analogue of the situation for conventional
fluid-mechanics, eq.(1.2). In this case the, exterior solution eq.(3.17) can be directly
extended all the way to the horizon, r = r0, by choosing the lower limit in the inner
integral to be r0, i.e. setting rB = r0, so that
φ(1) = B(1) −
∫
∞
r
dr′
r′4f(r′)
(
A(1) +
∫ r′
r0
dr′′ 2iωr′′φ(0)
)
. (3.39)
Normalisability at r →∞ sets B(1) = 0. Since f(r) = 1− r30/r3 has a first order zero
at r = r0, by choosing A
(1) = 0 a potential divergence at r = r0 is removed and the
integral is well defined all the way to the horizon. The explicit form is given by,
φ(1) =
iωφ(0)
2r0
log
r2
r2 + rr0 + r
2
0
−
√
3iωφ(0)
6r0
(
π − 2 tan−1
(
2r + r0√
3r0
))
. (3.40)
In contrast, we saw that since in the extremal case f(r) has a second order zero,
by a suitable choice of A(1), only the leading order divergence can be removed, but
a sub-leading logarithmic divergence remains and the integral cannot be extended
directly to the horizon. The frequency–dependent terms on LHS of eq.(3.8) always
get important sufficiently close to the horizon and the analysis has to be carried out
by considering the inner and outer regions separately as above.
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3.1 Outline of Higher Order Calculations
Let us now sketch the procedure for higher order calculations in the scalar field model.
We continue to work at T = 0 in this subsection. We will see that the derivative
expansion will break down at the next order with corrections going like ω2 log(ω).
The differential equation for φ(n) in the exterior region would be given by,
d
dr
r4f(r)dφ(n)out
dr
 = s(n)out, (3.41)
where s
(n)
out is a source term of O(ǫn) determined by the solution up to the previous
orders, φ
(n−1)
out , · · · , φ(1)out, φ(0)out, with n derivatives in the v, x directions acting on φ(0).
This yields the solution,
φ
(n)
out = B
(n)
out −
∫
∞
r
dr′
r′4f(r′)
(
A
(n)
out +
∫ r′
rB
dr′′ s
(n)
out(r
′′)
)
. (3.42)
As before, we set B
(n)
out = 0 by demanding normalisability at asymptotic infinity (it
can be shown that s
(n)
out falls off fast enough). As before, for the extremal geometry,
we have to use f(r) = f0(r), eq.(2.19).
The interior solution is obtained from an equation taking the form
d2φ
(n)
in
dr∗2
− 2iωdφ
(n)
in
dr∗
= s
(n)
in . (3.43)
Here r∗ is given by eq.(3.23) with F (r) given in eq.(2.26), with T = 0. The source
term s
(n)
in is obtained as follows. We noted above that ζ , eq.(3.29), is invariant under
the scaling symmetry, eq.(3.10). By expressing the source terms obtained from the
lower order solutions as a function of ζ and retaining terms of O(ǫn) we obtain s(n)in .
Note that, to obtain the source term, one must also take into account departures
from the AdS2 × R2 near-horizon geometry to the required order.
The solution to eq.(3.43) can be written as,
φ
(n)
in = A
(n)
in +B
(n)
in e
2iωr∗ + e2iωr
∗
∫ r∗
−∞
dr∗′ e−2iωr
∗′
∫ r∗′
−∞
dr∗′′ s
(n)
in (r
∗′′). (3.44)
One can show iteratively that the source term s
(n)
in decays sufficiently fast towards
the horizon, and the integral on the RHS is well behaved and gives a vanishing con-
tribution on the horizon. Imposing the ingoing boundary conditions on the horizon
then sets B
(n)
in = 0.
It is worth emphasising that the inside and outside solutions have been obtained
to order n with respect to two different expansions. In the outer region we simply
work to the nth order in the derivative expansion with respect to frequency ω, as
well as momentum, kx. Whereas in the inner region, we work to the n
th order with
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respect to kx, but with respect to ω, keep terms of O(ωn) after rescaling the r∗
dependence by ω and expressing the solution as a function of ζ as mentioned above.
Thus the inner solution at the nth order, when expanded near the boundary actually
contains higher powers of ω which arise due to its additional dependence on ζ and
while matching the two solutions, some of the nth order terms on the outside actually
match against the lower order terms on the inside due to this additional dependence
on ω.
In fact, this feature already allows us to conclude from φ
(1)
in that the integration
constant A
(2)
out which appears in φ
(2)
out must behave like ω
2 log(ω/µ) and thus, is non-
analytic in ω.
From eq.(3.28) is follows that near r = rB
φ
(1)
in =
iωφ(0)
3rh
(
1− iω
3(r − rh)
)[(
iπ
2
− γ + log 3
)
+ log
(
r − rh
ω
)
− iω
3(r − rh)
]
+ A
(1)
in + · · · , (3.45)
where we have now kept terms up to O(ω2) and the ellipsis indicates higher order
corrections. In addition there are O(ω2) terms which are present in φ(2)in , these are
discussed in appendix B) and do not contain any term going like 1/(r − rh). From
appendix B, we also see that the outside solution to O(ω2) has a term going like (see
eq.(B.6))1
φ
(2)
out =
ω2φ(0)
9rh
log
(
r−rh
rh
)
r − rh −
A
(2)
out + rB–dependent terms
6r2h(r − rh)
+ · · · . (3.46)
Equating the coefficient of the 1/(r − rh) term we get that
A
(2)
out =
2rhφ
(0)
3
ω2 log
(
ω
rh
)
+ · · · . (3.47)
The additional terms in A
(2)
out, denoted by the ellipses, also obtained by matching, are
analytic in ω and O(ω2). Thus, at second order, the exterior solution is not analytic
in ω due to the log(ω/rh) enhancement in A
(2)
out.
The argument above can be extended to higher orders and one finds that, in
fact,
A
(n)
out ∼ ǫn
[
log
(
ω
rh
)]n−1
. (3.48)
It follows from these considerations then that the response to the slowly varying
source φ(0), which is obtained from φout is not analytic in the frequency, beyond the
first order. However the first order corrections in ω/µ are analytic and the higher
1We have neglected the k2
x
φ(0) term in the source, which arises at this order, see eq.(3.7). The
corresponding analysis is the same as that of φ(1) in the first part of this section.
– 20 –
order contributions, while being non-analytic, are small for ω/µ ≪ 1. Similarly,
one can show that as far as correction in the momentum, which go like (kx/µ)
n
are concerned, in φout these are analytic at order ǫ
2 going like (k2x/µ
2), with a non-
analyticity at the next order due to terms going like ω(k2x/µ
2) log(ω/µ). Once again,
the non-analytic corrections are small.
3.2 Finite Temperature
Next, we incorporate the effects of finite temperature in our discussion for the scalar
field model. We consider a near-extremal black brane, whose temperature satisfies
the condition,
T ≪ µ ∼ rh. (3.49)
We will consider frequencies ω and spatial variation characterised by momentum kx
to be bigger than T ,
T ≪ ω, kx ≪ µ. (3.50)
We note that this is a different regime from the conventional one considered in fluid
mechanics where condition (1.2) holds.
A procedure similar to the one outlined above in the extremal case can be used
to construct the solution, by first finding the solution in the inner and outer regions
and then matching them around r = rB which is located to satisfy, conditions (3.14)
and (3.15). From conditions (3.50) and (3.14), it follows that
T ≪ (rB − rh). (3.51)
We will find that the inner solution is most conveniently expanded in the pa-
rameters, ǫ ∼ ω/µ, kx/µ and in terms of the variable T˜ defined previously, see (1.5)
T˜ ≡ T
ω
, (3.52)
while the outer solution is obtained in an expansion in ω/µ, kx/µ and T/µ. In addi-
tion, we note that in the inside region perturbation theory in ǫ is defined, analogous
to the zero temperature case, as follows. We first rescale r∗ → ζ = ωr∗ and then
keep ζ, T˜ fixed to obtain the required order in ǫ.
In the region near r = rB, we do the matching procedure as follows. We carry
out a double expansion in both ǫ and T˜ . We first expand to a given order in ǫ
and then working to that order, expand in T˜ to obtain the required perturbative
expansion. Note that this procedure is a good approximation when, ǫ is sufficiently
small compared to T˜ . For example, if we retain terms O(ǫT˜ ) while ignoring terms
O(ǫ2), this would be valid when
ǫ≪ T˜ , (3.53)
i.e., when,
ω2
µ
,
ωk
µ
≪ T ≪ ω, k. (3.54)
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We will mostly consider the regime where eq.(3.54) is valid in this paper.
Before proceeding let us mention that in the opposite limit, when
T˜ ≪ ǫ, (3.55)
one needs to carry out the double expansion in the opposite order, expanding to a
given order in T˜ and then expanding in ǫ. The first term in this expansion to O(T˜ 0)
is the behaviour of the system in the extremal background studied in the previous
section.
We proceed below with an analysis in the limit where eq.(3.53), eq.(3.54) are
valid. We regard the inside and outside solutions as functions of ǫ = ω/rh, (r−rh)/rh
and T˜ and expand first to a given order in ǫ. Working to this order we keep the most
relevant terms in an expansion in (r− rh)/rh for purposes of equating φ and its first
derivative and solve the resulting conditions to obtain the integration constants as a
function of T˜ . We also note that while in general we use ǫ to denote both ω/µ and
kx/µ, in much of the following discussion it will refer to ω/µ.
Let us begin by first considering the solution to O(ǫ1). We begin with the inside
solution. The geometry can be taken to be
ds2 = −6(r−rh)(r−rh−T )
[
1 +O
(
r − rh
rh
,
T
rh
)]
dv2+2dv dr+r2(dx2+dy2). (3.56)
Note the terms in the r-v plane which we have explicitly shown correspond to an AdS2
black hole; the additional corrections of O((r− rh)/rh, T/rh) arise due to departures
from the AdS2 black hole geometry — we ignore them for now, since they will lead
to higher order corrections, as we will see below.
The near-horizon analysis in eqs.(3.22–3.25) is completely general, including both
extremal and near-extremal black branes. For the near-extremal case, the expression
for r∗ is different from eq.(3.26),
r∗ =
1
6T
log
r − rh − T
r − rh . (3.57)
Replacing rh by r+ = rh + T in the inner integral of eq.(3.25), we end up with,
(instead of eq.(3.27)),
φ
(1)
in = A
(1)
in +
2iωφ(0)
rh
e2iωr
∗
∫ r∗
−∞
dr∗′e−2iωr
∗′ T
e−6r∗
′T − 1 . (3.58)
Now, in fact, it is even more clear than the zero-temperature case that the response is
well-behaved towards the horizon: the integrand above decays exponentially towards
the horizon, r∗′ → −∞.
Let us analyse the integral above in more detail. Let
I
(1)
in (r
∗;T, ω) ≡
∫ r∗
−∞
dr∗′e−2iωr
∗′ T
e−6r∗
′T − 1 . (3.59)
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This integral can be expressed in terms of the Gauss hypergeometric function,
I
(1)
in (r
∗;T, ω) =
1
6
(
1− iω
3T
)e−2iωr∗e6Tr∗ 2F1(1, 1− iω
3T
, 2− iω
3T
; e6Tr
∗
)
. (3.60)
We can, of course, analyse the features of this function by examining the prop-
erties of hypergeometric functions [118]. Let us instead adopt an approach that is
more transparent. We first take the partial derivative of I
(1)
in (r
∗;T, ω) with respect
to ω and split the integral into two parts:
∂I
(1)
in (r
∗;T, ω)
∂ω
=
∫ 0
−∞
dr∗′
e−2iωr
∗′
(−2ir∗′)T
e−6r∗
′T − 1 +
∫ r∗
0
dr∗′
e−2iωr
∗′
(−2ir∗′)T
e−6r∗
′T − 1 . (3.61)
The first term on the RHS above is manifestly independent of r∗ and is, in fact, a
representation of the polygamma function ψ(1) [118]. The integrand in the second
integral above can be expanded term by term in small ωr∗′ and Tr∗′ near r = rB,
where the conditions (3.14) and (3.51) hold. We easily obtain, then, around r = rB,
∂I
(1)
in (r
∗;T, ω)
∂ω
=
i
18T
ψ(1)
(
1− iω
3T
)
+ r∗
[
i
3
+O(ωr∗, T r∗)
]
. (3.62)
Integrating this function with ω yields,
I
(1)
in (r
∗;T, ω) = −1
6
ψ
(
1− iω
3T
)
+ ωr∗
[
i
3
+O(ωr∗, T r∗)
]
+ I2(r
∗;T ). (3.63)
where I2(r
∗, T ) is the integration “constant” and ψ is the digamma function [118].
We can evaluate I2 by taking ω → 0 limit of (3.63) above and noting that,
I
(1)
in (r
∗;T, ω = 0) = −1
6
log
(
1− e6Tr∗
)
, (3.64)
and from [118],
ψ(1) = −γ. (3.65)
We then obtain from eq.(3.57),
I2(r
∗;T ) = −1
6
[
γ + log
(
1− e6Tr∗
)]
= −1
6
γ +
1
6
log
(
r − rh
T
)
. (3.66)
In summary, near r = rB, we have,
I
(1)
in (r
∗;T, ω) =
1
6
[
log
(
r − rh
T
)
− ψ
(
1− iω
3T
)
− γ
]
+O
(
ω
r − rh
)
. (3.67)
From eq.(3.58), we therefore get the solution to be
φ
(1)
in = A
(1)
in +
iωφ(0)
3rh
[
log
(
r − rh
T
)
− ψ
(
1− iω
3T
)
− γ
]
+O
(
ω2
rh(r − rh)
)
. (3.68)
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There are additional subheading terms on the RHS which we are not mentioning
here. Eq.(3.68) is the inside solution to O(ǫ).
For future reference we note that the imaginary part of ψ(1− iω/3T ), for small
T/ω, is given by [118],
Imψ
(
1− iω
3T
)
=
3T
2ω
− π
2
coth
(
πω
3T
)
= −π
2
+
3T
2ω
+O[exp(−2πω/3T )], (3.69)
while the real part has an asymptotic expansion in T/ω given by ,
Reψ
(
1− iω
3T
)
= log
(
ω
3T
)
+O
(
T 2
ω2
)
. (3.70)
As mentioned above, we are constructing the solution in a double expansion in ǫ
and T˜ . We see that the terms we have retained in eq.(3.68) give the correct solution
to order ǫ and to all orders in T˜ . In eq.(3.68), we have not included departures from
the AdS2 black hole geometry; including these will give corrections to φin which are of
order ωT/µ2. These terms are of higher order since they go like ǫ2T˜ — we therefore
continue to ignore them for now.
In the exterior region, the solution is still given by eq.(3.17), where f(r) also
now includes the T -dependence. Near r = rB we can obtain φ
(1)
out by carrying out an
expansion simultaneously in (r − rh)/rh, T/(r − rh) and T/rh. This gives,
φ
(1)
out = −
A
(1)
out − iωφ(0)(r2B − r2h)
6r2h(r − rh)
(
1 +
T
2(r − rh)
)
+
2A
(1)
out − iωφ(0)(2r2B − r2h)
9r2h(r − rh)
T
rh
−
A(1)out − iωφ(0)(r2B + 2r2h)
9r3h
− 3A
(1)
out − iωφ(0)(3r2B + 2r2h)
18r3h
T
rh
 log r − rh
rh
+ · · · .
(3.71)
As explained at the beginning of this subsection, to match the inside and outside
solutions, we work to a given order in ǫ, and then expand the solution in terms of
(r − rh)/rh, T˜ . We are working here to O(ǫ), One can see explicitly that all the
temperature-dependent terms in eq.(3.71) are of order ωT/r2h ∼ ǫ2T˜ and thus of
higher order in ǫ; setting these to zero makes φ
(1)
out agree exactly with its T = 0 value,
eq.(3.19).
As a result, repeating the analysis from the T = 0 case here, one finds again
that since φ
(1)
in has no 1/(r − rh) term, A(1)out is given by its zero temperature value,
eq.(3.21). However,
A
(1)
in =
iωφ(0)
3rh
[
log
T
rh
+ ψ
(
1− iω
3T
)
+ γ −
√
2π + 2 log 6− 2√2 tan−1√2
4
]
, (3.72)
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and acquires a T -dependence. We see, noting eq.(3.70), that this constant has a
non-analytic term going like ω log(ω/rh) — which was present at T = 0. The log(T )
dependence is cancelled by a corresponding term appearing in eq.(3.70) the resulting
T dependence can be obtained in an asymptotic expansion in T˜ up to exponentially
small corrections, eqs.(3.69, 3.70).
We can now go to O(ǫ2). At this order, we will see that A(2)out acquires a T -
dependence. The analysis is similar to the O(ǫ2) case at T = 0 and we will be brief.
From eq.(3.58), we see that φ
(1)
in is given by
φ
(1)
in = A
(1)
in +
2iωφ(0)
rh
e2iωr
∗
I
(1)
in (r
∗;T, ω). (3.73)
Expanding I
(1)
in (r
∗;T, ω) in the matching region, eq.(3.67), gives a contribution to φin
of O(ǫ2)
φin =
ω2φ(0)
9rh(r − rh)
[
log
(
r − rh
T
)
− ψ
(
1− iω
3T
)
− γ
]
+
ω2φ(0)
9rh(r − rh) . (3.74)
In fact, these are the only terms near rB in φin going like 1/(r − rh) to O(ǫ2).
In the outside region, the corresponding terms are of the form
φout ∼ − A
(2)
out
6r2h(r − rh)
+
ω2φ(0)
9rh(r − rh)
[
log
(
r − rh
rh
)
+O
(
T
ω
)
+O(1)
]
. (3.75)
Matching the coefficient of the 1/(r − rh) terms between the inside and outside
then gives,
A
(2)
out =
2rhφ
(0)
3
ω2
[
log
(
ω
rh
)
+O
(
T
ω
)
+O(1)
]
. (3.76)
We see that the resulting expression has a term going like ω2 log(ω) which was present
at T = 0. In addition there are corrections in a power series in T/ω, arising from ψ,
eq.(3.70). These are small when the condition (3.50) is met, but completely non-local
in terms of a derivative expansion in time derivatives.
Going to even higher orders, the corrections to Aout will continue to be non-
analytic in ω, as was already clear in the T = 0 case.
Let us make one comment before ending this section. The expression for φ
(1)
in
obtained above, eq.(3.68) is, in fact, valid for all values of T/ω, including ω/T ≪ 1,
which is the limit in which conventional fluid mechanics is obtained. We can therefore
use the above analysis and also work out the solution in this limit. One finds that
in this case A
(1)
out receives O(T/rh) corrections. If we therefore naïvely extrapolate
the result obtained in the fluid mechanics limit to T → 0, it will agree with the
correct answer obtained above from the near-extremal analysis. This is true even
though this extrapolation is, strictly speaking, not valid, since the approximation
ω/T ≪ 1 breaks down when T → 0, keeping ω fixed. At higher orders, of course,
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the solution in the limit considered here, eq.(3.50), eq.(3.53) and in the conventional
fluid mechanics limit, differ, since the non-analytic behaviour in ω we find is not
present in the fluid mechanics limit.
We also note that in the limit ω/T ≪ 1,
ψ
(
1− iω
3T
)
= −γ − iπ
2ω
18T
+O
(
ω2
T 2
)
, (3.77)
and φ
(1)
in eq.(3.68) therefore takes the form
φ
(1)
in = A
(1)
in +
iωφ(0)
3rh
log
(
r − rh
T
)
+ · · · . (3.78)
Thus, the logarithm in this limit is cut off by T instead of ω, when2 ω/T ≪ 1 and
additional corrections are in powers of ω/T . This shows that the non-analyticity in ω
disappears in the fluid mechanics limit, as mentioned above. This is to be expected
since a derivative expansion in ω, kx should be valid in the fluid mechanics limit.
3.3 Background Geometry with Slowly Varying Chemical Potential and
Temperature
We have so far discussed the prototype scalar field model in a background geometry
with a fixed chemical potential µ =
√
3rh and temperature T . Our real interest is in
gravity duals of systems with chemical potential, temperature and boost parameters
varying with the boundary coordinates xµ. With this in mind, we now turn to a brief
discussion of the scalar field in a gravitational background with µ and T varying with
xµ. In such cases, the metric and gauge field still assume the forms (2.11, 2.12), with
the chemical potential and temperature being functions of the boundary coordinates,
µ = µ(xν), T = T (xν). (3.79)
Such a metric and gauge field configuration obviously does not solve the Maxwell
and Einstein equations, but that is not relevant for the current discussion.
Since the chemical potential and the temperature are slowly varying on the length
and time scales of our interest with,
∂µ
µ2
,
∂T
Tµ
∼ ǫ≪ 1, (3.80)
(where ∂µ, ∂T denote a derivative generically along xµ) we can use the adiabatic
approximation to construct the solution to a non-normalisable deformation of φ,
order by order in our approximations. In particular, it turns out that we can easily
obtain the first order solution by simply substituting the parameters rh and T in the
2More generally the logarithm is cut off by whichever scale, ω or T , is bigger.
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solutions obtained above, with the local values for rh, T in the slowly varying case.
For instance, for the extremal case, the first order solution on the inside and outside
would look respectively like,
φ
(1)
in = A
(1)
in (x
ν) +
iωφ(0)
3rh(xν)
e2iωr
∗(xν)E1(2iωr
∗(xν)), (3.81)
and,
φ
(1)
out = −
iωφ(0)
12rh(xν)
[
2
√
2
(
π
2
− tan−1 r + rh(x
ν)√
2rh(xν)
)
− 2 log (r − rh(x
ν))2
r2 + 2rrh(xν) + 3rh(xν)2
]
,
(3.82)
see eqs.(3.28) and (3.35). Note that r∗ and A
(1)
in are functions of x
ν through their
dependence on rh, see eqs.(3.26) and (3.38).
There is, however, a change in the second order calculations. There would now
be additional source terms involving derivatives of rh. The matching procedure goes
through analogously and we can construct the required solution to the second order.
In §B.1 of appendix B, we have discussed the matching procedure for this case.
Similar considerations would apply for a varying temperature T as well, where we
can replace the various T -dependent terms in the first order solution in §3.2 with
T (xν).
4 Perturbative Expansion for the Metric and Gauge Field
Components
We now extend our analysis for the metric and gauge field system. Our starting point
is the near-extremal black brane solution, eqs.(2.28) and (2.29) with a slowly varying
temperature T (xµ), chemical potential µ(xµ) =
√
3rh(x
µ) and velocity uµ(xν). We
will be interested in situations meeting the condition (1.3) which is different from the
condition (1.2) met in conventional fluid mechanics. As mentioned in §2.2, we gauge
fix some components of the metric to take the form eq.(2.38) and then calculate the
metric and gauge field corrections to the starting configuration, eqs.(2.32) and (2.33).
Our basic strategy, like for the scalar field, is to calculate the solution in a double
expansion in ǫ and T˜ , these variables are defined in (1.4) and (1.5). We first work
to a given order in ǫ and then, at this order, carry out an expansion in T˜ . Retaining
terms for example at O(ǫT˜ ) while ignoring those at O(ǫ2) would be justified when the
condition (3.53) is met. The resulting analysis is quite similar to the scalar field case.
We divide the geometry into the near AdS2 region and the far region and carry out
the appropriate perturbative expansions in both these regions. We impose ingoing
boundary conditions at the horizon in the near region solution and normalisability at
the AdS4 boundary in the far region. The full solution is then obtained by matching
in the vicinity of the boundary of the near region, r = rB which meets the conditions
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(3.14), (3.15) and (3.51). In this way, we find the full corrected solution to the
Einstein-Maxwell equations in the double expansion mentioned above.
We will find that at O(ǫ1), the resulting constitutive relations for the boundary
stress tensor and charge current are local in the boundary variables, and include
corrections of order O(ǫT˜ ). At higher orders in ǫ, the resulting constitutive relations
are no longer local — this is analogous to what we saw in the scalar field case. At
O(ǫ2), for example, the lack of non-locality is both due to corrections going ω2 log(ω),
as well as terms of the type ω2T˜ n with arbitrarily high powers n.
It is worth noting, as we learned in the scalar case, that quite generally, since we
are working in the regime given by (3.50), as far as the outside solution is concerned,
the temperature-dependent corrections at O(ǫ) should actually be thought of as
corrections at O(ǫ2), since ǫT/rh = ǫ(ω/rh)(T/ω) = ǫ2(T/ω). Thus, at order ǫ, the
T -dependent corrections can be dropped and the matching to fix the outside solution
can be carried out in the extremal limit itself.
We will not go into further details here, since they are analogous to the scalar
case, and only focus on the key points below.
4.1 Dynamical Equations
We will mostly focus on the outside region below. The resulting solutions for various
modes will be obtained up to some integration constants which will need to be fixed
from the inner solution by matching. We will illustrate some of these details in ap-
pendix C. In the outer region the radial dependence of the perturbations at any order
can be obtained by solving ordinary differential equations in the radial variable alone,
locally for any value of xµ. In carrying out the analysis below it will be convenient
to go to the local rest frame at this value of xµ, i.e., where uµ(xν) = (−1, 0). The
metric and gauge field components can then be classified into different irreducible
representations of the SO(2) rotation group acting on the xy-plane: symmetric trace-
less tensor, vector and scalar. In the inner region we need to solve partial differential
equations in the radial and time variables; however, even here, since uµ is slowly
varying with time, we can go to the instantaneous rest frame and then carry out
the analysis in the adiabatic approximation analogous to the scalar case described
in §3.3.
Working mostly in the outside region we write down the explicit form of the
differential operators, analogous to D (2.39) in conventional fluid mechanics, in the
different sectors below. More details are given in appendix A. We show that several
integration constants can be fixed by recourse to normalisability of the perturbations
and the Landau frame conditions, eq.(2.47), and discuss how the remaining integra-
tion constants are fixed by matching with the interior to obtain the full solution in
the outside region.
We will refer to perturbations in the metric and gauge field atO(ǫn) by g(n)MN , a(n)M .
We also display only the radial dependence of the functions explicitly.
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4.1.1 Tensor Sector
This sector involves traceless symmetric tensors g
(n)
ij of SO(2): (g
(n)
xx − g(n)yy )/2 and
g(n)xy . The dynamical equations for these modes is of the same form as that for the
massless scalar considered in §3. In particular, the dynamical equation on the outside
is given by,
∂
∂r
(
r4f(r)
∂
∂r
(
r−2g
(n)
ij
))
= s
(n)
ij , (4.1)
see eq. (3.41). This admits the solution, like eq.(3.42)
r−2g
(n)
ij = c
(n)
ij,2 −
∫
∞
r
dr′
r′4f(r′)
(
c
(n)
ij,1 +
∫ r′
rB
dr′′ s
(n)
ij (r
′′)
)
. (4.2)
Assuming that s
(n)
ij falls off sufficiently rapidly, demanding normalisability at the
asymptotic infinity sets c
(n)
ij,2 = 0. The dynamical equation on the inside needs to be
obtained more carefully, as discussed in §3, since the frequency–dependent terms need
to be kept, eq.(3.22). And one then needs to match the inner and outer solutions
in the matching region, near r = rB, which satisfies the conditions (3.14), (3.15)
and (3.51). We will not go into these details here, since we can borrow directly
the analysis of the scalar field system and only focus on obtaining the solution of
the outside region from which the boundary stress tensor and charge current can be
calculated.
n = 1 Case
It is was mentioned above that on general grounds the temperature-dependent cor-
rections at O(ǫ) are, in fact, O(ǫ2T˜ ) and thus can be neglected if we are interested
in the O(ǫ) solution. We will therefore work by setting T = 0 here.
Let us explicitly illustrate how we can fix c
(n)
ij,1 using the interior analysis, when
n = 1. In this case, as we shall see later, the source s
(1)
ij remains well-behaved towards
the horizon. Therefore, the lower limit of the inner integral in (4.2) above can be
pushed to r′′ = rh, see discussion in the second paragraph after eq.(3.38). We then
have, near r = rB,
r−2g
(1)
ij ∼
c
(1)
ij,1
r − rh + · · · . (4.3)
Note that for this mode, the interior equation (C.2) is same in form as the scalar
equation (3.22).
We also saw in §3 that at first order in the derivatives, there are no terms going
like (r − rh)−1 in the inner solution near r = rB. Matching the inner and outer
solutions then forces us to set c
(1)
ij,1 = 0. (See also appendix C).
In this way, both the constants of integration are fixed in the outer region and
the full solution is obtained to be,
r−2g
(1)
ij = −
∫
∞
r
dr′
r′4f0(r′)
∫ r′
rh
dr′′ s
(1)
ij (r
′′), (4.4)
– 29 –
where f0(r) is the f(r) corresponding to extremality, defined in eq.(2.19).
4.1.2 Vector Sector
The vectors of SO(2) are the metric and gauge field components g
(n)
vi and A
(n)
i . These
components satisfy coupled second order differential equations. We find it convenient
to study the Mi = 0 and Eri = 0 equations. (Note that Eri = 0 is not the constraint
equation Eri = 0,) These equations lead to (see appendix A)
∂
∂r
(
r2f(r)
∂
∂r
A
(n)
i
)
+Q
∂
∂r
(
r−2g
(n)
iv
)
= s
(n)
i,1 , (4.5)
∂
∂r
(
r4
∂
∂r
(
r−2g
(n)
iv
))
+ 4Q
∂
∂r
A
(n)
i = s
(n)
i,2 . (4.6)
Both these equations can be integrated once to give,
r2f(r)
∂
∂r
A
(n)
i +Qr
−2g
(n)
iv = c
(n)
i,1 +
∫ r
rB
dr′ s
(n)
i,1 (r
′), (4.7)
r4
∂
∂r
(
r−2g
(n)
iv
)
+ 4QA
(n)
i = c
(n)
i,2 +
∫ r
rB
dr′ s
(n)
i,2 (r
′). (4.8)
We can use the expression (4.7) in the equation (4.6) to obtain a decoupled
second order equation for g
(n)
iv . We obtain,
∂
∂r
(
r4
∂
∂r
(
r−2g
(n)
iv
))
− 4Q
2
r2f(r)
(
r−2g
(n)
iv
)
= s
(n)
i,2 −
4Q
r2f(r)
(
c
(n)
i,1 +
∫ r
rB
dr′ s
(n)
i,1 (r
′)
)
. (4.9)
It is useful to make the transformation of variables,
r−2g
(n)
iv = f(r)H
(n)
i . (4.10)
This transformation results in the simple differential equation,
∂
∂r
r4f(r)2∂H(n)i
∂r
 = s(n)i , (4.11)
where we have defined the source to be the (known) function,
s
(n)
i (r) ≡ f(r)s(n)i,2 −
4Q
r2
(
c
(n)
i,1 +
∫ r
rB
dr′ s
(n)
i,1 (r
′)
)
. (4.12)
The solution to eq.(4.11) is given by,
H
(n)
i = −
∫
∞
r
dr′
r′4f(r′)2
(
c
(n)
i,3 +
∫ r′
rB
dr′′ s
(n)
i (r
′′)
)
+ c
(n)
i,4 . (4.13)
The metric perturbation g
(n)
iv then follows from eq.(4.10) and the gauge field
perturbation A
(n)
i can then be obtained from g
(n)
iv using eq.(4.8). We see that for
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each value of index i, there are four integration constants: c
(n)
i,1 , c
(n)
i,2 , c
(n)
i,3 , c
(n)
i,4 . Two of
these integration constants can be fixed by demanding normalisibility at asymptotic
infinity for the metric and gauge field components. It is clear that g
(n)
iv will not have
any non-normalisable mode when c
(n)
i,4 = 0 (when the source falls off fast enough).
Demanding normalisability of the gauge field component A
(n)
i fixes the constant c
(n)
i,2
in terms of c
(n)
i,1 and c
(n)
i,3 . To fix the two remaining constants, c
(n)
i,1 and c
(n)
i,3 , we have to
compare with the interior analysis (in the near-extremal case) and impose additional
conditions on the boundary fluid (Landau frame), as we discuss below for the n = 1
case.
n = 1 Case
In this case, too, the source terms for eqs.(4.5–4.6) are well-behaved towards the
horizon and therefore, the lower limit of the integrals in eqs.(4.7), (4.8) and (4.12)
and the lower limit of the inner integral in eq.(4.13) can be pushed to r′ (or r′′) = rh.
As noted at the beginning of this section, for the O(ǫ) corrections in the outside
region, we can work in the extremal limit itself. We find that
H
(1)
i ∼
c
(1)
i,3
(r − rh)3 + · · · . (4.14)
Since g
(1)
iv is related to H
(1)
i through eq.(4.10), we have, near r = rB,
g
(1)
iv ∼
c
(1)
i,3
(r − rh) + · · · . (4.15)
Since A
(1)
i is determined by acting with a radial derivative on g
(1)
iv , eq.(4.8), we have,
A
(1)
i ∼
c
(1)
i,3
(r − rh)2 + · · · . (4.16)
The ellipses in these equations denote terms which are subdominant in (r − rh)/rh.
We thus see that the leading behaviour in both eq.(4.15) and eq.(4.16) is as-
sociated with a non-zero c
(1)
i,3 . In appendix C, we have analysed the near-horizon
differential equations for these modes. It turns out that such a leading term does
not arise when we impose ingoing boundary conditions. Therefore, ingoing boundary
conditions set c
(1)
i,3 = 0. As mentioned before, requiring normalisability of g
(1)
iv sets
c
(1)
i,4 = 0.
Similarly the solution for the metric component is given by,
g
(1)
iv (r) = −f0(r)
∫
∞
r
dr′
r′4f0(r′)2
∫ r′
rB
dr′′ s
(1)
i (r
′′). (4.17)
Here s
(1)
i is given in eq.(4.12) for n = 1, with the appropriate replacements for the
extremal background, f(r) = f0(r) and Q =
√
3r2h. On the other hand, the gauge
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field component is given by,
A
(n)
i =
1
4
√
3r2h
(
c
(1)
i,2 +
∫ r
rh
dr′ s
(1)
i,2 (r
′)− r4 ∂
∂r
(
r−2g
(1)
iv (r)
))
. (4.18)
Now, as mentioned before, we can use normalisability of the gauge field compo-
nent to fix c
(1)
i,2 , in terms of c
(1)
i,1 . This leaves one undetermined constant, c
(1)
i,1 which
we fix by going to the Landau frame, eq.(2.47), as will be illustrated explicitly in the
linearised analysis in §5.1.2. All the constants are then fixed.
4.1.3 Scalar Sector
The metric and gauge field components relevant in this sector are g(n)vv , g
(n)
vr and A
(n)
v .
The trace part of the metric g(n)xx +g
(n)
yy is determined in terms of g
(n)
vr through the last
of the gauge condition (2.38). The Einstein equation Err = 0 (see eq.(A.12)) leads
to a simple dynamical equation,
∂
∂r
(
r4
∂
∂r
g(n)vr
)
= s(n)vr . (4.19)
The solution to this equation is easily seen to be,
g(n)vr = −
∫
∞
r
dr′
r′4
∫ r′
rB
dr′′ s(n)vr (r
′′) +
c
(n)
vr,1
r3
+ c
(n)
vr,2. (4.20)
The next equation to solve is the Maxwell equation Mv = 0, which has the form
(see eq.(A.7)),
− 1
r2
∂
∂r
(
r2
∂
∂r
A(n)v
)
− Q
r2
∂
∂r
g(n)vr = s
(n)
v . (4.21)
Since we have already solved for g(n)vr , we can absorb the second term on the left
hand side above into the definition of the source term, giving us an equation,
∂
∂r
(
r2
∂
∂r
A(n)v
)
= ŝ(n)v , (4.22)
where ŝ(n)v includes the contribution from the second term,
ŝ(n)v ≡ −r2s(n)v −Q
∂
∂r
g(n)vr (4.23)
Eq.(4.22) has the straightforward solution,
A(n)v = −
∫
∞
r
dr′
r′2
∫ r′
rB
dr′′ ŝ(n)v (r
′′) +
c
(n)
v,1
r
+ c
(n)
v,2 (4.24)
Finally, from the Exx + Eyy = 0 equation, we can determine g
(n)
vv . Absorbing the
known solutions A(n)v and g
(n)
vr into the source term, we have an equation of the form
(see eq.(A.16)),
∂
∂r
(
r2
∂
∂r
g(n)vv
)
= s(n)vv . (4.25)
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This again has the solution3
g(n)vv =
∫ r
rB
dr′
r′2
∫ r′
rB
dr′′ s(n)vv (r
′′) +
c
(n)
vv,1
r
+ c
(n)
vv,2. (4.26)
We see that there are a total of six “constants of integration”: c
(n)
vr,1, c
(n)
vr,2, c
(n)
v,1 ,
c
(n)
v,2 and c
(n)
vv,1 and c
(n)
vv,2.
n = 1 Case
We have not discussed the form of the equations in the scalar sector in the inside
region here. In section 5, we will consider linearised perturbations and consider both
the inside and outside regions at first order, i.e., n = 1. It will turn out that for
the scalar sector, the analysis is quite simple. By using a residual gauge freedom,
one can set g(1)vr = 0 and as a result, no frequency-dependent terms then appear in
the dynamical equations we considered above in this sector. This means the outside
solutions continue to be valid all the way till the horizon.
It then turns out that of the 6 constants of integration needed to obtain the
outside solution, 2 can be fixed by demanding normalisibility at the boundary, setting
c
(1)
vr,2 = 0 = c
(1)
v,2. Furthermore, to ensure that the stress tensor at the asymptotic
boundary is finite, we must set the r-independent term in g(1)vv to zero, thus fixing
c
(1)
vv,2 in eq.(4.26). The forms of g
(1)
vr (4.20) and A
(1)
v (4.24) are thus given respectively
by (after setting rB = rh),
g(1)vr = −
∫
∞
r
dr′
r′4
∫ r′
rh
dr′′ s(1)vr (r
′′) +
c
(1)
vr,1
r3
, (4.27)
and,
A(1)v = −
∫
∞
r
dr′
r′2
∫ r′
rh
dr′′ ŝ(1)v (r
′′) +
c
(1)
v,1
r
. (4.28)
The remaining three constants can be fixed by imposing the Landau frame condi-
tions, eq.(2.47), and by using a residual gauge symmetry present atO(ǫ), as discussed
in §5.1.3.
5 Linearised Perturbations and Constitutive Relations at
First Order
In this section, we obtain the constitutive relations for Tµν , Jµ to the first order in the
ǫ-expansion. We will do this by carrying out the double expansion mentioned above,
working to first order in ǫ and at both O(ǫ0) and O(ǫ1) obtaining corrections to all
3Note that here we have not used r′ = ∞ as the upper limit of the outer integral, because at
first order, the source s
(1)
vv (r) goes like r, and so g
(1)
vv ∼ r. This behaviour of g(1)vv is consistent with
it being a normalisable deformation.
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orders in T˜ . We had argued above that up toO(ǫ1), the corrections in the constitutive
relations are local in spacetime. Thus, for obtaining the O(ǫ1) corrections to the
constitutive relations, we can set T = 0 in the source terms, since any temperature
dependence would be higher order in ǫ. For example, a term linear in T in the first
order corrections would actually be O(ǫ(T/µ)) i.e. O(ǫ2T˜ ).
To obtain the constitutive relations, we will first work out the linearised pertur-
bations in the system. For this, there is one important subtlety which we need to be
careful about. It will turn out that for obtaining all the linearised perturbations we
need to allow the temperature fluctuation, δT and chemical potential fluctuation δµ
to be of the same order. Noting that µ is related to rh, as given in eq.(2.18), this
means,
δT ∼ δrh. (5.1)
Note that when eq.(5.1) is met, the fractional change in T is much bigger than in rh,
since
δT
T
=
δT
rh
rh
T
∼ rh
T
δrh
rh
≫ δrh
rh
, (5.2)
and condition (1.3) is valid. As a result, for carrying out the linearised perturbation
analysis, we will need to obtain the zeroth order constitutive relations to O(T 2/µ2),
as we will see below. It will turn out that eq.(5.1) is true for the charge diffusion
mode. The linearised equations we obtain will also allow us to obtain information
other modes where instead of eq.(5.1) the fluctuation δT is parametrically smaller
than δrh, as will happen for the sound modes, see §5.2 for a more complete discussion.
From the linearised analysis, we will be able to deduce the general non-linear
constitutive relations up to O(ǫ) — this will include terms of O(ǫT˜ ).
To carry out the linearised analysis, the zeroth order metric and gauge field that
we start with is taken to be of the form eqs.(2.32) and (2.33), with
rh(x
σ) = rh + δrh e
−iωv+ikxx, (5.3)
T (xσ) = T + δT e−iωv+ikxx, (5.4)
uµ =
(
−1, δβx e−iωv+ikxx, δβy e−iωv+ikxx
)
. (5.5)
Note that the chemical potential µ(xσ) is given in terms of rh(x
σ) by eq.(2.18). We
see from eqs.(5.3–5.5) that the xµ-dependent terms in g
(0)
MN , A
(0)
M are both slowly
varying and small in amplitude. We also note that rh, T and δβi appearing on the
RHS of eq.(5.3–5.5) are constants, independent of xµ.
We will now study the Einstein-Maxwell equations to first order in ǫ, in the
double expansion mentioned above, and also work to first order in the amplitude,
δT , δrh and δβi.
The resulting linearised Maxwell and Einstein equations are written down in
appendix A (the notation is also explained in the appendix). The source terms in
these equations arise from the zeroth order terms varying in the xµ directions.
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We can write the zeroth order metric as
ds2 = g
(0,0)
MN dx
MdxN + h
(0)
MN(r)e
−iωv+ikxx dxMdxN , (5.6)
and the gauge field as
AM = A
(0,0)
M + a
(0)
M (r)e
−iωv+ikxx, (5.7)
where g
(0,0)
MN , A
(0,0)
M are given by eqs.(2.28, 2.29). The perturbations h
(0)
MN , are chosen
to satisfy the gauge conditions, eq.(2.38). From eqs.(5.3), (5.4) and (5.5), we see that
the non-zero components of h
(0)
MN and a
(0)
M are
h
(0)
ir = −δβi, (5.8)
h
(0)
iv = r
2(f(r)− 1)δβi, (5.9)
a
(0)
i = −g(r)δβi, (5.10)
h(0)vv =
6
r2
(
2r2h(r − rh) + Trh(2r − 3rh)
)
δrh +
6
r2
(rh + 2T )rh(r − rh)δT, (5.11)
a(0)v = −
√
3
r
[(2rh + T )δrh + (rh + T )δT ]. (5.12)
This corresponds to the boundary stress tensor and charge current of a perfect
fluid,
T (0)µν =
1
2
E(ηµν + 3uµuν), (5.13)
J (0)µ = ρuµ. (5.14)
Here, up to the required order, the energy density E is given by,
E = 1
8πG
[
4r3h + 6r
2
hT + 6rhT
2 + 6
(
(2r2h + 2rhT ) δrh + rh(rh + 2T ) δT
)
e−iωv+ikxx
]
,
(5.15)
and the charge density ρ is,
ρ =
√
3
8πG
[
2r2h + 2rhT + T
2 + 2((2rh + T ) δrh + (rh + T ) δT )e
−iωv+ikxx
]
. (5.16)
Let us evaluate the conservation equations (2.36–2.37) inputting the zeroth order
stress tensor and current (5.13–5.14).
The energy conservation equation ∂µT
µ0 = 0 equation gives,
kxrh(2rh + 3T ) δβx − 2ω[(2rh + 2T )δrh + (rh + 2T ) δT ] = 0. (5.17)
On the other hand, the ∂µT
µν = 0 equations give, for ν = x, y respectively,
kx[(2rh + 2T )δrh + (rh + 2T ) δT ]− ωrh(2rh + 3T )δβx = 0, (5.18)
– 35 –
and
ω δβy = 0, (5.19)
which are the conservation equations for momentum in the x, y directions respec-
tively. The equation for conservation of the charge current (2.37) gives,
2ω[(2rh + T ) δrh + (rh + T ) δT ]− kx(2r2h + 2rhT )δβx = 0. (5.20)
We see that these relate δT , δrh and δβi to each other.
We now study the dynamical Einstein and Maxwell equations in the different
irreps of SO(2). These will involve the O(ǫ) corrections to the metric and gauge
fields. The first order corrections were denoted as g
(1)
MN , A
(1)
M above. These are related
to the variables we use below by,
g
(1)
MN = e
−iωv+ikxxh
(1)
MN , A
(1)
M = e
−iωv+ikxxa
(1)
M . (5.21)
5.1 Explicit Solutions to the Dynamical Equations in the Outer Region
In this subsection, drawing from the discussion in section 4, we provide the explicit
solutions for the first order metric and gauge field components. Towards this purpose,
we need to find out the sources appearing in various dynamical equations, arising
from the zeroth order metric and gauge field perturbations, eqs.(5.8–5.12).
Note that we had kept both T - and δT - dependent terms in these perturbations.
However, as we argued above, to calculate the corrections to the metric and gauge
field at O(ǫ) in the perturbation expansion we are carrying out, we can drop all the
T -dependent terms, in the perturbations eqs.(5.8–5.12), while retaining the terms
involving δT . For example, in eq.(5.11), we drop the second term, Trh(2r− 3rh)δrh,
while retaining the third term r2h(r− rh)δT . The reason for this is that we are inter-
ested in obtaining the behaviour of the system, including its constitutive relations,
up to O(ǫT˜ ), as mentioned above. Each perturbation, δrh, δT, δβi gives rise to a
source with one derivative due to its space-time variation and therefore is O(ǫ). The
terms which involve an additional factor of T , like Trh(2r − 3rh)δrh in eq.(5.11),
result in a source going like ∼ ωǫT˜ which is of order ǫ2T˜ and therefore, at O(ǫ1), can
be dropped.
5.1.1 Tensor Sector
This sector was discussed in §4.1.1. The relevant metric components in this sector
are hyx
(1) and (hxx
(1) − hyy(1))/2 ≡ α(1).
These components satisfy the same equation as eq.(4.1), with the source term
s
(1)
ij = −4rσij . (5.22)
Here,
σxx = −σyy = 1
2
ikx δβxe
−iωv+ikxx, σxy = σyx =
1
2
ikx δβye
−iωv+ikxx. (5.23)
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We see that the source (5.22) is well-behaved towards the horizon. Let us define
σ˜ after factoring out the exponential dependence,
σij ≡ σ˜ije−iωv+ikxx. (5.24)
From the discussion for n = 1 caee in §4.1.1, we thus have, (see eq.(4.4))
r−2h
(1)
ij = 2σ˜ij
∫
∞
r
dr′
r′4f0(r′)
(r′
2 − r2h). (5.25)
The metric components can explicitly be written as,
hyx
(1) =
ikx δβy
2
T (r), (5.26)
and
α(1) =
ikx δβx
2
T (r). (5.27)
where,
T (r) ≡ 1
6rh
[
2
√
2
(
π
2
− tan−1 r + rh√
2rh
)
− 2 log (r − rh)
2
r2 + 2rrh + 3r2h
]
. (5.28)
Note the similarity with the scalar field solution (3.35), which is expected because
of the similarity of the dynamical equations (3.16) and (4.1).
5.1.2 Vector Sector
We now turn to the vector sector, discussed in §4.1.2, involving the metric and gauge
field components hiv and ai. We can write the source terms which arise from the
perturbations, eq.(5.8)–eq.(5.12).
Let us look at the vector sector with i = y first. The components h(1)yv and a
(1)
y
satisfy eqs.(4.5–4.6) with the source terms,
s
(1)
y,1 = −
i
√
3r2h ω δβy
r2
e−iωv+ikxx, (5.29)
s
(1)
y,2 = 2ir ω δβye
−iωv+ikxx. (5.30)
Remembering the discussion for the n = 1 case in §4.1.2, we thus obtain the solution
from (4.17),
hyv
(1) = −f0(r)
∫
∞
r
dr′
r′4f0(r′)2
∫ r′
rh
dr′′ s˜(1)y (r
′′), (5.31)
where, from eq.(4.12),
s˜(1)y (r) = −
4
√
3r2h
r2
c˜
(1)
y,1 + 2iωδβy
(
rf0(r) +
6r3h(r − rh)
r3
)
. (5.32)
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The solution for the gauge field perturbation is also obtained from eq.(4.18),
a(1)y =
1
4
√
3r2h
(
c˜
(1)
y,2 + i(r
2 − r2h)ω δβy − r4
d
dr
hyv
(1)
)
. (5.33)
Note the the c’s defined with a tilde differ from those in section 4 by an expo-
nential factor,
c = e−iωv+ikxxc˜. (5.34)
We will continue to use this notation through the rest of this section.
One of the constants, c˜
(1)
y,1, can be fixed by going to the Landau frame: the ν = y
component of the first equation (2.47). The relevant components of T (1)µν to linear
order in the perturbations are,
T (1)yv = T
(1)
vy =
2
√
3rhc˜
(1)
y,1
8πG
e−iωv+ikxx. (5.35)
We thus find, using (5.5) that, to the required order,
uµT (1)µy =
2
√
3rhc˜
(1)
y,1
8πG
e−iωv+ikxx. (5.36)
The Landau frame condition therefore forces us to set,
c˜
(1)
y,1 = 0. (5.37)
The normalisability of the gauge field component at the asymptotic boundary
then sets,
c˜
(1)
y,2 = iω δβyr
2
h. (5.38)
The leads to explicit forms for hyv
(1) and a(1)y ,
hyv
(1) = −2
√
3iωr2hδβyV1(r)−
iωδβy
r
, (5.39)
a(1)y = −2
√
3iωr2hδβyV2(r). (5.40)
where
V1(r) ≡ f0(r)
72
√
3r3h
[
7
√
2
(
π
2
− tan−1 r + rh√
2rh
)
− 4 log (r − rh)
2
r2 + 2rrh + 3r2h
]
− 1
12
√
3r4r2h
(5r3 − r2rh − rr2h + 3r3h), (5.41)
V2(r) ≡ −(r − rh)
72r2hr
[
7
√
2
(
π
2
− tan−1 r + rh√
2rh
)
− 4 log (r − rh)
2
r2 + 2rrh + 3r2h
]
− 1
12rhr
.
(5.42)
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Next we deal with the vector index involving x. The source in eq.(4.6), is simply
obtained by the substitution δβy → δβx in eq.(5.30),
s
(1)
x,2(r) = 2ir ω δβxe
−iωv+ikxx. (5.43)
The source for the other equation eq.(4.5) is, however, quite different:
s
(1)
x,1(r) =
√
3i
r2
(
rhkx (δT + 2δrh)− r2h ω δβx
)
e−iωv+ikxx. (5.44)
The solution is then given by eq.(4.17),
hxv
(1) = −f0(r)
∫
∞
r
dr′
r′4f0(r′)2
∫ r′
rh
dr′′ s˜(1)x (r
′′), (5.45)
where, using (4.12),
s˜(1)x (r) = −
12ir2h
r2
(
1
rh
− 1
r
)(
rhkx(δT + 2δrh)− r2h ω δβx
)
− 4
√
3r2h
r2
c˜
(1)
x,1
+ 2irωf0(r) δβx. (5.46)
The gauge field component is given by,
a(1)x =
1
4
√
3r2h
(
c˜
(1)
x,2 + i(r
2 − r2h)ω δβx − r4
d
dr
hxv
(1)
)
. (5.47)
The two constants here are fixed by the Landau frame condition (2.47) and
normalisability of the gauge field, as before, leading to,
c˜
(1)
x,1 = −
√
3i
2
kx(δT + 2δrh), (5.48)
c˜
(1)
x,2 = iω δβxr
2
h. (5.49)
Explicitly, the solutions read,
hxv
(1) =
√
3i
(
rhkx (δT + 2δrh)− 2r2h ω δβx
)
V1(r)− iω δβx
r
, (5.50)
a(1)x =
√
3i
(
rhkx (δT + 2δrh)− 2r2h ω δβx
)
V2(r), (5.51)
where V1(r) and V2(r) are as defined in eqs.(5.41) and (5.42).
5.1.3 Scalar Sector
This sector was discussed in §4.1.3 above. Note that we have defined hxx(r)+hyy(r) =
r2σ(r) (see eqs.(A.5–A.6)). By the choice of the gauge (2.38), we have,
h(1)vr = −σ(1)(r). (5.52)
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Note that hxr = r
2hxr = −δβx is a constant, so that there is no source term in
eq. (4.19). This equation thus becomes,(
r4h(1)vr
′
(r)
)
′
= 0. (5.53)
The solution is given by eq.(4.27),
h(1)vr =
c˜
(1)
vr,1
r3
. (5.54)
As discussed in [2], the constant c˜
(1)
vr,1 can be set to zero by using a residual gauge
freedom in the gauge, eq.(2.38) which allows for the transformation
r → r
1 + c˜(1)vr,1e−iωv+ikxx
r3
. (5.55)
In this way, we see that h(1)vr , and hence by eq.(5.52), σ
(1)(r) can be set to vanish.
The equation (4.22) for a(1)v also turns out to be a source-free one. The solution
is therefore, from eq.(4.28),
a(1)v =
c˜
(1)
v,1
r
. (5.56)
The equation (4.25) then has as the source for h(1)vv ,
s(1)vv (r) =
2ir kx δβx + 4
√
3c˜
(1)
v,1r
2
h
r2
e−iωv+ikxx, (5.57)
with the solution eq.(4.26) (with rB = rh in the integrals),
h(1)vv =
i(r − rh)2 kx δβx
r
+ 2
√
3r2hc˜
(1)
v,1
(
1
r
− 1
rh
)2
+
c˜
(1)
vv,1
r
+ c˜
(1)
vv,2. (5.58)
Finiteness of the stress tensor at the boundary requires,
c˜
(1)
vv,2 = 2ikxrh δβx. (5.59)
The constants c˜(1)vv and c˜
(1)
v,1 are fixed by the Landau frame conditions (2.47),
c˜
(1)
v,1 = 0, (5.60)
c˜
(1)
vv,1 = −ikx δβxr2h. (5.61)
Therefore, in summary, in the scalar sector,
h(1)vr = −σ(1)(r) = 0,
a(1)v = 0, (5.62)
h(1)vv = ir kx δβx.
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5.2 Constitutive Relations and Dispersion Relations
From the explicit results of §5.1, we have all the metric and gauge field components
to construct the stress tensor and charge current in the linearised approximation, up
to O(ǫT˜ ). The zeroth order T (0)µν , J (0)µ were written down in eqs.(5.13) and (5.14) (see
also eqs.(5.15) and (5.16)).
From the analysis of linearised perturbations above it follows that up to the order
we are working,
T (1)µν = −
r2h
16πG
e−iωv+ikxx

0 0 0
0 ikx δβx ikx δβy
0 ikx δβy −ikx δβx
 , (5.63)
J (1)ν =
√
3
4πG
e−iωv+ikxx
(
0,
1
2
(2iω δβxrh − ikx(2δrh + δT )), iω δβy rh
)
. (5.64)
In eq.(5.63) and eq.(5.64), the order of the components refers to v, x and y respec-
tively.
As an aside, we note that we will not substitute the zeroth order conservation
relations (5.17–5.20) to simplify the constitutive relations above. Such an additional
approximation is not always valid — e.g.. in the study of linearised approximations
which follows the dispersion relation for some modes goes like ω ∼ k2; this makes
the zeroth and first order terms comparable.
Now, using the stress tensor given by (5.13) and (5.63) and the charge current
given by (5.14) and (5.64), and using the conservation equations (2.36) and (2.37),
we obtain the four homogeneous equations,
ikxrh(2rh + 3T ) δβx − 2iω[rh(2δrh + δT ) + 2T (δrh + δT )] = 0,
(5.65)
6ikx[rh(2δrh + δT ) + 2T (δrh + δT )] + k
2
xrhδβx − 6iωrh(2rh + 3T )δβx = 0,
(5.66)
(k2x − 6iωrh(2rh + 3T ))δβy = 0,
(5.67)
2ikxrh(rh + T + iω) δβx − 2iω[rh(2δrh + δT ) + T (δrh + δT )) + k2x(2δrh + δT ) = 0.
(5.68)
The first three equations are obtained from the stress tensor conservation equa-
tions (2.36) for ν = v, x, y respectively and the last equation is obtained from the
current conservation equation (2.37). See eqs.(5.17–5.20) for comparison.
These give rise to four modes which map to the four modes — a shear mode,
two sound modes and one charge diffusion mode — that arise in the hydrodynamic
limit of conventional fluid mechanics, where eq.(1.2) is met. Below, we obtain the
dispersion relations correct up to O(ǫ2T˜ ) and relations between the perturbations
correct up to O(ǫT˜ ).
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The shear mode, with only δβy non-zero, has the dispersion relation,
ω = −i k
2
x
12rh
. (5.69)
We have another pair of modes, which are related to sound modes in the hydrody-
namic limit, having the dispersion relation,
ω = ± kx√
2
− i k
2
x
24rh
. (5.70)
In the pair of sound modes, the perturbations are related by,
δβy = 0,
δβx =
ω
kxrh
[
(2δrh + δT ) +
T
2rh
(δT − 2δrh)
]
, (5.71)
δT = O
(
k2x
Trh
)
δrh.
Note that in the regime where the double expansion as described above is valid,
T˜ ∼ T/kx ≫ ǫ ∼ kx/rh. As a result, δT ∼ (ǫ/T˜ )δrh is parametrically smaller than
δrh. To obtain δT in terms of δrh in more detail, it turns out that one needs to go
to O(ǫ2) in the constitutive relations, due to some near-cancellations. We will not
pursue this further here.
Finally, there is a mode, which is related to the charge diffusion mode in con-
ventional fluid mechanics, having the dispersion relation,
ω = −ik
2
x
rh
. (5.72)
In this case, the perturbations are related as,
δβi = 0 = 2(rh + T )δrh + (rh + 2T )δT. (5.73)
Note in particular that from eq.(5.73)
δT = −2
(
1− T
rh
)
δrh, (5.74)
thereby meeting the condition eq.(5.1), which we had mentioned in the beginning of
the section the charge diffusion mode would satisfy.
5.3 Summary: The Stress Tensor and the Charge Current
The linearised analysis allows us to surmise the full covariant expressions for the
stress tensor and charge current up to O(ǫT˜ ). These expressions are also consistent
with the Landau frame condition eq.(2.47).
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The covariant stress tensor consistent with the linearised expression in eq. (5.63)
can be written as,
Tµν =
1
2
E(ηµν + 3uµuν)− 2ησµν , (5.75)
where E , (2.22), is given to O(ǫT˜ ) by,
E = 1
4πG
(
2µ3
3
√
3
+ Tµ2
)
. (5.76)
Here σµν is the shear tensor given by
σµν ≡ PµκPνλ
(
∂κuλ + ∂λuκ
2
− 1
2
θηλκ
)
, (5.77)
and θ is the expansion defined by,
θ ≡ ∂νuν . (5.78)
Note that in the linearised analysis above we kept the required terms in E and ρ
up to O(T 2), eqs.(5.15) and (5.16), while in eq.(5.76) we have only kept terms up to
O(T ). The O(T ) term is already O(ǫT˜ ) which is the required order to which the full
non-linear constitutive relation is being obtained here and this is why the extraO(T 2)
terms have been dropped. These extra terms needed to be retained in the linearised
analysis since we wanted the analysis to also describe the charge diffusion mode for
which δT satisfies the relation, eq.(5.1) and is therefore, fractionally anomalously
large meeting eq.(5.2).
In the linearised approximation for the velocity field (5.5), the non-zero compo-
nents σµν are given in eq.(5.23). The value of θ is given by,
θ = ikx δβxe
−iωv+ikxx. (5.79)
Also, η is the shear viscosity, whose value, on comparison with eq.(5.63), is found
to be,
η =
r2h
16πG
=
µ2
48πG
. (5.80)
Given the location of the horizon, eq.(2.21), we can find the entropy density from
the Bekenstein-Hawking formula. At extremality,
s =
r2h
4G
. (5.81)
At extremality, we thus recover the famous result for the ratio of the shear viscosity
to entropy density as another consistency check,
η
s
=
1
4π
. (5.82)
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The covariant charge current is found to be,
Jν = ρuν − χ1aν − χ2Pνλ∂λ
(
µ+
√
3T
2
)
, (5.83)
where ρ is given to O(ǫT˜ ) by,
ρ =
µ
4πG
(
µ√
3
+ T
)
(5.84)
Here, aν is the acceleration field defined by,
aν ≡ uλ∂λuν . (5.85)
For the velocity field (5.5), it is given by,
aν = −iωe−iωv+ikxx(0, δβx, δβy). (5.86)
The transport coefficients in eq.(5.83), χ1 and χ2 are given respectively by,
χ1 =
µ
4πG
, (5.87)
χ2 =
1
4πG
, (5.88)
Note that in the constitutive relations above, for Tµν(x
λ), Jν(x
λ) eqs.(5.75) and
(5.83), µ, T, uµ which appear are the the local values at xλ. We have also verified di-
rectly by going to the local rest frame for the velocity uµ and working beyond the lin-
earised approximation, with a chemical potential and temperature near-extremality,
that eq.(5.75), eq.(5.83) are correct.
Note that the Newton constant G appears in the transport coefficients above.
If we reinstate the AdS4 length scale LAdS in appropriate places, then G would ap-
pear in the dimensionless combination L2AdS/G, which by the holographic dictionary,
measures the number of degrees of freedom of the boundary field theory.
We now list the dispersion relations in coordinate-free forms in terms of the
chemical potential. We have, from eqs.(5.69), (5.70) and (5.72),
ω = −i k
2
4
√
3µ
(shear mode), (5.89)
ω = ± |k|√
2
− i k
2
8
√
3µ
(sound modes), (5.90)
ω = −i
√
3k2
µ
(charge diffusion mode). (5.91)
We could have, of course, recovered all the dispersion relations by inserting the
metric and gauge field components of §5.1 into the bulk constraint equations, Mr = 0
and Erµ = 0 and evaluating them near the boundary up to the required order.
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5.4 More Comments on First Order Fluid Dynamics Beyond Small Am-
plitudes
The metric and gauge field up to O(ǫT˜ ), which give rise to the constitutive relations
eqs.(5.75) and (5.83) can also be written down in a covariant form and are given by,
ds2 = −r2f(r;µ, T ) uµuν dxµ dxν − 2 uµ dxµ dr + r2Pµν dxµ dxν
+ rθ uµuν dxµ dxν + r2T (r)σµν dxµ dxν (5.92)
− 2r2uµP λν
[√
3rh
(
∂λ(2rh + T ) + 2rhaλ
)
V1(r) + aλ
r
]
dxµ dxν ,
and,
A = −g(r;µ, T )uµ dxµ +
√
3rh
(
∂λ(2rh + T ) + 2rhaλ
)
V2(r)P λµdxµ. (5.93)
The functions T (r), V1(r) and V2(r) are defined in eqs.(5.28), (5.41) and (5.42)
respectively and the enrgy density E and charge density ρ are to be kept to the order
O(ǫT˜ ), eqs.(5.76) and (5.84). The quantities θ and σµν were defined in eqs.(5.78)
and (5.77).
It is interesting to compare the results with conventional fluid dynamics. We do
not describe the corresponding calculations in detail, but simply state the results.
The stress tensor is of the same form as eq.(5.75),
Tµν =
1
2
E(ηµν + 3uµuν)− 2ησµν , (5.94)
with the value of η given by
η =
r2+
16πG
. (5.95)
The charge current is given by,
Jν = ρuν − χ˜1aν − χ˜2Pνλ∂λρ, (5.96)
where now, the transport coefficients are given by,
χ˜1 =
3
16πG
Q2 + r4+
Qr+
, (5.97)
χ˜2 =
1
2r+
, (5.98)
Note that the full expressions for E eq.(2.22) and ρ (2.23) enter eqs. (5.94) and (5.96)
respectively. Also, we have to use the full expressions for r+ and Q in (5.95) and
(5.96).
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In conventional fluid mechanics, the dispersion relations in the rest frame of the
fluid are given by,
ω = −i r
3
+k
2
3(Q2 + r4+)
(shear mode), (5.99)
ω = ± |k|√
2
− i r
3
+k
2
6(Q2 + r4+)
(sound modes), (5.100)
ω = −i k
2
2r+
(charge diffusion mode). (5.101)
For a near-extremal system conventional fluid mechanics arises when
ω, k ≪ T ≪ µ. (5.102)
In this limit, the transport coefficients η, χ˜1, χ˜2 are given by,
η =
µ2
48πG
(
1 +
2
√
3T
µ
+
6T 2
µ2
+ · · ·
)
, (5.103)
χ˜1 =
µ
4πG
(
1 +
√
3T
2µ
+
3T 2
2µ2
+ · · ·
)
, (5.104)
χ˜2 =
√
3
2µ
(
1−
√
3T
µ
+
3T 2
2µ2
+ · · ·
)
. (5.105)
We also have to keep E and ρ to an appropriate order in T/µ.
Keeping the leading order terms, we get the dispersion relations,
ω = −i k
2
4
√
3µ
(shear mode), (5.106)
ω = ± |k|√
2
− i k
2
8
√
3µ
(sound modes), (5.107)
ω = −i
√
3k2
2µ
(charge diffusion mode). (5.108)
These dispersion relations have corrections at O(T/µ). The charge current, eq.(5.96)
takes the form
Jν = ρuν − µ+
√
3T
8πG
aν − Pν
λ
4πG
[(
1−
√
3T
2µ
)
∂λµ+
√
3
2
∂λT
]
. (5.109)
This is to be compared with eqs.(5.83, 5.87, 5.88) above.
Interestingly, we see that the dispersion relation for the shear mode agrees, at
leading order, with that obtained in the limit we are working in this paper where con-
dition (1.3) is valid instead of (5.102), see eq.(5.89). Furthermore in both modes, tak-
ing k to be along x direction, only δβy is non-zero, see the comment above eq.(5.69).
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Similarly the sound modes map to the modes discussed in §5.2 above, their dispersion
relations agree. In conventional fluid mechanics the relation between the different
fluctuations is given by
δβy = 0
δβx = ±
√
2
δrh
rh
− i13kx
12r2h
δrh, (5.110)
δT = T
δrh
rh
∓ i
√
2kxδrh
rh
.
The signs are correlated above. This should be contrasted with eq.(5.71) above.
In the charge diffusion mode there is an interesting surprise. The dispersion
relations in (5.108) and eq.(5.91) disagree (by a factor of 1/2). The relation between
the perturbations continues to be given by (5.73). This factor of two difference is
due to the fact that we need to retain terms linear in χ˜1, χ˜2 in eqs.(5.104, 5.105).
Let us end this section with one more comment. The viscosity and other trans-
port coefficients can be calculated using the standard Kubo formulae in linear re-
sponse theory. However these calculations are somewhat involved in the charged
case, since the different perturbations need to be decoupled by using master fields
etc., see e.g., [42]. The procedure of solving the Einstein equations systematically in
the derivative expansion provides an easier way of obtaining these coefficients, this is
true both in the conventional limit (1.2) and the unconventional one, (1.3) considered
here. In fact, strictly speaking, if we want to obtain the linear response exactly at
extremity, we need to first set T = 0, turn on a small ω and then take the ω → 0
limit in the Kubo formulae. This means we would be working in the unconventional
limit considered here since with T = 0, condition (1.3) would be met.
6 Time-Independent Solutions in Extremal Background
We considered general time-dependent solutions in the limit eq.(1.3) above. One
might also be interested in the analogue of hydrostatic solutions, where there is no
ω dependence but the temperature still varies slowly compared to the momentum,
meeting the condition,
T ≪ k ≪ µ. (6.1)
We will consider a few such solutions here, in the linearised approximation which
correspond to extremal, zero temperature, solutions that arise when external sources
are turned on in the boundary theory. The solutions will be of an attractor type and
the perturbations due to the external sources will die away at the horizon, restoring
the AdS2×R2 nature of the geometry very close to the horizon. We note that there
is a vast literature on the attractor mechanism by now, see, for example, [119–123]
and [124–126] for reviews.
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Our starting point is the extremal RN black brane solution, eqs.(2.11, 2.29) with
the functions f(r) = f0(r), eq.(2.19) and g(r) = g0(r), eq.(2.20). Starting with this
solution, we turn on suitable external sources at the boundary of AdS4 and find the
resulting solution of the Einstein-Maxwell system in the linearised approximation.
We take the spatial variation of the extremal sources to be of the form eikxx, this
is then also the form of spatial dependence of the resulting metric and gauge field
perturbations. The solutions we consider when evaluated near the horizon, have a
simple power-law scaling form,
hMN , aM ∼
(
r − rh
rh
)∆
, (6.2)
where ∆ the exponent is a function of the momentum kx. Here we only consider
cases where ∆ > 0 so that these solutions are of an attractor type as mentioned
above. In addition we will consider solutions where the momentum is much smaller
than µ meeting the condition, eq.(6.1), kx ≪ µ.
The actual strategy we adopt is to start near the AdS2 horizon, and consider
perturbations of a scaling type, eq.(6.2) which satisfy the linearised Einstein Maxwell
equations. We then match this to the solution in the far region, meeting condition,
r − rh
rh
≫ 1, (6.3)
as was done in our analysis of time-dependent situations above. This allows us then
to construct the solution in the bulk in a derivative expansion; near the boundary of
AdS4, the solution, in general, has non-normalisable components turned on. From
these components, we read off the resulting external sources in the boundary theory.
From the point of view of the renormalisation group, these perturbations in the UV
CFT become irrelevant in the deep IR.
In this section, we choose to work with the gauge,
hrM = 0 = ar. (6.4)
We find that the three perturbations, (hyv, h
y
x, ay) decouple from the others.
We therefore consider two kinds of solutions. The first kind, discussed in §6.1, in
which only these three perturbations are turned on - these solutions are stationary
but not static. And a second kind discussed in §6.2, in which some of the other
perturbations are turned on — these turn out to be static. In the solutions below,
the full perturbations would be organised as,
hµν = h
(0)
µν + h
(1)
µν + h
(2)
µν , (6.5)
aµ = a
(0)
µ + a
(1)
µ + a
(2)
µ , (6.6)
where the superscript index refers to the number of powers of kx associated with the
perturbation.
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6.1 Stationary Sector
Let us analyse the near-horizon form of the equations of motion involving (hyv, h
y
x, ay).
Specifically, we analyse the Einstein equations Exy = 0 = Ery (A.15) and (A.14) and
the Maxwell equation My = 0 (A.10). These equations read, respectively.
−r
2
h
2
d
dr
(
F (r)
dhyx
dr
)
+
ikx
2
r2h
dhyv
dr
= 0, (6.7)
r2h
2
d2hyv
dr2
+ 2
√
3
day
dr
+
ikx
2
dhyx
dr
= 0, (6.8)
1
r2h
d
dr
(
F (r)
day
dr
)
+
√
3
dhyv
dr
− k
2
xay
r4h
= 0. (6.9)
Here, F (r) = 6(r − rh)2, the T = 0 case of eq.(2.26).
It is easy to see in a solution of the power-law type, eq.(6.2) the exponents which
appear for the three perturbations are related as follows,
ay(r) = cs,1
(
r − rh
rh
)∆
,
hyx(r) = cs,2
(
r − rh
rh
)∆
, (6.10)
hyv(r) = cs,3
(
r − rh
rh
)∆+1
.
The possible solutions for ∆ are,
∆ = −1, 0, −1
2
± 1
6
√√√√√45 + 6k2x
r2h
± 36
√√√√1 + k2x
3r2h
. (6.11)
Here we consider the case where
∆ = −1
2
+
1
6
√√√√√45 + 6k2x
r2h
+ 36
√√√√1 + k2x
3r2h
(6.12)
Note that of the remaining solutions above for∆, three have negative exponents, one,
with ∆ = 0, is a gauge transformation, while another at small kx has an exponent
O(k4x).
We expand the value of ∆, eq.(6.12) at small kx to get,
∆ ≈ 1 + k
2
x
9r2h
. (6.13)
The constants cs,1, cs,2 and cs,3, are also related with only one of them being inde-
pendent. Calling cs,1 ≡ cs as the independent constant, we have the following form
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of the perturbations near the AdS2 boundary, written in a derivative expansion:
ay(r) = cs
(r − rh)
rh
[
1 +
k2x
9r2h
log
(r − rh)
rh
]
, (6.14)
hyx(r) = −cs ikx√
3r2h
(r − rh)
rh
, (6.15)
hyv(r) = −2
√
3cs
rh
(
r − rh
rh
)2[
1 +
k2x
36r2h
(
1 + 4 log
(r − rh)
rh
)]
. (6.16)
We can now solve for the solution in the outer region. We will do so in a derivative
expansion in kx. The zeroth order solutions on the outside, which matches with the
corresponding leading terms on the boundary are given by,
a(0)y (r) = cs
(
1− rh
r
)
, (6.17)
hyx
(0)(r) = 0, (6.18)
hyv
(0)(r) = − cs√
3rh
f0(r). (6.19)
At the first order in the derivative expansion, it turns out the equations for ay
and hyv are sourceless and so,
a(1)y = 0 = h
y
v
(1). (6.20)
The equation for hyx is, however, sourced at the first order by h
y
v
(0) and we are able
to write the solution explicitly by matching with the near-horizon behaviour (6.15)
above,
hyx
(1)(r) = cs
ikx√
3rh
(
1
r
− 1
rh
)
. (6.21)
To the second order in derivative expansion, there is no source for hyx and so,
hyx
(2)(r) = 0. (6.22)
The sources for the Maxwell equation (4.5) and the Einstein equation (4.6) are
given by,
s
(2)
y,1 = csk
2
x
(r − rh)
r3
eikxx, (6.23)
s
(2)
y,2 = −
csk
2
x√
3rh
eikxx. (6.24)
This gives, after matching near r = rB, eq.(6.16),
hyv
(2) =
f0(r)csk
2
x√
3rh
[
12− ξ
144r2h
+
∫
∞
r
(r′ − rh)3(r′ + 3rh)
r′7f0(r′)2
dr′
]
, (6.25)
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and,
a(2)y =
1
12r2h
[
csk
2
x
(
1− r
rh
)
−
√
3r4
dhyv
(2)
dr
]
. (6.26)
Here ξ is a constant,
ξ ≡ 7
√
2π − 14
√
2 tan−1
√
2 + 8 log 6 ≈ 26.52. (6.27)
We can write down closed form expressions for eqs.(6.25) and (6.26) above:
hyv
(2)(r) =
f0(r)csk
2
x
72
√
3r3h
7√2(π
2
− tan−1 r + rh√
2rh
)
− 4 log (r − rh)
2
r2 + 2rrh + 3r2h
− ξ
2
+
6r(r − 3rh)
r2 + 2rrh + 3r2h
, (6.28)
a(2)y (r) = −
csk
2
x(r − rh)
72r2hr
[
7
√
2
(
π
2
− tan−1 r + rh√
2rh
)
− 4 log (r − rh)
2
r2 + 2rrh + 3r
2
h
− ξ
2
]
.
(6.29)
Note that the resulting spacetime is a stationary spacetime, but not static. More
precisely, ∂/∂v is a timelike Killing vector, but is not hypersurface orthogonal, see
e.g., [127, 128]. If we work in the (t, r) coordinate system, eq.(2.5), instead of the
ingoing Eddington-Finkselstein coordinates, we find that the metric is t-independent
but does not possess a t→ −t symmetry.
We can find the forms of the metric and gauge field on the boundary manifold
from the leading asymptotic behaviour of the bulk metric and gauge field. The
behaviour is given by,
γ˜µν dx
µ dxν = ηµν dx
µ dxν − 2cse
ikxx
√
3rh
[
ikx
rh
dx dy +
(
1 +
(ξ − 12)k2x
144r2h
)
dv dy
]
. (6.30)
The form of the boundary gauge field is given by,
A˜µ dx
µ = cse
ikxx
(
1 +
ξk2x
144r2h
)
dy. (6.31)
The stress tensor is given by
8πGTµν = 2r
3
hdiag(2, 1, 1) + τµν , (6.32)
where the non-zero components of τµν are:
τvy =
4csr
2
he
ikxx
√
3
(
1 +
(ξ − 12)k2x
144r2h
)
, (6.33)
τxy = −2ikxcsrhe
ikxx
√
3
. (6.34)
– 51 –
There is a magnetic field turned on,
F˜xy = ikxcse
ikxx
(
1 +
ξk2x
144r2h
)
. (6.35)
The charge current is given by,
4πGJµ =
(√
3r2h, 0, −
csk
2
x
2rh
eikxx
)
. (6.36)
It is easy to verify that the conservation equations (2.40–2.41) are met. In fact,
the stress tensor is conserved in this sector.
6.2 Static Sector
In this sector, the relevant modes, which couple between themselves are ax, av, h
x
v,
hvv, σ ≡ (hxx + hyy)/2 and α ≡ (hxx − hyy)/2. As before, it is easy to see from
the near-horizon form of the equations (A.7, A.9, A.11, A.13, A.16, A.17) that these
components have the following power-law behaviour in the near-horizon region:
ax, σ, α ∼
(
r − rh
rh
)∆
,
av, h
x
v ∼
(
r − rh
rh
)∆+1
, (6.37)
hvv ∼
(
r − rh
rh
)∆+2
.
It turns out that the only non-trivial ∆ for our interest, for which the perturbations
decay at the horizon is given by the same ∆ as in the previous subsection, (see also
the discussion below eq.(6.12))
∆ = −1
2
+
1
6
√√√√√45 + 6k2x
r2h
+ 36
√√√√1 + k2x
3r2h
≈ 1 + k
2
x
9r2h
. (6.38)
Furthermore, the near-horizon behaviour of the vectors and the tensor is given up to
O(k2x) by
ax(r) = ca
(r − rh)
rh
[
1 +
k2x
9r2h
log
(r − rh)
rh
]
, (6.39)
α(r) = −ca ikx√
3r2h
(r − rh)
rh
, (6.40)
hxv(r) = −2
√
3ca
rh
(
r − rh
rh
)2[
1 +
k2x
36r2h
(
1 + 4 log
(r − rh)
rh
)]
. (6.41)
Here, ca is a constant.
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Among the scalars, σ, hvv, av, the perturbation σ(r) = 0 near the horizon and
therefore σ(r), when continued into the far region, remains zero to all orders in kx.
There is however, a non-trivial near-horizon form of the scalar components av and
hvv,
av(r) = −ca ikx
2rh
(
r − rh
rh
)2
, (6.42)
hvv(r) = ca
4ikx√
3
(
r − rh
rh
)3
. (6.43)
When we solve in the outside region, the zeroth order solution for the vector and
tensor sector turns out to be,
hxv
(0)(r) = − ca√
3rh
f0(r), a
(0)
x (r) = ca
(
1− rh
r
)
, α(0)(r) = 0. (6.44)
For the scalars, we have
a(0)v (r) = 0, h
(0)
vv = 0. (6.45)
To the first order in the derivative expansion, only the components α, av, hvv
receive non-zero corrections. For α(r), the correction is
α(1)(r) = ca
ikx√
3rh
(
1
r
− 1
rh
)
. (6.46)
The corrections to the scalars at the first order is obtained to be,
a(1)v (r) = −ca
ikx
2rh
(r − rh)2
r2
, (6.47)
h(1)vv (r) = ca
ikx(r + 3rh)(r − rh)3√
3rhr3
. (6.48)
The only components to receive correction to the second order are ax and h
x
v.
the solutions are,
hxv
(2)(r) =
f0(r)cak
2
x
72
√
3r3h
7√2(π
2
− tan−1 r + rh√
2rh
)
− 4 log (r − rh)
2
r2 + 2rrh + 3r2h
− ξ
2
+
6r(r − 3rh)
r2 + 2rrh + 3r2h
, (6.49)
a(2)y (r) = −
cak
2
x(r − rh)
72r2hr
[
7
√
2
(
π
2
− tan−1 r + rh√
2rh
)
− 4 log (r − rh)
2
r2 + 2rrh + 3r2h
− ξ
2
]
.
(6.50)
Note that in this sector, the vector and tensor solutions are the same in form as those
in §6.1, with the simple replacement cs → ca.
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From the full solution, we can actually deduce that the spacetime is actually
static: the timelike vector ∂/∂v, in addition to being a Killing vector, is hypersurface
orthogonal. In the (t, r) coordinate system, eq.(2.5), this solution is manifestly static.
In this case, the boundary metric is given by,
γ˜µν dx
µ dxν = ηµν dx
µ dxν − cae
ikxx
√
3rh
[
ikx
rh
(dx2 − dy2) + 2
(
1 +
(ξ − 12)k2x
144r2h
)
dv dx
]
,
(6.51)
where ξ is given by the eq.(6.27). The form of the boundary gauge field is given by,
A˜µ dx
µ = −caeikxx ikx
2rh
dv + cae
ikxx
(
1 +
ξk2x
144r2h
)
dx. (6.52)
The stress tensor is given by
8πGTµν = 2r
3
hdiag(2, 1, 1) + τµν , (6.53)
where the nonzero components of τµν are given by,
τvv = −2
√
3ikxcarhe
ikxx, (6.54)
τvx =
4car
2
he
ikxx
√
3
(
1 +
(ξ − 12)k2x
144r2h
)
, (6.55)
τxx = −5ikxcarhe
ikxx
√
3
, (6.56)
τyy = − ikxcarhe
ikxx
√
3
. (6.57)
There is a non-zero electric field turned on,
F˜xv = cae
ikxx
k2x
2rh
. (6.58)
The charge current is given by,
4πGJµ =
(√
3r2h − icakxeikxx, 0, 0
)
. (6.59)
In this case, too, it can be easily verified that the conservation equations (2.40–
2.41) are met.
7 Discussion
In this paper, we considered the behaviour of a near-extremal system with varying
temperature T , chemical potential µ, and three-velocity uν, where condition (1.3) is
satisfied so that the rate of variation is bigger than T but4 smaller than µ. This is
4We remind the reader that in our notation the physical temperature T̂ is related to T by
eq.(2.14).
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to be contrasted with the usual case studied in fluid mechanics where eq.(1.2) is true
and the rate of variation is the smallest scale. We found that a near-extremal black
brane configuration of the type, eq.(2.32), eq.(2.33), with
T (xσ)≪ µ(xσ), (7.1)
is a good starting point, even when condition (1.3) is satisfied, for finding solutions
to Einstein-Maxwell equations. Corrections to this starting configuration can be
computed systematically in a double expansion in the parameter ǫ, eq.(1.4), and T˜ ,
eq.(1.5), which are small when condition (1.3) is met.
At first order in ǫ, the corrections can be incorporated in the boundary theory
by adding additional terms in the stress tensor and charge current which are local
in spacetime and involve one spacetime derivative with a coefficient determined by
the viscosity and charge diffusivity respectively. The resulting behaviour in the lin-
earised approximation is similar to conventional fluid mechanics, but with interesting
differences. For instance, the charge diffusion mode we find has a different dispersion
relation in the limit considered here.
At higher orders, the corrections are no longer local in spacetime — e.g., at
second order, there are corrections going like ǫ2 log(ǫ), and also corrections of O(ǫ2)
in an asymptotic series in T˜ . Despite the logarithmic enhancements, the procedure
for calculating the corrections systematically continues to be valid since terms at
order O(n) are still smaller than those at lower orders when ǫ ≪ 1. We discuss
in the paper how, in principle at least, these corrections can be computed order by
order in n, although in practice this gets quite complicated beyond n = 1.
The fact that such a systematic approximation exists, even in principle, though,
is enough to justify that the truncation to first order is a good one. The resulting
equations with corrections up to the first order, which are the analogue of the NS
equations in conventional fluid mechanics, are quite non-trivial, and studying them
further would be interesting to understand the behaviour of the near-extremal system
in the limit (1.3).
From the point of view of studying strongly coupled field theories, it will be
interesting to explore whether our result, that systems satisfying condition (1.3) are
also well described by a set of of local equations, with corrections which are small
although non-local in a derivative expansion, is more generally valid. Physically, as
was mentioned at the beginning of the introduction section 1, fluid mechanics is a
good approximation when the rate of variation is small compared to the equilibration
time-length scales. The fact that in the limit (1.3), when the rate of variation is faster
than T , a set of local equations, which are the analogue of the NS equations in usual
fluid mechanics, is still a good approximation, suggests that the system behaves
approximately as if the equilibration time and length scales are set by the chemical
potential and not the temperature. The corrections at higher orders which are non-
local though is an interesting new feature in this limit and points to important
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differences. It will be worthwhile to see whether similar features can also found
directly in a field theory analysis, both at strong and weak coupling.
As was mentioned in the introduction, we hope to extend this analysis in sub-
sequent work to the study of near-extremal Kerr black holes in asymptotically flat
space, because of its obvious observational interest. This would one of the main
physical pay-offs one can hope for from this direction of research in the future.
It should be straightforward to extend these results also to more complicated
near-extremal black branes/ holes, including those which have extra gauge fields and
neutral scalars. Many of these systems are well known to exhibit attractor behaviour
at extremality [119–126] and the interplay between attractor behaviour and the near-
extremal fluid mechanics will be worth investigating in more detail. In section 6 of
this paper we briefly explored this idea for the Einstein-Maxwell system, by studying
slowly spatially varying perturbations subject to external forces. We found that in
some cases, the attractor behaviour continues to hold, with the perturbations dying
away at the horizon resulting in an AdS2 geometry to good approximation close to
the horizon. Another interesting direction would be to incorporate charged scalars
— this is known to give rise to a rich new set of phenomenon, since the charged
scalars can exhibit the phenomenon of superradiance [129], and can also condense in
the bulk [21, 24, 85, 87]
It is worth pointing out that our results generalise to higher dimensions in quite
straightforward fashion. The essential new feature of non-locality involves only the
time direction and is similar in higher dimensions as well. In fact, it is easy to see
from the study of the scalar field in section 3 that terms in A
(2)
out with logarithmic
violations going like ǫ2 log(ǫ) and also terms going like ǫ2T˜ n, in an asymptotic series
in T˜ , arise in general independent of the number of spatial directions. These will
therefore be present in higher dimensions as well and should then be reflected in the
shear channel for fluid mechanics as well leading to non-local effects of this type in
higher dimensions too.
It is also worth mentioning that the logarithmic effects we have seen might have
been expected on the basis of the “long throat” which is present in the geometry
of near-extremal branes, as described in the introduction. It is well known from
the study of the quasi-normal mode spectrum of extremal and near-extremal branes,
e.g., [40, 42], that the the poles corresponding to these modes become more and more
dense along the line Re(ω) = 0 as one approaches extremality, eventually coalescing
in the extremal limit to a branch cut. This ties in with the logarithmic violations
mentioned above, since the logarithmic terms results in a branch cut in the resulting
response properties of the system.
As was mentioned in the introduction, we expect the dynamics of near-horizon
AdS2 region to be reproduced by a 1-dimensional theory involving the time reparametri-
sation modes and a phase mode. Starting with the near-extremal black brane with
varying T , µ, uν we showed how corrections can be found by solving Einstein-Maxwell
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equations in the near-horizon AdS2 region and the region away from it and then
matching the two solutions together at the boundary of the AdS2 region. One would
expect to be able to replace the AdS2 region by the 1-dimensional theory at its
boundary and to be able to obtain the corrections by coupling this theory to the far
region. We leave a more complete understanding of this for the future as well.
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A Linearised Einstein-Maxwell Equations
In this appendix, we write down the system of linearised Einstein-Maxwell equations
relevant to the main text.
Our starting point is the background metric g¯MN and gauge field A¯M given in
eqs.(2.11–2.12). We consider linearised perturbations to this background:
ds2 = g¯MN dx
M dxN + e−iωv+ikxxhMN (r) dx
M dxN (A.1)
AM = A¯M + e
−iωv+ikxxaM(r) (A.2)
For the purpose of this appendix, we work with the “minimal” gauge-fixing
conditions,
hrr = 0 = ar. (A.3)
This condition is common to all the gauge-fixing conditions we have used in the text.
Depending on the specific case at hand, we have gauge-fixed other components hµr
of the metric in the main text. For some components of the perturbation, it is useful
to raise one index with the background metric,
hMN ≡ g¯MShSN . (A.4)
Furthermore, it is convenient to decompose the components hxx and h
y
y into sym-
metric and anti-symmetric parts:
hxx(r) = σ(r) + α(r) (A.5)
hyy(r) = σ(r)− α(r) (A.6)
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In the equations below, we have grouped the terms according to the number of
boundary spacetime (xµ) derivatives. Let us write down the Maxwell equations.
M
v :[
− 1
r2
(
r2a′v(r)
)
′
+ g′(r)h′vr(r)− g′(r)σ′(r)
]
+ ikx
[
g′(r)hxr(r)− a
′
x(r)
r2
]
= 0 (A.7)
M
r :
i[g′(r)(ωhvr(r)− kxhxv(r)− ωσ(r))− ωa′v(r)− kxf(r)a′x(r)]
− 1
r2
[
k2xav(r) + kxωax(r)
]
= 0 (A.8)
M
x :[
1
r2
(
r2f(r)a′x(r)
)
′
+ g′(r)hxv
′(r)
]
− i
r2
[
kxa
′
v(r) + 2ωa
′
x(r)− ωr2g′(r)hxr(r)
]
= 0
(A.9)
M
y :[
1
r2
(
r2f(r)a′y(r)
)
′
+ g′(r)hyv
′(r)
]
− iω
r2
[
2a′y(r)− r2g′(r)hyr(r)
]
− k
2
xay(r)
r4
= 0
(A.10)
Let us now write down the Einstein equations.
Evr :[
rf(r)(rσ′′(r) + 4σ′) +
r2
2
f ′(r)σ′ − 6hvr(r)− 2rfh′vr −
(rhvv(r))
′
r2
+ 2g′(r)a′v(r)
]
− i
[
kxrf(r)
(
rhxr
′′(r) + 4hxr
)
+
kxr
2
2
f ′hxr +
kx
2r4
(
r4hxv(r)
)
′
+
ω
r2
(
r2σ(r)
)
′
]
+
1
2r2
[
k2x(α(r)− σ(r)− hvr(r))− kxωr2hxr(r)
]
= 0 (A.11)
Err :
1
r
[2h′vr(r)− 2σ′(r)− rσ′′(r)] +
ikx
r2
[
r2hxr(r)
]
′
= 0 (A.12)
Exr :[
1
2r2
(
r4hxv
′(r)
)
′
+ 2g′(r)a′x(r)
]
+
i
2
[
ω
r2
(
r4hxr
)
′ − kxr2
(
hvr
r2
)
′
+ kx(α
′ − σ′)
]
= 0
(A.13)
Eyr :[
1
2r2
(
r4hyv
′(r)
)
′
+ 2g′(r)a′y(r)
]
+
i
2
[
ω
r2
(
r4hyr
)
′
+ kxh
y
x
′(r)
]
+
k2x
2
hyr(r) = 0
(A.14)
– 58 –
Exy :
−1
2
[
r4f(r)hyx
′(r)
]
′
+
i
2
[
2ωr(rhyx(r))
′ + kx
(
r4f(r)hyr(r) + r
2hyv(r)
)
′
]
+
1
2
kxωr
2hyr(r) = 0 (A.15)
Exx + Eyy :[(
r4f(r)σ′(r)
)
′ −
(
r4f(r)
)
′
h′vr(r)− 12r2hvr −
(
r2h′vv(r)
)
′ − 4r2g′(r)a′v(r)
]
− i
[
kx
(
r4f(r)hxr + r
2hxv
)
′
+ 2ωr2h′vr + 2ωr(rσ)
′
]
−
[
k2xhvr + kxωr
2hxr
]
= 0
(A.16)
(Exx − Eyy)/2 :
−1
2
[
r4f(r)α′(r)
]
′
+
i
2
[
2ωr(rα(r))′ + kx
(
r4f(r)hxr(r) + r
2hxv(r)
)
′
]
+
1
2
[
k2xhvr(r) + kxωr
2hxr(r)
]
= 0 (A.17)
E
r
v :
i
[
ωr
(
rf(r)σ′(r)− r
2
f ′(r)σ − 2f(r)hvr − hvv
r2
)
+
1
2
kxr
2
(
f(r)hxv
′ − f ′(r)hxv
)]
+
1
2
[
k2x
(
f(r)hvr +
hvv
r2
)
+ ωkx
(
2hxv + r
2f(r)hxr
)
+ 2ω2σ
]
= 0 (A.18)
E
r
x :
i
2
[
kx
r2
(r4f(r))′hvr + 4g
′(r)(kxav + ωax) + kxh
′
vv + ωr
2hxv
′ + kxr
2f(r)(α′ − σ′)
]
+
1
2
[
kxω(α− σ − hvr)− ω2r2hxr
]
= 0 (A.19)
E
r
y :
i
2
[
4ωg′(r)ay(r) + ωr
2hyv
′(r) + kxr
2f(r)hyx
′(r)
]
+
1
2
[
k2x
(
hyv + r
2f(r)hyr
)
+ ωkxh
y
x − ω2r2hyr
]
= 0 (A.20)
B Higher Order Calculations in the Prototype Scalar Field
Model
In section 3, we had considered a massless minimally coupled scalar field as a pro-
totype for our near-extremal fluid-gravity correspondence. We had formulated a
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general procedure for all orders in the perturbative expansion in §3.1. In this ap-
pendix, we work in the extremal case T = 0, and illustrate the corrections up to
second order in derivative expansion, i.e. up to O(ǫ2) and also show how the leading
non-analytic behaviour emerges in the outer solution up to O(ǫ3). Let us also note
that since T = 0, f(r) below will actually equal f0(r), eq.(2.19).
Let us first look at the second order solution in the exterior region. We have the
differential equation,
d
dr
r4f(r)dφ(2)out
dr
 = s(2)out, (B.1)
where the source term s
(2)
out is given by, (neglecting the k
2
xφ
(0) term in the source, see
footnote 1),
s
(2)
out = 2iωr
d(rφ
(1)
out)
dr
, (B.2)
with φ
(1)
out being given by eq.(3.35). Near r = rB, this source term can then be
expanded in small (r − rh)/rh,
s
(2)
out = −
2ω2φ(0)
3
rh
r − rh −
2ω2φ(0)
3
log
(
r − rh
rh
)
+ · · · . (B.3)
In contrast with the first order calculation, where the source is given by,
s
(1)
out = 2iωrφ
(0), (B.4)
see eq.(3.16), we see that s
(1)
out diverges as r → rh.
Following the general principle outlined in §3.1, we can write the solution of
eq.(B.1) to be,
φ
(2)
out = B
(2)
out −
∫
∞
r
dr′
r′4f(r′)
(
A
(2)
out +
∫ r′
rB
dr′′ s
(2)
out(r
′′)
)
. (B.5)
We set B
(2)
out = 0 by imposing normalisability. Near r = rB, the solution φ
(2)
out has the
form,
φ
(2)
out =
ω2φ(0)
9rh
log
(
r−rh
rh
)
r − rh −
A
(2)
out + ω
2φ(0)f1(rB, rh)
6r2h(r − rh)
− ω
2φ(0)
54r2h
log2
(
r − rh
rh
)
+ · · · .
(B.6)
Here, the form of the function f1(rB, rh) is explicitly known and rather long, which
we do not write because it is not important for the discussion at hand. Note that
the coefficient of the log(r − rh)/(r− rh) term in φ(2)out is completely fixed even before
fixing A
(2)
out. This term should then automatically match between the interior and
exterior solutions. It is indeed seen from eq.(3.45) that near r = rB, the interior
solution φ
(1)
in has the form, including only the O(ω2) terms,
φ
(1)
in =
ω2φ(0)
9rh
log
(
r−rh
ω
)
r − rh +
ω2φ(0)
9rh(r − rh)
(
iπ
2
− γ + log 3 + 1
)
+ · · · . (B.7)
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From the scaling symmetry eq.(3.10), referred to in section 3, it is easy to see that
terms of the first two type, which are shown explicitly on the RHS in eq.(B.7), would
not arise for φ
(n)
in for n ≥ 2. We also note that the terms involving the logarithms
in eq.(B.6) and (B.7) do have the same coefficients. There is one difference though
in these terms — the log term in eq.(B.6) is cut off by rh while it is cut-off by ω in
eq.(B.7). Equating the first two terms in eqs.(B.6) and (B.7) then leads to,
A
(2)
out =
2ω2rhφ
(0)
3
(
log
ω
rh
− iπ
2
+ γ − log 3− 1
)
− ω2φ(0)f1(rB, rh). (B.8)
This agrees with eq.(3.47). With the choice of A
(2)
out in eq.(B.8), the exterior solution
φ
(2)
out turns out to be independent of rB, as expected.
Let us now look at the second order interior solution. We will argue below from
its behaviour that in φ
(3)
out, the integration constant A
(3)
out, eq.(3.42) for n = 3, must
have a term of the form
A
(3)
out ∼ ω3 log2
(
ω
rh
)
. (B.9)
The relevant differential equation for the second order solution is given by,
d2φ
(2)
in
dr∗2
− 2iωdφ
(2)
in
dr∗
=
2iω
rh
F (r)φ
(1)
in + · · · . (B.10)
Note that the source term on the right hand side above is consistent with the scaling
symmetry eq.(3.10) mentioned in §3.1. The ellipsis above includes terms involving
φ(0) which arise because of keeping k2x terms and departures from the near-horizon
geometry, these will be ignored below because, near r = rB, they do not give rise
to a term of the form log2((r − rh)/ω) in eq.(B.12) below. This is the kind of term
which could give rise to a term in A
(3)
out of the form, eq.(B.9) that is our main focus
here. The contribution to φ
(2)
in with the source term shown on the RHS of eq.(B.10)
is then given by,
φ
(2)
in = A
(2)
in +
iωe2iωr
∗
3rh
∫ r∗
−∞
dr∗′e−2iωr
∗′
∫ r∗′
−∞
dr∗′′
r∗′′2
(
A
(1)
in +
iωφ(0)
3rh
e2iωr
∗′′
E1(2iωr
∗′′)
)
.
(B.11)
Here we have used the form of φ
(1)
in given in eq.(3.28). It is easy to see that φ
(2)
in
remains well-behaved towards the horizon. The behaviour near r = rB is also easy
to evaluate. We obtain,
φ
(2)
in = −
ω2φ(0)
18r2h
log2
(
r − rh
ω
)
+ · · · . (B.12)
The log-squared term is the leading term near r = rB at O(ω2). Note that we got a
similar term in φ
(2)
out, albeit with a different coefficient. The difference in the coefficient
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of φ
(2)
out is because there is also a contribution of the form in eq.(B.12) which arises
to this order from φ
(1)
in which we will not explicitly calculate. Accounting for it, the
coefficient of the log-squared term in (B.6) should match.
A term like eq.(B.12) gives rise, at O(ω3), to a term going like log2( r−rh
ω
)/(r−rh)
near r = rB. An explicit calculation, which we do not include here, shows that one
does get a term of the same form in the exterior at O(ω3), with one important
difference. The logarithm term is cut-off, once again, by rh and not ω. Matching
the 1/(r − rh) coefficient then necessarily yields an exterior coefficient of the form
eq.(B.9).
B.1 Matching Procedure for Varying Chemical Potential
We now explore the case considered in §3.3 when the background geometry is ex-
tremal, but the location of the horizon rh is varying with x
µ, in particular v. In such
a case, the differential equation in the exterior now reads,
∂
∂r
r4f(r)∂φ(2)out
∂r
 = s(2)out, (B.13)
where the source term s
(2)
out is now given by,
s
(2)
out = −2r
−iω∂(rφ(1)out)
∂r
+ r˙h
∂
∂rh
∂(rφ
(1)
out)
∂r
, (B.14)
where r˙h indicates the v-derivative of the varying function rh(x
ν) and φ
(1)
out is given
by eq.(3.82). We have the same form of the solution as eq.(B.5), with B
(2)
out = 0,
φ
(2)
out = −
∫
∞
r
dr′
r′4f(r′)
(
A
(2)
out +
∫ r′
rB
dr′′ s
(2)
out(r
′′)
)
. (B.15)
Now, near r = rB, the function φ
(2)
out can be expanded as,
φ
(2)
out = −
iωr˙hφ
(0)
18rh(r − rh)2 +
ω2φ(0)
9rh
log
(
r−rh
rh
)
r − rh −
A
(2)
out + φ
(0)f2(rB, rh)
6r2h(r − rh)
+ · · · . (B.16)
Here, we have written the most important terms in (r − rh)/rh. There are some
features in the above equation worth pointing out. First note the appearance of a
more important (first) term in (B.16), as compared to eq.(B.6), which is, of course,
dependent on r˙h. Further, note that the next most important term, going like
log(r − rh)/(r − rh) is independent of r˙h — this term is the same as eq.(B.6). Note
also that the function f2(rB, rh) is a term of order ǫ
2 — it can be ω2 or ωr˙h.
Let us now turn to the near-horizon analysis, which will allow us to fix the
constant A
(2)
out. Note that the first and most important term in eq.(B.16) is not
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required for the matching, since it cannot give rise to any 1/(r − rh) term. Note
further that written in the ζ variables, this term is actually of order O(ǫ0):
iωr˙h
rh(r − rh)2 ∼
(
r˙h
ω
)
ζ2. (B.17)
In order to explain such terms in the insider region, we must look for an appropriate
term in the source.
From the near-horizon analysis of the scalar differential equation, we have on the
right hand side of the interior differential equation such a relevant term,
∂2φin
∂r∗2
− 2iω∂φin
∂r∗2
= −2F (r)r˙h ∂
∂rh
∂φ
(1)
in
∂r
+ · · · . (B.18)
Using the form of φ
(1)
in near r = rB, eq.(3.34), we evaluate the leading term on the
right hand side of eq.(B.18 to be,
− 4iωr˙hφ
(0)
rh
+ · · · . (B.19)
Performing the double integration from eq.(B.18), we have near r = rB, precisely the
same term as the first term in (B.16).
The first term in eq.(B.16) matches automatically with the outside in this man-
ner. The rest of the analysis of matching the two solutions near rB then proceeds as
before. As a result, A
(2)
out has the same non-analytic structure as in the case with a
constant rh, eq.(B.8),
A
(2)
out ∼ ω2 log
ω
rh
+ · · · , (B.20)
where the ellipsis indicates terms analytic in the derivatives.
C Near-Horizon Analysis of Metric and Gauge Field Com-
ponents
In this appendix, we show that the general principles outlined in the toy scalar field
example in section 3 continue to hold true for the actual gravitational and gauge
field perturbations. Specifically, we consider the examples of the metric and gauge
field components hyx, h
y
v and ay to the first order in the ǫ-expansion in linearised
perturbation theory. It is sufficient to consider these components to exhibit the
validity of our claims. These components correspond to the traceless symmetric
tensor (hyx) and vector (h
y
v and ay) of the SO(2). It is in these sectors that the
ω-dependent terms become important towards the horizon because of the scaling
symmetry (3.10) mentioned in section 3. For reasons mentioned in §4.1.3, above
eq.(4.27), there are no such ω-dependent terms in the scalar sector towards the
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horizon, in the first order analysis, and hence we do not discuss the scalar sector
here.
For this appendix, we confine our attention to the zero-temperature case, so
that f(r) = f0(r), eq.(2.19), and F (r) = 6(r − rh)2. The metric and gauge field
components scaling non-trivially under the scaling symmetry (3.10) are as follows,(
hiv, av
)
→ 1
λ
(
hiv, av
)
,
hir → λhir, (C.1)
hvv → 1
λ2
hvv.
Since this appendix concerns the interior region, we drop the subscript “in” from
the metric and gaugef field perturbations.
C.1 Tensor Sector
Let us first discuss the mode hyx, because the discussion would be very similar for
the scalar field discussed in section 3. The near-horizon form of the equation Exy = 0,
eq.(A.15), gives, after taking the near-horizon form of the zeroth order metric and
gauge field components eqs.(5.8–5.12),
r2h
d
dr
(
F (r)
dhyx
(1)
dr
)
− 2iωr2h
dhyx
(1)
dr
= 0. (C.2)
The near-horizon form of the full equation (A.15) possesses the full scaling symmetry
(3.10), if we take into account the transformations (C.1). Now, however, we treat
equation (C.2) as a dynamical equation in its own right. Note that the form of the left
hand side is the same as that of the scalar field considered in section 3,see eq.(3.22).
We see that there is no source term at O(ǫ). We need to obtain an appropriate
non-zero source at this order — a source that would give rise to the log(r − rh) term
we had seen near the matching region in the outside solution described in §5.1.1, see
eqs.(5.26) and (5.28). Such a source term comes from considering the departure from
the AdS2 × R2 in the source. Recall that in the scalar toy model in section 3, too,
we needed such a departure for having a non-zero source The relevant source term
on the right hand side of eq.(C.2) would be,
2ikxrh
y(0)
v . (C.3)
Expanding this source in powers of (r − rh)/rh and keeping the leading term, we
obtain the dynamical equation,
d
dr
(
F (r)
dhyx
(1)
dr
)
− 2iωdh
y
x
(1)
dr
= −2ikxδβy
rh
. (C.4)
Note that this source term is consistent with the near-horizon source term (5.22), see
eq.(5.23). With this source term we get the logarithmic behaviour with the correct
coefficient.
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C.2 Vector Sector
Let us next consider the near-horizon form of the Maxwell equation My = 0, eq.(A.10)
and the Einstein equation Ery = 0, eq.(A.14). Using the zeroth order components
(5.8–5.12) and keeping appropriate terms arising due to the departure from the
AdS2 ×R2 geometry, we have,
d
dr
(
F (r)
da(1)y
dr
)
+
√
3r2h
dhyv
(1)
dr
− 2iωda
(1)
y
dr
= −i
√
3ω δβy, (C.5)
r2h
d2hyv
(1)
dr2
+ 4
√
3
da(1)y
dr
=
2iωδβy
rh
. (C.6)
The second equation above, (C.6), immediately yields,
r2h
dhyv
(1)
dr
+ 4
√
3a(1)y =
C1√
3
+
2iωδβy
rh
(r − rh), (C.7)
where C1 is a constant. Plugging (C.7) in eq.(C.5) gives,
d
dr
(
F (r)
da(1)y
dr
)
− 2iωda
(1)
y
dr
− 12a(1)y = −i
√
3ω δβy − C1 − 2
√
3iωδβy
rh
(r− rh). (C.8)
Multiplying through by F (r) and noting that,
F (r) = 6(r − rh)2 = 1
6r∗2
, (C.9)
we have,
d2a(1)y
dr∗2
− 2iωda
(1)
y
dr∗
− 2
r∗2
a(1)y (r) = −
i
√
3ω δβy + C1
6r∗2
+
i
√
3ω δβy
18rhr∗3
. (C.10)
The last term in the source above is sub-leading in (r − rh) or 1/r∗ and can be
thought of as arising due to a departure from the AdS2 × R2 geometry. This source
term will not be important for the leading order matching with the outside solution
— this source term is of O(ǫ2) under a rescaling and expressing it in terms of the ζ
variable (3.29). Neglecting this source term, the equation (C.10) has the solution,
a(1)y (r) = C2
(
r − rh − iω
6
)
+ C3e
2iωr∗
(
r − rh + iω
6
)
+
i
√
3ω δβy + C1
12
. (C.11)
We immediately see that imposing ingoing boundary conditions sets C3 = 0.
We can also solve for hyv from eq.(C.7), (we neglect the second term on the RHS
of eq.(C.7)),
hyv
(1)(r) = C4 +
iω(2
√
3C2 − 3δβy)
3r2h
(r − rh)− 2
√
3C2
r2h
(r − rh)2. (C.12)
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The leading term of a(1)y and leading and first subleading terms of h
y
v
(1) near r = rB
are then given by,
a(1)y (r) =
i
√
3ω δβy + C1
12
− iω
6
C2 +O
(
(r − rh) log
(
r − rh
ω
))
, (C.13)
hyv
(1)(r) = C4 +
iω(2
√
3C2 − 3δβy)
3r2h
(r − rh) +O
(
(r − rh)2 log
(
r − rh
ω
))
. (C.14)
The remaining interior constants are easily determined by matching with the
outer solution, given in §5.1.2. Using the explicit forms of these functions, eqs.(5.39)
and (5.40), we have, near r = rB,
ay
(1)(r) =
iω δβy
2
√
3
+ · · · (C.15)
hyv
(1)(r) = − iω δβy
r2h
(r − rh) + · · · (C.16)
We have, from comparison,
C1 = i
√
3ω δβy, (C.17)
C2 = 0, (C.18)
C4 = 0. (C.19)
Several comments are worth making at the end of this appendix. First note
that, we have set the temperature to zero in the analysis above — we could have
kept T -dependent terms in the source, but as we saw in §3.2, for obtaining the
outside solution the first order matching can be carried out in the extremal limit
itself. Keeping the T -dependent terms of course changes the interior solution in
important ways.
Second, although we have explicitly considered the linearised analysis in this
appendix, we can generalise the results for varying rh(x
ν), T (xν), using the adiabatic
approximation discussed in §3.3 — there would, be ∂νrh- and ∂νT -dependent source
terms at the first order. These are analogous to the terms we saw in the previous
appendix which arise at second order in the scalar theory case.
Finally, using arguments analogous to those in section 3, we can easily show that
by choosing ingoing boundary conditions the interior solution for these metric and
gauge field components remain finite and well-behaved towards the future horizon to
higher orders as well.
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