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TRANSLATION INVARIANT PURE STATE ON B = ⊗j∈ZM (j)d (C)
AND ITS SPLIT PROPERTY
ANILESH MOHARI
Abstract
We prove that a real lattice symmetric reflection positive translation-invariant pure state of B =
⊗j∈ZM
(j)
d
(C) admits split property, if and only if its two-point spatial correlation functions decay
exponentially.
1. Introduction
Translation invariant pure states often appear as ground states of the two-side in-
finite quantum chain Heisenberg type of models [BR-II,Si]. Several types of cluster
properties for two-point spatial correlation functions of pure states are investigated
in the last few decades, both by operator algebraist and mathematical physicist
in order to understand its mathematical structure besides its physical implications
on bulk parameters in low temperature condense matter physics. In this paper
our primary concern is to relate two apparently different cluster conditions known
in the literature as ‘split property’ and ‘exponentially decaying property’ for two-
point correlation functions of a translation-invariant state. These two properties
are strongly related, as both ask for a decay of two-point correlation functions, how-
ever defined using different quantifiers. That is, ‘the split property’ demands that
the rate of the decay is independent from the observables, uniformly in norm, but
arbitrary. In comparison, the exponentially decaying of two-point spatial correla-
tion function only demands the decay exponent be independent of observables, but
total decay as such may not be independent of two concern observables. Thus in
some sense, both the cluster conditions have some universal properties with respect
to observables but expressed quite differently.
There is also another characterization ([Ma3] using Theorem 2.7 in [Pow]) of
the split property in terms of the type of the von Neumann algebra generated by
one half of the chain that it has to be type I. A recent result [Mo1] also says that
the type of the von Neumann algebra generated by one half of the chain has to be
either a type-I or a type-III factor for a two-sided translation-invariant pure state.
Thus the split or non split property of a two-sided translation-invariant state is
clearly related to which type of von-Neumann algebra are generated by the one
half of the infinite chain. On the other hand, ‘the exponential decaying condition’
has an easier appeal for numerical analysis, besides an interesting quantity for
experimental labs for low temperature physics of magnetic materials with lattice
or quasi lattice structure [DR]. Some recent development in quantum information
theory also aimed to understand entanglement of a translation-invariant pure state
ω on B = ⊗j∈ZM (j)d (C) [KMSW] by treating it as a state on the bipartite systems
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consisting of two half infinite chains and its deeper relation to Bell’s inequality
[SW] which is a functional of two-point spatial correlation functions of ω. In other
words two-point spatial correlation functions plays a crucial role to determine bulk
quantities such as magnetic moments and maximal violation of Bell’s inequality.
It is the goal of this paper to connect these two properties. We prove that trans-
lational invariant pure states on the two-side infinite quantum spin chain, further
satisfying a few additional symmetry assumptions, possess the split property, if and
only if its two-point correlation functions decay exponentially. Below we formulate
the problem in a little more general framework of C∗-dynamical system [BR-II]
namely for higher dimensional lattices of quantum spin chains.
The uniformly hyper-finite C∗-algebra B = ⊗j∈ZkM (j)d (C) of infinite tensor prod-
uct of d × d-square matricesM (j)d (C) ≡Md(C) levelled by k−dimensional lattice
points j = (j1, j2.., jk) ∈ Zk , k ≥ 1 of integers, is the norm closure of algebraic
inductive limit with the net of finite dimensional C∗ algebras BΛ = ⊗j∈∈ΛM (j)d (C),
where Λ ⊂ Zk are finite subsets and an element in BΛ1 is identified with element in
BΛ2 by the inclusion map if Λ1 ⊆ Λ2. We use the symbol Bloc to denote union of all
local algebras BΛ : Λ ⊂ Zk finite subsets. Thus B is a quasi-local C∗-algebra with
union of local algebras Bloc dense in B and B′Λ = BΛc , where B′Λ is the commutant
of BΛ and Λc is the complementary set of Λ in Zk. We refer to Chapter 6 of [BR-II]
for more details on quasi-local C∗-algebras,
The lattice Zk is a group under co-ordinate wise addition and for each n ∈ Zk, we
have an automorphism θ(n), extending the translation action, which takes Q(j) to
Q(j+n) for any Q ∈Md(C) and j ∈ Zk, by linearity and multiplicative property on
B. A unital positive linear functional ω on B is called state. It is called translation-
invariant if ω = ωθ(n) for all n ∈ Zk. A linear automorphism or anti-automorphism
β [Ka] on B is called symmetry for ω if ωβ = ω. Our primary objective is to study in
mathematical generality translation-invariant states and their symmetries that find
relevance in Hamiltonian dynamics of quantum spin chain models [BR-II,Ru,Si].
We consider [BR-II,Ru] quantum spin chain Hamiltonian in k−dimensional lat-
tice of the following form
(1) H =
∑
n∈Zk
θ(n)(h0)
for h∗0 = h0 ∈ Bloc, where the formal sum in (1) gives a group of auto-morphisms
α = (αt : t ∈ R) by the thermodynamic limit: limΛη↑Zk ||αΛηt (A) − αt(A)|| = 0 for
all A ∈ B and t ∈ R for a net of finite subsets Λη of Z with uniformly bounded
surface energy, where automorphisms αΛt (x) = e
itHΛxe−itHΛ is determined by finite
the subset Λ of Zk and HΛ =
∑
n∈Λ θ
(n)(h0). Further the limiting automorphism
(αt) does not depend on the net that we choose in the thermodynamic limit Λη ↑ Zk
provided the surface energies of HΛη are kept uniformly bounded. The uniquely
determined group of automorphisms (αt) on B is called Heisenberg flows of H .
In particular, we have αt ◦ θ(n) = θ(n) ◦ αt for all t ∈ R and n ∈ Zk. Any linear
automorphism or anti-automorphism β on Bloc, keeping the formal sum (1) in H
invariant, will also commute with (αt).
A state ω is called stationary for H if ωαt = ω on B for all t ∈ R. The set of
stationary states ofH is a non-empty compact convex set and is extensively studied
in the last few decades within the framework of ergodic theory for C∗-dynamical
TRANSLATION INVARIANT PURE STATE ON B = ⊗j∈ZM
(j)
d
(C) AND ITS SPLIT PROPERTY3
systems [BR-I]. However, a stationary state of H need not be always translation-
invariant. A stationary state ω of B for H is called β-KMS state at an inverse
positive temperature β > 0 if there exists a function z → fA,B(z), analytic on the
open strip 0 < Im(z) < β, bounded continuous on the closed strip 0 ≤ Im(z) ≤ β
with boundary condition
fA,B(t) = ωβ(αt(A)B), fA,B(t+ iβ) = ωβ(αt(B)A)
for all A,B ∈ B. The KMS condition expresses approximate commutation rules
for two elements A,B ∈ B within the evaluation by ωβ. Using weak∗ compactness
of convex set of states on M, finite volume Gibbs state ωβ,Λ is used to prove
existence of a KMS state ωβ for (αt) at inverse positive temperature β > 0. The
set of KMS states of H at a given inverse temperature forms a non empty simplex
and its extreme points are translation-invariant ergodic states. This gives a strong
motivation to study translation-invariant states in a more general framework of
C∗-dynamical systems [BR-I].
A state ω of B is called ground state for H ,if the following two conditions are
satisfied:
(a) ω(αt(A)) = ω(A) for all t ∈ R;
(b) If we write on the GNS space (Hω , πω,Ω) of (B, ω),
αt(πω(A)) = e
itHωπω(A)e
−itHω
for all A ∈ B with HωΩ = 0 then, Hω ≥ 0.
By taking low temperature limit of ωβ as β →∞, one also proves existence of a
ground state for H [Ru,BR-II]. On the contrary to KMS states, the set of ground
states is a convex face in the convex set of (αt) invariant states of B and its extreme
points are pure states of B i.e. it can not be expressed as a convex combination of
two different states of B.
On the other hand, many interesting results on ground states, that are known
for specific Heisenberg type of models [LSM], such as XY models [Ara2,AMa],
Ghosh-Majumder models [GM] and AKLT models [AKLT], give rises interesting
conjectures [AL],[Ma3] on the general behaviour of ground states and its physical
implication for prime Hamiltonian such as Heisenberg iso-spin HXXX models. In
particular, anti-ferromagnetic Heisenberg iso-spin models find special place in low
temperature physics of magnetic materials [Ef,DR,Ma3]. We refer interested readers
for an historical account to the survey paper [Na].
Further we say a ground state ω is non-degenerate, if null space of Hω is spanned
by Ω only. We say ω has a mass gap, if the spectrum σ(Hω) of Hω is a subset of
{0}⋂[δ,∞) for some δ > 0. For a wide class of spin chain models [NaS], which
includes Hamiltonian H with finite range interaction, h0 being in Bloc, the existence
of a non vanishing spectral gap of a ground state ω of H implies exponential de-
caying two-point spatial correlation functions. We present now a precise definition
for exponential decay of two-point spatial correlation functions of ω. We use sym-
bol Λcm for complementary set of the finite volume box Λm = {n = (n1, n2.., nk) :
−m ≤ nj ≤ m} for m ≥ 1 and ||n||2 =
∑
1≤j≤k |nj |2.
Definition 1.1. Let ω be a translation-invariant state of B. We say that the
two points spatial correlation functions of ω decay exponentially, if there exists a
δ > 0 satisfying the following condition: for any two local elements Q1, Q2 ∈ B and
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ǫ > 0, there exists an integer m ≥ 1 such that
(2) eδ||n|||ω(Q1θ(n)(Q2))− ω(Q1)ω(Q2)| ≤ ǫ
for all n ∈ Λcm.
We also recall [BR-II,Ma3] a standard definition of a state to be split in the
following. For a more general definition of split property we refer to [DL]. For the
present problem, we follow the definition of split property adopted in [Ma3].
Definition 1.2. Let ω be a translation-invariant state of B and ωΛ be the state
ω restricted to BΛ. We say that ω is split, if the following condition is valid for any
subset Λ of Zk: Given any ǫ > 0 there exists a m ≥ 1 so that
(3) sup||Q||≤1|ω(Q)− ωΛ ⊗ ωΛc(Q)| ≤ ǫ,
where the above sup is taken over all local elements Q ∈ BΛcm with the norm less
than equal to 1.
The uniform clustering property (3) of the state ω has its mathematical appeal
which guarantees that ω is quasi equivalent to the tensor product state ωΛ⊗ωΛc by
Theorem 2.7 in [Pow]. In contrast to split condition (3), the exponent δ > 0, in the
exponentially decaying clustering condition (2), is independent of Q1, Q2 ∈ Bloc,
however m ≥ 1 in (2) may depend on Q1 and Q2.
A state ω on a C∗-algebra B is called factor, if the center of the von-Neumann
algebra πω(B)′′ is trivial, where (Hω, πω,Ω) is the GNS space associated with ω on
B [BR-I] and πω(B)′′ is the double commutant of πω(B). A state ω on B is pure, if
and only if πω(B)′′ = B(Hω), the algebra of all bounded operators on Hω. Here we
fix our convention that Hilbert spaces that are considered here are always equipped
with inner products 〈., .〉 which are linear in the second variable and conjugate
linear in the first variable.
We recall a well known result, Theorem 2.5 in [Pow], that a translation-invariant
state ω of B is a factor state, if and only if for any given Q2 ∈ B and ǫ > 0, there
exists an integer m ≥ 1 so that
(4) supQ1∈BΛcm ,||Q1||≤1
|ω(Q1θ(n)Q2))− ω(Q1)ω(Q2)| ≤ ǫ
for all n ∈ Λcm. In particular, this criteria is used to deduce that a translation-
invariant state ω of B is a factor state, if and only if ωΛ ( ωΛc ) is a factor state
for all subsets of Λ of Zk. In particular, a translation-invariant split state ω is a
factor state as the uniform clustering condition (3) is a stronger condition than
Power’s clustering criteria (4). Furthermore, if ω is a pure translation-invariant
state, then ωR(ωL) is type-I, if and only if ω is also a split state (Proposition 2.3
in [Ma3]). A Gibbs state [BR-II, Chapter 6.2.2] of a finite range interaction is
split. The canonical trace of B is a non-pure split state and unique ground state
of XY model [AMa,Ma1,Ma2] is a non-split pure state. Our central aim in this
paper is to find a criterion for a translation-invariant pure state ω to be split. The
UHF algebra B being a quasi local C∗ algebra, following [Ha, DHR] we say that a
translation-invariant pure state ω of B admits Haag duality property , if
πω(BΛc)′′ = πω(BΛ)′
for all subsets Λ of Zk in the GNS space (Hω, πω ,Ω) of (B, ω) and Λc is the com-
plementary set of Λ in Zk. A proof for Haag duality is given only for the case k = 1
in a recent paper [Mo2] but the method used in the proof, does not seem to have a
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ready adaptation to higher lattice dimensions. For this reason we confine ourselves
now onwards only to the case k = 1 i.e. one dimensional quantum spin chain since
the Haag duality property is crucially used in Proposition 3.2 for further analysis
of pure states.
Let B = ⊗j∈ZM (j)d (C) be the uniformly hyper-finite C∗-algebra over the lattice Z,
whereM
(j)
d (C) denote a copy of the algebra of d×d-matrices over the field of complex
numbers C [Sa]. In other words B is the C∗ -completion of the infinite tensor
product of the algebraMd(C) of d by d complex matrices, where each component of
the tensor product element is indexed by an integer j. Let Q be a matrix inMd(C).
By Q(j) we denote the element ... ⊗ 1 ⊗ 1...1⊗Q⊗ 1 ⊗ ...1 ⊗ ..., where Q appears
in the j-th component. Given a subset Λ ofZ, BΛ is defined as the C∗-sub-algebra
of B generated by all Q(j) with Q ∈Md(C), j ∈ Λ. We also set
Bloc =
⋃
Λ:|Λ|〈∞
BΛ
, where |Λ| is the cardinality of Λ. Let ω be a state on B. The restriction of ω to BΛ
is denoted by ωΛ. We also set ωR = ω[1,∞) and ωL = ω(−∞,0]. For each k ∈ Z, θk is
an automorphism of B defined by extending the action given by θk(Q(j)) = Q(j+k)
for all Q ∈Md(C) and j ∈ Z. Thus θ1, θ−1 are unital ∗-endomorphisms on BR
and BL respectively. We use often simply θ instead of θ1. We say ω is translation-
invariant, if ω ◦ θ = ω on B. In such a case (BR, θ, ωR) and (BL, θ−1, ωL) are two
unital ∗-endomorphisms with invariant states. In this paper we will consider only
translation-invariant states of B.
We continue in this paper our investigations [Mo1,Mo2] on properties of translation-
invariant pure states of B with additional symmetries that arises naturally for
ground states of Heisenberg-type ferromagnetic or anti-ferromagnetic models in one
lattice dimensional quantum spin chains B and settle partially a general mathemat-
ical conjecture raised in [Ma3] on split property and its relation with asymptotic
behaviour of two-point spatial correlation functions. Our main result in particu-
lar, also settles partially some problems raised in [KMSW] on infinitely entangled
states. Taku Matsui, in his paper [Ma3], conjectured that the exponential decaying
property of two-point spatial correlation functions of a translation-invariant fac-
tor state ω will imply split property of the state ω. We will prove this conjecture
for a translation-invariant pure state ω on, one lattice dimensional quantum spin
chain namely, B = ⊗j∈ZM (j)d (C), under some additional symmetries on ω which are
described below and main result is stated as a theorem (Theorem 1.3).
If ω is a translation-invariant pure state on B then, Theorem 1.1 in [Mo1] says
that πω(BR)′′ is either a type-I or a type-III factor. On the other hand, if ωR
is a type-I factor state for a translation-invariant state ω then, ω is pure on B by
Theorem 2.8 in [Mo1] (for a different proof, see [Ma3]). There exist examples [AMa]
of translation-invariant pure states ω on B for which ωR is a type-III factor state
on BR. It is much easier [BJKW] to construct a translation-invariant state ω on
B with ωR as type-I factor state using Popescu’s dilation theory [Po]. A purely
mathematical question that arises now: how to assert which type of factor states
ωR(ωL) are, i.e. type-I or type-III factors, by studying additional symmetry of the
state ω or asymptotic behaviour of the group of automorphisms (B, θn, ω)?
Let Q→ Q˜ be the automorphism on B that maps an element
Q = Q
(−l)
−l ⊗Q(−l+1)−l+1 ⊗ ...⊗Q(−1)−1 ⊗Q(0)0 ⊗Q(1)1 ...⊗Q(n)n
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by reflecting around the point 12 of the lattice Z to
Q˜ = Q(−n+1)n ...⊗Q(0)1 ⊗Q(1)0 ⊗Q(2)−1 ⊗ ...Q(l)−l+1 ⊗Q(l+1)−l
for all n, l ≥ 1 and Q−l, ..Q−1, Q0, Q1, .., Qn ∈Md(C).
For a state ω of B we set a state ω˜ of B by
(5) ω˜(Q) = ω(Q˜)
for all Q ∈ B. Thus ω → ω˜ is an affine one to one onto map on the convex set of
states of B. The state ω˜ is translation-invariant, ergodic, factor state, if and only
if ω is translation-invariant, ergodic, factor state respectively. We say a state ω is
lattice reflection-symmetric or in short lattice symmetric if ω = ω˜.
If Q = Q
(l)
0 ⊗Q(l+1)1 ⊗ .... ⊗Q(l+m)m we set Qte = Qt(l)0 ⊗Qt(l+1)1 ⊗ .. ⊗ Qt(l+m)m ,
where Q0, Q1, ..., Qm are arbitrary elements in Md(C) and Q
t
0, Q
t
1, .. stands for
transpose with respect to an orthonormal basis (ei) for C
d (not complex conjugate)
of Q0, Q1, .. respectively. Note that in order to indicate Q
t
e depends on the basis e,
we have used suffix e which we will omit assuming that it won’t confuse an attentive
reader once a fixed orthonormal basis (ei) is under consideration. We define Q
t by
extending linearly for any Q ∈ Bloc. For a state ω of B, we define a state ω¯ on B
by the following prescription
(6) ω¯(Q) = ω(Qt)
Thus the state ω¯ is translation-invariant, ergodic, factor state, if and only if ω is
translation-invariant, ergodic, factor state respectively. We say ω is real , if ω¯ = ω.
Unitary matrices v ∈ Ud(C) act naturally on B as group of automorphisms
defined by
(7) βv(Q) = (..⊗ v ⊗ v ⊗ ...)Q(...⊗ v∗ ⊗ v∗ ⊗ v∗...)
We set a conjugate linear map Q → Q on B with respect to a basis (ei) for Cd
defined by extending identity action on elements
..Id⊗|ei0〉〈ej0 |(k)⊗|ei1〉〈ej1 |(k+1)⊗|ein〉〈ejn |(k+n)⊗Id.., 1 ≤ ik, jk ≤ d, k ∈ Z, n ≥ 0
anti-linearly. Thus we have Q∗ = Qt.
Following a well known notion [FILS], a state ω on B is called reflection positive
with a twist g0 ∈ Ud(C), if
(8) ω(Jg0(Q)Q) ≥ 0
for all Q ∈ BR, where v20 = Id and Jg0(Q) = βg0(Q˜).
Let G be a compact group and g → v(g) be a d−dimensional unitary representa-
tion of G. By γg we denote the product action of G on the infinite tensor product
B induced by v(g),
(9) γg(Q) = (..⊗ v(g)⊗ v(g)⊗ v(g)...)Q(... ⊗ v(g)∗ ⊗ v(g)∗ ⊗ v(g)∗...)
for any Q ∈ B, i.e. γg = βv(g). We say ω is G-invariant, if ω(γg(Q)) = ω(Q) for
all Q ∈ Bloc. If G = Ud(C) and v : Ud(C) → Ud(C) be the natural representation
v(g) = g, we often use notation βg for γg for simplification.
Now we state our main theorem proved in this paper.
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Theorem 1.3. Let ω be a pure lattice reflection-symmetric translation-invariant
real ( with respect to a basis (ei) of C
d ) state of B. If ω is also reflection positive
with a twist g0 ∈ Ud(C), g20 = Id then, two-point spatial correlation function of ω
decays exponentially, if and only if ω is a split state i.e. πω(BR)′′ is a type-I factor.
Theorem 1.3, in particular, also gives a sharper estimate for two-point correlation
function which in particular, makes it worth in the context of non-commutative
version of central limit theorem for stationary states proved in [GV1], [GV2], [GV3]
and [Ma5] in various degrees of generalities. In particular, Theorem 1.2 in [Ma5]
now says that the central limit theorem holds [Ma5] for a pure lattice reflection-
symmetric translation-invariant real ( with respect to a basis (ei) of C
d ) state ω
of B, if ω is split.
The paper is organized as follows: In section 2, we recall basic results on Cuntz
algebra Od and canonical amalgamated representation π of O˜d⊗Od associated with
a state ψ of Od which extend GNS representation of B ≡ ˜UHFd⊗UHFd associated
with the state ω. In section 3 we investigate the amalgamated representation π
with additional symmetries, in particular, when ω is pure. In section 4 we explore
the representation π to prove Theorem 1.3. The last section briefly reviews some
well known spin chain models and illustrates implication of our main result.
2. Mathematical Preliminaries
For the last few decades, a translation-invariant state of B had been studied exten-
sively in the mathematical literature, either in the framework of quantum Markov
states [Ac], [FNW1], [FNW2], [FNW3] or in the frame work of representation the-
ory of C∗ algebras [Pow], [Cu], [BJ], [BJP] and [BJKW]. Our investigation in [Mo1]
and [Mo2] had clubbed these two frameworks into an unified Kolmogorov’s dilation
theory, where inductive limit states [Sa[ are visualized in the frame work of Kol-
mogorov’s consistency theorem for stationary Markov processes. In this section,
however, we give the basic ideas that are involved in the proof of Theorem 1.3
after recalling some known results from [BJKW], [Mo1] and [Mo2] for our present
purpose.
First we recall that the Cuntz algebra Od(d ∈ {2, 3, .., }) [Cun] is the universal
unital C∗-algebra generated by the elements {s1, s2, ..., sd} subject to the following
relations:
(10) s∗i sj = δ
i
jI,
∑
1≤i≤d
sis
∗
i = I
Let Zd = {1, 2, 3, ..., d} be a set of d elements. I be the set of finite sequences
I = (i1, i2, ..., im) of elements, where ik ∈ Zd and m ≥ 1 and we use notation |I| for
the cardinality of I. We also include null set denoted by ∅ in the collection I and
set s∅ = s
∗
∅ = I identity of Od and sI = si1 ......sim ∈ Od and s∗I = s∗im ...s∗i1 ∈ Od.
The group Ud(C) of d× d unitary matrices acts canonically on Od as follows:
βg(si) =
∑
1≤j≤d
gji sj
for g = ((gij) ∈ Ud(C). In particular, the gauge action is defined by
βz(si) = zsi, z ∈ T = S1 = {z ∈ C : |z| = 1}.
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The fixed point sub-algebra of Od under the gauge action i.e., {x ∈ Od : βz(x) =
x, z ∈ S1} is the closure of the linear span of all Wick ordered monomials of the
form
si1 ...siks
∗
jk ...s
∗
j1 : I = (i1, .., ik), J = (j1, j2, .., jk)
and is isomorphic to the uniformly hyper-finite C∗ subalgebra
BR = ⊗1≤k<∞M (k)d (C)
of B, where the isomorphism carries the Wick ordered monomial above into the
matrix element
|ei1〉〈ej1 |(1) ⊗ |ei2〉〈ej2 |(2) ⊗ ....⊗ |eik〉〈ejk |(k) ⊗ 1⊗ 1....
We use notation UHFd for the fix point C
∗ sub-algebra of Od under the gauge group
action (βz : z ∈ S1). The restriction of βg to UHFd is then carried into action
Ad(g)⊗Ad(g)⊗Ad(g)⊗ ....
on BR.
We also define the canonical endomorphism λ on Od by
(11) λ(x) =
∑
1≤i≤d
sixs
∗
i
and the isomorphism carries λ restricted to UHFd into the one-sided shift
y1 ⊗ y2 ⊗ ...→ 1⊗ y1 ⊗ y2....
on BR. We note for all g ∈ Ud(C) that λβg = βgλ on Od and so in particular, also
on UHFd.
A family (vk : 1 ≤ k ≤ d) of contractive operators on a Hilbert space K is called
Popescu’s elements [Po], if
(12)
∑
k
vkv
∗
k = IK
For a family of Popescu’s elements (vk : 1 ≤ k ≤ d) on a Hilbert space K, we define
a unital completely positive map τ on B(K) by
(13) τ(x) =
∑
k
vkxv
∗
k, x ∈ B(K)
and τ -invariant elements Bτ (K) in B(K) by
(14) B(K)τ = {x ∈ B(K) : τ(x) = x}
We also note that the group action (βg) of Ud(C) on the collection of Popescu’s
elements (vi) defined by
βg(vi) =
∑
1≤j≤d
gji vj , 1 ≤ j ≤ d
keeps B(K)τ unperturbed.
We recall Proposition 2.4 in [Mo2] with little more details in the following propo-
sition without proof.
Proposition 2.1. Let (H, π,Ω) be the GNS representation of a λ invariant state
ψ on Od and P be the support projection of the normal state ψΩ(X) = 〈Ω, XΩ〉 in
the von-Neumann algebra π(Od)′′. Then the following holds:
(a) P is a sub-harmonic projection for the endomorphism Λ(X) =
∑
k SkXS
∗
k on
π(Od)′′ i.e. Λ(P ) ≥ P satisfying the following:
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(i) Λn(P ) ↑ I as n ↑ ∞;
(ii) PS∗kP = S
∗
kP, 1 ≤ k ≤ d;
(iii)
∑
1≤k≤d vkv
∗
k = I;
where Sk = π(sk) and vk = PSkP for 1 ≤ k ≤ d;
(b) For any I = (i1, i2, ..., ik), J = (j1, j2, ..., jl) with |I|, |J | <∞ we have ψ(sIs∗J) =
〈Ω, vIv∗JΩ〉 and the vectors {SIf : f ∈ K, |I| <∞} are total in H;
(c) The von-Neumann algebra M = Pπ(Od)′′P , acting on the Hilbert space K
i.e. range of P , is generated by {vk, v∗k : 1 ≤ k ≤ d}′′ and the normal state
φ(x) = 〈Ω, xΩ〉 is faithful on the von-Neumann algebra M.
(d) The self-adjoint part of the commutant of π(Od)′ is norm and order isomor-
phic to the space of self-adjoint fixed points of the completely positive map τ . The
isomorphism takes X ′ ∈ π(Od)′ onto PX ′P ∈ Bτ (K). Furthermore, M′ = Bτ (K).
(e) The following statements are equivalent:
(i) ψ is a factor state;
(i) M is a factor.
Conversely, let v1, v2, ..., vd be a family of bounded operators on a Hilbert space
K so that ∑1≤k≤d vkv∗k = I. Then there exists a unique up to unitary isomorphism
Hilbert space H, a projection operator P on H with range equal to K and a family
of isometries {Sk :, 1 ≤ k ≤ d} satisfying Cuntz’s relation (10) so that
(15) PS∗kP = S
∗
kP = v
∗
k
for all 1 ≤ k ≤ d and K is cyclic for the representation i.e. the vectors {SIK : |I| <
∞} are total in H.
Moreover the following holds:
(i) Λn(P ) ↑ I as n ↑ ∞;
(ii) For any D ∈ Bτ (K), Λn(D) → X ′ weakly as n → ∞ for some X ′ in the
commutant {Sk, S∗k : 1 ≤ k ≤ d}′ so that PX ′P = D. Moreover the self adjoint
elements in the commutant {Sk, S∗k : 1 ≤ k ≤ d}′ is isometrically order isomorphic
with the self adjoint elements in Bτ (K) via the surjective map X ′ → PX ′P .
(iii) {vk, v∗k, 1 ≤ k ≤ d}′ ⊆ Bτ (K) and equality holds, if and only if P ∈ {Sk, Sk, 1 ≤
k ≤ d}′′.
(iv) Let M be a von-Neumann algebra generated by the family {vk : 1 ≤ k ≤ d} of
operators on Hilbert space K and M′ = Bτ (K). Then for any τ-invariant faithful
normal state φ on M there exists a λ-invariant state ψ on Od defined by
ψ(sIs
∗
J) = φ(vIv
∗
J ), |I|, |J | <∞
so that its GNS space associated with (M, φ) is identified with the support projection
of ψ in π(Od)′′, where (H, π,Ω) is the GNS space of (Od, ψ).
Furthermore, for a given λ-invariant state ψ, the family (K,M, vk 1 ≤ k ≤ d, φ)
satisfying (iv) is determined uniquely up to unitary conjugation.
Our next two propositions are adapted from results in section 6 and section 7
of [BJKW] as stated in the present form in Proposition 2.5 and Proposition 2.6 in
[Mo2].
Proposition 2.2. Let ψ be a λ invariant factor state on Od and (H, π,Ω) be
its GNS representation. Then the following holds:
(a) The closed subgroup H = {z ∈ S1 : ψβz = ψ} is equal to
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{z ∈ S1 : βzextends to an automorphism of π(Od)′′}
(b) Let OHd be the fixed point sub-algebra in Od under the gauge group {βz : z ∈ H}.
Then π(OHd )′′ = π(UHFd)′′.
(c) If H is a finite cyclic group of k many elements and π(UHFd)
′′ is a factor, then
π(Od)′′
⋂
π(UHFd)
′ ≡ Cm, where 1 ≤ m ≤ k.
Let ψ be a λ-invariant factor state of Od as in Proposition 2.2. Let z → Uz
be the unitary representation of H in the GNS space (H, π,Ω) associated with the
state ψ of Od defined by
(16) Uzπ(x)Ω = π(βz(x))Ω
so that π(βz(x)) = Uzπ(x)U
∗
z for x ∈ Od. We use same notation (βz : z ∈ H) for its
normal extension as automorphism on π(Od)′′. Furthermore, 〈Ω, Pβz(I−P )PΩ〉 =
0 since ψ = ψβz for z ∈ H . P being the support projection of ψ in π(Od)′′, we
have Pβz(I−P )P = 0 i.e. βz(P ) ≥ P for all z ∈ H . Since H is group, we conclude
that βz(P ) = P i.e. PUz = UzP for all z ∈ H . Thus by Proposition 2.2 (b),
P ∈ π(UHFd)′′. We define von-Neumann subalgebra M0 of M by
(17) M0 = Pπ(UHFd)′′P
i.e. M0 is weak∗ closure of vector space {vIv∗J : |I| = |J |} by Proposition 2.1 (a).
Let K0 be the Hilbert subspace of K equal to the range of [M0Ω]. ThenM0 can be
realized as a von-Neumann subalgebra of B(K0), however its commutant in B(K0)
could be different from commutant M′0 taken in B(K).
Since endomorphism Λ(X) =
∑
k π(sk)Xπ(s
∗
k) preserves π(UHFd)
′′ τ also pre-
serves M0. Let φ0 be the restriction of φ to M0. Thus (M0, τn, n ≥ 1, φ0) is a
quantum dynamical system [Mo1] of a completely positive map τ on M0 with a
faithful normal invariant state φ0.
We consider now the group of automorphism (βz : z ∈ H) on B(K) defined by
βz(a) = uzau
∗
z, where z → uz = PUzP is the unitary representation of H in K.
Let
(18) uz =
∑
k∈Hˆ
zkPk
be Stone-Naimark-Ambrose-Godement (SNAG) decomposition [Mac49] of the uni-
tary representation z → uz into its dual group Hˆ. So we have
Pk = [vIv
∗
JΩ : |I| − |J | = k]
for k ∈ Hˆ and in particular,
P0 = [M0Ω]
Furthermore, a bounded linear or anti-linear operator a on K keeps each subspace
Pk invariant for k ∈ Hˆ, if and only if βz(a) = uzau∗z = a for all z ∈ H .
Let ω′ be a λ-invariant state on the UHFd sub-algebra of Od. Following [BJKW,
section 7] and ω be the inductive limit state ω of B ≡ ˜UHFd ⊗ UHFd. In other
words ω′ = ωR once we make the identification UHFd with BR. We consider the
set
Kω = {ψ : ψ is a state on Od such that ψλ = ψ and ψ|UHFd = ωR}
By taking invariant mean on an extension of ωR to Od, we verify that Kω is non
empty and Kω is clearly convex and compact in the weak topology. In case ω is an
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ergodic state ( extremal state ) then, ωR is as well an extremal state in the set of
λ-invariant states of B. Thus Kω is a face in the λ invariant states. Now we recall
Lemma 7.4 of [BJKW] in the following proposition which quantifies what we can
gain by considering a factor state on Od instead of its restriction to UHFd.
Proposition 2.3. Let ω be an ergodic state of B. Then ψ ∈ Kω is an extremal
point in Kω, if and only if ψ is a factor state. Moreover any other extremal point in
Kω is of the form ψβz for some z ∈ S1 and H = {z ∈ S1 : ψβz = ψ} is independent
of the extremal point ψ ∈ Kω.
In Proposition 2.1 (b) we have taken an arbitrary element ψ ∈ Kω to find a family
of Popescu’s elements P = (K, vi ∈M, 1 ≤ i ≤ d, Ω) in its support projection and
arrived at a representation of ω given by
(19) ω(|ei1〉〈ej1 |(1) ⊗ |ei2〉〈ej2 |(2) ⊗ ....⊗ |eik〉〈ejk |(k) ⊗ 1⊗ 1..) = φ(vIv∗J ),
where I = (i1, i2, .., ik) and J = (j1, j2, .., jk). However, such a representation
need not be unique even upto unitary conjugation unless Kω is a singleton set.
Nevertheless by Proposition 2.3 for a factor state ω, two extreme points ψ and ψ′ in
Kω being related by ψ
′ = ψβz for some z ∈ S1, Popescu’s elements P = {K, vk : 1 ≤
k ≤ d, ∑k vkv∗k = IK} and P ′ = {K′, v′k : 1 ≤ k ≤ d, ∑k v′k(v′)∗k = IK′} associated
with support projections of ψ and ψ′ in πψ(Od)′′ and πψ′(Od)′′ respectively are
unitary equivalent modulo a gauge modification i.e. by Proposition 2.1 there exists
a unitary operator u : K → K′ and z ∈ S1 so that uvku∗ = zv′k for all 1 ≤ k ≤ d.
In other words we find a one-one correspondence between
(20) ω ⇔ ωR ⇔ Kextω ⇔ Pext ⇔ (M, τ, φ)
modulo unitary conjugations and phase factors, where Kextω is the set of extreme
points in Kω and Pext is the set of Popescu’s elements associated with extreme
points of Kω on their support projections of the states given as in Proposition 2.1.
Furthermore, for the support projection P = [π(Od)′Ω], we have βz(P ) = P for all
z ∈ H . Hence by Proposition 2.2 (b), we have P ∈ π(UHFd)′′. SoM0 = Pπ(Od)′′P
is a von-Neumann algebra in its own right and M0 ⊆ M and τ takes elements of
M0 to itself. Thus (M0, τ, φ0) is a semi-group of unital completely positive maps
with a faithful normal invariant state φ0, the restriction of φ to M0 and such
a triplet (M0, τ, φ0) is canonically associated with the state ω modulo unitary
conjugation. Thus it is natural to expect that various properties of ω are related to
that of (M0, τ, φ). We have already explored purity of ω in [Mo1] to find its precise
relation with the asymptotic behaviour of the dynamics (M0, τn, φ0) as n → ∞.
Along with (M0, τn, φ0), asymptotic behaviour of the dual dynamics (M′0, τ˜n, φ0)
( defined by D Petz [OP] following a work of Accardi-Cecchini [AC] ) also played
an important role in our analysis. We now recall the details of it and explain how
it is related to symmetry (5) of ω.
Since φ is a faithful state, Ω ∈ K is a cyclic and separating vector for M and
the closure of the closable operator S0 : aΩ → a∗Ω, a ∈ M, S possesses a polar
decomposition S = J∆1/2, where J is an anti-unitary and ∆ is a non-negative self-
adjoint operator on K. Tomita’s [BR] theorem says that ∆itM∆−it = M, t ∈ R
and JMJ = M′, where M′ is the commutant of M. We define the modular
automorphism group σ = (σt, t ∈ T) on M by
σt(a) = ∆
ita∆−it
which satisfies the modular relation
φ(aσ− i2 (b)) = φ(σ
i
2
(b)a)
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for any two analytic elements a, b for the group of automorphisms (σt). A more
useful modular relation used frequently in this paper is given by
(21) φ(σ− i2 (a
∗)∗σ− i2 (b
∗)) = φ(b∗a)
which shows that J aΩ = σ− i2 (a
∗)Ω for an analytic element a for the automorphism
group (σt). Anti unitary operator J and the group of automorphism σ = (σt, t ∈
R) are called Tomita’s conjugate operator and modular automorphisms associated
with φ respectively.
The state φ(a) = 〈Ω, xΩ〉 on M being faithful and invariant of τ :M→M, we
find a unique unital completely positive map τ˜ : M′ → M′ ([section 8 in [OP] )
satisfying the duality relation
(22) 〈bΩ, τ(a)Ω〉 = 〈τ˜ (b)Ω, aΩ〉
for all a ∈ M and b ∈ M′. For a proof, we refer to section 8 in the monograph
[OP] or section 2 in [Mo1].
Since τ(a) =
∑
1≤k≤d vkav
∗
k, x ∈M is an inner map i.e. each vk ∈M, we have
an explicit formula for τ˜ as follows: For each 1 ≤ k ≤ d, we set contractive operator
(23) v˜k = J σ i
2
(v∗k)J ∈M′
That v˜k is indeed well defined as an element in M′ given in section 8 in [BJKW].
By the modular relation (17), we have
(24)
∑
k
v˜kv˜
∗
k = IK and τ˜ (b) =
∑
k
v˜kbv˜
∗
k, b ∈ M′
Moreover, if I˜ = (in, .., i2, i1) for I = (i1, i2, ..., in), we have
v˜∗IΩ
= J σ i
2
(vI˜)
∗JΩ
= J∆ 12 vI˜Ω
= v∗
I˜
Ω
and
(25) φ(vIv
∗
J ) = φ(v˜I˜ v˜
∗
J˜
), |I|, |J | <∞
We also set M˜ to be the von-Neumann algebra generated by {v˜k : 1 ≤ k ≤ d}.
Thus M˜ ⊆M′.
Since S0βz(a)Ω = βz(a
∗)Ω for all a ∈ M, we have S0uz = uzS0 on MΩ. Once
again by uniqueness of polar decomposition for S = J∆ 12 , we get uzJ u∗z = J and
uz∆
1
2u∗z = ∆
1
2 . In particular, J ,∆ 12 commutes with Pk for all k ∈ Hˆ, where Pk
are projections defined in (18). Furthermore, since E =
∫
z∈H
βzdz is a norm one
projection ( i.e. a unital completely positive map E :M→M0 satisfying the bi-
module property, i.e. E(zxy) = zE(x)y, x ∈ M, z, y ∈ M0 ) from M to the fixed
point von-Neumann sub-algebra M0 of M, the modular group of automorphisms
(σt) keep M0 invariant i.e. σt(M0) = M0 for all t ∈ R by a Theorem of M.
Takesaki [Ta]. Note also thatM0 = Pπ(UHFd)′′P as a von-Neumann algebra with
its cyclic space K0 = [M0Ω]. Thus, we have von-Neumann algebra M0 acting on
K0 and the map x → τ(x), once restricted to M0 admits an adjoint completely
positive map which is the restriction of τ˜ on M′0 i.e.
τ˜ (y) =
∑
1≤k≤d
v˜kyv˜
∗
k
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for all y ∈M′0 satisfying the restricted duality relation of (22) given below:
〈yΩ, τ(x)Ω〉 = 〈τ˜ (y)Ω, xΩ〉
for all x ∈M0, y ∈M′0, where M′0 is the commutant of M0 in B(K0).
We denote by K 12 the Hilbert space completion of the vector spaceM with inner
product given by
〈〈x, y〉〉 = 〈xJ yJ 〉
Then T : K 12 → K 12 is a contractive operator defined by extending the map
(26) Tx→ τ(x), x ∈M
and it restriction to M0 has a contractive extension to its Hilbert space closure
denoted by K 120 .
A non-trivial symmetry of ω will determine a unique affine map on Kω and
thus taking an extremal element of Kω to another extremal element of Kω. Since
associated Poposecu’s elements on support projections of an extremal element are
determined uniquely modulo a unitary conjugation, each symmetry will give rises
to an undetermined unitary operators intertwining Popescu’s elements modulo a
gauge group action. Basic strategy here is to find algebraic relation between Cuntz
state ψ and associated Popescu’s elements (K, vk : 1 ≤ k ≤ d) in its support
projection with its dual Cuntz state ψ˜ associated with dual Popescu’s elements
(v˜k, 1 ≤ k ≤ d). Using symmetries of ω given in (5) and (6), additional condition of
refection positivity (8) ensures that T : K 120 → K
1
2
0 is self-adjoint. Thus the spectrum
of T commands on the behaviour of two-point spatial correlations function and also
on split property of ω. While studying symmetry (5) of ω, we need equality of the
support projections of ψ and ψ˜ in order to find algebraic relations between their
Popescu’s elements. To that end we recall results from [Mo2] in the next paragraph.
Let O˜d be an another copy of Cuntz algebra Od and π be the Popescu’s pre-
scription [Po] (Theorem 5.1 in [BJKW] or Proposition 2.1 in [Mo2]) of a minimal
Stinespring representation π : O˜d → B(H˜) associated with the completely positive
map s˜I s˜
∗
J → v˜I v˜∗J , |I|, |J | <∞ so that
Pπ(s˜∗i )P = π(s˜
∗
i )P = v˜
∗
i
Furthermore, we have a dual state ψ˜ of O˜d defined by
ψ˜(s˜I s˜
∗
J) = 〈Ω, S˜I S˜∗JΩ〉
(27) = φ(v˜I v˜
∗
J )
However, by the converse part of Proposition 2.1, P : H˜ → K is also the support
projection of ψ˜ in π(O˜d)′′, if and only if
{y ∈ B(K) :
∑
k
v˜kyv˜
∗
k = y} = M˜′
Let ψ be a λ-invariant state on Od and ψ˜ be the state on O˜d, which is another
copy of Od, defined by
(28) ψ˜(s˜I s˜
∗
J ) = ψ(sJ˜s
∗
I˜
)
for all |I|, |J | < ∞ and (Hψ˜ , πψ˜,Ωψ˜) be the GNS space associated with (O˜d, ψ˜).
That ψ˜ is well defined and coincide with our earlier definition of dual state ψ˜ given
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in (27) follows once we check by (25) that
ψ(sJ˜s
∗
I˜
) = φ(vJ˜v
∗
I˜
) = φ(v˜I v˜
∗
J)
for all |I|, |J | <∞.
Similarly for any translation-invariant state ω on B, we define translation-invariant
state ω˜ of B by
ω˜(Q
(−l)
−l ⊗Q(−l+1)−l+1 ⊗ ...⊗Q(−1)−1 ⊗Q(0)0 ⊗Q(1)1 ...⊗Q(n)n )
(29) = ω(Q(−n+1)n ...⊗Q(0)1 ⊗Q(1)0 ⊗Q(2)−1 ⊗ ...Q(l)−l+1 ⊗Q(l+1)−l )
for all n, l ≥ 1 and Q−l, ..Q−1, Q0, Q1, .., Qn ∈ Mn(C), where Q(k) is the matrix Q
at lattice point k and extending linearly to any Q ∈ B. We also note that ψ ∈ Kω,
if and only if ψ˜ ∈ Kω˜.
The map ψ → ψ˜ is bijective and affine between the convex sets of λ and λ˜
invariant states of Od and O˜d respectively. In particular, the map ψ → ψ˜ takes an
element from Kω to Kω˜ and the map is once more bijective and affine. Hence for
any extremal point ψ ∈ Kω, ψ˜ is also an extremal element in Kω˜. Using Power’s
criterion (4) we also verify here that ω is an extremal point in the convex set of
translation-invariant states if and only if ω˜ is an extremal point in the convex set of
translation-invariant states. However, such a conclusion for a pure state ω is not so
obvious. We have the following useful proposition stated in full generality keeping
in mind its future applications [Mo3].
Proposition 2.4. Let ω be an extremal translation-invariant state on B and
ψ → ψ˜ be the map defined from λ invariant states on Od to λ˜ invariant states of
O˜d by (28). Then the following holds:
(a) ψ ∈ Kω is a factor state, if and only if ψ˜ ∈ Kω˜ is a factor state.
(b) ω is pure, if and only if ω˜ is pure.
(c) Let (K,M˜, v˜k : 1 ≤ k ≤ d) be the dual Popescu’s elements defined in (23) with
associated dual state ψ˜ of O˜d defined in (28). Then P is the support projection of
ψ˜ in its GNS representation, if and only if B(K)τ˜ = M˜′
Proof. Since ω is an extremal translation-invariant state, by Power’s criterion
(4) ω˜ is also an extremal state. Since an extremal point of Kω is mapped to an
extremal point in Kω˜ by the affine property of the map ψ → ψ˜, we conclude by
Proposition 2.3 that ψ is a factor state, if and only if ψ˜ is a factor state. For
(b) note that x˜y = x˜y˜ and x˜∗ = x˜∗ by our definition. Thus ω˜(x∗y) = ω( ˜x∗y) =
ω((x˜)∗y˜). Thus one can easily construct a unitary operator between the two GNS
spaces associated with (B, ω) and (B, ω˜) intertwining two representation modulo a
reflection i.e. Uπω(x)U
∗ = πω˜(x˜) and UΩω = Ωω˜. Thus (b) is now obvious.
The last statement (c) is the converse part of Proposition 2.1 applied to dual
Popescu’s elements (K,M˜, v˜k : 1 ≤ k ≤ d).
Now we briefly recall the amalgamated representation π of O˜d⊗Od [BJKW,Mo2]
and a necessary and sufficient condition for a translation-invariant factor state ω
to be pure. This criteria in particular, proves that the equality B(K)τ˜ = M˜′ in
Proposition 2.4 (c) holds, if and only if ω is pure.
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Following [BJKW] we consider the amalgamated tensor product H ⊗K H˜ of H
with H˜ over the joint subspace K. It is the completion of the quotient of the set
CI¯ ⊗ CI ⊗K,
where I¯ , I both consisting of all finite sequences with elements in {1, 2, .., d}, by the
equivalence relation defined by a semi-inner product defined on the set by requiring
〈I¯ ⊗ I ⊗ f, I¯J¯ ⊗ IJ ⊗ g〉 = 〈f, v˜J¯vJg〉,
〈I¯ J¯ ⊗ I ⊗ f, I¯ ⊗ IJ ⊗ g〉 = 〈v˜J¯f, vJg〉
and all inner product that are not of these form are zero. We also define two com-
muting representations (Si) and (S˜i) of Od onH⊗KH˜ by the following prescription:
SIλ(J¯ ⊗ J ⊗ f) = λ(J¯ ⊗ IJ ⊗ f),
S˜I¯λ(J¯ ⊗ J ⊗ f) = λ(J¯ I¯ ⊗ J ⊗ f),
where λ is the quotient map from the index set to the Hilbert space. Note that
the subspace generated by λ(∅ ⊗ I ⊗ K) can be identified with H and earlier SI
can be identified with the restriction of SI defined here. Same is valid for S˜I¯ . The
subspace K is identified here with λ(∅⊗∅⊗K). Thus K is a cyclic subspace for the
representation
s˜j ⊗ si → S˜jSi
of O˜d⊗Od in the amalgamated Hilbert space. Let P be the projection on K. Then
we have
S∗i P = PS
∗
i P = v
∗
i
S˜∗i P = PS˜
∗
i P = v˜
∗
i
for all 1 ≤ i ≤ d.
We sum up result required in the following proposition.
Proposition 2.5. Let ψ be an extremal element in Kω and (K, vk, 1 ≤ k ≤ d)
be the Popescu’s elements in the support projection of ψ in π(Od)′′ described in
Proposition 2.1 and (K, v˜k, 1 ≤ k ≤ d) be the dual Popescu’s elements and π be the
amalgamated representation of O˜d ⊗Od. Then the following holds:
(a) For any 1 ≤ i, j ≤ d and |I|, |J | <∞ and |I¯|, |J¯ | <∞
〈Ω, S˜I¯ S˜∗J¯SiSIS∗JS∗jΩ〉 = 〈Ω, S˜iS˜I¯ S˜∗J¯ S˜∗j SIS∗JΩ〉;
(b) The vector state ψΩ on
˜UHFd ⊗UHFd ≡ ⊗0−∞Md ⊗∞1 Md ≡ ⊗ZMd
is equal to ω;
(c) π(O˜d ⊗Od)′′ = B(H˜ ⊗K H) and M∨M˜ = B(K);
(d) Let E and E˜ be the support projection of ψ in π(Od)′′ and π(O˜)d)′′ respectively
i.e. E = [π(Od)′Ω] and E˜ = [π(O˜d)′Ω]. If F = [π(Dd)′′Ω] and F˜ = [π(O˜d)′′Ω]
then, the following statements are equivalent:
(i) ω is pure;
(ii) E = F˜ and E˜ = F ;
(iii) P = E˜F ;
(iv) M˜′ = B(K)τ˜ ;
(v) πω(BR)′ = πω(BL)′′ (Haag duality).
In such a case ( i.e. if ω is pure ) M′ = M˜ as von Neumann sub-algebra
of B(K) and M′0 = M˜0 as von-Neumann sub-algebra of B(K0). Furthermore,
M˜ = Pπ(O˜d)′′P and M˜0 = Pπ( ˜UHFd)′′P .
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Proof. For (a)-(c) we refer to Proposition 3.1 and Proposition 3.2 in [Mo2] and
for (d) we refer to Theorem 3.6 in [Mo2].
We consider ( [BR-II] page 110 ) the unique KMS state ψβ at inverse temperature
β = ln(d) for the automorphism αt(si) = e
itsi : t ∈ R on Od. The state ψβ is
λ invariant and its restriction ω0 = ψ|UHFd is the unique faithful trace on BR.
The state ψβ being a KMS state for an automorphism, the normal state induced
by the cyclic vector on πψ(Od)′′ is also separating for π(Od)′′. Thus we check
that v∗k = S
∗
k and a simple computation shows that J v˜∗kJ = 1dSk. Thus equality
M˜ =M′ holds. But the corner vector space Pπ(O˜d)′′P generated by the elements
{v˜I v˜∗J : |I|, |J | < ∞} is equal to the linear span of {SI , S∗J : |I|, |J | < ∞} which
fails to be an algebra. Thus P 6= E˜F . However, the unique normalize trace ω0 on
B is having symmetry given in (5) and (6) and also reflection positive. This gives
an example indicating how pure property of ω balances the support projections of
ψ and ψ˜ in the amalgamated representation π of Od and O˜d respectively.
3. Symmetries of a translation-invariant pure state on B
In this section we investigate translation-invariant factor states on B with some dis-
crete symmetries. Finally we specialized our analysis to pure states with additional
symmetries and its two-point correlation functions.
Proposition 3.1. Let ω be a lattice-symmetric translation-invariant factor state
of B. Then the map ψ → ψ˜ is an affine bijective map on Kω. Furthermore, there
exists an extremal element ψ ∈ Kω for which
ψ˜ = ψβζ ,
where ζ2 ∈ H and ζ = exppiin , if H = {z : zn = 1} for some n ≥ 1 otherwise ζ = 1,
if H = S1.
Proof. That the map ψ → ψ˜ is affine follows once we use implicit definition of
dual states given in (28). Since ψ˜ restricted to BR is ω˜R, the map is bijective from
Kω onto Kω˜ as
˜˜
ψ = ψ. In particular, the map is affine and bijective on Kω once
ω = ω˜. In particular, the affine map takes any given extremal element of Kω to
another extremal element of Kω if not itself.
We fix an extremal element ψ ∈ Kω and recall closed subgroup H = {z ∈
S1 : ψ = ψβz} of S1 is independent of choice for an extremal point ψ ∈ Kω by
Proposition 2.3. Thus the set of extremal elements in Kω can be identified with
S1/H ≡ S1 or {1} by the map z → ψβz.
If ω = ω˜ then, ψ˜ is also an extremal element in Kω and thus by Proposition 2.3
there exists an ζ0 ∈ S1 such that ψ˜ = ψβζ0 . Since ˜˜ψ = ψ and ˜ψβz = ψ˜βz for all
z ∈ S1, we compute in particular, for ω = ω˜ that
ψ = ˜˜ψ = (ψβζ0 )˜ = ψ˜βζ0 = ψζζ20
Thus ζ20 ∈ H . Without loose of generality we can take ζ0 to be any element in the
quotient group S1/H i.e. any other element in ζ ∈ S1 for which ζ−1ζ0 ∈ H .
If H = {z ∈ S1 : zn = 1}, we can modify our choice for extremal element
ψ ∈ Kω, if required, for ψ˜ = ψβζ with ζ = exppiin as follows:
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Since (ββz )˜ = β˜βz for all z ∈ S1, the affine map ψ → ψ˜ takes ψβz → ψβζ0βz and
the affine map induces a continuous one to one and onto map on quotient group
S1/H ≡ S1 as ˜˜ψ = ψ. However, any continuous one to one and onto map on S1
with its own inverse is either has a fixed point or it is a rotation map by an angle π.
So either the affine map induces a fixed point in the map ψβz → ψβζ0βz, z ∈ S1/H
or ζ20 = 1 in S
1/H ≡ S1.
Thus there exists an extremal element still denoting ψ ∈ Kω so that ψ˜ = ψβζ ,
where ζ is either 1 or −1, where we have identified S1/H = S1 when H 6= S1. Once
we remove the identification S1/H ≡ S1 to arrive ψ˜ = ψβζ , where ζ is either 1 or
exp
pii
n .
Note that in case H = S1 then, ψ˜ = ψ for ψ ∈ Kω as Kω is a singleton set by
Proposition 2.3.
Proposition 3.2. Let ω be a translation-invariant state on B as in Proposition
2.5. If ω is lattice reflection symmetric then, the following holds:
(a) If H = {z : zn = 1} for some n ≥ 1 then, ψ˜ = ψβζ for all ψ ∈ Kω, where ζ is
fixed either 1 or exp
pii
n and there exists a unitary operator Uζ on H⊗K H˜ so that
(30) U∗ζ = Uζ¯ , UζΩ = Ω, UζSkU
∗
ζ = βζ¯(S˜k)
for all 1 ≤ k ≤ d.
Furthermore, if ω is also pure then, there exists a unitary operator uζ : K → K
so that
(31) uζΩ = Ω, uζvku
∗
ζ = βζ¯(v˜k)
for all 1 ≤ k ≤ d and uζJ u∗ζ = J , uζ∆
1
2u∗ζ = ∆
− 12 , u∗ζ = uζ¯ and uζMu∗ζ =
M′, u∗ζMuζ =M′. Further if ζ = 1 then, uζ is self-adjoint and otherwise if ζ 6= 1
then, u2nζ is self adjoint.
(b) If H = S1 then, Kω has a unique element ψ and (30) is valid with ζ = 1.
Further if ω is also pure then, (31) is also valid with ζ = 1.
Proof. Proposition 3.1 gives existence of an extremal element ψ ∈ Kω so that
ψ˜ = ψβζ , where ζ is fixed either equal to 1 or exp
pii
n . As (ψβz )˜ = ψ˜βz for all z ∈ S1,
a simple application of Proposition 2.3 says that ψ˜ = ψβζ for all extremal points
in Kω if it holds for one extremal element. Hence existence part in (a) is true by
Krein-Millmann theorem.
Ω is a cyclic vector for π(Od ⊗ O˜d) and thus we define Uζ : H⊗K H˜ → H⊗K H˜
by
Uζ : S˜I′ S˜
∗
J′SIS
∗
JΩ→ βζ¯(S˜I S˜∗JSI′S∗J′)Ω
That Uζ is a unitary operator follows once we verify the following steps by our
condition that ψ˜ = ψβζ and Proposition 2.5 (a) as follows:
〈Ω, S˜I′ S˜∗J′SIS∗JΩ〉
= 〈Ω, S˜I′SIS∗J S˜∗J′Ω〉
( since π(Od)′′ commutes with π(O˜d)′′)
= 〈Ω, SI˜′SIS∗JS∗J˜′Ω〉
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(by Proposition 2.5 (a), where we used v∗IΩ = v˜I˜Ω )
= 〈Ω, βζ¯(S˜I˜′ S˜I S˜∗J S˜∗J˜′)Ω〉
( since ψ˜ = ψβζ )
= 〈Ω, βζ¯(SI′ S˜I S˜∗JS∗J′)Ω〉
(by Proposition 2.5 (a) again)
= 〈Ω, βζ¯(S˜I S˜∗JSI′S∗J′)Ω〉
(since π(Od)′′ commutes with π(O˜d)′′)
By Cuntz relation (9), we have
(SI1S
∗
J1)
∗SI2S
∗
J2
= SJ1S
∗
I1SI2S
∗
J2
= 0 or SI3S
∗
J3 6= 0
, where I3 and J3 in I are uniquely determined by sets I1, J1 and I2, J2. Note
also that βg0((SI1S
∗
J1
)∗)βg0(SI2S
∗
J2
) = βg0(SI3S
∗
J3
). Note that the same set I3, J3
is determined if we use Cuntz elements π(O˜d) instead of π(Od). Now we verify
the inter-product preserving property between two elements of the form fI′,J′,I,J =
S˜I′ S˜
∗
J′SIS
∗
JΩ as follows:
〈fI′1,J′1,I1.J1 , fI′2,J′2,I2,J2〉
= 〈Ω, fI′3,J′3,I3,J3〉
= 〈Ω, βg0(fI3,J3,I′3,J′3)〉
= 〈βg0(fI1,J1,I′1,J′1), βg0(fI2,J2,I′2,J′2)〉
By our construction we also have UζSk = βζ¯(S˜k)Uζ for all 1 ≤ k ≤ d. In
particular, Uζπ(Od)′′U∗ζ = π(O˜d)′′.
We recall projections E = [π(Od)′Ω] and E˜ = [π(O˜d)′Ω] defined in Proposition
2.5 (d). We also recall projections F = [π(Od)′Ω] and F˜ = [π(O˜dΩ]. We have
P = EF in general by our construction of amalgamated representation. If the
state ω is pure, then by Proposition 2.5 (d) we have F = E˜ and F˜ = E. Thus
EF = EE˜ = E˜F˜
i.e. P = EE˜.
Once the pure state ω is also lattice reflection-symmetric, by our construc-
tion of Uζ , we have Uζπ(Od)′U∗ζ = π(O˜d)′ and Uζπ(O˜d)′U∗ζ = π(Od)′. Fur-
thermore, UζΩ = Ω says that UζEU
∗
ζ = E˜ and UζE˜U
∗
ζ = E. Thus we have
UζPU
∗
ζ = UζEE˜U
∗
ζ = E˜E = P , which ensures a unitary operator uζ = PUζP on
K. Furthermore, a routine calculation shows using (26) that
(32) uζΩ = Ω, uζv
∗
ku
∗
ζ = βζ¯(v˜
∗
k)
for all 1 ≤ k ≤ d. As U∗ζ = Uζ¯ , we have u∗ζ = uζ¯ . If ζ 6= 1, then ζ2n = 1 and thus
U2nζ is inverse of its own. Thus u
2n
ζ is self-adjoint. By Proposition 2.5 (d), we have
in generalM′ = M˜ if ω is pure.
We recall Tomita’s conjugation operators [BR-I] SxΩ = x∗Ω, x ∈ M and
Fx′Ω = x′∗Ω, x′ ∈M′ and verify the following equalities using (28) for |I|, |J | <∞
uζSvIv
∗
JΩ
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= uζvJv
∗
IΩ
= uζvJv
∗
Iu
∗
ζΩ
= βζ¯(v˜J v˜
∗
I )Ω
= Fβζ¯(v˜I v˜
∗
J )Ω
= FuζvIv
∗
Ju
∗
ζΩ
= FuζvIv
∗
JΩ
Since F = J∆ 12 on MΩ and F = J∆− 12 on M′Ω, we have uζJ∆ 12 = J∆− 12uζ
on MΩ, i.e uζJ u∗ζuζ∆
1
2u∗ζ = J∆−
1
2 on MΩ. Thus by the uniqueness of polar
decomposition of S we conclude that uζJ u∗ζ = J and uζ∆
1
2 u∗ζ = ∆
− 12 .
By Proposition 2.5 (d) we get
uζMu∗ζ
= PUζPπ(Od)′′PU∗ζP
= PUζπ)Od)′′U∗ζ P
= Pπ(O˜d)′′P
= M˜
Along the same line we also have uM˜u∗ =M i.e. u∗Mu = M˜.
Since H = S1, non empty set Kω contains only one element and so ψ˜ = ψ. Rest
of the proof goes along the same line as of (a) without the phase factor involved in
(26) and (27).
We make a simple observation here that H = S1 for the unique KMS-state ψ
for the automorphisms αt(sk) = e
itsk on Od Proposition 3.2 says that (26) is valid
with ζ = 1. It is easy to check that (27) is not valid as v∗k = S
∗
k and J v˜∗kJ = 1dSk
for all 1 ≤ k ≤ d. For details we refer to [BR-II] (page-110).
Now we introduce another useful symmetry on ω. If Q = Q
(l)
0 ⊗Q(l+1)1 ⊗ .... ⊗
Q
(l+m)
m we set Qt = Qt
(l)
0 ⊗Qt(l+1)1 ⊗..⊗Qt(l+m)m , where Q0, Q1, ..., Qm are arbitrary
elements inMd and Q
t
0, Q
t
1, .. stands for transpose with respect to an orthonormal
basis (ei) for C
d (not complex conjugate) of Q0, Q1, .. respectively. We define Q
t
by extending linearly for any Q ∈ Bloc. For a state ω on B we define a state ω¯ on
B by the following prescription
(33) ω¯(Q) = ω(Qt)
Thus the state ω¯ is a translation-invariant, ergodic, factor state, if and only if ω is a
translation-invariant, ergodic, factor state respectively. We say ω is real if ω¯ = ω.
In this section we study a translation-invariant real state.
For a λ invariant state ψ on Od we define a λ invariant state ψ¯ by
(34) ψ¯(sIs
∗
J ) = ψ(sJs
∗
I)
for all |I|, |J | <∞ and extend linearly. That it defines a state follows as for an ele-
ment x =
∑
c(I, J)sIs
∗
J , we have ψ¯(x
∗x) = ψ(y∗y) ≥ 0 , where y = ∑ c(I, J)sJs∗I .
It is obvious that ψ ∈ Kω, if and only if ψ¯ ∈ Kω¯ and the map ψ → ψ¯ is an
affine map. In particular, an extremal point in Kω is also mapped to an extremal
point in Kω¯. It is also clear that ψ¯ ∈ Kω, if and only if ω is real. Hence a real
state ω determines an affine bijective map ψ → ψ¯ on the compact convex set Kω.
Furthermore, if ω is also extremal on B, then the affine map takes an extremal
element ψ0 to another extremal element ψ¯0 of Kω and there exists a ζ0 ∈ S1 so
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that ψ¯0 = ψ0βζ0 . However, ζ0 is not uniquely determined and for any other ζ ∈ S1
for which ζζ−10 ∈ H , we also have ψ˜0 = ψβζ . The set of extremal elements in Kω
can be identified with S1/H ≡ S1 or {1} via the map z → ψ0βz.
Since ψ0βz = ψ¯0βz¯ for all z ∈ S1 and the affine map ψ → ψ¯ takes ψ0βz to ψ0βz0z¯ .
If z0 = 1 the map fixes two-point namely ψ0 and ψ0β−1. Even otherwise i.e. z0 6= 1
we can choose z ∈ S1 so that z2 = z0 and verify easily that the affine map have a
fixed point ψ0βz . What is also crucial here that we can as well choose z ∈ S1 so
that z2 = −z0, if so, then ψ0βz gets mapped into ψ0βz0βz¯ = ψ0β−z = ψ0βzβ−1.
Thus in any case for ζ ∈ {1,−1}, we also have an extremal element ψ ∈ Kω so that
ψ¯ = ψβζ .
Thus going back to the original set up, we sum up the above by saying that if
H = {z : zn = 1} ⊂ S1 and ζ ∈ {1, exp ipin } then there exists an extremal element
ψ ∈ Kω so that ψ¯ = ψβζ .
Proposition 3.3. Let ω be a translation-invariant real factor state on ⊗ZMd.
Then the following holds:
(a) if H = {z : zn = 1} ⊆ S1 and ζ ∈ {1, exp ipin } then there exists an extremal
element ψ ∈ Kω so that ψ¯ = ψβζ . Let (H, πψ(sk) = Sk, 1 ≤ k ≤ d,Ω) be the GNS
representation of (Od, ψ), P be the support projection of the state ψ in π(Od)′′ and
(K,M, vk, 1 ≤ k ≤ d,Ω) be the associated Popescu’s systems as in Proposition
2.1. Let v¯k = J vkJ for all 1 ≤ k ≤ d and (H¯, S¯k, P,Ω) be the Popescu’s minimal
dilation as described in the converse part of Proposition 2.1 (Theorem 2.1 in [Mo2])
associated with the systems (K,M′, v¯k, 1 ≤ k ≤ d,Ω). Then there exists a unitary
operator Wζ : H → H¯ so that
(35) WζΩ = Ω, WζSkW
∗
ζ = βζ¯(S¯k)
for all 1 ≤ k ≤ d. Furthermore, P is the support projection of the state ψ¯ in π¯(Od)′′
and there exists a unitary operator wζ on K so that
(36) wζΩ = Ω, wζvkw
∗
ζ = βζ¯(v¯k) = J βζ(vk)J
for all 1 ≤ k ≤ d and wζJw∗ζ = J and wζ∆
1
2w∗ζ = ∆
− 12 . wζ is self adjoint, if and
only if ζ = 1;
(b) If H = S1, Kω is a set with unique element ψ so that ψ¯ = ψ and relations (35)
and (36) are valid with ζ = 1.
Proof. For existence part in (a) we refer to the paragraph above preceded the
statement of the proposition. We fix a state ψ ∈ Kω so that ψ¯ = ψβζ and define
W : H → H¯ by
Wζ : SIS
∗
JΩ→ βζ¯(S¯∗I S¯∗J)Ω
That Wζ is a unitary operator follows from (30) and thus WζSk = βζ¯(S¯k)Wζ for
all 1 ≤ k ≤ d.
By Proposition 2.1, P being the support projection of ψ in π(Od)′′, we have
M′ = {x ∈ B(H) : ∑k vkxv∗k = x}. Since JM′M = M, we also have M = {x ∈
B(K) : ∑k J vkJ xJ v∗kJ = x}. Hence by the converse part of Proposition 2.1, we
conclude that P is also the support projection of the state ψ¯ in π¯(Od)′′. Hence
WζPW
∗
ζ = P . Thus we define a unitary operator wζ : K → K by wζ = PWζP and
verify that
v¯∗k = PS¯
∗
kP
= PWζβζ(S
∗
k)W
∗
ζ P = PWζPβζ(S
∗
k)PW
∗
ζ P
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= PWζPβζ(v
∗
k)PW
∗
ζ P = wζβζ(v
∗
k)w
∗
ζ .
We recall that Tomita’s conjugate linear operators S, F [BR-I] are the closure of
the linear operators defined by S0 : aΩ → a∗Ω for a ∈ M and F0 : bΩ → b∗Ω for
y ∈M′. We check the following equalities
wζSvIv
∗
JΩ = wζvJv
∗
IΩ = wζvJv
∗
Iw
∗
ζΩ
= ζ|I|−|J|v¯J v¯
∗
IΩ = ζ
|I|−|J|F v¯I v¯
∗
JΩ
= Fζ−|I|+|J|v¯I v¯
∗
JΩ
= FwζvIv
∗
JΩ
for all |I|, |J | < ∞. Thus wζSw∗ζ = F on the domain of F . We recall the unique
polar decomposition of S given by S = J∆ 12 and F = S∗ = ∆ 12J = J∆− 12 . Hence
wζJw∗ζwζ∆
1
2w∗ζ = J∆−
1
2 . By the uniqueness of polar decomposition of S we get
wζJw∗ζ = J and wζ∆
1
2w∗ζ = ∆
− 12 .
Since J commutes with wζ we also have
w2ζvk(w
∗
ζ )
2
= wζJ βζ(vk)Jw∗ζ
= Jwζβζ(vk)w∗ζJ
= JJ βζ2(vk)JJ
= βζ¯2(vk)
Further ζ2 = 1, if and only if ζ = 1 ( as ζ = 1 or exp
ipi
n , where n ≥ 2 ). In such
a case we get w2ζ ∈M′ and further as wζ commutes with J , w2ζ = Jw2ζJ ∈ M. ω
being an extremal element in Kω, we have M∨M˜ = B(K) by Proposition 2.5 (c)
and as M˜ ⊆ M′, we get that M is a factor. Thus for a factor M, w2ζ is a scalar.
Since wζΩ = Ω we get w
2
ζ = 1 i.e. w
∗
ζ = wζ . This completes the proof.
Theorem 3.4. Let ω be a translation-invariant factor state on B. Then the
following are equivalent:
(a) ω is real and lattice reflection-symmetric;
(b) There exists an extremal element ψ ∈ Kω so that ψ˜ = ψβζ and ψ¯ = ψβζ , where
ζ is either 1 or exp
ipi
n .
Furthermore, if ω is a pure state then the following holds:
(c) There exists a family of a Popescu’s element (K, vk, 1 ≤ k ≤ d,Ω) for an
extremal element ψ ∈ Kω with relation
(37) vk = Jv v˜kJv
for all 1 ≤ k ≤ d, where Jv = vJ and v is a self-adjoint unitary operator on K
commuting with modular operators ∆
1
2 and conjugate operator J associated with
cyclic and separating vector Ω for M. Furthermore, βz(v) = v for all z ∈ H and
H ⊆ {1,−1};
(d) The map Jv : H⊗K H˜ → H ⊗K H˜ defined by
π(sIs
∗
J s˜I′ s˜
∗
J′)Ω→ π(sI′s∗J′ s˜I s˜∗J)Ω,
|I|, |J |, |I ′|, |J ′| < ∞ extends the map Jv : K → K to an anti-unitary map so that
Jvπ(si)Jv = π¯(s˜i) for all 1 ≤ i ≤ d, where π¯ is the conjugate linear extension of
π from the generating set (s˜i), i.e. π¯(s˜I s˜
∗
J ) = π(s˜I s˜
∗
J) for |I|, |J | < ∞ and then
extend it anti-linearly for its linear combinations.
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Proof. Since ω is lattice reflection-symmetric, by Proposition 3.2 ψ˜ = ψβζ for
all ψ ∈ Kω, where ζ is a fixed number taking values in {1, exp ipin } ifH = {z : zn = 1}
for some n ≥ 1. Now we use real property of ω and choose by Proposition 3.3 an
extremal element ψ ∈ Kω so that ψ¯ = ψβζ . This proves that (a) implies (b). That
(b) implies (a) is obvious.
Now we aim to prove the last statements which is the main point of the proposi-
tion. We consider the Popescu’s element (K,M, vk, 1 ≤ k ≤ d,Ω) as in Proposition
3.2. Thus by Proposition 3.2 and Proposition 3.3 there exists unitary operators
uζ , wζ on K so that
uζvku
∗
ζ = βζ¯(v˜k)
wζvkw
∗
ζ = βζ¯(v¯k) = J βζ(vk)J
, where uζJ u∗ζ = J , wζJw∗ζ = J and uζ∆
1
2 u∗ζ = wζ∆
1
2w∗ζ = ∆
− 12 . Thus
(38) uζwζvkw
∗
ζu
∗
ζ = uζJ βζ(vk)J u∗ζ = J βζ(uζvku∗ζ)J = J βζ(βζ¯(v˜k))J = J v˜kJ
We also compute that
(39) wζuζvku
∗
ζw
∗
ζ = wζβζ¯(v˜k)w
∗
ζ = J βζβζ¯(v˜k)J = J v˜kJ
By Proposition 2.5 (c), for a factor state ω we also have M∨ M˜ = B(K). As
M˜ ⊆M′, in particular, we note thatM is a factor. So u∗ζw∗ζuζwζ ∈M′ commuting
also with J and thus a scalar as M is a factor. As uζΩ = wζΩ = Ω, we conclude
that uζ commutes with wζ .
Now we set vζ = uζwζ which is a unitary operator commuting with both J and
∆
1
2 . That vζ is commuting with ∆
1
2 follows as uζwζ∆
1
2 = uζ∆
− 12wζ = ∆
1
2 uζwζ .
We claim now that vζ is a self-adjoint element. To that end we note the relation
(38) says that vζMv∗ζ ⊆ M and so vζM′v∗ζ ⊆ M′. Now we check the following
identity: vζ v˜
∗
kv
∗
ζΩ = vζv
∗
kΩ = vζv
∗
kv
∗
ζΩ = J v˜∗kJΩ = J vkJΩ for all 1 ≤ k ≤ d.
Thus by separating property of Ω for M′ we deduce that
vζ v˜
∗
kv
∗
ζ = J vkJ
for all 1 ≤ k ≤ d. So we conclude that v2ζ ∈ M′ and as vζ commutes with J , v2ζ is
an element in the centre ofM. The centre ofM being trivial as ω is a factor state
( here we have more namely pure ) and vζΩ = Ω, we conclude that v
2
ζ is the unit
operator. Hence vζ is a self-adjoint element.
For simplicity of notation we set v for vζ for the rest of the proof and verify now
that βz(v) = v for all z ∈ H by proving that v commutes Pk for each k ∈ Hˆ . Since
vvIv
∗
Jv
∗ = J v˜I v˜∗JJ with vΩ = Ω, we get
vvIv
∗
JΩ = J v˜I v˜∗JΩ
for all I|, |J | < ∞. However, we recall that Pk = {f ∈ K : uzf = zkf} which is
equal to [vIv
∗
JΩ : |I| − |J | = k] since [MΩ] = K by our construction in Proposition
2.1. It is clear also that the projection P˜k = [v˜I v˜
∗
JΩ : |I| − |J | = k] ⊆ Pk for all
k ∈ Hˆ since (uz) commutes with J and ∆ 12 , we have βz(v˜i) = zv˜i for all 1 ≤ i ≤ d.
However, ω being pure, we have M˜ = Pπ(O˜d)P and M˜ =M′ by Proposition 2.5
(d). So
∑
k P˜k = [M˜Ω] = IK. Thus Pk = P˜k for all k ∈ Hˆ.
So we get (I−Pk)vPk = 0 as J commutes with Pk. We can interchange the role
of (vi) and (v˜i) in order to conclude that (I−Pk)v∗Pk = 0 for all k ∈ Hˆ . Otherwise
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we can as well use the fact that v is self-adjoint to conclude that v commutes with
each Pk. This shows that v commutes with uz for all z ∈ H i.e. βz(v) = v.
Fix any z ∈ H . By taking action of βz on both sides of the relation vvkv∗ =
J v˜kJ , we have vvkv∗ = z¯2J v˜kJ = z¯2vvkv∗. Thus z2vk = vk for all 1 ≤ k ≤ d.
Since
∑
k vkv
∗
k = 1, we have z
2 = 1. Thus H ⊆ {−1, 1}.
The last statement (d) follows by a routine calculation as shown below for a
special vectors.
〈Ω, π(s˜I′ s˜∗J′sIs∗J )Ω〉
= 〈Ω, v˜I′ v˜∗J′vIv∗JΩ〉
= 〈Ω,JvvI′v∗J′ v˜I v˜∗JJvΩ〉
( as JvviJv = v˜i)
= 〈vI′v∗J′ v˜I v˜∗JΩ,Ω〉
(Jv being anti-unitary )
= 〈v˜I v˜∗JvI′v∗J′Ω,Ω〉
(M˜ ⊆M′)
= 〈π(s˜I s˜∗JsI′s∗J′)Ω,Ω〉
For anti-unitary relation involving more general vectors, we use Cuntz relations
(10) as in Proposition 3.2 to reduce the inner product between two elements to
the above special case. The last statement is obvious as Jv is anti-linear. This
completes the proof.
Now we aim to deal with states ω having reflection symmetry with a twist
g0 ∈ Ud(C) introduced in [FILS]. To that end we fix any g0 ∈ Ud(C) so that
g20 = 1 and βg0 is the natural action on Od and O˜d. We say ω is lattice reflection
symmetric with twist g0 if ω(βg0(r(x)) = ω(x) for all x ∈ B, where r is the reflection
automorphism around − 12 . So when g0 = 1 we get back to our notion of lattice
reflection symmetric. We fix now such a lattice reflection g0-twisted factor state ω.
Since βg0βz = βzβg0 for all z ∈ S1, by going along the same line as in Proposition
3.2, any extremal element in ψ in Kω will admit ψ˜
g0 = ψ ◦ ζ, where ζ = 1 or
ζ = exp
pii
n , where H = {z ∈ S1 : zn = 1} and ψ˜g0 = ψ˜βg0 . Thus we can follow
the same steps as in the proof of Proposition 3.4 to have modified statements of
Proposition 3.4 with vk replaced by βg0(vk) for such a pure real state i.e. there
exists unitary operators uζ , wζ on K so that
uζβg0(vk)u
∗
ζ = βζ¯(v˜k)
wζvkw
∗
ζ = βζ¯(v¯k) = J βζ(vk)J
, where uζJ u∗ζ = J , wζJw∗ζ = J and uζ∆
1
2 u∗ζ = wζ∆
1
2w∗ζ = ∆
− 12 .
Thus
(40)
uζwζvkw
∗
ζu
∗
ζ = uζJ βζ(vk)J u∗ζ = J βζ(uζvku∗ζ)J = J βζ(βg0(βζ¯(v˜k)))J = J βg0(v˜k)J
We also compute that
(41)
wζuζvku
∗
ζw
∗
ζ = wζβζ¯(βg0(v˜k))w
∗
ζ = βζ¯(βg0(wζ v˜kw
∗
ζ )) = J βζβg¯0(βζ¯(v˜k))J = J βg¯0(v˜k)J
Thus taking vg0 = wζuζ , as g
2
0 = I we also have
(42) vg0βg0(vk)v
∗
g0 = J v˜kJ
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for all 1 ≤ k ≤ d, where vg0 is a unitary operator commuting with ∆
1
2 and J . Now
we check the following identities:
vg0βg0(v˜
∗
k)v
∗
g0Ω
= vg0βg0(v
∗
k)v
∗
g0Ω (since v˜
∗
kΩ = v
∗
kΩ)
= J v˜∗kJΩ (by the relation (42))
= J v∗kJΩ (by the relation (25))
Since vg0Mv∗g0 =M, we get vg0M′v∗g0 =M′ and so the separating property of Ω
for M′ and the above identities say that
vg0βg0(v˜k)v
∗
g0 = J vkJ
for all 1 ≤ k ≤ d.
Unlike the twist free case, vg0 need not be self-adjoint in general. In fact we get
the following identities:
v2g0vk(v
∗
g0 )
2 = vg0J βg¯0(v˜k)J v∗g0
= J βg¯0(J βg¯0(vk)J )J = βg¯0g0(vk)
Thus vg0 is self adjoint, if and only if g0 = g¯0 as g
2
0 = 1.
Nevertheless, we have βz(vg0) = vg0 for all z ∈ H even if ω is reflection symmetric
with a twist g0. For a proof, we can follow the same steps that we did for the twist
free case. For the sake of completeness in the following we give details.
Since vg0βg0(vIv
∗
J )v
∗
g0 = J v˜I v˜∗JJ and v∗g0Ω = Ω we get
vg0βg0(vIv
∗
J )Ω = J v˜I v˜∗JΩ
Furthermore, since [vIv
∗
JΩ : |I| − |J | = k] = Pk and also ω being pure [v˜I v˜∗JΩ :
|I| − |J | = k] = Pk (see details in Proposition 3.4) we get
(I − Pk)vg0Pkβg0(vIv∗J )Ω
(I − Pk)vg0Pkβg0(vIv∗J)v∗g0Ω
= (1− Pk)J v˜I v˜∗JJΩ
= (I − Pk)JPkv˜I v˜∗JΩ
= 0
for |I| − |J | = k since J commutes with Pk. We can interchange the role of (vi)
and (v˜i) to conclude that (I − Pk)v∗g0Pk = 0 for all k ∈ Hˆ . This shows that vg0
commutes with uz for all z ∈ H i.e. βz(vg0 ) = vg0 for all z ∈ H .
Fix any z ∈ H . By taking action of βz on both sides of the relation vg0βg0(vk)v∗g0 =
J v˜kJ , we have vg0vkv∗g0 = z¯2J v˜kJ = z¯2vg0βg0(vk)v∗g0 since uz commutes with J
and vg0 . Thus z
2 = 1 since
∑
k vkv
∗
k = 1. Thus H ⊆ {−1, 1}.
We set an anti-linear ∗-automorphism Jg0 : Od ⊗ O˜d → Od ⊗ O˜d defined by
Jg0(sIs∗J ⊗ s˜I′ s˜∗J′) = βg0(sI′s∗J′)⊗ βg0(s˜I s˜∗J )
for |I|, |J |, |I ′|, |J ′| <∞ by extending anti-linearly.
We say a state ψ onOd⊗O˜d is reflection positive with a twist g0 if ψ(Jg0 (x)x) ≥ 0
for all x ∈ Od and equality holds, if and only if x = 0. Similarly a state ω on B is
called reflection positivity with a twist g0 if
ω(βg0(Q˜)Q) ≥ 0
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for all Q ∈ BR. Note that this notion extended to O˜d ⊗Od is an abstract version
of the concept “reflection positivity with a twist g0 ” of a state on B introduced
in [FILS] for any involution (linear or conjugate linear ) taking element from fu-
ture algebra to past algebra. Such an involution are included within the abstract
framework of reflection positive with a twist introduced in [FILS].
In general the hidden symmetry vg0 described in (42) need not be trivial and
will play an important role in determining properties of ω. Our next proposition is
the simple situation that we can expect for vg0 .
Theorem 3.5. Let ω be a translation-invariant, reflection symmetric with a twist
g0 ∈ Ud(C) and pure state on B. Then there exists an extremal element ψ in Kω
so that associated Popescu’s elements (K, vk, 1 ≤ k ≤ d,Ω) in its support projection
satisfies the relation (42) i.e.
(43) vg0βg0(vk)v
∗
g0 = J v˜kJ
, where vg0 is a unitary operator on K commuting with the modular elements ∆
1
2 ,J
and vg0 commutes with P0 = [M0Ω]. Furthermore, the following statements are
true:
(a) vg0 is self-adjoint, if and only if g0 = g¯0;
(b) If ω is also reflection symmetric then H ⊆ {−1, 1} and vg0 commutes with
{uz : z ∈ H};
(c) ψ is reflection positive with twist g0 on π(O˜d ⊗Od), if and only if vg0 in (43)
is equal to 1 i.e. we have
J v˜kJ = βg0(vk)
for all 1 ≤ k ≤ d.
(d) ω is reflection positive with twist g0 on B, if and only if
J v˜I v˜∗JJ = βg0(vIv∗J)
for all |I| = |J | < ∞. In such a case vg0P0 = P0 and τ˜(y) = J τ(J yJ )J for
y ∈ M′0 ⊆ B(K0), where we recall P0 = [M0Ω] and K0 is the Hilbert subspace P0
of K = [MΩ].
(e) ∆ = IK, if and only if
vg0βg0(vk)v
∗
g0 = v
∗
k, 1 ≤ k ≤ d
In such a case H is trivial and M is finite type-I and spatial correlation functions
of ω decays exponentially. Further if ω is reflection positive with twist g0 on B,
then vg0 = 1.
Proof. We have already proved existence of an extremal element ψ in Kω and
Popescu’s elements on its support projection satisfying the equality (42) and also
(a)-(b) in the text that followed after the completion of Theorem 3.4. We need to
prove statements (c), (d) and (e).
The state ω being pure, we recall from Proposition 3.3 (d) that Pπ(Od)′′P =M
and Pπ(O˜d)′′P = M˜ ⊆ M′ ( we do not need equality here ) and P = EE˜. Thus
for any x ∈ Od , we may write
ψ(Jg0 (x)x)
= 〈Ω, π(Jg0 (x))π(x)Ω〉
= 〈Ω, Pπ(Jg0 (x))Pπ(x)PΩ〉
= 〈Ω,Jg0Pπ(x)PJg0Pπ(x)PΩ〉
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, where we have used equality π(Jg0 (x)) = Jg0π(x)Jg0 from Theorem 3.4. If vg0 = 1
i.e. Jg0 = vg0J = J on K and thus we have 〈Ω,JPπ(x)PJ Pπ(x)PΩ〉 ≥ 0 by the
self-dual property of Tomita’s positive cone {J aJ aΩ : a ∈M} [BR1]. Thus ψ is a
reflection positive map on π(O˜d ⊗Od).
Conversely, if ψ is reflection positive on π(O˜d⊗Od)′′ we have 〈Ω, aJg0aJg0Ω〉 ≥ 0,
where a ∈ M = Pπ(Od)′′P . Since vg0 commutes with J and ∆
1
2 we may rewrite
〈Ω, avg0J aΩ〉 = 〈a∗Ω, vg0∆
1
2 a∗Ω〉 ≥ 0 i.e. vg0∆
1
2 is a non-negative operator. Since
∆−
1
2 is also a non-negative operator commuting with vg0∆
1
2 , we conclude that vg0
is a non-negative operator. vg0 being unitary we conclude that vg0 = 1. This
completes the proof of (c).
The statement (d) also follows along the same route that of (c) replacing the
role of M and M˜ by M0 and M˜0 respectively with state ω = ψ|B.
We will deal with the non-trivial part of (e). Let vg0βg0(vk)v
∗
g0 = v
∗
k for all
1 ≤ k ≤ d. For all 1 ≤ k ≤ d, by (43) and we have v∗k = J v˜kJ . By our
construction given in (19), following [BJKW], we have J vIv∗JJ = J σ i2 (vIv∗J )J .
Thus in particular, we have J vIv∗Jω = J∆
1
2 vIv
∗
jΩ. Since [MΩ] = K, we conclude
that J = J∆ 12 . Thus ∆ = IK.
In general ω being a pure state M is either a type-I or type-III factor [Mo1,
Theorem 1.1]. Thus we conclude that M is a finite type-I factor if ∆ = 1 ( i.e. φ
is a tracial state on M ). This completes the proof of the first part of (e).
The last part of (e) is rather elementary. By Proposition 2.5 (a), we have
ω(Xlθk(Xr)) = φ(J xlJ τk(xr))
for any Xl ∈ BL and Xr ∈ BR, where J xlJ = PXlP and xr = PXrP for some
xl, xr ∈M. By Power’s criteria (1) we get in particular,
<< x, τn(y) >>→<< x, IK >><< IK, y >>
as n → ∞. Since M0 = Pπ(BR)′′P and M0 is dense in K
1
2
0 , conclude that for all
f, g ∈ K 120 , we have
<< f, T ng >>→<< f, IK >><< IK, g >>
as n→∞ by a standard approximation method. In particular, the point spectrum
of the self-adjoint contractive operator T , defined by Tx = τ(x) on the KMS Hilbert
space K 120 , in the unit circle is trivial i.e. {z ∈ S1 : Tf = zf, for some non zero f ∈
K} is the trivial set {1}.
Furthermore, T being a contractive matrix on a finite dimensional Hilbert space,
the spectral radius of T − |Ω〉〈Ω| is α for some α < 1. Now we use Proposition 3.1
once again for any Xl ∈ BL and Xr ∈ BR to verify the following
eδk|ω(Xlθk(Xr)) − ω(Xl)ω(Xr)|
= eδk|φ(J xlJ τk(xr))− φ(xl)φ(xr)| → 0
as k → ∞ for any δ > 0 so that eδα < 1, where J xlJ = PXlP and xr = PXrP
for some xl, xr ∈ M. As α < 1 such a δ > 0 exists.
The von-Neumann algebra M being a finite factor, ωR is a type-I factor state
of BR and so π(Od)′′ = π(UHFd)′′ by Lemma 2.3 (ii) in [Ma3] since ω is pure.
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Similarly we also have π(O˜d)′′ = π( ˜UHFd)′′. This completes the proof for (e) as
the last statement follows from (c) since we have shown π(Od)′′ = π(UHFd)′′ and
πψ(Od)′′ = πψ(UHFd)′′.
4. Translation invariant twisted reflection positive pure state and its split
property:
Let ω be a translation-invariant real lattice reflection-symmetric with a twist g0 pure
state on B. We fix an extremal element ψ ∈ Kω so that ψ¯ = ψ˜g0 = ψβζ and consider
the Popescu’s elements (K,M, vi,Ω) as in Theorem 3.5. P being the support
projection of a factor state ψ we have M = Pπ(Od)′′P = {vk, v∗k : 1 ≤ k ≤ d}′′ (
Proposition 2.4 in [Mo2] ). So the dual Popescu’s elements (K,M′, v˜k, 1 ≤ k ≤ d,Ω)
satisfy the relation
vg0βg0(vk)v
∗
g0 = J v˜kJ
for all 1 ≤ k ≤ d.
We quickly recall as M0 is the {βz : z ∈ H} invariant elements of M(=
Pπ(Od)′′P ), the normal conditional expectation a →
∫
z∈H
βz(a)dz from M onto
M0 preserves the faithful normal state φ. So by Takesaki’s theorem [Ta] modular
group associated with φ preserves M0. Further since βz(τ(a)) = τ(βz(a)) for all
x ∈ M, the restriction of the completely positive map τ(a) = ∑k vkav∗k to M0 is
a well defined map on M0. Hence the completely positive map τ(a) =
∑
k vkav
∗
k
on M0 is also KMS symmetric modulo a unitary conjugation by vg0 i.e.
〈〈a, τ(b)〉〉 = 〈〈τvg0 (a), b〉〉
, where
〈〈a, b〉〉 = 〈Ω,J aJ bΩ〉 = 〈aΩ,∆ 12 bΩ〉
for all a, b ∈ M0 and (σt(a) = ∆itx∆−it) is the modular automorphism group on
M0 associated with φ0 and [M0Ω] = K0, where K0 is the Hilbert subspace of K
equal to the range of the projection P0 and
τvg0 (a) = v
∗
g0τ(vg0av
∗
g0 )vg0
for all a ∈ M0. Thus τvg0 = τ on M0, if and only if ω is reflection positive on
B with twist g0 (Theorem 3.5). However, the inclusion M0 ⊆ M need not be an
equality in general unless H is trivial.
We now fix a translation-invariant real lattice reflection-symmetric pure state ω
which is also reflection positive with a twist g0 on B and explore KMS-symmetric
property of (M0, τ, φ) and the extended Tomita’s conjugation operator Jg0 on
H ⊗K H˜ defined in Theorem 3.5 to study the relation between split property and
exponential decaying property of spatial correlation functions of ω.
For any fixed n ≥ 1 let Q ∈ π(B[−n+1,n]). We write
(44) Q =
∑
|I|=|J|=|I′|=|J′|=n
q(I ′, I|J ′, J)βg0(S˜I′ S˜∗J′)SIS∗J
Since the elements βg0(S˜I′ S˜
∗
J′)S
∗
ISJ : |I| = |J | = |I ′| = |J ′| = n form a linear
independent basis for π(B[−n+1,n]), for an element Q ∈ B[−n+1,n] we find a unique
representation of Q given in (44) with q, where q is the matrix q = ((q(I ′, I|J ′, J)))
of order d2n × d2n. The map Q → q is an automorphism between two finite
dimensional algebras. Thus the operator norm of Q is equal to the matrix norm of
q. Further Q is positive , if and only if q is so.
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We consider the linear map L :Md2n×d2n(C)→Md2n×d2n(C) defined by
L(q) = qˆ
, where qˆ = ((qˆ(I ′, I|J ′, J))) is a d2n × d2n matrix with
qˆ(I ′, I|J ′, J) = q(I ′, J ′|I, J)
Note by our definition we can as well write
(45) Q =
∑
|I|=|J|=|I′|=|J′|=n
qˆ(I ′, J ′|I, J)βg0(S˜I′ S˜∗J′)SIS∗J
We also set
(46) Qˆ =
∑
|I|=|J|=|I′|=|J′|=n
qˆ(I ′, I|J ′, J)βg0(S˜I′ S˜∗J′)SIS∗J
Though the map L is not unit preserving, we have the following property.
Proposition 4.1. The map Q→ Qˆ is positive i.e. qˆ ≥ 0 whenever q ≥ 0;
Proof. We verify the following simple steps by taking transpose q → qte as with
respect to the orthonormal basis (ei) described as in (6):
((qˆ(I ′, J ′|I, J)))t
= ((qˆ(I, J |I ′, J ′)))
= ((q(I, I ′|J, J ′))
= U((q(I ′, I|J ′, J))))U∗
, where U is the unitary matrix that takes orthonormal basis vector eI′ ⊗ eI to
eI⊗eI′ , where eI′ = ei′1⊗ei′2 ...⊗ei′n and eI = ei1⊗ei2⊗ ..⊗ein Since the transpose
map q → qt is positive ( (q∗q)ˆ = qˆqˆ∗ = qˆ(qˆ)∗), we conclude that qˆ is positive
whenever q is so.
Proposition 4.2. Let ω be a translation-invariant real lattice reflection-symmetric
with twist g0 pure state on ⊗ZMd . Then there exists an extremal point ψ ∈ Kω so
that ψβζ = ψ˜
g0 = ψ¯, where ζ ∈ {1, exp ipi2 } and the associated Popescu’s elements
(H, Sk, 1 ≤ k ≤ d,Ω) and (H, S˜k, 1 ≤ k ≤ d,Ω) described in Proposition 2.5
satisfy the following:
(a) For any n ≥ 1 and Q ∈ π(B[−n+1,n]) we write
Q =
∑
|I′|=|J′|=|I|=|J|=n
qˆ(I ′, J ′|I, J)βg0(S˜∗I′ S˜∗J′)S∗ISJ
and and for k ≥ 1
θˆ2k(Q) =
∑
|I|=|J|=|I′|=|J′|=n
qˆ(I ′, J ′|I, J)βg0(Λ˜k(S˜I′ S˜∗J′))Λk(SIS∗J),
where Λ˜(X) =
∑
1≤i≤d π(s˜i)Xπ(s˜
∗
i ). Then
θˆ2k(Q) ∈ B(−∞,−k]⋃[k+1,∞)
(b) Q = Jg0QJg0 , if and only if qˆ(I ′, J ′|I, J) = qˆ(I, J |I ′, J ′);
(c) If the matrix qˆ = ((qˆ(I ′, J ′|I, J))) is non-negative then there exists a matrix
bˆ = ((bˆ(I ′, J ′|I, J))) so that qˆ = (bˆ)∗bˆ and then
PQP =
∑
|K|=|K′|=n
JvxK,K′JvxK,K′
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, where xK,K′ =
∑
I,J: |I|=|J|=n bˆ(K,K
′|I, J)vIv∗J ∈M0
(d) In such a case i.e. if Q = Jg0QJg0 the following holds:
(i) ω(Q) =
∑
K,K′:|K|=|K′|=n φ(JvxK,K′JvxK,K′)
(ii) ω(θˆ2k(Q)) =
∑
K,K′:|K|=|K′|=n φ(JvxK,K′Jvτ2k(xK,K′)).
Proof. Since the elements βg0(S˜I′ S˜
∗
J′)S
∗
ISJ : |I| = |J | = |I ′| = |J ′| = n form
a linear independent basis for π(B[−n+1,n]) and thus for an element Q ∈ B[−n+1,n],
the representation of Q given in (44) with q = ((q(I ′, I|J ′, J))) is unique and so
also qˆ defined in (45).
The endomorphism Λ is the right translation on π(BR)′′ fixing all elements in
π(BL)′′ and the endomorphism Λ˜ is left translation on π(BL)′′ fixing all elements
in π(BR)′′. Thus (a) follows.
The statement (b) is also a simple consequence of unique representation of Q
given in (44) and the relation Jg0βg0(S˜I′ S˜∗J′)SIS∗JJg0 = SI′S∗J′βg0(S˜I S˜∗J ).
For (c) we write
Q =
∑
|K|=|K′|=n
Jg0(QK,K′)Jg0QK,K′
, whereQK.K′ =
∑
I,J: |I|=|J|=n bˆ(K,K
′|I, J)SIS∗J . The state ω being pure, we have
by Theorem 3.6 in [Mo2] that P = EE˜, where E and E˜ are support projection of
ψ in π(Od)′′ and π(O˜d)′′ respectively. So for any X ∈ π(Od)′′ and Y ∈ π(O˜d)′′
we have PXY P = E˜EXY E˜E = E˜EY EE˜XE˜E = PXPY P . Thus (c) follows as
ω(Q) = φ(PQP ) by Theorem 3.5 as ω is lattice symmetry with twist g0. For (d)
we use (a) and (c). This completes the proof.
Proposition 4.3. Let ω, a translation-invariant pure state on B, be in detailed
balance and reflection positive with a twist g0. Then the following are equivalent:
(a) two-point spatial correlation functions of ω decay exponentially;
(b) The spectrum of T − |IK〉〉〈〈IK| is a subset of [−α, α] for some 0 ≤ α < 1 ,
where T is the self-adjoint contractive operator defined by
TaΩ = τ(a)Ω, a ∈M0
on the KMS-Hilbert space K 120 with inner product 〈〈a, b〉〉 = 〈Ω,J aJ bΩ〉.
Proof. By Proposition 2.5 (d) we have Pπ(BR)′′P = M0 and Pπ(BL)′′P =
M˜0 = JM0J as M˜ =M′ = JMJ .
Since T kaΩ = τk(a)Ω for a ∈ M0 and for any L ∈ BL and R ∈ BR, by Theorem
3.5, we have ω(Lθk(R)) = φ(J bJ τk(a)) = 〈〈b, T ka〉〉, where a = Pπ(R)P and
b = JPπ(L)PJ are elements in M0.
We conclude that (a) holds, if and only if for some δ > 0, we have
ekδ|〈〈f, T kg〉〉 − 〈〈f, IK〉〉〈〈IK, g〉〉| → 0
as k →∞ for al vectors f, g in the dense subsetM0 of the KMS Hilbert space K
1
2
0 .
That (b) implies (a) is now obvious since ekδαk = (eδα)k → 0 whenever we
choose a δ > 0 so that eδα < 1 since 0 ≤ α < 1.
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For the converse suppose that (a) holds and T 2−|IK〉〉〈〈IK| is not bounded away
from 1. Since T 2−|IK〉〉〈〈IK| is a positive self-adjoint contractive operator, for each
n ≥ 1, we find a unit vector fn in the Hilbert space so that E[1−1/n,1]fn = fn and
fn ∈ D, where s→ E[s,1] is the spectral family of the positive self-adjoint operator
T 2−|IK〉〉〈〈IK| and in order to ensure fn ∈ D we also note that E[s,1]D = {E[s,1]f :
f ∈ D} is dense in E[s,1] for any 0 ≤ s ≤ 1.
Thus by exponential decay there exists a δ > 0 so that
e2kδ(1− 1
n
)k ≤ e2kδ
∫
[0,1]
sk〈〈fn, dEsfn〉〉 = e2kδ〈〈fn, [T 2k − |IK〉〉〈〈IK|]fn〉〉 → 0
as k → ∞ for each n ≥ 1. Hence e2δ(1 − 1n ) < 1. Since n is any integer, we have
e2δ ≤ 1. This contradicts that δ > 0. This completes the proof.
Proof. (of Theorem 1.3) It is enough if we verify (3) for every elements Q ∈
π(Bloc), Q = Q∗ for split property. We fix any n ≥ 1 and a self-adjoint element
Q ∈ B[−n+1,n] i.e. q is self-adjoint. The matrix q being symmetric and we can write
q = q+ − q−, where q+ and q− are the unique non-negative matrices contributing
its positive and negative parts of q. Hence ||q+|| ≤ ||q|| and ||q−|| ≤ ||q||.
We set as before qˆ = L(q) and similarly qˆ+ = L(q+) ≥ 0 and qˆ− = L(q−) ≥ 0 by
Proposition 4.1 (a). We write as in Proposition 4.2
Q =
∑
|I′|=|J′|=|I|=|J|=n
qˆ(I ′, J ′|I, J)βg0(S˜∗I′ S˜J′)S∗ISJ
and similarly Q+ and Q−.
We recall
θˆ2k(Q) =
∑
|I|=|J|=|I′|=|J′|=n
qˆ(I ′, J ′|I, J)βg0(Λ˜k(S˜I′ S˜∗J′))Λk(SIS∗J)
which is an element in B(−∞,−k]⋃[k+1,∞) and by Proposition 4.2 (d)
ω(θˆ2k(Q)) =
∑
|K|=|K′|=n
φ(J xK,K′J τ2k(xK,K′))
provided qˆ = (qˆ(I ′, J ′|I, J) is positive (i.e. by Proposition 4.1 if Q positive ), where
PQP =
∑
|K|=|K′|=n
J xK,K′J xK,K′
and
xK,K′ =
∑
I,J
bˆ(K,K ′|I, J)vIv∗J
and qˆ = (bˆ)∗bˆ. Thus in such a case, we have by Proposition 4.2 (d) that
|ω(θˆ2k(Q))− ωL ⊗ ωR(θˆ2k(Q))| =
∑
|K|=|K′|=n
〈Ω,J xK,K′J (τ2k − φ)(xK,K′ )Ω〉
(47) =
∑
|K|=|K′|=n
〈〈xK,K′ , (T − |IK〉〉〈〈IK|)2kxK,K′〉〉
≤ α2k
∑
|K|=|K′|=n
〈〈xK,K′ , xK,K′〉〉
provided ||T − |IK〉〉〈〈IK||| ≤ α and so
≤ α2kω(Q) ≤ α2k||q||
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Hence for an arbitrary Q, we have
|ω(θˆk(Q))− ωL ⊗ ωR(θˆk(Q))| ≤ α2k(||q+||+ ||q−||) ≤ 2α2k||q|| = 2α2k||Q||
This completes if part of the proof by Proposition 4.3.
For the converse we will show now in the following text that split property (3)
also implies that ||(T − |IK〉〉〈〈IK|)2k|| → 0 as k →∞.
We consider the Hilbert space l2(K 120 ) and vectors
Xb = ⊕|K|=|K′|=nxbK,K′ ∈ l2(K
1
2
0 ),
where xbK,K′ =
∑
|I|=|J|=n bˆ(K,K
′|I, J)vIv∗J and 〈〈Xb, Xb〉〉 = ω(Q) ≤ ||Q||. Since
qˆ = (bˆ)∗ bˆ = bˆ∗ bˆ = (bb∗)ˆ, we get bb∗ = ˆˆq = q. Thus ||Q|| = ||b||2 ≤ 1, if and only if
||b|| ≤ 1.
By the split property (3) of ω and equality in (47), we have: for a given ǫ > 0
there exists k ≥ 1 so that |〈〈xb,⊕(T − |IK〉〉〈〈IK|)2kxb〉〉| ≤ ǫ for all ||b|| ≤ 1. The
map b → b˜ being affine, {xb : ||b|| ≤ 1} is a convex subset in the unit ball of
l2(K 120 ). Its closure is the unit ball of l2(K
1
2
0 ), otherwise by Hann-Banach theorem
we will have a non zero vector f ∈ l2(K 120 ) orthogonal to all the vectors in the set
{xb : b ∈ B, ||b|| ≤ 1} and hence orthogonal to all the vectors {xb : b ∈ B} by
the linearity of the map b→ xb. However, the vector subspace M0 is dense in the
Hilbert space K 120 by our construction and the vectors {vIv∗J : |I| = |J | = n, n ≥ 1}
are total in K 120 . Thus by taking all possible elementary matrix b ∈ B, we bring a
contradiction to non zero property of f .
This proves that ||(T − |IK〉〉〈〈IK|)||2k = ||(T − |IK〉〉〈〈IK|)2k|| → 0 i.e. ||(T −
|IK〉〉〈〈IK|)|| < 1. Now we appeal to Proposition 4.3 to complete the proof.
We end this section with an application of our main result Theorem 1.3 by
proving a central limit theorem for a translation invariant state. For a historical
account, on this problem starting with the central limit theorem for stationary
random fields [Bo], we refer to a recent article [Ma5].
Let A be an θ-invariant dense ∗ subalgebra of B for which
(48)
∑
j∈Z
|ω(Q1θj(Q2))− ω(Q1)ω(Q2)| <∞
for any Q1, Q2 ∈ A. For an element Q ∈ B, we take
(49) Bn(Q) =
1√
2n+ 1
∑
|j|≤n
(θj(Q)− ω(Q))
for n ≥ 1. Let (Hpi, π,Ω) be the GNS representation of (ω,B). Then we have
〈f, [Bn(Q1), Bn(Q2)]g〉 → s(Q1, Q2)〈f, g〉
for any vectors f, g in the dense cyclic space of A i.e. f, g ∈ π(A)Ω, where
(50) s(Q1, Q2) =
∑
j∈Z
ω([Q1, θ
j(Q2)]),
where s(Q1, Q2) is well defined by (48) for Q1, Q2 ∈ A. Thus the formal limit B(Q)
of Bn(Q) gives rise to an algebra of canonical commutation relations with respect
to the degenerate symplectic form s on the real vector space of self-adjoint element.
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This formal limit has no direct meaning as an unbounded operator. However, we
find its meaning interpreting it via the central limit theorem as follows [Ma5]. To
that end we set
(51) σω(Q1, Q2) = limn→∞ω(Bn(Q1)Bn(Q2))
for Q1, Q2 ∈ A, where limit exist due to (48).
Definition 4.4. We say a translation invariant state ω of B admits central limit
theorem if
(52) ω(eitBn(Q))→ e− t
2
2 σω(Q,Q)
as n → ∞ for all Q = Q∗ ∈ A, where σω(Q,Q) is positive constant depending on
Q satisfying (51).
If ω is a split state satisfies our condition of Theorem 1.3 then condition (48)
is satisfied, where we can take A = B. One simple corollary of Theorem 1.2 in
[Ma5] says in such case that the state ω admits central limit theorem with σω given
by (51). However, Theorem 1.2 in [Ma5] does not demand exponentially decaying
property for two-point spatial correlation functions. His work also included an
explicit example, where the central limit theorem (52) holds for a non split pure
state with (48) convergent.
A natural question that arises here, is self-adjoint property of T : K 120 → K
1
2
0
enough for central limit theorem (48) to hold? We defer results on this question
for a possible future work.
5. Ground states of Hamiltonian in quantum spin chain
We consider [BR-II,Ru] quantum spin chain Hamiltonian in one dimensional lattice
of the following form
(53) H =
∑
k∈Z
θk(h0)
for h∗0 = h0 ∈ Bloc , where the formal sum gives an auto-morphism α = (αt :
t ∈ R) via the thermodynamic limit of finite volume automorphisms {αΛt (x) =
eitHΛxe−itHΛ , finite subset Λ ↑ Z} whose surface energies are uniformly bounded,
where HΛ =
∑
k∈Λ θ
k(h0).
The translation-invariant Hamiltonian H is having finite range interaction and
and β−KMS state of (αt) at a given inverse positive temperature β = 1kT exists and
is always unique [Ara1],[Ara2], [Ki]. Thus unique KMS-state inherits translation
and other symmetry of the Hamiltonian H . Furthermore, low temperature limit
points of unique β−KMS states as β → ∞ are ground states for the Hamiltonian
H inheriting translation and other symmetry of the Hamiltonian H . It is a well
known fact that the set of ground states of a translation-invariant Hamiltonian
form a face in the convex set of (αt)-invariant states of B and its extreme points are
pure. In general the set of ground states need not be a singleton set. Ising model
admits non translation-invariant ground states known as Ne´el state [BR vol-II].
However, ground states that appear as low temperature limit of β−KMS states of
a translation-invariant Hamiltonian inherit translation and other symmetry (that
we have described above) of the Hamiltonian. In particular, if ground state for a
translation-invariant Hamiltonian model of type (53) is unique, then the ground
state is a translation-invariant pure state. H is called reflection symmetric if
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H˜ = H and real if Ht = H . Along the same line the unique ground state is
reflection symmetry and real if H is so.
We recall now [DLS,FILS] if H given in (53) has the following form
(54) −H = B + Jg0(B) +
∑
i
CiJg0(Ci)
for some B,Ci ∈ BR, where Jg0 is reflection with twist g0 followed by conjugation
with respect to a basis i.e. Jg0(B) = βg0(B˜), then KMS state at inverse positive
temperature β is refection positive with the twist g0. We refer to [FILS] for details
which we will cite frequently while dealing with examples. Since weak∗-limit of a
sequence of reflection positive states with the twist g0 is also a reflection positive
state with twist g0, weak
∗-limit points of unique β−KMS state of H as β →∞ are
also refection positive with twist g0. A prime example of a Hamiltonian of type
(53) with unique β−KMS state that satisfies reflection positive [FILS, section 3.4 ]
property with a twist g0 is the Heisenberg anti-ferromagnet iso-spin model HXXX
with
(55) h0 = J(σ
0
x ⊗ σ1x + σ0y ⊗ σ1y + σ0z ⊗ σ1z),
where σkx , σ
k
y and σ
k
z are Pauli spin matrices located at lattice site k ∈ Z and J > 0
constant.
Another prime example of β−KMS state that admits reflection positive property
at inverse positive temperature β includes anti-ferro-magnet XY model namely
HXY with
(56) h0 = J(σ
0
x ⊗ σ1x + σ0y ⊗ σ1y)
with J > 0 is well studied. In such a case any limiting state at low temperature, in-
herits same symmetry namely translation, lattice reflection, real, refection positive
property. Hamiltonian HXY , it is well known that the unique ground state [AMa]
once restricted to BR gives a type-III factor state ωXYR . Thus Theorem 1.3 says
that its two-point spatial correlation function does not decay exponentially i.e. in
the language of physical literature ω is strongly correlated. This results were known
before and a different proof is given by Taku Matsui using altogether a different
method [Ma3].
On the other hand no clear picture has emerged so far about ground states
of anti-ferromagnet Heisenberg HXXX model which serves a more realistic model
for experimentally realized certain quasi-one dimensional magnetic materials. One
standing conjecture by Haldane on HXXX model [AL,Ma3,Ma4] says that HXXX
has a unique ground state and the state admits a mass gap with two-point spatial
correlation function decaying exponentially for integer spin s ( odd integer d, where
d = 2s + 1 ). Whereas for even values of d, the conjecture says that HXXX has
a unique ground state but does not admits a mass gap and its two-point spatial
correlation function does not decay exponentially (i.e. 12 odd integer spin s, where
d = 2s+ 1). A well known result due to Affleck and Lieb [AL] says that for even d
if HXXX admits unique ground state then two-point spatial correlation functions
do not decay exponentially. We refer [AL] for finer details on this point and many
other related rigorous results.
If ground state of anti-ferromagnetic HXXX model is unique for
1
2 odd integer
spin degrees of freedom i.e. d = 2s + 1 is an even integer, then our main result
says that two-point spatial correlation functions of the ground state do not decay
exponentially as π(BR)′′ can not be a type-I factor by Theorem 1.3 in [Ma3]. Now
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Theorem 2 in [NaS] says that the ground state if unique can not have mass gap. In
[Mo3] we investigate this issue further by studying additional continuous symmetry
of the state in the light of a well known general result [Wa] on ergodic actions of a
compact group on von-Neumann algebras.
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