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Abstract : The dynamics an inertial confinement fusion (ICF) experiment involves a 
variety of complex phenomena sudl as driver (laser or ion) beam interaction with plasma, charged 
particle transport and collisional piocesses, nuclear fusion reaction kinetics, hydrodynamics and 
thermodynamics of the plasma etc. The simultaneous presence of these several processes 
neccssiuies the use of numerical methods to study ICF targets. Various laboratories in the world 
engaged in ICF research have evolved their own strategies for developing the computer simulation 
codes. Our efforts at BARC in this direction will be highlighted in this paper. The paper will 
essentially concentrate on three main features, namely the incident beam energy absorption, the 
hydrodynamics of the plasma, and an appropriate equation of state (HOS) model. Limitations of the 
often used Von-Neumann prescription of artificial viscous pressure for .shocks will be discussed 
with the help of benchmark problems. Salient features of recently developed high resolution 
UPWIND Schemes wiD be highlighted. A semi'^mpirical EOS model used in our code will be 
described and compared with the best known results from SESAMF, BOS Library of USA. Except 
near the region of phase transition, the adopted EOS model gives satisfactory results. Finally, 
some discussion and results arc presented for the energy absorption profiles of laser and ion beam 
in ICF plasma.
K eyw ord s : Numerical simulations, inertial confinement fusion, hydrodynamics, upwind 
schemes, equation of slate.
PACS Nos. 52.25.kn, 52.50.Lp, 52.65.+Z
1. Introduction
A practical inertial confinement fusion GCF) scheme is based on the implosion of smalt D-T 
pellets driven by either direct laser/ion beams [1] or a secondary driver -such as X-rays 
generated by the incident laser/ion beam [2], The outer surface of the pellet gets heated up, 
ionizes and ablates off to surround the pellet in a cloud of low density plasma which continue 
to absorb the incident energy. This energy continues to heat the pellet driving in turn the 
ablation piocesses. The high pressures produced thereby results in the generation of inward 
moving shock waves because of rocket action. By suitably tailoring the incident beam, it is 
possible to generate a sequence of non-overlapping shocks of increasing strength which 
coalesce near the centre of the pellet f3]. The so formed coalesced shock leads to further 
compression and heating while moving inwards till it is.reflcctcd at the centre. This reflected 
shock again enhances the compression and heating. Thus in a small region around the centre, 
the density arid temperature become large enough to trigger the thermonuclear reactions. The
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alpha particles released in these reactions also contribute to heating the central zone. Since the 
range of alpha particles increases with temperature, a bum wave propagates which rapidly 
engulfs the entire pellet. This causes a significant (~30%) fraction of the fuel to be burnt up 
before the pellet disintegrates.
The dynamics of such an ICF scheme involves a variety of complex phenomena such 
as driver beam plasma interactions, charge particle transport and collisional processes, nuclear 
fusion reaction kinetics, hydrodynamic and thermodynamic behaviour of the plasma etc. 
Although the essential physics involved in any single process can usually be described by 
simple analytical models, simultaneous presence of several processes occurring in ICF 
requires the complete dynamics of the pellet implosion be simulated using a computer code 
that contains all the relevant information. Various laboratories in the world engaged in ICF 
research have evolved their own strategies for developing the computer simulation codes 
[4-8]. A versatile two dimensional code such as LASNEX [6] developed at Lawrence 
Livermore Laboratory has three hydrodynamic equations separately for electrons and ions and 
they are coupled to the Maxwell's equations through electric and magnetic fields. These sets 
of equations are solved numerically in a consistent manner. On the other hand, some simpler 
codes [5,7-8] treat the plasma as quasi-neutral (no charge separation) and thus ignore the 
generation of electric and magnetic fields. These codes essentially describe the ICF plasma 
through one fluid, two temperature hydrodynamic equations. However, all ICF codes must 
have a fairly accurate prescription for the three processes, namely the incident beam 
absorption, the hydrodynamics of the plasma and the appropriate equation of state (EOS). In 
this paper, we will be essentially concentrating on these three aspects of ICF target 
simulations.
2. Hydrodynamics of the target
2.1. Basic equations:
The basic starting point for any ICF target simulation code are hydrodynamic equations 
describing the conservation of mass, momentum and energy. In Lagrangean geometry they 
can be written as
Energy conservation:
du \  arr
dT L  dt
dU
dp
dp dV- ^  + p ------
dt dt
= S.
Momentum conservation: 
du 1 dp
0 )
(2)
dt p  dm
Mass conservation;
J r  
dt
In these equations the symbols U,T, p, pan iS  respectively denote the total internal energy, 
temperature, density, total pressure and total energy source. The particle velocity u(r, t) is
• = u{r,t). (3)
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related to the Lagrangean coordinate r through the mass conservation equation (3)4The mass 
coordinate m is related to the volume coordinate v as
1?
where the volume element dv is defined as
dlJ = —1 —
a-f 1  ^ ^
(4)
(5)
The geometry factor a  takes the values of 0, 1 and 2’ for plane, cylindrical and spherical 
geometries. These equations are completed through the equation of state which relates the 
pressure and internal energy to the density and temperature. Formally, we have written down 
these equations for one fluid. In principle, tbc energy equation is split into two, one for 
electron and the other for ion. If one considers the plasma to be quasi>neutral, one has only 
one momentum balance equation as electrons and ions are assumed to move with same 
common velocity to avoid charge separation. Mass of the elecu*ons is usually neglected. The 
energy source term S in equation (1) contains all the sources; internal as well as external. For 
a typical hydrodynamic simulation of lOF plasma, the source term can be formally written as
S = = / / + K ~ / + X  (6)
where / /  represents the flow of heat due to thermal conduction, 7 is the rate of thermonuclear 
energy release, J is the rate of radiation loss from the plasma and X denotes the rate of 
external energy source (e.g. laser or ion beam energy deposited to the plasma). The 
commonly used form for these terms are described below.
The heat conduction term is calculated as
V. K VT (7)
P
where p is the plasma density. The thermal conductivity coefficient K is written as for one 
temperature model
/r= K, + K,. m
The ion contribution K, is given as
Ki = 4.55 X10''' (log A )"' [ JZ'" ]''^Z^e5 (9)
with
0.43Z
 ^ ’ (3.44 + Z+0.26logZ)
(10)
The coloumb logarithm A is given by
A = \.24x\0*'T^'^ne~''^ (11)
B 5&6(26)
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In these expressions, Z denotes the average ion charge. A is the average atomic number of 
the plasma and ne^  denotes the electron number density. The electron thermal conductivity 
coefficient if ^  is free streaming limited and is written as
where A, is the electron mean free path 
X, = 5.7 X10’ T'^lnp
<12)
(13)
and 'a' is the free streaming constant The empirical constant 'a' is obtained through a series 
of experiments and may depend upon the problem under study. A value of 0,03 can be used 
for typical ICF simulations. The electron thermal conductivity coefficient is given as
= 1.955xl0^r®'^(logA)“'Ze5/Z^ (14)
The radiation loss from the plasma is dominated by Bremsstrahlung radiation emitted by the 
electron and the term J in eq. (6) can be written as
J = %.5>i\Qi-^*n,-fTVlA  (15)
All these expressions for the energy source terms are in the units of Watts/kg. The incident 
beam energy deposition term X will be described in Section 4.
The sudden deposition of beam energy leads to the generation of shock waves and in 
turn rarefaction waves and contact discontinuities. As is well known, a shock wave moves as 
a discontinuity in state variables [9]. A discontinuity in state variables (density, pressure, 
particle velocity etc.) requires special attention in numerical calculations. The classical 
method, proposed by von-Ncumann and Richtmyer [10], consists of introducing a purely 
artificial dissipative mechanism of such a form and strength that the discontinuity in state 
variables is replaced by a smooth transition extending over a small number (say three or four) 
of space intervals. For one dimensional problem they proposed an artificial viscous pressure 
9  to be added to the physical pressure term, of the form
Jb. 7J p (Vu)^  Vu < 0 
^ lo VuSO
Here p denotes the fluid density, u is the particle velocity with its gradient Vu.rj 
geometry dependent factor defined as 
Vu
(16)
I S  u
T? =
V.u
(17)
This factor reduces to unity for plane geometry, b in eq. (16) is an empirical constant 
detennining the strength of the artificial viscosity q. The quadratic dependence on Vu instead 
of linear dependence as ob-served in normal viscosity ensures that his term is small away from 
the shock. Also cq. (16) ensures that the artificial viscosity is absent during the expansion ot 
the fluid.
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TTic suitability and limitations of the von-Neumann procedure of artincial viscosity can 
be seen from Figure 1. In this figure we show the space profiles of the density and the 
pressure at various limes of evolution lor two test problems in plane geometry. The first test 
problem (Figure la and lb) consists of a constant pressure applied at the right boundary of a 
1.25 X 1(H meter thick aluminium slab.
rn .  0.0. 1.0)*
1(0125. 0.0. 0.1)'
(18)
Figure 1. Density and pressure profile for constant pressure pulse and sod's problem using von * 
Neumann artificial viscosity.
This leads to a single shock wave moving towards the left, which is reflected at the fixed left 
boundary. The second test problem (Figure Ic and Id) has its initial conditions given by
R<Ro 
R>Ro-
This benchmark problem for shock wave calculations was proposed by Sod in 1978 [1 Ij. Its 
exact solution consists of a shock wave propagating in the right direction {R>Ro)y a 
rarefaction wave moving to the left (R<Rq) and a contact discontinuity separating the two. 
The results of the space profiles of density and pressure at various time steps are shown in 
Figures (Ic) and (Id) respectively for this problem. The parameter ~ 1.0 for the calculations 
presented in this figure. From this figure we observe that, although the artificial viscous 
pressure resolves the shock wave and the contact discontinuity well, it introduces some 
unphysical oscillations. The magnitude of these oscillations depend on the strength of 
artificial viscosity determined by the empirical parameter 6. A low value for this parameter 
leads to high oscillations while a high value of it spreads the shocks over more meshes. 
Moreover, too high a value for artificial viscosity may falsify the results. For example, if the 
pressure pulse is caused by any oscillating particle or laser beam it may suppress some of the 
real oscillations associated with the beam. Also one can not be sure that at the point of interest
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the artificial viscous pressure is zero because a small gradient in velocity will be amplified by 
the empirical factor b. In addition it is wel| jcnpwn that the von-Neumann methods leads to 
high temperatures at contact discontinuity-shock interactions and at the point of shock 
reflection [12].
The need for a better technique to calculate variables at discontinuities is obvious Grom 
the above discussion. In recent years a class of new shock-capturing schemes have been 
developed which possess the above mentioned qualities. These schemes, usually referred to 
as "high resolution" schemes, have the following properties : (i) They are at least second 
order accurate on the smooth part of the flow; (ii) they sharply resolve discontinuities without 
generating spurious oscillations; (iii) they (jo'not need aitificial viscosity or other empirical 
prescription for shock capturing. The main building block of these schemes is an upwind 
scheme based on the exact 113] or an approximate [14] 'Riemann Solver'. A review of these 
schemes is given in Refs [15,16].
We describe one such scheme in the following subsection [17].
2.2. A high resolution shock capturing scheme:
The high resolution upwind schemes start wjth governing equations in conservation form i.e. 
a vector equation of the form 
dW d
dl dm
-[!=•(«')] = (2(»V) (19)
whtare W is the vector of conserved state variables, F{Vf) is the vector of their fluxes arid 
Q{W) is the source vector. It is easy to recast eqs. (1-3) in the form of (19) with the 
following definitions of W ,  F ( W )  and Q  (W)
W  = (V, U . E ) '
F(H0 = (-'"«, r^ P. (20)
Q{W) = (0,aKjp/r,Sy
where £  is the total specific energy defined as t/ + 0.5 u \  The method of operator splitting 
is used to solve (19), i.e. we decompose (19) into homogeneous system 
dW d
dt dm
[£(W)] = 0 (21)
(22)
and a system containing the sources
•=G(W'.m ).at
In each time step, these equations are solved sequentially. A second order accurate Scheme is 
obtained by using a piecewise linear representation of the state variables in a grid zone 
through a monotonicity pressing interpolation of the form
W \m )  = W; + Si"(m -  ) (23)
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where the subscript / denotes the value at the grid /one centre. The calculation of the vector of 
slopes S„ will be described later. We denote the right and left boundary values in each grid 
zone by From eq. (23) we obtain these boundary values as
= w" ± ■ s"
Tliese values arc advanced to time using a Taylor expansion as
where
'* 24m.
r^± = F(u^;).
■ [ C - C ]
(24)
(25)
(26)
This half time step establishes a second order accuracy in time. It only considers the 
development in time of the flow inside the grid zones. No fluxes between different cells are 
taken into account. Fluxes between the grid zones during the time step At can be calculated 
using the upwind scheme described in ref. [12] and one obtain the state variables at the next 
time step as
At
= H'." -
Am^
where the numerical flux function'G is as defined as
-^ «+l/2
-'H-1/2 (28)
where
/■^ n+1/2 . \
(29)
Cf denotes the characteristic (or signal) velocities given by the theory of characteristics. For 
this we rewrite (19) in the quasi-linear form
+ A(W ^)-^ = Q(W) (30)
dt am
where <4(W0 denotes the Jacobain matrix dF{W)ldW. For F(H') and W as defined by (20), 
we have
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i4(W^ ) = r
0 -1 0
dp dp
dV dU du
. ^ _ ..2 dp
dV ^ du
u——du
(31)
whose eigenvalues— 0 and Qr® gives the required characteristic velocities. Here Cl 
denotes the Lagrangean sound speed defined as 
Sp dp
dU ~ dVCl
(32)
and is related to the Eulerian sound speed Cf by Cf/V. This completes the numerical 
algorithm for one time step except for the definitions of the appropriate slopes in each grid 
zone. There are several ways to calculate the slopes. One can calculate them either in terms of 
the conservative variables V, u and E or in terms of the primitive variables p, u and p. The 
choice of conservative variables ensures the positivity of V and E. A simple form of slope 
calculation for each variable was proposed by van-Leer [18]
lab
S = S(a,b) = (a + b) 
0
al) > 0
ab^O
where ajb stand for the right and left hand differences e.g. for the fust variable
ffl; -  nt:
(33)
(34)
‘i-l
This fonn of slope calculation, though simple, sometimes leads to small oscillations. A better 
form of the slope calculation proposed by Roe [19,20] is
S = -----Max (|Minmod (a,S*b)|, |Minmod (5*0,6]}
|a|
where the Minmod function is defined as
(a |o |<|6|, ab>0 
Minmod (o,6)= jb jflj>|b|, ab>0 
[o ab<0
(35)
(36)
5* is a constant which takes a value between one and two. A value of 1.4 is recommended.
2.3. Solution for the source equation and discussions:
In each time step, the state variable vector IV as obtained by solving the homogeneous cq.(21) 
has to be corrected for the sources by solving the source eq. (22). For a weak source one can 
use a fully explicit method where one writes
IV-*' = W? +4 / C( r „ r „ ,  IV''). (37)
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Here W on the right hand side of this equation denotes the solution of a homogeneous 
equation as described in Section 2.1. In cases where the source term Q depends very strongly 
on the state vector W and time t one should use a fully implicit scheme
w r '  = H'." + A, Q{ri,U^uWr')- (38)
or a combination of explicit and implicit schemes. Eq. (38) requires an iteration and hence 
more computational efforts. For a intcrmeilliate case one can use the predictor-corrector [21] 
method. In this method, we first obtain the 1st order predictor
+ At ■ Q{n (39)
and than the 2nd order conector
9
(40)
To increase the accuracy, the second order corrector step should be repeated with the value of 
on the left hand side of eq. (40) taken as VF,"*'. Usually, one or two iterations are 
sufficient. For the purpose of demonstfation of the numerical scheme three test problems are 
choosen for which analytical solutions are available. The first such test problem is the Sod's 
shock tube problem [11]. The initial conditions of this problem arc
_ 1(1.0, 0.0, 1.0)' R<Ro
(0.125,0.0,0.1)' R>Rft
(41)
The analytical solutidn consists of a shock wave, a contact discontinuity and a rarefaction 
wave. Our numerical solution using the 2nd order upwind scheme is compared with the 
analytical solution in Figure 2. The slope for the second order scheme was calculated u.sing 
eq. (35) with the value of the constant S* = 1.4. The comparisons in Figure 2 show that the
corners ol the analytical solution arc rounded off in the numerical results. The constant state 
between the contact di.scontinuity and the shock wave are well reproduced by the numerical 
solution. The shock wave resolution is much sharper than that of the contact discontinuity. 
The second test problem we examine is the one proposed by Lax [22]. The initial conditions 
of this Riemann problem are
[(0.445, 0.698, 3.528)'(p,u,p) =
R<0.5
(0.5,0.0,0.571)' R>0.5
(42)
Note that for this problem we have an initial jump in the particle velocity in addition to the 
jump in the density and the pressure which are also present in the Sod's problem discussed 
above. The results are compared with the analytical solution in Figure 3. Again, we observe 
that the shock wave is resolved very sharply but relatively large dissipation is introduced at 
the contact discontinuity. In the increasing order of complexity, the third test problem we 
consider here is one where a shock wave interacts with a contact discontinuity. Such a 
problem appears when the initial conditions-are of the type
(Pi,u^, 10.0)'
(p .M .p ) ‘ =  (1 .0 , - 1 . 0 ,  0 .1 ) '
(1 0 .0 , - 1 . 0 ,  0 .1 ) '
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R<0.3
0.3 <R <0.6
R>0.6
(43)
Figure 2. Space profiles for Sod's problem [11]. Solid lines represent analytical solutions while 
open circles give 2nd order upwind results.
Figure 3. Space profiles for Lax's problem [22]. Solid lines represent analytical solutions while 
open circles give 2nd order upwind resulu.
Here we have a jump in density, velocity and pressure ai R = 0.3 and a second jump in 
density at 1?« 0.6. The values of the constants pi and ui are so choosen that a shock wave is
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generated at /? = 0.3 moving towards right without the corresponding backward moving 
rarefaction wave. The values of pi and Ui obtained using the well known Rankinc-Hugniot 
relations are 1.856 and 5.67 respectively. The analytical solution of this problem consists of a 
shock wave initiated at ~ 0.3 moving towards right and a contact discontinuity initiated at 
R = 0.6 moving towards left These waves interact producing two shock waves and a contact 
discontinuity [231. The analytical solutions arc compared with the numerical results m 
Figure 4 for two time steps after the interaction of the shock wave and contact discontinuity.
Figure 4. Space profiles for Munz’s problem [23]. Solid lines icjircsent analytical solutions 
while open circles give 2nd order upwind results.
3« Equation of state for ICF
The energy yield and hence the success of an ICF experiment largely depends on the level of 
compression one can achieve with a given driver. For a proper estimate of compression in an 
ICF numerical simulation, the need for an accurate EOS data is obvious. Most of the 
analytical or semi-analyucal models on EOS can not cover a very wide range of densiries and 
temperature. The density of the target may vaiy from as low as 10  ^ times solid density po in 
the corona region to 10^  times Po in the central compressed region. Similarly, the temperature 
may vary from few Kelvines (cryogenic targets) to few KEV in the hot spark region. For a 
detailed study of EOS under these conditions the reader is referred to the recent book of 
Elizer, Ghatak and Hora [24] on this subject. From an user pint of view, the most accurate 
EOS data is available in tabular form (SESAME tables) developed in Los-Almos lab of USA 
[25]. These data do incorporate available experimental results and different theoretical models 
for different elements in different density and temperature ranges. However, for use in ICF 
applications these tables have two main problems. Firstly, these tables give total pressure and 
total internal energy while in ICF simulations one requires these quantiucs separately for
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electrons and ions. Although, of late electron and ion EOS data for some selected elements 
have been incorporated in the SESAME tables, no claim is made about their accuracies. 
Therefore, one needs an additional prescription to separate out electron and ion contribution 
from total values given in the table. Secondly, from a practical point of view unless one has 
very efficient interpolation and more important the location search routines, the computational 
efforts involved may increase significantly. Thus it is necessary to develop some fast 
packages which evaluate EOS data on-line based on senii-empirical or theoretical 
models |26|. One such model which is observed to he efficient as well as fairly accurate will 
be described below. Any package on EOS should contain a model each for electron and ion 
and an appropriate prescription to estimate the average degree of ionization. We will describe 
these two features separately.
3J. Average degree of ionization :
Average ionization of the plasma can be defined as
(44)
where Q is the fractional number density for the /-th element of the plasma and denotes the
average state of ionization for the element. By definition
and the average ionization of the clcnicnt Z/ is defined as
(45)
where C\ denotes the fraction of atoms in the i-th state of ionization
An accurate estimate of Z in turn require an evaluation of Cl for each clement.
The basic theory of ipnization (especially useful in stellar interiors) provides the 
fraction Cj through Saha's equation [9] (subscript i is suppressed for convenience as future 
discussion restricts to one clement case)
1Q ivC , _ (46)
C, pN
where N is the total number density of the element (C,- = N /^N) and C, denotes the electron 
fraction, p is the plasma density. The function AT is defined as
and constant A is given by
4 ^ 2  6.04x10^* eV.
(47)
(48)
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The electronic partition function ui defined as
Si (4 9 )
/t=0
where gi^  are the statistical weights for the level k and Ej^  are the energy levels for the /-ionized 
ion. Relation (46) represents a set of non-linear alzebric equations which can be solved 
iteratively to obtain C, and hence Z . However, an interpolation method [27] require much
less computational efforts, less storage requirement and usually yields nearly the same 
results. This method proceeds as follows. |f  Z* < 1/2, then it is assumed that only neutral and 
singly ionized atoms are present. In this caise one obtains 
1
2pN
+ - K ,} . (50)
For the other extreme case when Z* > Z -1 /2 , one assumes the ions ol charge Z aim Z 1 are 
the only species present and this Icacls to
Z =
pN 1
Z - l JLl
pN
4K;
pN
(51)
For any oihcr intemediatc value of Z* one uses an interpolation formula of the type 
AT^
^ ‘  pN •“ ‘" • r  7-
where the interpolated ionization potential 7 is defined as 
/ =  (« + l /2 - Z * ) / ,+  (Z* + l/2-«)/n+i
Saha equation in the present loan has no provision to treat pressure lom/ation, a process 
arising at high densities and pressure where interaction among closely packed ions leads to 
the lowering of upper energy levels. More [27] proposed a simple procedure to incorporate 
pressure ionization in the Saha etjualion by a progressive reduction ol equivalent statistical 
weight of excited levels, i.e. replacing the constants i  ^ '^^ 1- where
the parameter Tr^  is I for low density (no pressure ionization) and goes smoothly to /eio 
when reduced ionization energy of the ion appnxiches zero. Recently Busquet 128] pointed 
o u t  that the above procedure of More spoils the principle of detailed balance since the ratio ol 
upwards excitation rate W,„„ to downwards dc excitation rate W,„„ has a value ol 
instead of unity as is required under the local thermodynamic equilibrium. He corrected the 
individual rate equations to include this parameter rt„ so that the detailed balance is 
maintained. Alternatively many workers have proposed the use ol average atom model to 
ca lc u la te  Z * [291 . However, all the above methods require storage ol ionization potential and 
o th e r  a to m ic  data for various ion species. An approach based on Thomas-Fcnm model is tree 
fr o m  s u c h  requirements. Thomas Fermi statistical model assumes thtil each nucleus is placed
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(  3 Y'at the centre of a sphere of radius /?o given by  ^ j  and within each sphere
electrostatic potential is calculated by solving the poison equation. The potential is assumed 
zero at the outer surface of sphere and at the centre it approaches For details see Ref.
[24].
The ioni/.alion potential for any element of eharge Z and average ionization Z* is given 
by scaling
( Z ‘
/(Z,Z*) = Z-‘/’/o 
TZ  = Z .F
(52)
(53)
where /o(a) is found to be same for all the elements. Above potential is compared with exact 
HFS calculations for various elements and results are found in good agreement except for the 
absence of shell effects |301. This form of scaling provides a universal scaling law for Z* 
which docs not need data storage for ionization potential. This scaling law can be written as
where function F is defined as
F(x(T))  =
1 -+- jc4- V I + 2a* •
(54)
and
0 6624
for 7  = 0
„ p(g/c.c)
— ^ .A = ayT^  +a^n*
B = -  exp \ba + byTp +
AR‘-
^ •1 4 .3 1 3 9 (5 ^ )'
For r  0, X is as defined below 
X = 14.3139
e  -
C = F ^2 
*'''«)
7-. .
and constants ay = 0.003323, bo = -1.7630, 02  -  0.971832, by = 1.43175,. 
03 = 9.26148 X10-5, bi = 0.315463, 04 = 3.10165, Cy = -0.36667 and C2 = 0.983333.
For an accurate evaluation of Z* in the ICF condition, one can solve numerically the 
time dependent rate equation and such computer packages are available [31]. However, we 
have found that such a detailed calculations is not necessary and Thomas-Fermi model is 
advisable because of its efficiency and simplicity. Results presented in the next section use 
this model to calculate Z.
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5.2. Electron and ion EOS:
Ions being heavier pose no serious problems. A simple model for ion EOS gives reasonably 
good results. Even ideal gas EOS has been frequently used for ions without any serious 
problem. However, a better model based on the work of R. Cowan [32] is found quite 
suitable. The model gives explicit formulas for pressure and internal energy in three dirfcrcnt 
regions of phase space. One region represent fluid state while the other two correspond to 
solid phase. The fluid region represents the temperature above the melting curve. The melting 
curve is obtained from the modified Lindemann Law [33]. The two solid state regions 
correspond to high and low temperatures and are represented by classical and Quantum D^ye 
solid model. In both cases a Gruneisen pammetcr (with proper density-temperature scaling) 
gives pressure from the specific internal energy. Scaling lorniula is used for Debye 
temperature. The beauty of this model is that while it represents almost all elements it requires 
no constants. All material properties arc represented only through atomic mass and atomic 
charge number. Further details of the model can be seen in Ref. 134]. LOS model for the 
electrons require complex treatment because of long electron Dc Broglie wavelength and 
hence classical models do not give good results. Furlhennorc, if high Z  materials are present, 
as is usually the case, the large number of electrons in the plasma further demand an 
appropriate model lor them. The earlier versions ol ICf computer codes used Fcrmi-Diiac 
EOS [4,5| based on statistical mechanics of non-interacting particles which obey Pauli's 
exclusion principle. Here the pressure and energy are expanded interms o( a degeneracy 
parameter.
^ ; 7 ’/.' being the fermi temperature while T is the electron temperature. Diilcrent
expansions are used in two different ranges of t  This model is found not to be suffleienUy 
accurate, particularly when a high Z material is present in the target. The so called corrected 
Thomas-FermiTDirac’ model for electrons [7] is found quite adequate for densities above the 
solid densities. It is based on the woik of Bell [35] which incorporate Kirzhnils quantum and 
exchange correcUons to Thomas-Fermi model. Further corrections are introduced by Tahir 
and Long [7] near*the solid density. Various details of this model are beyond the preview of 
this paper and reader is referred to Ref. [7] for further details.
As an overall test, in Figure 5 we have compared the total pressure for 50-50 D-T 
mixture as obtained from the analytical models discussed in this sccUon with the SESAME 
table values. Figure 6 shows similar comparisons for total internal energy. In both these 
figures the marker points represent the SESAME table values while solid line correspond to 
the model results. The average degree of ionization was calculated using the Thomas-Fermi 
scaling discussed in Section 3.1. Ideal gas EOS was used for ions while so called 'corrected 
Thomas-Fermi-Diiac' model with actual density was used for electrons. A wide variation of 
density from to 10^  gms/cc was used while temperature varied from lO'^  eV to 10 KcV. 
From the figures we observe that a reasonably good agreement exists between SESAME table 
and the model except near the region of phase transition. A similar companson is observed
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even for heavier elements (results not presented in this paper because of space limitations). It 
is clear that further improvements are necessary for proper treatment of phase transitions. A 
detailed treatment of phase transition is incorporated in the Sandia Laboratory (USA) radiation 
hydrodynamic code package CHART-D [26]. However, for ICF related problems this 
transition phase is so short lived that simulation results may not be affected by these 
differences. However, in many of the experiments carried out in various laboratories engaged 
in ICF research where very high temperatures and compressions are not achieved, this 
discrepancy at phase transition may have to be looked into. At present at BARC, we are 
looking into various models to improve upon the representation of this phase transition. Point 
worth mentioning here is that the model for which results are presented in Figures 5 and 6 
(solid lines) i^  computationally very efficient and the element is characterised only by its 
atomic mass and change number.
Figure 5. Pressure against density for D+T mixture. Points represent SESAME tables data while 
solid lines give calculated values.
Figure 6. Specific internal energy against density for D+T mixture. Points represent SESAME 
tables dau while solid lines give calculated values.
4. Beam energy deposition
As the energy deposition mechanism for Laser and ion beam are drastically different we 
discuss these two processes very briefly and separately in the following two subsections.
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4 J . L aser energy deposition :
A prepulse (or tiny part of main Laser pulse) converts ^  ICF pellet lo a partially ionized 
plasma with a density tail extending well beyond the core radius of the target. The absorption 
and scattering of laser light then predominantly occurs in this low density region. The energy 
is transported to the target surface by various heat conduction mechanisms. Predominant 
mode of laser absorption in the low densi^ plasma is the classical inverse bremsstrahlung 
upto the critical density. At the critical density, the absorption and scattering is dominated by a 
number of non-linear process. A complete fimulation of these mechanism is usually beyond 
the scope of ICF computer code. A empirical fit usually accounts for these non-linear 
processes. A commonly used prescription i$ to deposit a prc-prescribed fraction of laser light 
reaching at the critical density over a smaB zone (usually 2 to 3 space meshes) around the 
critical density and remaining light is reflected back to account for various scattering 
mechanisms. The back reflected light may s^ain be absorbed by inverse bremsstrahlung while 
passing through low density plasma.
This simple prescription of laser light absorption require the prior knowledge of the 
space density profile of the corona region Many of the ICF codes ignore this initial phase and 
start the numerical simulation with the target in the form of a plasma. The energy consumed in 
this initial phase is small enough compared to overall energy balance so that no significant 
loss of accuracy is expected. However the effect of space profile of density on the absorption 
of laser energy require some study. For this purpose simulations are carried out for a 60 
micro-gram 50-50 DT spherical pellet incident with CO2 laser light of wavelength 1 x 10"^  
meters. The radius of the pellet considered is 4.8 x 10^ meters, and has a uniform density of 
124.0 Kg/m .^ Laser pulse considered is of the shape
= (55)
This corresponds to the optimum pulse shape required for the generation of a converging 
sequence of shocks. Pq is taken as 1.5 x 10’ watts and pulse duration t  is 20.0 nano­
seconds. The shape factor is taken as 2. Maximum laser power is restricted to 1.0 x 10'* 
watts and laser is switched off the moment it deposits a total of 4.0 x 10  ^Joules of energy to 
the plasma.
The plasma profile consists of a high density core of radius Rc surrounded by a low 
density tail of thickness Rt- Tail is considered to have a parabolic profile with density at tail 
beginning and end being 0.0248 and 0.00248 of the core density respectively [36]. Three 
cases are considered. For the first case die tail thickness is taken as zero and in this case all 
laser power is deposited at the outermost surface of the pellet In case two Rj- = Rc and case 
three has thickness Rj twice the core radius.
In Figure 8 density and neutron production rates at the centre of sphere arc plotted vs 
time. We note that the compressions achieved and the neutron yields are nearly the same in 
the three cases. However, there is a shift in the'peak indicating that the hydrodynamics
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motion is slightly sluggish in the presence of tail. In Figure 7 space profiles of density and 
ion and electron temperatures are shown at the time of maximum compressions. Space 
profiles are also seen to be similar in the three cases.
Figure 7. Space profiles for density and elearon and ion temperatures for the three cases.
It is seen from the above study that if anomalous absorption is accounted for in a 
phenomenological manner then the presence of plasma tail does not affect the compressions, 
electrons and ion temperatures and hence the neutron and fusion yields except for a small 
delay in achieving the maximum yield.
Figure 8. Time profiles for density and neutron production rate for the three cases.
4 .2 . Ion beam energy deposition:
A reasonably accurate estimate for the energy deposition profile (l/p dEjdX) for the light 
and heavy ion beams in cold and hot plasmas is an essential feature for any ion beam
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experiment simulation. The energy loss of ions in matter is primarilly due to the processes of 
ionization and excitation by coulomb forces. In hot plasma the collective plasma oscillations 
also contribute to the ion skwing down. It is anticipated that the ion beam energy coupling 
involves only linear processes as against the laser beam absorption which is dominated by 
non-linear ellccts. It is observed that a reasonable simplifying assumption is to calculate the 
slowing down of ion beam by bound elections, free electrons and ions separately and then 
add them up. Binary collision theory within Debye sphere coupled with collective wave 
excitation outside the Debye sphere is usually sufficient to evaluate the contribution of beam 
slowing by free electrons and plasma ions. The slowing down model for bound electrons 
uses Bethe formula for high energy ions and Lindhard formula |37] for low energy ions. The 
Bethe equation accounts for both ionization affid excitation of the atomic electrons and has the 
form [38].
f — 1 =V dX
4;ryVo Z^ „ p  / z
m ,HEI'HR
In 2/>ic C^p^r'
U) z 2 (56)
where A  and Z are the mass and charge atomic number of the stopping medium, is the 
effective charge of the projectile ion, and all other symbols have their usual meanings. Note 
that the effective charge of projectile Z^fi- depends on the energy ol* projectile and the state of 
plasma and hence it changes with time as the ion beam slows down in the plasma. The 
quantity N ^ p Z j A  e.ssentially gives the number density of bound electrons. The polarization 
effect correction term 5/2 is usually small in the region of interest and the sum of shell 
correction effects ^^(C ,/Z) is evaluated using the Mehlhorn's fitting formula. The Bethe’s
average ionization potential </> is formally defined as
(57)
where and /„ are the energies of possible electronic transitions and corresponding dipole 
oscillator strengths for the stopping medium. In practice,/„ and arc not known well 
enough and an accurate estimate of </> is the main problem in estimation ol ion energy 
deposition. A large amount of experimental data is available in the literature on the slowing 
down of proton beam in cold material and it has been fitted to the Bethe s formula by 
Anderson and Ziegler [39]. By such a fitting procedure, they have proposed a set of adjusted 
values the average ionization potential for all elements from Z = 2 to Z — 93 tor
cold materials. However, no such experimental data is available at tcmperatuie of interest in 
ICF conditions so as to obtain a similar set of adjusted values ol </> at high temperature. 
Mchlhorn proposed an interpolation of the form
{!{Z,q))= f  {K Z -q ,0 )
Z - q
B 5&6(28)
670 N  K  G upta  an d  S V L aw an de
where { l ( Z - q A ) ) )  denotes the average ionization potential for the cold material and q 
denotes the ionicity of the stopping medium. ^ = 0 tor the neutral and q — Z  for the fully 
ionised material. In the lauer case, the tcmi mean ionization potential does not make any sense 
and hence the maximum value oi'q is restricted to Z - l .  The above expression is by definition 
accurate for <7 = 0 (neutral atom) and for q = Z~1 (hydrogenic atom). However, it was soon 
realised that this interj^olaiion can give qualitative results but for reasonably accurate 
quantitative estimates of ion beam slowing down by bound electrons, a more accurate value 
of < />  is essential. For a few selected elements </> have been evaluated from the first 
principles using time consuming atomic calculations, e.g. McGuire et al [40] have evaluated 
</> for aluminium using such an approach. However, one needs an efficient formulation to 
evaluate </> on line with an ICF computer code. Such a fonnulation was recently developed 
by Goel and Gupta [41 ] based on screened hydrogenic atom (SHA) model of More [42]. in 
Figure 9 we compare the sloping power of uniformly ionised plasma as calculated by the 
procedure described above with </> calculated from SHA model with those obtained from the 
first principle generalised oscillalor strength calculation ol McGuire [43]. Various curves in 
the figure denote the degree of ionization. In general a good agreement is observed for low 
values of ionicity and fairly good for highly ionized plasma.
F igu re 9. Sloping power o f  proton beam in aluminium. Solid line.s repre.sent calculated values 
while points g ive  McGuire values
5. Concluding remarks
In this paper, we have described three main aspects of our one dimensional Lagrangean 
geometry ICF code. The von-Ncumann method of artificial viscous pressure to treat shock 
waves is observed to give higher temperatures at shock reflection and at shock wave 
interactions. Instead, the high resolution upwind schemes arc recommended. Exefept for the 
region of phase transition, our semi-empirical model for EOS is found satisfactory. Some 
results for the laser and ion beam energy deposition are also presented in this paper.
Numerical simulation of inertial confinement fusion targets 671
Acknowledgments
Part of the work rc(X)rted in this paper was carried out at Institut fiir Ncuironcnphysik und 
Reactortechnik, Kcrnforschungs/cntrum, Fed. Rep. Germany during one of the authors 
(NKG) stay there.
Note added in the proof
This review is certainly not exhaustive on the subject as it covers only three of the 
many aspects of I C F numerical simulation. In particular, our cl forts on the subject ol 
radiation transport and computation of multi-group radiation opacities are not included in this 
paper.
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