Although research implicates lateral prefrontal cortex (PFC) in executive control and goal-directed behavior, it remains unclear how goals influence executive processes. One possibility is that goal-relevant information, such as expected rewards, could modulate the representation of information relating to executive control, thereby ensuring the efficient allocation of cognitive resources. To investigate this, we examined how reward modulated spatial working memory. Past studies investigating spatial working memory have focused on dorsolateral PFC, but this area only weakly connects with areas processing reward. Ventrolateral PFC has better connections in this regard. Thus, we contrasted the functional properties of single neurons in ventrolateral and dorsolateral PFC as two subjects performed a task that required them to hold spatial information in working memory under different expectancies of reward for correct performance. We balanced the order of presentation of spatial and reward information so we could assess the neuronal encoding of the two pieces of information independently and conjointly. Neurons in ventrolateral PFC encoded both spatial and reward information earlier, stronger and in a more sustained manner than neurons in dorsolateral PFC. Within ventrolateral PFC, spatial selectivity was more prevalent on the inferior convexity than within the principal sulcus. Finally, when reward increased spatial selectivity, behavioral performance improved, whereas when reward decreased spatial selectivity, behavioral performance deteriorated. These results suggest that ventrolateral PFC may be a locus whereby information about expected rewards can modulate information in working memory. The pattern of results is consistent with a role for ventrolateral PFC in attentional control.
Introduction
The activity of neurons in lateral prefrontal cortex (LPFC) encodes much information relevant to executive control, including behavior-guiding rules (White and Wise, 1999; Hoshi et al., 2000; Wallis et al., 2001) , task context (Asaad et al., 2000) , strategies (Genovesio et al., 2005) and sensory working memory (Goldman-Rakic, 1987; Rao et al., 1997) . One important feature of high-level cognition is that it is goal-directed. LPFC neurons encode information important for establishing goals, such as the expected reward for a particular behavior (Leon and Shadlen, 1999; Kobayashi et al., 2002; Matsumoto et al., 2003; Roesch and Olson, 2003; Wallis and Miller, 2003b; Amemori and Sawaguchi, 2006) . Moreover, damage to LPFC impairs the ability to organize behavior toward goals effectively (Owen et al., 1990) , an impairment termed "goal neglect" (Duncan et al., 1996) . Thus, a complete understanding of LPFC function should account for how information relevant to goal-directed behavior, such as expected rewards, can modulate information pertaining to executive control.
One possibility is that increasing the expected reward of a behavior enhances the representation of executive control processes, an effect which may underlie the tendency for behavioral performance to improve as the expected reward increases (Roesch and Olson, 2007) . With this aim, a useful executive process to study is spatial working memory, since it has a long association with LPFC function (Jacobsen, 1935; Fuster and Alexander, 1971; Kubota and Niki, 1971; Funahashi et al., 1989) and it is easily parameterized, unlike other forms of visual working memory or executive information. Consequently, it provides a sensitive measure against which to measure the effects of goal-relevant information, such as reward. Thus, we sought to characterize better how LPFC neurons integrate reward information with spatial working memory. We did this by comparing neuronal activity in LPFC when either spatial or reward information alone was available to neuronal activity when both types of information were present. In terms of the anatomy underlying these processes, cortex in ventral LPFC (VLPFC) may be better connected than dorsal LPFC (DLPFC). VLPFC strongly connects with both sensory areas (Cavada and Goldman-Rakic, 1989; Preuss and GoldmanRakic, 1989; Carmichael and Price, 1995b; Petrides and Pandya, 2002) and areas processing reward, such as the amygdala and orbitofrontal cortex (Barbas and Pandya, 1989; Carmichael and Price, 1995a; Petrides and Pandya, 2002) . In contrast, although DLPFC receives input from parietal cortex, it has relatively weak connections to other sensory and reward areas (Barbas and Mesulam, 1985; Cavada and Goldman-Rakic, 1989 ; Petrides and of the recording chambers using stereotactic methods. We plotted the positions onto the MRI sections using commercial graphics software (Adobe Illustrator). We confirmed the correspondence between the MRI sections and our recording chambers by mapping the position of sulci and gray and white matter boundaries using neurophysiological recordings. We traced and measured the distance of each recording location along the cortical surface from the genu of the ventral bank of the principal sulcus and the lateral surface of the inferior convexity. We also measured the positions of the other sulci relative to the principal sulcus in this way, allowing the construction of the unfolded cortical maps shown in Figure 1 .
Behavioral task. We used NIMH Cortex (http://www.cortex.salk.edu) to control the presentation of the stimuli and the task contingencies. We monitored eye position and pupil dilation using an infrared system with a sampling rate of 125 Hz (ISCAN). Each trial began with the subject fixating a central square cue 0.3°in width (Fig. 1) . The subject had to maintain fixation within Ϯ2°of the fixation cue throughout the trial until the fixation cue changed color, indicating that the subject could indicate his response. Failure to maintain fixation resulted in a 5 s "time- A, In the RS task, the subject sees two cues separated by a delay, the first of which indicates the amount of juice to expect for successful performance of the task, and the second of which he must maintain in spatial working memory to saccade to its location 1 s later. The fixation cue changes to yellow to tell the subject to initiate his saccade. The SR task is identical except the cues appear in the opposite order. There are five different reward amounts, each predicted by one of two cues, and 24 spatial locations. The inset lateral view of the macaque brain indicates the position of the recording chamber. B, Flattened reconstructions of the cortex indicating the locations of recorded neurons in DLPFC (red circles) and VLPFC (blue circles). The size of the circles indicates the number of neurons recorded at that location. We measured the anterior-posterior position from the interaural line (x-axis), and the dorsoventral position relative to the genu of the ventral bank of the principal sulcus and the lateral surface of the inferior convexity (0 point on y-axis). Gray shading indicates unfolded sulci. See Materials and Methods for details regarding the reconstruction of the recording locations. SA, Superior arcuate sulcus; IA, inferior arcuate sulcus; P, principal sulcus.
out" and the abortion of the trial. After acquisition of fixation, two cues appeared sequentially and separated by a delay, one of which was a spatial location that the subject had to hold in working memory (the mnemonic stimulus), and one of which indicated to the subject how much reward they would receive for performing the task correctly (the rewardpredictive cue). After a second delay, the fixation spot changed color, which indicated that the subject could make a saccade to the location of the mnemonic stimulus. Once the subject initiated his eye movement to indicate his response (the eye left the Ϯ2°fixation window), he had 400 ms in which to saccade into the target location (within Ϯ3°of the target location). If the target location was acquired within this 400 ms period, the subject then had to fixate the target for 150 ms. If the subject failed to acquire the target within 400 ms or failed to maintain fixation of the target (within Ϯ3°of the target location) for 150 ms after target acquisition, we recorded an inaccurate response and terminated the trial without delivery of reward. We tested 24 spatial locations that formed a 5 ϫ 5 matrix centered at fixation with each location separated by 4.5°. There were five different sizes of reward. We instructed each reward amount with one of two pictures, which allowed us to distinguish neuronal responses to the visual properties of the picture from neuronal responses that encoded the reward predicted by the picture. We therefore had two picture sets, each with five pictures associated with five different amounts of reward. In the RS task, the first cue was the reward-predictive cue and the second cue the spatial mnemonic stimulus, while the cues occur in the opposite order for the SR task. We fully counterbalanced all experimental factors, and the different trial types were randomly intermingled. RS trials were randomly intermingled with SR trials. Subjects completed ϳ600 correct trials per day. Statistical methods. We conducted all statistical analyses using MAT-LAB (MathWorks). We began by analyzing the subjects' behavior. For each recording session, we calculated the subjects' mean accuracy for each experimental condition. We defined this measure as the number of accurate responses relative to the total number of accurate and inaccurate responses. In addition, for each recording session we also calculated the proportion of trials on which the subject failed to maintain fixation relative to the total number of trials in the session. Finally, we calculated the subjects' reaction times, defined as the time from the fixation cue changing color to the time at which the subject's eye first left the fixation window. To analyze pupil dilation, we first determined the baseline pupil diameter by calculating the mean pupil diameter during the fixation period across all conditions. We then plotted the time course of the mean pupil diameter across various experimental conditions expressed as a percentage of its baseline diameter.
Our first step in analyzing the neuronal data was to visualize it by constructing spike density histograms. We calculated the mean firing rate of the neuron across the appropriate experimental conditions using a sliding window of 100 ms. We then analyzed neuronal activity in six predefined epochs, corresponding to the presentation of the two cues and the first and second half of each of the delays. We chose the epochs to ensure each was of equivalent size. For each neuron, we calculated its mean firing rate on each trial during each epoch. We used this information to visualize the mnemonic field of the neuron during each epoch. For each spatial location, we calculated the neuron's standardized firing rate by subtracting the mean firing rate of the neuron across all spatial locations and dividing by its SD. We then performed five iterations of a two dimensional linear interpolation and plotted the resulting matrix on a pseudocolor plot.
To determine whether a neuron encoded an experimental factor, we used linear regression to quantify how well the experimental manipulation predicted the neuron's firing rate. Before conducting the regression, we standardized our dependent variable by subtracting the mean from each data point, and dividing each data point by the SD of the distribution, and we centered the independent variables. We evaluated the significance of selectivity at the single neuron level using an ␣ level of 0.01. We performed these analyses for each neuron and each epoch in turn. We also included an estimate of the prevalence of neurons that showed selectivity in any of the epochs (see Table 1 ). This potentially overestimates the true prevalence of such neurons, since it requires multiple statistical comparisons (one statistical test for each of the epochs under consideration). However, it does serve as a useful estimate of the likely upper limit of the prevalence of selectivity in our neuronal populations.
We first examined how neurons encoded reward information by analyzing neuronal activity during the first cue and delay epochs of the RS task. To quantify whether a neuron encoded reward information, we performed a linear regression on the neuron's mean firing rate ( F) during the first cue and delay epochs of the RS condition (i.e., when the subject only had reward information available) using the size of the reward predicted by the cue as the predictive variable (P 1 ). We classified a neuron as reward selective if the equation F ϭ b 0 ϩ b 1 P 1 significantly predicted the neuron's firing rate. To examine the time course of reward selectivity we performed a "sliding" regression analysis to calculate at each time point whether the expected reward size significantly predicted the neuron's firing rate. We fit the regression equation to neuronal firing for overlapping 200 ms windows, beginning with the first 200 ms of the fixation period and then incrementing the window in 10 ms steps until we had analyzed the entire trial. If the equation significantly predicted the neuron's firing rate for three consecutive time bins (evaluated at p Ͻ 0.005), then we took the first of these time bins as the neuron's latency. We used the r 2 value to calculate the percentage of the variance (PEV) in the neuron's firing rate that was explained by the size of the expected reward (PEVreward).
To examine how neurons encoded spatial information, we analyzed neuronal activity during the first cue and delay epochs of the SR task. To quantify whether a neuron encoded spatial information we performed a linear regression using the neuron's mean firing rate ( F) during the first cue and delay epochs of the SR condition as the dependent variable and the X and Y coordinates of the spatial cue as two predictive variables (P 1 and P 2 , respectively). Thus, we classified a neuron as spatially selective if the equation F ϭ b 0 ϩ b 1 P 1 ϩ b 2 P 2 significantly predicted the neuron's firing rate. Two types of neuronal selectivity were evident in our population. In many neurons it took the form that one typically expects of a selective neuron, that is, a low firing rate to the majority of the locations and a high firing rate to a specific location. We refer to such neurons as exhibiting "standard selectivity." However, in some neurons it consisted of the opposite pattern, that is, a high firing rate to the majority of the locations and a low firing rate to a specific location. We refer to these neurons as showing "inverse selectivity." For every spatially selective neuron, we determined which of these forms of selectivity it exhibited by calculating the percentage of locations that the neuron's firing rate exceeded its mean firing rate across all locations. To examine the time course of spatial selectivity we performed a sliding regression analysis analogous to that used to calculate the time course of reward selectivity. We used the r 2 value to calculate the percentage of the variance in the neuron's firing rate that was explained by the spatial location of the mnemonic cue (PEVspace). This metric was independent of the two encoding schemes by which the neurons encoded spatial information.
For the time course analyses, we determined our criterion by examining how many neurons reached the criterion during a baseline period consisting of a 500 ms epoch centered in the middle of the fixation period preceding the onset of the first cue. At this stage of the task, the subject has no information about the upcoming trial and so any neurons that reached criterion must have done so by chance. Consequently, we can use this information to determine the false alarm rate of our criterion. For both the reward time course and spatial time course we calculated the proportion of neurons during the baseline period where the significance of the regression equation exceeded p Ͻ 0.005 for three consecutive time bins. We repeated this using significance levels of p Ͻ 0.01 and p Ͻ 0.05. For the encoding of reward information, 2% of neurons reached the criterion using p Ͻ 0.005. If we evaluated our criterion at p Ͻ 0.01 our false alarm rate increased to 3.7%, while a criterion of p Ͻ 0.05 yielded a false alarm rate of 20%. We obtained similar values for the encoding of spatial information ( p Ͻ 0.005 ϭ 3.2%, p Ͻ 0.01 ϭ 5.2%, p Ͻ 0.05 ϭ 21%). Thus, we used p Ͻ 0.005 as our criterion, since this yielded a reasonable false alarm rate that was Ͻ5% for both the spatial and reward time course.
To determine the exact manner by which spatial and reward information interacted, we focused on the second cue and delay epochs. For each task and each epoch we calculated the strength of spatial selectivity when the expected reward was small (i.e., when the two smallest rewards were expected) and contrasted this to when the expected reward was large (i.e., when the two largest rewards were expected). We grouped the trials in this way to ensure that there were sufficient trials for each spatial location to permit an analysis with sufficient statistical power. We calculated our measure of spatial selectivity (PEVspace) for each of the two groups of trials by performing a linear regression using the neuron's mean firing rate ( F) as the dependent variable and the X and Y coordinates of the spatial cue as two predictive variables (P 1 and P 2 , respectively), using the equation F ϭ b 0 ϩ b 1 P 1 ϩ b 2 P 2 . We then compared this value when the subject expected a large reward to when they expected a small reward. Using PEVspace as a measure of neuronal selectivity is particularly useful when comparing neurons in different brain areas since it is independent of the neuron's firing rate and dynamic firing range (Pasupathy and Miller, 2005; Sugase-Miyamoto and Richmond, 2005) .
Results
We recorded the activity of 200 neurons from DLPFC (142 from subject A and 58 from subject B) and 201 neurons from VLPFC (141 from subject A and 60 from subject B). We collected the data across 33 recording sessions for subject A and 12 recording sessions for subject B.
Behavior
We examined how our behavioral measures varied across trial types using a three-way ANOVA with the factors of Reward size, Set (which picture set the reward-predictive cues were from), and Task (RS or SR). Figure 2 A shows the mean accuracy of subject A and B. Subject A was 84% accurate across 33 recording sessions, while subject B was 88% accurate across 12 recording sessions. Both subjects showed a significant interaction between Reward and Task (A: F (4,640) ϭ 3.2, p Ͻ 0.05; B: F (4,220) ϭ 2.9, p Ͻ 0.05). An analysis of the simple effects showed that in both subjects increasing reward significantly improved accuracy on the RS task (A: F (4,640) ϭ 13, p Ͻ 5 ϫ 10 Ϫ6 ; B: F (4,220) ϭ 5.2, p Ͻ 0.001) but not the SR task (A: F (4,640) ϭ 1.1, p Ͼ 0.1; B: F (4,220) ϭ 1.2, p Ͼ 0.1). Furthermore, accuracy was consistently better on the RS task compared with the SR task (A: F (1,640) Ͼ 25; p Ͻ 5 ϫ 10 Ϫ6 for all five reward amounts; B: F (1,220) Ͼ 5, p Ͻ 0.01 for all but the second lowest reward amount). Figure 2 B shows the mean percentage of trials where the subject failed to maintain fixation for the duration of the trial. This occurred on 16% of the trials for Percentage change in pupil diameter (relative to the mean value during the baseline fixation period) for each subject, task order and picture set. The gray bars indicate the presentation of the first and second cue. During the initial presentation of the reward-predictive cues, there is no relationship between pupil diameter and the size of reward predicted by the cue. After the pictures, however, a monotonic relationship develops, with increasing reward producing greater pupil dilation, consistent with an arousing effect on the autonomic nervous system. subject A and 12% of the trials for subject B. Both subjects showed a significant interaction between Reward size and Task (A: F (4,640) ϭ 4.5, p Ͻ 0.01; B: F (4,220) ϭ 4.2, p Ͻ 0.01). An analysis of the simple effects revealed that for both subjects, increasing reward size significantly decreased the number of break fixations for both tasks (A: F (4,640) Ͼ28, p Ͻ 1 ϫ 10 Ϫ16 for both tasks; B: F (4,640) Ͼ12, p Ͻ 5 ϫ 10 Ϫ7 ), although the effect was consistently stronger for the RS task than the SR task. In summary, for both subjects there was evidence that increasing the size of expected reward led to an improvement in behavioral performance by decreasing break fixations (both tasks) or increasing accuracy (RS task only).
The effect of reward on reaction times showed more variability between the subjects (Fig. 2C) . Subject A showed a significant interaction between Reward size and Task (A:
). An analysis of the simple effects showed that increasing reward size led to progressively faster reaction times on the RS task, but slower reaction times on the SR task. For subject B there was a main effect of Reward (F) ϭ 20, p Ͻ 1 ϫ 10 Ϫ15 ). A post hoc analysis using a trend analysis revealed that the relationship was nonlinear, with a significant quadratic effect (F (1,5535) ϭ 54, p Ͻ 1 ϫ 10 Ϫ12 ) and nonsignificant linear effect (F (1,5535) ϭ 2.8, p Ͼ 0.05). Subject B also showed a main effect of Task (F (1,5535) ϭ 64, p Ͻ 1 ϫ 10 Ϫ14 ) showing significantly faster reaction times on the SR task. In summary, both subjects showed systematic effects of reward size and task on reaction times, although the nature of these effects differed between the two subjects.
As a further measure of the effect of reward size on our subjects, we monitored pupil dilation across the course of the trial. The sympathetic nervous system controls pupil dilation and consequently it can be used as a measure of the level of arousal in the autonomic nervous system (Hess and Polt, 1960) . Figure 3 shows the time course of pupil diameter changes across the course of the trial for the different tasks and subjects. We have plotted the data grouped according to the magnitude of reward predicted by the reward cue. During the presentation of the reward-predictive cue itself, there is little relationship between pupil diameter and the size of the predicted reward. Instead, the luminance of the cue appears to control pupil diameter, as evidenced by the lack of consistency between the two picture sets (the pictures were not luminance matched). However, once the cues disappear, a consistent relationship emerges for both picture sets: there is a positive relationship between the size of the reward that the pictures predict and the diameter of the pupil. This suggests that the size of the expected reward is driving pupil dilation, rather than the visual properties of the pictures, since it is the size of the expected reward that is consistent across both picture sets.
To quantify these effects we performed a two-way ANOVA on the mean pupil diameter during defined epochs of the trial, with factors of Reward (the size of the predicted reward) and Set (which picture set the reward predictive cue was from). We focused on two epochs. The first epoch began 100 ms from the onset of the reward-predictive cue until 100 ms after its offset. This epoch captured the presentation of the reward-predictive cue allowing for the latency of the pupil response. The second epoch consisted of the last 500 ms of the second delay, which ensured that the pupil diameter had recovered from luminanceinduced changes. We performed this analysis for each task and each subject in turn. During the presentation of the rewardpredictive cues, both subjects showed a significant interaction between Reward and Set for both the RS (A: F (4,9443) ϭ 82, p Ͻ 1 ϫ 10 Ϫ15 ; B: F (4,3382) ϭ 11, p Ͻ 1 ϫ 10 Ϫ8 ) and SR (A: F (4,8292) ϭ 61, p Ͻ 1 ϫ 10 Ϫ15 ; B: F (4,3090) ϭ 4.2, p Ͻ 0.01) task orders. This pattern of results indicated that the visual properties of specific cues controlled the pupil diameter, consistent with a luminanceinduced change. A different pattern emerged by the end of the second delay. Subject B showed a significant main effect of Reward, with no other main effects or interactions, for both the RS (F (4,3382) ϭ 2.9, p Ͻ 0.05) and SR (F (4,3090) ϭ 17, p Ͻ 1 ϫ 10 Ϫ12 ) tasks. Such a pattern is consistent with an increase in arousal caused by the expectancy of receiving a reward. The specific identity of the pictures no longer affects pupil size; rather, pupil diameter is explained solely by the size of the expected reward. Thus, our analysis of subject B's pupil diameter appears to confirm that he knew the size of reward predicted by the pictures.
The data from subject A were less clear, since we saw a significant Task ϫ Set interaction for the RS (F (4,9443) ϭ 6.3, p Ͻ 0.0001) and SR (F (4,8292) ϭ 2.8, p Ͻ 0.01) task orders. However, closer inspection of Figure 3 reveals that this was largely due to a single modest anomaly: subject A appeared to transpose the two most valuable rewards in the first set of cues. To verify this, we flipped these cues in the analysis by recoding conditions from the first set of pictures so that the cue predicting the fourth largest reward was recoded as if it predicted the largest reward and vice versa. There was now a highly significant main effect of reward for the RS (F (4,9443) ϭ 68, p Ͻ 1 ϫ 10 Ϫ15 ) and SR (F (4,8292) ϭ 84, p Ͻ 1 ϫ 10 Ϫ15 ) tasks, with no other main effects or interactions. Thus, with the exception of a single transposition, our analysis of subject A's pupil diameter also appears to confirm that he knew the size of reward predicted by the pictures, although we acknowledge that there is a certain degree of circularity inherent in our explanation of this anomaly.
Initial encoding of spatial and reward information
We examined the ability of neurons to encode spatial or reward information independently by focusing on the first cue and delay epochs of the SR and RS tasks respectively. Figure 4 A illustrates a VLPFC neuron that encodes the size of the reward in the RS task, showing an increase in firing rate as the size of the predicted reward increases, but shows no selectivity to the mnemonic cue. We determined the proportion of reward-selective neurons in the first three epochs of the RS task: the first cue epoch (cue 1) and the two delay epochs corresponding to each half of the first delay (delay 1a and delay 1b). In every epoch, there were significantly more reward-selective neurons in VLPFC than DLPFC (Table 1) . In total, 121 of 201 (60%) of VLPFC neurons exhibited reward selectivity in at least one of the three epochs compared with 59/ 200 (30%) of DLPFC neurons ( 2 ϭ 37, p Ͻ 5 ϫ 10 Ϫ8 ). In VLPFC, there was an approximately equal number of neurons that had a positive relationship between firing rate and reward value as had a negative relationship (binomial test, p Ͼ 0.05 in all three epochs). In DLPFC, however, during both the cue epoch and the second half of the delay, significantly more of the rewardselective neurons had a negative relationship between firing rate and expected reward as opposed to a positive relationship (cue 1: We also investigated the effect of a more complete regression model that included the picture set from which the rewardpredictive cue was drawn as a second dummy predictive variable (P 2 ) in addition to reward size (P 1 ) . We used the linear equation F ϭ b 0 ϩ b 1 P 1 ϩ b 2 P 2 ϩ b 3 P 1 P 2 . On average, just 3% of the neurons showed a significant predictive relationship between their firing rate and either the picture set or the interaction between picture set and reward size (cue 1: 4%, delay 1a: 3%, delay 1b: 4%). This indicates that the firing rate of most neurons was driven by the size of the reward indicated by the rewardpredictive cue, rather than the visual properties or identity of the reward-predictive cue.
To investigate the latency at which neurons encoded reward information, we used the sliding regression analysis to calculate at each time-point the percentage of variance in the neuron's firing rate that we could attribute to the size of the expected reward (PEVreward). We focused on those neurons that reached criterion during the first cue epoch (Fig. 5A) . The selective VLPFC neurons tended to encode reward information earlier in the cue epoch than the selective DLPFC neurons (VLPFC: median 250 ms, interquartile range 165 ms; DLPFC: median 310 ms, interquartile range 220 ms, Wilcoxon's rank-sum test, p Ͻ 0.05). In addition, VLPFC neurons tended to maintain reward information more strongly once the first cue disappeared (Fig. 5B) . Figure 4 B illustrates a VLPFC neuron that encodes spatial location during the SR task, showing a higher firing rate through the delay epoch when the subject had to remember cues presented in the lower left quadrant of the screen, but little selectivity to the reward-predictive cue. We determined the proportion of spatially selective neurons in the first three epochs of the SR task. In every epoch, there were significantly more spatially selective neurons in VLPFC than DLPFC (Table 1 ). In total, 94/201 (47%) of VLPFC neurons exhibited spatial selectivity in at least one of the three epochs compared with 43/200 (21%) of DLPFC neurons ( 2 ϭ 27, p Ͻ 5 ϫ 10 Ϫ6 ). The majority of the neurons (cue 1: 89%, delay 1a: 90%, delay 1b: 84%) showed standard selectivity, while the remainder showed inverse selectivity (see Materials and Methods). There was no difference between the two areas in the prevalence of these two encoding schemes ( 2 Ͻ1, p Ͼ 0.1 for all three epochs). . A, Spike density histogram from a VLPFC neuron that encodes reward information during the RS task, but does not encode spatial information during the SR task. The spike density histogram for the RS task shows the neuron's activity sorted by reward size, whereas the spike density histogram for the SR task shows the same neuron's activity sorted by the location of the mnemonic cue. To enable clear visualization we have collapsed the spatial data into four groups. Each group consists of 6 of the 24 locations as indicated by the spatial key. The inset indicates the mean standardized firing rate of the neuron across the 24 spatial locations from the epoch that elicited the maximum spatial selectivity (cue 1, delay 1a, or delay 1b). The gray bars indicate the presentation of the first and second cue. B, A VLPFC neuron that encodes spatial information during the SR task, but does not encode reward information during the RS task. C, A VLPFC neuron that encodes reward information during the cue epoch of the RS task, and spatial information during the cue epoch of the SR task. D, A VLPFC neurons that encodes reward information during the delay epoch of the RS task and spatial information during the delay epoch of the SR task.
We investigated the latency at which neurons encoded spatial information using the sliding regression analysis to calculate PEVspace and focusing on those neurons that reached criterion during the first cue epoch (Fig. 5C ). The selective VLPFC neurons tended to encode spatial information earlier in the cue epoch than the selective DLPFC neurons (VLPFC: median 180 ms, interquartile range 113 ms; DLPFC: median 240 ms, interquartile range 185 ms, Wilcoxon's rank-sum test, p Ͻ 0.05). VLPFC neurons encoded spatial information more strongly than DLPFC neurons during the presentation of the cue as well as the majority of the subsequent delay (Fig. 5D) . Note the latency for encoding of spatial information was earlier than the latency for reward information, a difference that was significant in VLPFC (Wilcoxon's rank-sum test, p Ͻ 0.001) but not DLPFC (Wilcoxon's ranksum test, p Ͼ 0.1). This time difference could reflect the time necessary to identify the picture and recall the size of reward that the picture predicts. Figure 4 , C and D, illustrate two VLPFC neurons that exhibit both reward selectivity in the RS task and spatial selectivity in the SR task. The neuron in Figure 4C exhibits selectivity during the first cue epoch, showing an increased firing rate to large rewards in the RS task and spatial cues in the lower left of the screen in the SR task. The neuron in Figure 4 D exhibits selectivity during the first delay epoch, showing an increased firing rate to large rewards in the RS task and spatial cues in the lower right of the screen in the SR task. The proportion of such neurons was significantly higher in VLPFC than DLPFC (Table 1) . While the low proportions in Table 1 might appear to suggest that separate populations of neurons encode reward and space, they lie within the range that one would expect based on the incidence of reward and space encoding independently. Thus, in VLPFC in any given epoch approximately a third of the neurons encode reward and a third encode space, and we find ϳ11% encode both pieces of information (0.33 ϫ 0.33 ϭ 0.11). In DLPFC, where ϳ12% encode reward and 12% encode space, we find ϳ1% encode both reward and space. Thus, there was no evidence for either separate or specialized neuronal populations for encoding reward and space.
To summarize, we observed neurons that encoded the reward predictive cue and the mnemonic cue in both DLPFC and VLPFC. However, they were more prevalent in VLPFC, and the encoding in VLPFC was stronger, earlier and was sustained even in the absence of the mnemonic or reward predictive cue, indicative of VLPFC participating in both spatial and reward working memory.
Reward modulation of spatial selectivity
To determine how neurons in the two brain areas integrated spatial and reward information we first focused on the second cue and delay epochs in the RS task. We compared the strength of spatial encoding when the expected reward was small (the two smallest rewards were expected) as opposed to when the expected reward was large (the two largest rewards were expected).We grouped the trials in this way to ensure that there were sufficient trials for each spatial location to enable us to calculate spatial selectivity. Figures 6, A and B, show two examples of neurons whose activity was influenced by both the spatial location of the cue as well as the amount of predicted reward in the RS task. The neuron in Figure 6 A shows stronger spatial selectivity when the subject expects a large reward as opposed to a small reward during the presentation of the spatial cue. The neuron showed inverse selectivity, with a low firing rate when the spatial cue appeared in the lower left of the screen compared with higher firing rates when the spatial cue appeared at other locations. The neuron in Figure 6 B shows The selective VLPFC neurons tended to exhibit reward selectivity earlier in the cue epoch than the selective DLPFC neurons. B, Time course of reward selectivity averaged across the DLPFC and VLPFC neuronal populations. We performed a t test at each time point comparing DLPFC and VLPFC selectivity. The asterisk and horizontal line indicate those time points where VLPFC selectivity was significantly stronger than DLPFC selectivity ( p Ͻ 0.05). VLPFC maintains reward information across the delay relative to DLPFC. C, As Figure 5A , except for spatial information. The selective VLPFC neurons tended to exhibit spatial selectivity earlier in the cue epoch than the selective DLPFC neurons. D, As Figure 5B , except for spatial information. VLPFC encodes spatial information more strongly than DLPFC in both the cue and delay epochs. strong spatial selectivity during the presentation of the spatial cue when the subject expects a large reward, but virtually no spatial selectivity when the subject expects a small reward. The selectivity consisted of a higher firing rate when the spatial cue appeared in the top right of the screen relative to other locations.
To determine how reward information affected spatial selectivity across the neuronal population during the RS task, we calculated each neuron's spatial selectivity (PEVspace) when the subject expected the two smallest rewards, and compared this to the spatial selectivity when the subject expected the two largest rewards. We did this for each of the three epochs during the second cue and delay. We focused only on those neurons where the spatial location significantly predicted the neuronal firing rate for at least one of the two reward conditions (large or small), evaluated at p Ͻ 0.01. There was consistently stronger spatial selectivity in both VLPFC and DLPFC neurons when the subject expected one of the two larger rewards as opposed to one of the two smaller rewards (Fig. 7, top) . We note that this effect could have arisen due to an increase in spatial selectivity for larger rewards, a decrease in spatial selectivity for smaller rewards or a combination of both of these effects.
We next examined how neurons in the two brain areas integrated spatial and reward information during the second cue and delay epochs in the SR task. Figure 6 , C and D, illustrate two examples of neurons that encoded spatial and reward information in the SR task. The neuron in Figure 6C encodes locations in the top left of the screen throughout the first delay. However, during the second cue and delay epochs the spatial selectivity depends on the size of reward predicted by the cue. The neuron maintains spatial information when the cue predicts one of the two larger rewards, but shows reduced selectivity when the cue predicts one of the two smaller rewards. Unlike the RS task, where spatial selectivity generally increased with larger rewards, some neurons in the SR task clearly demonstrated increased spatial selectivity with smaller rewards. The neuron in Figure 6 D illus- Figure 6 . A, Spike density histogram from a VLPFC neuron during the RS task for different spatial locations of the mnemonic cue when the subject expects one of the two smallest rewards (top) or one of the two largest rewards (bottom). Conventions are otherwise the same as Figure 4 . When the subject expects one of the two larger rewards, this neuron shows a lower firing rate when the mnemonic cue is in the lower left of the screen compared with other locations. The neuron's firing rate shows less discrimination between the different locations when the subject expects one of the two smaller rewards. B, The activity of a VLPFC neuron during the RS task. When the subject expects one of the two larger rewards, this neuron shows a high firing rate when the mnemonic cue appears in the top left of the screen relative to the other locations. The neuron's firing rate shows little discrimination between the different locations when the subject expects one of the two smaller rewards. C, The activity of a VLPFC neuron during the SR task. When the subject expects one of the two larger rewards the neuron shows a higher firing rate when the mnemonic cue appears in the top left of the screen and a lower firing rate when the mnemonic cue appears in the bottom right of the screen. However, when the subject expects one of the two smaller rewards, the neuron's firing rate shows little difference across the different locations. D, The activity of a VLPFC neuron during the SR task. When the subject expects one of the two smaller rewards, this neuron shows a high firing rate when the mnemonic cue appears in the lower left of the screen. This response is much reduced when the subject expects one of the two larger rewards.
trates one such example. It encodes the bottom left location during the first delay epoch. However, this spatial selectivity dramatically increases during the second cue epoch, but only if the cue predicts one of the two smaller rewards. We performed the same analysis comparing spatial selection across the neuronal populations when the subjects expected either a small or a large reward (Fig. 7, bottom) . In general, spatial selectivity was larger when the subject expected a smaller reward, and this difference reached significance in the first half of the delay for the DLPFC neurons, and during the second half of the delay for the VLPFC neurons.
Difference in neuronal selectivity within VLPFC
We examined whether there was evidence for a dissociation of functional properties within VLPFC. In particular, we contrasted activity in and around the ventral bank of the principal sulcus (V S ), with more ventral regions that constitute the inferior convexity (V IC ). We wanted to see whether there would be more spatially selective neurons in V S since investigators frequently consider this area of cortex as part of DLPFC. We defined V S neurons as those in the ventral bank of the principal sulcus or within 2 mm of the ventral bank (comprising 91 neurons), and V IC neurons as those that were Ͼ2 mm ventral to the ventral bank (comprising 110 neurons). We determined the proportion of neurons encoding spatial or reward information during the first cue and delay epochs of the SR and RS tasks (Table 2) . We found no significant differences between the areas in the proportion of neurons encoding the reward, but spatially selective neurons were more prevalent in V IC than V S .
Discussion
We found stronger encoding of spatial and reward information in the cortex ventral to the principal sulcus (VLPFC) relative to cortex dorsal to the principal sulcus (DLPFC). The initial encoding of information occurred earlier in VLPFC and a greater proportion of the neurons encoded the information. Furthermore, VLPFC neurons maintained space and reward information in working memory across the delay more strongly than DLPFC neurons. Once both pieces of information were available, VLPFC appeared to integrate them. In the RS task, anticipation of a larger reward increased spatial selectivity during the cue period and at the beginning of the delay, while in the SR task anticipation of a larger reward decreased spatial selectivity at the end of the delay.
Functional properties of VLPFC and DLPFC
Previous studies emphasized the role of DLPFC in encoding spatial information in working memory (Goldman-Rakic, 1996) . In part, this was driven by the domainspecific working memory hypothesis regarding the functional organization of prefrontal cortex, which argued that different prefrontal areas maintain different modalities of information depending on their connections with sensory cortex. Since DLPFC has strong connections with dorsal visual pathways, including parietal cortex, that are important for spatial processing (Cavada and Goldman-Rakic, 1989) , its neurons should maintain spatial information in working memory. In contrast, VLPFC, which connects with high-level visual areas in the temporal lobe (Barbas, 1988; Carmichael and Price, 1995b; Petrides and Pandya, 1999) , should maintain information about pictures and objects (Wilson et al., 1993) . However, findings from neuropsychology (Petrides, 1995 (Petrides, , 1996 , neuroimaging (Owen, 1997 (Owen, , 1999 Postle et al., 2000) and neurophysiology (Rao et al., 1997) failed to support this dissociation (Rushworth and Owen, 1998) . Consistent with this, we found neurons that encoded spatial information present throughout LPFC. However, fewer neurons encoded spatial information in regions within and dorsal to the principal sulcus, while the incidence of spatial selectivity progressively increased as we moved ventrally from the principal sulcus toward area 45A of VLPFC. While this may appear at odds with previous results, which stressed the importance of DLPFC in encoding spatial information (Funahashi et al., 1989; Wilson et al., 1993; Leon and Shadlen, 1999; Sawaguchi and Yamane, 1999) , it is compatible with the anatomy. Although not often emphasized, strong connections exist between parietal cortex and VLPFC (Petrides and Pandya, 1984; Cavada and Goldman-Rakic, 1989; Schall et al., 1995) and there are connections between VLPFC and dorsal and medial regions of PFC that could also provide VLPFC with spatial information (Petrides and Pandya, 2002) . In addition, recent findings in humans have also emphasized the role of VLPFC in spatial encoding (Rizzuto et al., 2005; Kastner et al., 2007; Chase et al., 2008) . This has led some researchers to suggest there is a difference in the organization of LPFC between monkeys and humans, with the map found in the monkey DLPFC having shifted to VLPFC in the human (Kastner et al., 2007) . However, given our findings, the postulation of such a species difference may be unnecessary.
Our results extend the findings of Miller and colleagues with regard to the role of VLPFC in integrating task-relevant information (Rao et al., 1997; Rainer et al., 1998) . These authors found that many neurons in VLPFC encode both spatial and object information. In their studies, reward was not manipulated; the identification of the object and its location were the behaviorally relevant information. In our task, identification of the object was not a requirement but informed the subject how rewarding a trial was. Under these circumstances, we found very few neurons encoded object identity, but instead encoded how much juice the picture predicted. This suggests that the role of VLPFC in using object information to guide goal-directed behavior is not restricted to encoding "what" and "where" information, and may be an important locus for allowing goal-related information to modulate sensory information. Our account of the interaction between reward and space in VLPFC is also compatible with recent findings in humans. Dopamine signals, which provide LPFC with reward information, correlate with activations of VLPFC induced by increasing working memory load (Landau et al., 2008) .
VLPFC and attentional control
Recently, there has been concern regarding the interpretation of the functional role of neurons that encode expected rewards. Such neurons might reflect attentional processes, rather than reward per se, since one pays more attention when a larger reward is expected (Maunsell, 2004; Bendiksby and Platt, 2006) . Our results from VLPFC neurons that show a reward-dependent modulation of spatial selectivity seem more compatible with an attentional account than a primary role for encoding reward, since larger expected reward led to increased spatial selectivity in the RS task, but decreased spatial selectivity in the SR task. A potential explanation for this finding lies in the behavioral data: subjects clearly found the SR task more difficult than the RS task. One possibility is that in the SR task the centrally presented reward cue competes for attentional resources, interfering with ongoing working memory or spatial attention processes that are attempting to maintain the location of the peripherally presented mnemonic cue (Awh and Jonides, 2001 ). Reduced spatial selectivity to larger expected rewards may result if the degree of attentional diversion increases as the amount of reward predicted by the cue increases. Thus, the reward-predictive cue in the SR task could compete with the mnemonic cue for representation by a limited capacity neuronal mechanisms (Duncan, 2001) . Such a mechanism is plausible as emotional or arousing stimuli preferentially attract attentional resources (Dolan, 2002; Vuilleumier, 2005) . This interpretation of our results is also compatible with recent results from neurophysiology (Lebedev et al., 2004) , neuropsychology (Rushworth et al., 2005) and neuroimaging (Brass and von Cramon, 2004; Roth et al., 2006 ) studies that suggest a primary role for VLPFC in attentional control. Increasing the attentional demands of a conditional visuomotor task markedly impaired performance of animals with lesions of VLPFC (Rushworth et al., 2005) . In a task that required subjects to remember one spatial location while attending to an alternative location, VLPFC neurons encoded solely the attentional locus, while DLPFC neurons encoded both the attended and the remembered location (Lebedev et al., 2004) .
We note that although accuracy differed between the RS and SR tasks, in other respects behavior was similar. Increasing reward led to a decrease in breaks of fixation and an increase in pupil dilation in both tasks. This raises the possibility that the effects of reward on attentional processes are behaviorally dissociable from more nonspecific arousal or motivational effects. These behavioral dissociations must be considered when interpreting neuronal effects. For example, the encoding of expected reward increases within the frontal lobe as one moves away from the prefrontal cortex and toward the motor system, but this may relate more to the effects of reward on motivational rather than attentional processes (Roesch and Olson, 2003; .
Our results are consistent with recent theoretical frameworks that have differentiated the functional roles of DLPFC and VLPFC. For example, the two areas are proposed to play a differential role in attentional control (Corbetta et al., 2002) . A dorsal network, comprising dorsal parietal areas and the frontal eye fields, is responsible for directing attention based on current goals and pre-existing information about contingencies. A ventral network, comprising ventral parietal areas and VLPFC is responsible for detecting behaviorally relevant events and, in conjunction with the dorsal network, redirecting attention appropriately. Applying this framework to our task, the overarching goal is to remember the location of the spatial stimulus, but the reward-predictive cue serves as an additional behaviorally relevant event. This may explain why VLPFC neurons encoded both the spatial location as well as the reward-predictive cue. More generally, our results are also consistent with the theoretical framework of Petrides, which argues that VLPFC is important for the maintenance of task-relevant information and the filtering of irrelevant information, while DLPFC is more important for monitoring and manipulation of the information (Owen et al., 1996 (Owen et al., , 1999 Petrides, 1996) . The current task simply required the subject to maintain information and consequently we saw greater neuronal selectivity in VLPFC than DLPFC. Our previous findings are also compatible with this framework. We found that VLPFC neurons preferentially encoded the maintenance of pictures in working memory, while DLPFC neurons encoded the abstract rule that needed to be applied to those pictures (Wallis et al., 2001 ).
Conclusion
In a task that requires the maintenance of information in spatial working memory under conditions of different amounts of expected reward, neurons in VLPFC show selectivity that is consistent with a role in attentional control. When reward increased the spatial selectivity of VLPFC neurons, behavioral performance increased, but when reward decreased spatial selectivity of VLPFC neurons, behavioral performance was impeded. In contrast, DLPFC neurons showed less involvement in the task. Our results provide further neurophysiological evidence that the cortex above and below the principal sulcus of the macaque is functionally distinct, and are consistent with the notion that VLPFC serves as a sensory gateway into the prefrontal cortex, ensuring the maintenance of task-relevant information across delays. The numbers in bold indicate that the proportion in V IC is significantly greater than in V S ( 2 test, p Ͻ 0.05).
