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GENERATORS OF SIMPLE LIE ALGEBRAS
IN ARBITRARY CHARACTERISTICS
JEAN-MARIE BOIS
Abstract. In this paper we study the minimal number of generators for simple Lie
algebras in characteristic 0 or p > 3. We show that any such algebra can be generated
by 2 elements. We also examine the ’one and a half generation’ property, i.e. when every
non-zero element can be completed to a generating pair. We show that classical simple
algebras have this property, and that the only simple Cartan type algebras of type W
which have this property are the Zassenhaus algebras.
Introduction
The motivation for this study goes back to some classical questions concerning gener-
ating sets of finite simple groups. It is a well-known result that finite simple groups are
generated by 2 elements (Dixon’s conjecture, see for instance [1, 3, 15]). In [5], Guralnick
and Kantor were able to improve this result by showing the following stronger property:
any finite simple group G can be generated by “one and a half elements”; in other words,
for all x ∈ Gr (1), there exists y ∈ G such that the pair {x, y} generates G. The proof
in both cases involved probabilistic arguments and relied crucially on the Classification
theorem for finite simple groups. Recently, this strong generation property was used in
[6] to give new characterisations of the solvable radical of finite groups.
The object of this paper is to examine the question of generating sets for finite-
dimensional simple Lie algebras ([6, Questions 2.3 and 2.4], see also [13, Problem 5]).
Thanks to the recently completed Classification theorem for finite-dimensional simple Lie
algebras in characteristic 6= 2, 3 [13, 16] this problem seems to be accessible to explicit
methods.
These questions have arisen before in characteristic 0. In [10], Kuranashi shows that
semi-simple Lie algebras are generated by 2 elements; this result was then used to study
dense embeddings of free groups into Lie groups. In [9], Ionescu shows that simple Lie
algebras over the complex numbers are generated by 1,5 elements. However, due to the
use of exponentials, his method does not carry over to positive characteristic. In the
present article, we will use a geometric approach which is valid in arbitrary characteristic.
Pairs of generators of Lie algebras also arise in another context, namely the study of
the commuting variety (see for instance [11, 14] and references therein). Let L be a Lie
algebra. The affine space L× L contains a family of locally closed subsets:
Gd(L) = {(x, y) ∈ L× L | dim 〈x, y〉 = d} .
The fact that L is generated by 2 elements simply means that Gdim L(L) 6= ∅; in this case,
we refer to Gdim L(L) as the generating variety of L. Observe that the commuting variety
CL = {(x, y) ∈ L × L | [x, y] = 0} is contained in the closure of G2(L). In some sense,
one can think of the varieties G≤n(L) as parts of a hierarchy starting at the commuting
variety and ending at the generating variety.
The author was partially supported by the European Community’s Human Potential Programme under
contract HPRN-CT-2002-00287 (RTN Network “K-Theory, Algebraic Groups and Related Structures”)
and a long-term research grant from the D.A.A.D.
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Let us recall briefly the classification result in positive characteristic. Let F be an
algebraically closed field of characteristic p > 3. The first class of simple Lie algebras over
F consists of analogues of simple Lie algebras in characteristic 0, i.e. Lie algebras of simple
algebraic groups. Such Lie algebras are called classical. The second class is made up of
graded Cartan type Lie algebras, which are analogues of infinite-dimensional simple Lie
algebras of complex vector fields. They can be realised as derivation subalgebras of divided
power algebras (see Section 3). The third class, the filtered Cartan type Lie algebras,
consists essentially of filtered deformations of graded Cartan Lie algebras. Finally, in
characteristic p = 5, there is a further exceptional family of Lie algebras, the Melikian
Lie algebras, which have no analogue in characteristic 0.
The main result of this article is the following:
Theorem A. Let L be a simple Lie algebra in characteristic p 6= 2, 3. Then L is gen-
erated by 2 elements.
One should stress that all proofs are constructive and provide explicit descriptions of
generating pairs. In most cases, one of the elements can be chosen to be regular semi-
simple. The question of 1,5-generation is also solved for L classical or graded of Cartan
type W (Witt algebras, see Section 3 for a definition).
This paper is divided into four parts. In the first part, we define the generating sets
Gd(L) for an arbitrary Lie algebra and briefly examine their first properties. In the sec-
ond part we deal with the case of classical simple Lie algebras. We prove (Theorem 2.2.3):
Theorem B. Let g be a classical simple Lie algebra in characteristic p > 3, or a simple
Lie algebra in characteristic 0. Then g is generated by 1,5 elements.
The idea of the proof is as follows. Given an element x ∈ gr{0}, there exists a Cartan
subalgebra h ⊆ g such that x has a non-zero component in all root spaces relative to the
action of h. Then we show that for generic y ∈ h, the elements x, y generate g.
The third and fourth parts are devoted to the non-classical simple Lie algebras. In
Section 3, we give an explicit construction of the simple graded algebras of Cartan type
W ; we also establish some properties which will be used in the study of the 1,5-generation
problem. Then we mention the remaining types of simple Lie algebras and state the
Classification theorem of Block-Wilson-Premet-Strade (Theorem 3.4.4).
In Section 4, we prove Theorem A for non-classical simple Lie algebras. We deal
separately with the graded and the filtered case. Let us outline the proofs. If L is graded,
then we know that the homogeneous part of degree 0 is essentially a classical algebra, say
g. The standard Cartan subalgebra h ⊆ g acts diagonally on L. Let y ∈ h be a generic
element, i.e. such that the action of h can be retrieved in terms of the adjoint action ad y.
Then, by using Theorem B and a careful analysis of the weights of h in L, we construct an
element x such that the weight components of x, together with y, generate L. We finish
the proof by showing that all weight components of x belong to the subalgebra generated
by x and y.
In the filtered case, we proceed similarly. The main difficulty arises from the fact that L
might not contain suitable tori. We overcome this issue as follows. Let L be simple filtered
of Cartan type. The associated graded algebra Gr(L) is essentially a simple graded Cartan
type algebra. Let h ⊆ Gr(L)0 be a Cartan subalgebra of the homogeneous subalgebra
of degree 0. We show that there exists an action of h on L such that L ≃ Gr(L) as h-
modules; furthermore this action can be retrieved in terms of ad y for a suitable element
y ∈ L. Then one can proceed as in the graded case.
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We conclude the study by dealing with the question of 1,5-generation in type W . More
precisely, we prove the following (see 3.3.1 for a precise definition of W (m,n)):
Theorem C. The Lie algebra W (m,n) is generated by 1,5 elements if and only if
m = 1.
The strategy of proof is as follows. First, we deal with the restricted case, i.e. when
n = 1 = (1, . . . , 1). Studying the action of ad y on W (m,1) allows us to give an ex-
plicit upper bound for the dimension of the derived subalgebra of L = F〈x, y〉 when x
is homogeneous of maximal degree (Corollary 4.3.6). For general n, let x, y ∈ W (m,n)
with x homogeneous of maximal degree, and L = F〈x, y〉. Using a suitable embedding of
W (m,n) into someW (N,1) in such a way that the homogeneous components of maximal
degree are preserved, we use the previously established upper bound for dim[L, L] to show
that [L, L] 6= W (m,n) when m 6= 1. The fact that W (1,n) is generated by 1,5 elements
is shown by means of an explicit computation.
1. Generating varieties of Lie algebras
In this section, F is an algebraically closed field of arbitrary characteristic and L is
a finite-dimensional Lie algebra over F. All topological notions will refer to the Zariski
topology.
1.1. Stratification of L× L.
1.1.1. Let x1, . . . , xn ∈ L be elements. We denote by F〈x1, . . . , xn〉 ⊆ L the Lie subalgebra
generated by x1, . . . , xn. In the sequel we will be mainly concerned with the case n = 2.
Let L× L be the cartesian product of L with itself. The automorphism group Aut(L)
acts naturally on L × L by simultaneous conjugation. Furthermore, the group GL2 also
acts on L× L by the formula:(
a b
c d
)
· (x, y) = (a x+ b y, c x+ d y).
1.1.2. For all d ∈ N, we define a subset Gd = Gd(L) ⊆ L× L by the following formula:
Gd = {(x1, x2) ∈ L× L | dimF〈x1, x2〉 = d} .
Clearly, all subsets Gd are stable under the actions of Aut(L) and of GL2. Note that, a
priori, a set Gd could be empty even though Gd+1 is not. However, it is easy to see that
Gd 6= ∅ for d = 0, 1, 2.
1.1.3. Proposition. Denote G≤d =
⋃
d′≤d
Gd′. For all d ∈ N, the subset G≤d is closed in
L× L.
Proof. We will prove the following result. Let Lib 2 be the free Lie algebra in 2 generators;
its elements can be considered as Lie polynomials in 2 variables. Then there exist elements
f1, . . . , fN ∈ Lib 2 satisfying the following property:
(∀x, y ∈ L) : F〈x, y〉 = SpanF (fi(x, y) |, i = 1, . . . , N) .
The important feature of this result is that the Lie polynomials f1, . . . , fN are independent
of x and y (they actually depend only on dim L). In other words, we can use the same
Lie words in x and y to linearly span any subalgebra F〈x, y〉 ⊆ L.
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First we show how this claim implies the proposition: namely, each set G≤d can be
described as:
G≤d = {(x, y) ∈ L× L | rkF{f1(x, y), . . . , fN(x, y)} ≤ d} ,
which is easily seen to be Zariski closed.
Let us now prove the claim. Let n = dim(L). For any linear endomorphism u ∈ End(L)
and x ∈ L, the set {x, u(x), . . . , un−1(x)} is stable under u. If we take u = ad y for some
y ∈ L, this is exactly the sub-F y-module generated by x, which we will denote by X1.
Now we define inductively subspaces Xk, for k = 2, 3, . . . by the following procedure.
Assume that the subspace Xk is defined. Let [x,Xk] be the image of Xk under ad x; we
define Xk+1 to be the sub-F y-module generated by [x,Xk]. Last, let X
(k) = X1+ . . .+Xk.
This defines an ascending chain of subspaces X(1) ⊆ X(2) ⊆ . . .. Because L has dimen-
sion n, this chain stops at most at k = n. By construction, all X(k) are stable under ad y.
Also, using the equality X(n+1) = X(n), we can see that X(n) is stable under ad x.
Let M = F y + X(n); then M is stable under ad y; since [x, y] ∈ X1 ⊆ X
(n) it is also
stable under ad x. Furthermore, by construction we have x, y ∈ M . Thus, M is easily
seen to be the smallest subspace of L containing x and y, and stable under ad x and ad y:
therefore, M = F〈x, y〉.
Now all we need to see is thatM is linearly spanned by some fixed set of Lie monomials
in x and y. From the construction, one can see thatM is spanned by x, y and the following:
[y, [y, . . . , [y︸ ︷︷ ︸
≤n−1 times
, [x, [ y, . . . , [y︸ ︷︷ ︸
≤n−1 times
, [x, [y, . . . [y, x] . . .]],
with at most n occurrences of isolated x and at most n− 1 occurrences of y in-between.
These form an independent finite set of Lie monomials as we wanted.
1.1.4. Corollary. Let m be maximal such that Gm 6= ∅. The subsets {G0,G1, . . . ,Gm}
define a stratification of L × L. Each stratum is stable under the natural actions of
Aut(L) and GL2 described in 1.1.1.
Furthermore, the commuting variety CL = {(x, y) ∈ L× L | [x, y] = 0} is contained in
the closure of G2.
1.2. Number of generators.
1.2.1. Let L be a finite-dimensional Lie algebra. We consider the stratification {Gd}d≥0 as
defined in 1.1.2. Let m be the maximal integer such that Gm 6= ∅: then Gm is a non-empty
Zariski open subset of L× L.
If L can be generated by 2 elements, we have m = dim(L). In this case, we will refer to
Gm as the generating variety of L. We say that L is generated by one and a half elements
if, for all x ∈ Lr {0}, there exists y ∈ L such that L = F〈x, y〉. We can give a geometric
interpretation of this property. Namely, L is generated by 1,5 elements if and only if
pr1(Gm) = Lr {0}, where pr1 is the first projection L× L→ L.
1.2.2. Generators over non-algebraically closed fields. Let us assume for the mo-
ment that F is no longer algebraically closed. Assume however that F is infinite. Let L
be a Lie algebra over F and L = L⊗F F the Lie algebra obtained by extension of scalars
to the algebraic closure F. Then L is generated by 2 elements (over F) if and only if L is
generated by 2 elements (over F).
Indeed, for n = dim(L) = dim(L), the generating subset Gn(L) ⊆ L×L is a non-empty
Zariski open set. Because F is infinite, the subset L × L ⊆ L × L is dense, so that
(L× L) ∩ Gn(L) 6= ∅. Thus, there exist x, y ∈ L which generate L over F. Since x and y
are defined over F, we have dimF F〈x, y〉 = dimF F〈x, y〉 = n, so that x, y also generate L
over F.
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Note that a similar argument applies to Lie algebras which are generated by 1,5 ele-
ments.
2. Generators of classical simple Lie algebras
Throughout this section, F will denote an algebraically closed field of characteristic 0
or p > 3.
2.1. Classical simple Lie algebras.
We briefly recall the construction of classical simple Lie algebras in positive character-
istics. These are direct analogues of simple Lie algebras over the complex numbers.
2.1.1. Let gC be a simple Lie algebra over C (see for instance [2]). Let C be a Chevalley
basis of gC and let gZ = Z C be the Z-span of C. Then gZ is in fact a Lie algebra over Z;
we define a Lie algebra over F by setting gF = gZ ⊗Z F.
2.1.2. Proposition. In the previous construction, the Lie algebra gF is simple, except
if the root system of gC has type An and p | n + 1. In this case, gF ≃ sln+1 has a 1-
dimensional centre, and the factor Lie algebra gF/z(gF) ≃ psln+1 is simple.
The simple Lie algebras obtained by this process are called classical. As in characteristic
0, they are parametrised by Dynkin diagrams of types An, Bn, Cn, Dn, G2, F4, E6, E7,
E8. Types B,C,D correspond to Lie algebras so2n+1, sp2n and so2n respectively; type
A corresponds to Lie algebras sln+1 or psln+1 as in the proposition. Note that, in the
modular theory, the term “classical” includes the types E, F,G.
2.1.3. Consider a classical simple Lie algebra over F. Let h ⊆ g be a Cartan subalgebra.
We have a root space decomposition:
(1) g = h⊕
⊕
α∈Φ
gα,
where Φ ⊆ h∗ is the root system of g associated with h. This decomposition has the
following useful and well-known properties:
Lemma. We retain the above notations. Then:
1. For all α ∈ Φ, the subspace gα is of dimension 1.
2. We have h =
∑
α∈Φ
[gα, g−α].
2.2. Generating systems of classical simple Lie algebras.
Now we will tackle our first problem, namely the question of generators in classical sim-
ple Lie algebras. We show that such algebras have the 1,5-generation property (Theorem
2.2.3). Corollaries 2.2.5 and 2.2.6 deal with analogous questions for direct products and
central extensions of classical simple Lie algebras. The reason for doing this is that it will
apply to the homogeneous part of degree 0 in graded Cartan type Lie algebras (Theorem
4.1.5).
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2.2.1. Lemma. Let V be a vector space and F ⊆ V ∗ a finite set of linear forms. There
exists a non-empty Zariski open subset Ω ⊆ V such that for all v ∈ Ω, the elements
{f(v) | f ∈ F} ⊆ F are pairwise distinct.
In particular, the lemma will be applied in the situation when V = h is the Cartan
subalgebra of some classical simple Lie algebra and F = Φ is the corresponding root
system.
Proof. Write out F = {f1, . . . , fn}. We identify the symmetric algebra S(V
∗) with
the algebra of regular maps on V . Consider the element P =
∏
1≤i<j≤n
(fj − fi) ∈ S(V
∗).
Since all factors fj − fi are non-zero, we have P 6= 0. Thus, the Zariski open subset
Ω = {v ∈ V |P (v) 6= 0} ⊆ V is nonempty. By construction, for all v ∈ Ω the scalars
{f(v) | f ∈ F} are pairwise distinct.
2.2.2. Lemma. Let g be a classical simple Lie algebra over F, x ∈ g a non-zero vector and
f1, . . . , fn ∈ g
∗ be non-zero linear forms on g. There exists an automorphism σ ∈ Aut(g)
such that fi(σ(x)) 6= 0 for all i ∈ {1, . . . , n}.
Proof. Let G be a simple connected algebraic F-group with the same Dynkin diagram
as g. Then G acts as automorphisms of g. Let us check first that g has no non-trivial
G-stable subspace. Indeed, if g 6≃ pslm with p | m, then g ≃ Lie(G) and the property
follows from the simplicity of g. Otherwise, Lie(G) = slm, and the centre F Im is the only
nontrivial G-invariant subspace. Hence, pslm = slm/F Im has the desired property.
Let us first check the lemma for n = 1. For simplicity we write f = f1. Let X =
Span(G · x) ⊆ g be the vector space spanned by the orbit of x under action of G. Then
X is a non-zero G-stable subspace of g, hence X = g. In particular, the orbit G · x is not
contained in the kernel of f : in other words, there exists some g ∈ G such that f(g.x) 6= 0.
Now we prove the general case. For all i ∈ {1, . . . , n}, let Ui(x) = {g ∈ G | fi(g.x) 6= 0}.
This is a Zariski open subset of G; the previous discussion shows that it is not empty.
The group G being connected, the intersection U(x) =
n⋂
i=1
Ui(x) ⊆ G is again a nonempty
open subset; by construction, any element g ∈ U(x) satistfies the required property. The
lemma is proved.
2.2.3. Now we can address the question of generators in simple classical Lie algebras.
Theorem. Let F be an algebraically closed field of characteristic 0 or p > 3 and g be a
classical simple Lie algebra over F. Then g is generated by one and a half elements.
Proof. Let h ⊆ g be a Cartan subalgebra and Φ ⊆ h∗ be the associated root system.
Recall that g has a decomposition g = h⊕
⊕
α gα into root spaces. For x ∈ g, we have a
decomposition:
x = x0 +
∑
α∈Φ
xα,
where x0 ∈ h and each xα ∈ gα.
First we show that applying a suitable automorphism of g allows us to reduce to the
case where xα 6= 0 for all α ∈ Φ. We can choose a basis {e1, . . . , en} of g which is
compatible with the root space decomposition. By Lemma 2.2.2 applied to the dual basis
{e∗1, . . . , e
∗
n}, there exists an automorphism g ∈ Aut(g) such that e
∗
i (g.x) 6= 0 for all i.
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Since each subspace gα is generated by some element ei, this implies (g.x)α 6= 0 for all α
as desired. In the sequel we can assume that all xα 6= 0.
According to Lemma 2.2.1, there exists a non-empty Zariski open subset Ω ⊆ h such
that for all y ∈ Ω, the elements {α(y) | α ∈ Φ} are pairwise distinct. Choose any y ∈ Ω:
we will show that x and y generate g. Let L = F〈x, y〉 ⊆ g be the Lie subalgebra generated
by x and y. For all k ∈ N, L contains the element (ad y)k(x). Hence, we get:
(2) (ad y)k(x) =
∑
α∈Φ
α(y)kxα ∈ L.
By construction of y, the scalars {α(y) |α ∈ Φ} are pairwise distinct. So the equations
(2) constitute a Van der Monde invertible system; thus, all components xα ∈ L. Since
xα 6= 0 and dim(gα) = 1 for all α, we get gα ⊆ L for all root α ∈ Φ. Using Lemma 2.1.3,
no2, we also get h ⊆ L, whence L = g: the theorem is proved.
2.2.4. Remark. Actually, one could adapt the proof to gain some insight into the gen-
erating variety of simple classical Lie algebras. Recall from 1.2.1 the generating variety
G ⊆ g× g. Denote by pr1 : G → g the restriction to G of the first projection map. Also,
for x ∈ g, we denote G(x) = {y ∈ g | F〈x, y〉 = g}, so that the fibre pr−1(x) = {x}×G(x).
Let h be a Cartan subalgebra of g. If h∩G(x) 6= ∅, then G(x) ⊇ hreg, the regular elements
of h.
2.2.5. Corollary. Let F be an algebraically closed field of characteristic 0 or p > 3 and
g = g1 ⊕ . . . ⊕ gn be a direct sum of classical simple Lie algebra over F. Denote by
πk : g։ gk the natural map, for all k. For any element x ∈ g such that πk(x) 6= 0 for all
k, there exists y ∈ g such that g = F〈x, y〉.
Proof. As before, g has a decomposition g = h ⊕
∑
gα, where h is the sum of Cartan
subalgebras of the factors g1, . . . , gn and each root space gα is contained in one of the
simple factors gk. Denote by x = x0 +
∑
xα the decomposition of x with respect to
this direct sum. By applying a suitable automorphism of g, and using the fact that each
πk(x) 6= 0, we can reduce to the case where all xα 6= 0. Then we can conclude as before,
choosing y ∈ h to be such that the scalars α(y) are pairwise distinct.
2.2.6. Corollary. Let F be an algebraically closed field of characteristic 0 or p > 3.
1. Let g = gln. For any non-central element x ∈ g, there exists y ∈ g such that x
and y generate g.
2. The Lie algebra g = pgln is generated by 1,5 elements.
3. Let p be a perfect Lie algebra which is generated by 1,5 elements. Let g be a central
extension of p with 1-dimensional centre:
(3) 0 −→ F z −→ g −→ p −→ 0.
For any non-central element x ∈ g, there exists y ∈ g such that x and y generate g.
Proof. For part 1, we can use an argument similar to the one used in Theorem 2.2.3.
Statement no2 is a direct consequence of no1.
Let us examine no3. Let π : g։ p be the canonical projection. Since x is non-central
we have π(x) 6= 0, so that there exists η ∈ p such that 〈π(x), η〉 = p. Fix an element
y0 ∈ g such that π(y0) = η; for all α ∈ F set yα = y0 + α z. Let Lα = 〈x, yα〉 ⊆ g. We
have π(Lα) = 〈π(x), π(yα)〉 = p. In particular, Lα has codimension at most 1 in g.
If dim(Lα) = dim(g) for some values of α, we are done. Now assume dim(Lα) =
dim(g)− 1 = dim(p) for all α. Then π induces an isomorphism Lα
∼
→ p; hence, the exact
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sequence (3) is split. Thus, we obtain g = F z⊕Lα ≃ F z⊕p. Since p is perfect, we can see
that the subalgebra Lα = [g, g] does not depend on α. But then z = y1−y0 ∈ L1+L0 = L0,
contradicting Lα ∩ F z = 0.
2.2.7. We give some examples of the situations described in Corollary 2.2.6.
Example 1. Any direct sum g = p ⊕ F z, where p is classical simple and z is central,
satisfies the hypotheses of no3. This is the case of the homogeneous subalgebra of degree
0 in the graded Cartan type Lie algebra of type K.
Example 2. Consider the following diagram:
gln −−−→ slny y
pgln −−−→ psln
In this diagram, horizontal arrows correspond to taking the derived subalgebra and vertical
arrows correspond to factoring out the centre. When p | n, these four Lie algebras are
pairwise non-isomorphic. In this case, statement no1 cannot be retrieved from no3, because
pgln is generated by 1,5 elements but is not a perfect Lie algebra, and sln is perfect but
not generated by 1,5 elements (because the centre is non-trivial).
3. Simple Lie algebras in positive characteristics
For the remainder of the paper, F will denote an algebraically closed field of positive
characteristic p > 3. In this case there exist further classes of finite-dimensional simple
Lie algebras, which are analogues of Lie algebras of vector fields over the complex numbers
[17, Section 4.1].
In this section we will give a full description of the simple graded Lie algebras of type
W as derivations of divided power algebras (Section 3.3). We will also mention the other
graded types S,H,K (as well as the Melikian algebras in characteristic 5) and outline the
construction of simple filtered algebras of Cartan type; however, for technical reasons we
will omit the detailed constructions. The interested reader may find these in [16]; see also
[13] for an overview of the classification theorem.
3.1. Multi-indices and conventions.
3.1.1. Let m ≥ 1 be an integer. A multi-index is an m-tuple of integers α = (α1, . . . , αm).
We define the factorial and binomial coefficients by the usual conventions: for α, β ∈ Nm,
α! = α1! · · ·αm! and
(
α
β
)
=
(
α1
β1
)
· · ·
(
αm
βm
)
.
The length of a multi-index α ∈ Nm is defined to be |α| = α1 + . . .+ αm.
Also, define the following distinguished multi-indices: for all k ∈ {1, . . . , m}, the k-th
unit multi-index is εk = (δ1,k, . . . , δm,k); we also set 1 = ε1 + . . .+ εm = (1, . . . , 1).
3.1.2. We can partially order the set of multi-indices the following way: for α, β ∈ Zm,
let α ≤ β if the components αi ≤ βi for all i ∈ {1, . . . , m}. We will also write α < β if
α ≤ β and α 6= β.
3.1.3. Conventions. For a multi-index denoted n ∈ Nm, we will always make the implicit
assumption that 1 ≤ n, in other words all the entries of n are positive integers. Given such
a multi-index n we denote by τ = τ(n) ∈ Nm the multi-index τ = (pn1 − 1, . . . , pnm − 1).
3.2. Divided power algebras.
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3.2.1. Let m ≥ 1 be an integer. Define the divided power algebra O(m) over F as follows:
as vector space, O(m) has a basis {x(α) |α ∈ Nm} and the multiplication map is given by
the formula:
(∀α, β ∈ Nm) : x(α)x(β) =
(
α+ β
α
)
x(α+β).
It is convenient to set x(α) = 0 if one of the components αi < 0. The algebra O(m) has a
natural grading over Z such that all elements x(α) are homogeneous, of degree |α|.
Remark. If F were of characteristic 0, then O(m) would be naturally isomorphic to a
polynomial algebra in m variables via the mapping O(m)
∼
→ F[X1, . . . , Xm] defined by
x(α) 7→ 1
α!
Xα11 . . .X
αm
m . In positive characteristics however, such a map is not available;
actually one can show that the algebra O(m) is not even finitely generated.
3.2.2. Let n ∈ Nm be a multi-index with non-zero components. Define a linear subspace:
O(m,n) = Span
{
x(α) | 0 ≤ αi < p
ni for all i
}
⊆ O(m).
Lemma.
1. The subspace O(m,n) is a graded subalgebra of O(m), of dimension p|n|.
2. If n = 1, the algebra O(m,n) is isomorphic to the truncated polynomial algebra
Bm = F[X1, . . . , Xm]/(X
p
1 , . . . , X
p
m).
3. For arbitrary n ∈ Nm, we have O(m,n) ≃ O(|n|,1).
Items 1 and 2 are stated in [13, p. 8]. For item no3, one could use Harper’s theorem
on the structure of differentiably simple rings [7]; alternatively, one can check that the
assignment:
(∀ i ∈ {1, . . . , m}), (∀j ∈ {0, . . . , ni − 1}) : yi,j 7→ x
(pjεi)
extends uniquely to an isomorphism F[{yi,j}i,j]/(y
p
i,j)
∼
→ O(m,n).
3.2.3. Convention. We will often identify the algebras O(m,1) and Bm defined in the
lemma. In Bm, we will denote by x1, . . . , xm the natural generators, so that x
p
i = 0 for all i.
We will also use the natural convention xα = xα11 · · ·x
αm
m . In this case, the multiplication
is simply given by the formula xαxβ = xα+β .
3.2.4. We can summarise some useful properties of algebras O(m,n).
Proposition.
1. The ring O(m,n) is a local ring, with maximal ideal m generated by homogeneous
elements of non-zero degree.
2. For all x ∈ O(m,n), one has xp ∈ F. Furthermore, xp = 0 if and only if x ∈ m.
3. The ring O(m,n) has a unique minimal non-zero ideal. It is generated by x(τ),
the unique homogeneous element of maximal degree (up to a non-zero scalar).
4. Assume n = 1. Let ξ1, . . . , ξk ∈ O(m,1) be homogeneous elements of degree 1.
The following are equivalent:
(i) ξ1, . . . , ξk are linearly dependent over F;
(ii) ξp−11 . . . ξ
p−1
k = 0.
Proof. Using Lemma 3.2.2, we can check all properties for the rings Bm. Statements
no1, 2 and 3 are easy to check. Let us prove statement no4. First, we check (i) ⇒ (ii):
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assume for instance that ξk =
k−1∑
j=1
λj ξj with all λj ∈ F. Then:
ξp−11 · · · ξ
p−1
k =
k−1∑
j=1
λj ξ
p−1
1 · · · ξ
p
j · · · ξ
p−1
k−1.
Since ξpj = 0, we also get ξ
p−1
1 . . . ξ
p−1
k = 0 as required.
Conversely, assume that (i) does not hold, i.e. ξ1, . . . , ξk are linearly independent: we
will show that (ii) does not hold. Denote by V the homogeneous subspace of degree 1 in
Bm and by D =
∑m
j=1 FDj ⊆ Der(Bm) the subspace generated by the partial derivatives:
then we have a natural identification D ≃ V ∗ (the basis {D1, . . . , Dm} being dual to
{x1, . . . , xm}). Thus, there exist ∂1, . . . , ∂k ∈ D such that ∂i(ξj) = δi,j for all i and j.
Then:
∂p−11 · · ·∂
p−1
k (ξ
p−1
1 · · · ξ
p−1
k ) = ∂
p−1
1 (ξ
p−1
1 ) · · ·∂
p−1
k (ξ
p−1
k ) = (p− 1)! · · · (p− 1)! 6= 0,
so that necessarily ξp−11 · · · ξ
p−1
k 6= 0.
3.3. Simple graded Lie algebras of type W.
3.3.1. Special derivations of divided power algebras. A derivation D ∈ Der O(m)
is special if:
(∀α ∈ Nm) : D(x(α)) =
m∑
i=1
x(α−εi)D(x(εi)).
Example 1. For all k ∈ {1, . . . , m}, define the partial derivative Dk by the assignment
Dk(x
(α)) = x(α−εk). Then Dk is a special derivation of O(m).
Example 2. Let k ∈ {1, . . . , m}. Because F has characteristic p > 0, the p-th power Dpk
is again a derivation of O(m). It is readily seen that Dpk 6= 0 but D
p
k(x
(εi)) = 0 for all
i ∈ {1, . . . , m}: thus Dpk is not a special derivation of O(m).
3.3.2. Let W (m) ⊆ Der O(m) be the Lie algebra of special derivations of O(m). It is
actually a free O(m)-module, with basis {D1, . . . , Dm}. We define W (m,n) to be the free
sub-O(m,n)-module generated by the partial derivatives. Since all partial derivatives
stabilise O(m,n), it is a Lie subalgebra, and we have a natural inclusion:
W (m,n) ⊆ Der O(m,n).
Actually, it can be checked that the inclusion is proper unless n = 1. The Lie algebras
W (m,n) are called graded Lie algebra of Cartan type W , or also Witt algebras. The fol-
lowing is well-known [16, Section 4.2]:
Proposition. For all integer m ≥ 1 and all n ∈ Nm, the Lie algebraW (m,n) is simple.
3.3.3. Natural grading on W (m,n). Recall that the associative algebra O(m,n) has
a natural grading for which each element x(α) is homogeneous, of degree |α|. Thus,
W (m,n) inherits a natural grading, for which all derivations of the form x(α)Dj have
degree |α| − 1. The homogeneous subspace of maximal degree has dimension m and is
generated by derivations x(τ)Dj , for τ as in 3.1.2 and j ∈ {1, . . . , m}. The homogeneous
subspace of minimal degree -1 has also dimension m and is generated by the partial
derivatives Dj, for j ∈ {1, . . . , m}.
The gradings on O(m,n) and W (m,n) are compatible, in the sense that if δi is a
homogeneous derivation of degree i and fj a homogeneous element of degree j in O(m,n),
then both δi(fj) ∈ O(m,n) and fj δi ∈ W (m,n) are homogeneous, of degree i+ j.
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3.3.4. The following property is an analogue of statement no4 of Proposition 3.2.4. As
the proof is very similar, it will be omitted. Since W (m,1) ⊆ End O(m,1), associative
products of derivations exist as linear endomorphisms of O(m,1). Recall that x(τ) is the
unique monomial of maximal degree in O(m,1).
Lemma. Let ∂1, . . . , ∂k ∈ W (m,1)−1 be homogeneous derivations of degree −1. The
following are equivalent:
(i) ∂1, . . . , ∂k are linearly dependent over F;
(ii) ∂p−11 · · ·∂
p−1
k = 0;
(iii) ∂p−11 · · ·∂
p−1
k (x
τ ) = 0.
3.3.5. According to Lemma 3.2.2, we have O(m,n) ≃ O(|n|,1). This isomorphism in-
duces a natural isomorphism Der O(m,n) = Der O(|n|,1) = W (|n|,1). Thus, we get a
natural embedding:
ι : W (m,n) →֒ W (|n|,1).
We will usually identify W (m,n) with its image, thus considering that W (m,n) ⊆
W (|n|,1); however it may be useful sometimes to keep track of the embedding ι to
avoid confusion. Also, one should note that this embedding does not preserve gradings.
However, the following proposition shows that it is compatible with the highest degree
components:
Proposition. Let m ≥ 1 be an integer and n ∈ Nm a multi-index. Consider the natural
gradings of W (m,n) and W (|n|,1):
W (m,n) =
s⊕
k=−1
W (m,n)k and W (|n|,1) =
s′⊕
k=−1
W (|n|,1)k.
Let ι : W (m,n) →֒ W (|n|,1) be the natural embedding. Then ι
(
W (m,n)s
)
⊆ W (|n|,1)s′.
Proof. Recall that W (m,n)s is generated by derivations of the form x
(τ)Dj, for j ∈
{1, . . . , m}. Let J0 = J0(m,n) be the unique minimal ideal of O(m,n) (see Proposition
3.2.4). One can check easily that:
W (m,n)s = J0(m,n) ·W (m,n).
We can identify O(m,n) with O(|n|,1). By uniqueness of the minimal ideal J0, we get
J0(m,n) = J0(|n|,1). Thus,
W (m,n)s = J0(m,n) ·W (m,n) ⊆ J0(|n|,1) ·W (|n|,1) = W (|n|,1)s′.
The proposition is proved.
3.4. Classification of simple Lie algebras in positive characteristics.
In this section we briefly mention the other types of simple Lie algebras in positive
characteristics. Explicit constructions can be found in [13, 16]; specific properties which
are relevant to our study will be recalled when needed (mainly in Section 4.1). We will
conclude the section by recalling the classification theorem of Block-Wilson-Premet-Strade
(Theorem 3.4.4)
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3.4.1. Graded Lie algebras of Cartan type [16, Section 4.2]. There exist three other
families of simple graded Lie algebras of Cartan type, the special, hamiltonian and contact
Lie algebras. These are referred to as simple graded Lie algebras of Cartan type S,H and
K respectively. As in type W , they can be indexed by a pair (m,n) where m ≥ 1 is
an integer and n ∈ Nm a multi-index with non-zero entries. Furthermore, there are the
following restrictions for m:
• in type S, one has m ≥ 3;
• in type H , the integer m = 2r is even;
• in type K, the integer m = 2r + 1 is odd.
Let X ∈ {W,S,H,K} be a symbol. The simple Lie algebra of type X attached to
(m,n) is denoted by X(m,n)(∞); it actually arises as the last term in the derived series
of some Lie algebra X(m,n).
3.4.2. Filtered Lie algebras of Cartan type [16, Section 4.2]. Another family of
simple Lie algebras in characteristic p > 3 are the simple filtered Lie algebras of Cartan
type. These are essentially filtered deformations of simple graded Lie algebras of Cartan
type.
Let L be a simple filtered Lie algebra of Cartan type. It is endowed with a standard
filtration L = L(−s′) ⊇ . . . ⊇ L(s). Let G = Gr(L) be the associated graded algebra. Then
G is not simple in general, but G(∞), the last term in the derived series, is a simple ideal
which is isomorphic to a simple graded Lie algebra of Cartan type. By the Compatibility
Property [16, Property (6.2.2)], there exists a symbol X ∈ {W,S,H,K} such that:
X(m,n)(∞) ⊆ Gr(L) ⊆ X(m,n);
in that case we say that L is of type X . The following results are [16, Corollaries 6.1.7
and 6.6.3]:
Proposition. Let L be a simple filtered Lie algebra of Cartan type. If L is of type W or
K, then L is isomorphic to a graded Lie algebra of same type.
3.4.3. Melikian Lie algebras [16, Section 4.3]. If F has characteristic p = 5, there exists
another family of graded Lie algebras indexed by pairs of positive integers n = (n1, n2),
the Melikian Lie algebras. These have no analogue in characteristic 0 or p > 5.
3.4.4. Classification Theorem. The following result is quoted from [13, Theorem 7]:
Theorem. (Block-Wilson-Premet-Strade)
Let L be a finite dimensional simple Lie algebra over an algebraically closed field of
characteristic p > 3. Then L is either a classical Lie algebra or a filtered Lie algebra of
Cartan type or one of the Melikian algebras.
4. Generators of non-classical simple Lie algebras
Again, in this section, F denotes an algebraically closed field of characteristic p > 3.
4.1. Generators of simple graded Lie algebras of Cartan type.
In this section we examine the structure of graded Cartan type algebras and show that
they can be generated by two elements. We first recall from [16] some relevant properties
of these algebras. Section 4.1.1 to 4.1.4 are devoted to some useful general features of
simple graded Lie algebras of Cartan type. The main source for the results is [16, Section
4.2]. Similar results hold for the Melikian algebras in characteristic 5 [16, Section 4.3];
however to ease exposition we won’t mention them explicitly here.
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4.1.1. Notation. In the sequel, we will fix X ∈ {W,S,H,K} a symbol, m ∈ N and
n ∈ Nm a multi-index. Also, assume that m ≥ 3 if X = S, m = 2r is even if X = H
and m = 2r+1 is odd if X = K. We consider the simple graded Cartan type Lie algebra
L = X(m,n)(∞). The structure of the homogeneous subalgebra L0 can be described
explicitly [16, Section 4.2]: indeed, L0 is isomorphic to glm, slm, sp2r, sp2r ⊕ F I2r for
X = W,S,H,K respectively. In particular, we can apply the constructions of Theorem
2.2.3 to L0. Also, the subalgebras L0 have a natural p-mapping arising from associative
p-th powers of matrices in glm.
4.1.2. Let L = X(m,n)(∞) be a simple graded Lie algebra of Cartan type. Consider its
decomposition into homogeneous subspaces:
L = L−r ⊕ . . .⊕ Ls,
where r, s ≥ 0. Note that L0 is a subalgebra of L, and each Li is an L0-submodule of L.
The following can be found in [16, Section 4.2 and 4.3]:
Proposition. We keep the general notation above.
1. The integers r, s ≥ 1. We have r = 1 in type W,S,H and r = 2 in type K.
2. The subspaces L−r, L−1 and Ls are irreducible L0-modules.
3. For all i ∈ {−r, . . . , s− 1}, one has Li = [L−1, Li+1]. In particular, L is generated
by L−1 and Ls.
4.1.3. Let L =
⊕
k∈ZLk be any graded Lie algebra. Recall that the degree map given by
deg(xk) = k xk for all homogeneous elements xk ∈ Lk extends to a derivation of the Lie
algebra L.
Lemma. Let L be a simple graded Cartan type Lie algebra.
1. Any homogeneous derivation δ which vanishes on L0 is proportional to the degree
derivation.
2. The subalgebra L0 is restricted, and the adjoint action of L0 on L is a restricted
action. In other words, denote by x[p] the image of x ∈ L0 under the natural p-
mapping. The relation (ad x)p = ad(x[p]) holds as derivations of L.
Proof. Item no1 is a special case of [4, Proposition 2.1]. Let us check no2. From 4.1.1
we can see that L0 is a restricted Lie algebra. For all x ∈ L0, the map (ad x)
p− ad(x[p]) :
L→ L is a derivation which vanishes on L0. Using n
o1 and the fact that F is algebraically
closed, we see that there exists a map χ : L→ F such that:
(ad x)p − ad(x[p]) = χ(x)p deg .
Thus, the adjoint representation of L0 on each Lk has p-character k.χ. Therefore, to
show that the adjoint representation of L0 in L is restricted it is enough to show that the
adjoint representation of L0 on L−1 is restricted. This can be shown using a case-by-case
examination and the explicit descriptions of these actions given in [16, Section 4.2].
4.1.4. Following [16, Section 5.5], there exists a subalgebra TX ⊆ L = X(m,n)
(∞) acting
diagonally on L. Furthermore, one has TX ⊆ L0 (it is actually the standard Cartan
subalgebra); therefore, TX also acts diagonally on each homogeneous component of L.
Denote Γk = Γ(TX , Lk) ⊆ T
∗
X the set of roots of TX acting on Lk. One has:
Lk =
⊕
α∈Γk
Lαk ,
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and each Lαk 6= 0. We shall need information on the roots of TX on some of the homoge-
neous subspaces.
Lemma. With the above notations, we have the following properties:
1. Γ0∩Γ−1 = Γ0∩Γs = ∅, where s is the maximal degree of homogeneous components
of L;
2. there exist α ∈ Γ−1, β ∈ Γs such that α 6= β.
Proof. From [17, Section 4], we can see that the representation of the classical algebra
L0 in L−1 is contragredient to the natural representation of L0, i.e. the representation
given by the embedding L0 →֒ glm if X = W,S,H and L0 →֒ gl2r if X = K. In each
case, the weight spaces are one-dimensional, so that |Γ−1| ≥ 2 whenever m 6= 1. In this
case, property no2 is obvious. The case m = 1 can only occur if L = W (1, n): then, TW
is one-dimensional and acts by the scalar k on each homogeneous component Lk. Since
s = pn − 2 for W (1, n), we get Γ−1 = {−1} and Γs = {−2}, yielding the result.
Let us turn to no1. The fact that Γ0 ∩ Γ−1 = ∅ is [16, Lemma 5.5.1]. To show that
Γ0 ∩ Γs = ∅ we use similar arguments to those used in [16], detailed below.
In type K: the centre of L0 acts by the degree. Let ‖τ‖ =
∑2r
i=1(p
ni−1)+2(pnm−1)−2.
By [16, p. 190], the homogeneous component of highest degree for type K has degree
s = ‖τ‖ if m+3 6≡ 0 mod p and s = ‖τ‖−1 if m+3 ≡ 0 mod p. Since ‖τ‖ ≡ −(m+3)
mod p, it shows that s 6≡ 0 mod p in all cases. Thus, the centre of L0 does not act
trivially on Ls, forcing Γ0 ∩ Γs = ∅.
For X ∈ {W,S,H}, we will use more explicit descriptions of the involved roots. If
{h1, . . . , hr} is a basis of TX (for instance the standard basis of TX viewed as a Cartan
subalgebra of the almost classical Lie algebra L0), denote {ε̂1, . . . , ε̂r} ⊆ T
∗
X the dual
basis. These elements generate an abelian subgroup isomorphic to (Z/pZ)r, so that we
can always consider that (Z/pZ)r ⊆ T ∗X . Also, denote by {ε1, . . . , εm} the natural basis
of Zm. The following computations can be carried out using the formulas of [16, Section
4.2] or [17, Chapter 4].
In type W : we have r = m. Let πW : Z
m → (Z/pZ)m be the natural map. Then we
have πW (εi) = ε̂i for all i. Let τ̂ = πW (τ). Then we have:
Γ0 = {ε̂i − ε̂j | 1 ≤ i, j ≤ m} and Γs = {τ̂ − ε̂i | 1 ≤ i ≤ m}.
In type S: we have r = m−1. Let πS : Z
m → (Z/pZ)m−1 be given by πS(b1, . . . , bm) =
(b2 − b1, . . . , bm − b1) mod p. Then we have πS(εi) = ε̂i for 2 ≤ i ≤ m. We still denote
ε̂1 = πS(ε1), so that actually ε̂1 + . . .+ ε̂m = 0. Let τ̂ = πS(τ). Then we have:
Γ0 = {ε̂i − ε̂j | 1 ≤ i, j ≤ m} and Γs = {τ̂ − ε̂i − ε̂j | 1 ≤ i 6= j ≤ m}.
In type H: we have r = m/2. Let πH : Z
m → (Z/pZ)r be given by πH(b1, . . . , b2r) =
(br+1 − b1, . . . , b2r − br) mod p. Then we have πH(εi) = ε̂i for 1 ≤ i ≤ r. We still denote
ε̂i = πH(εi) for i > r, so that ε̂i + ε̂i+r = 0 for 1 ≤ i ≤ r . Let τ̂ = πH(τ). Then we have:
Γ0 = {ε̂i + ε̂j | 1 ≤ i, j ≤ 2r} and Γs = {τ̂ − ε̂i | 1 ≤ i ≤ 2r}.
With these explicit descriptions, one can check easily that Γ0 ∩ Γs = ∅.
4.1.5. Theorem. Let F be an algebraically closed field of characteristic p > 3. Let L be
a simple graded Lie algebra of Cartan type. Then L is generated by 2 elements.
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Proof. Let X ∈ {W,S,H,K} and L = X(m,n)(∞). In the standard grading, we have
L = L−r ⊕ . . .⊕ Ls, where r = 1 or 2 and s > 0. Furthermore, L0 is isomorphic to glm,
slm, sp2r, sp2r ⊕ F I2r for X = W,S,H,K respectively.
Let us first choose an element y0 ∈ L0 in an appropriate way. Let TX ⊆ L0 be the
ad-diagonalisable subalgebra given in 4.1.4. In the natural realisation of L0 as matrices,
TX consists of diagonal matrices. So, we can choose y0 ∈ TX in such a way that the p-
iterations y0, y
[p]
0 , . . . , y
[pn−1]
0 , computed in the restricted Lie algebra L0, span the subspace
TX . For example, if {hj}j∈J is a basis of TX such that h
[p]
j = hj for all j, we can choose
y0 =
∑
j∈J
λjhj such that the coefficients {λj}j∈J are linearly independent over the prime
field Fp.
Now, any Lie subalgebra L′ ⊆ L containing y0 satisfies [TX , L
′] ⊆ L′. Indeed, each
element t ∈ TX can be written as t =
∑
k µk y
[pk]
0 , so that
ad t = ad
(∑
k
µk y
[pk]
0
)
=
∑
k
µk (ad y0)
pk ∈ F[ad y0].
A priori, the above identity holds as derivations of L0, but Lemma 4.1.3 ensures that it
is also true as derivations of the full Lie algebra L. Now, since L′ is stable under ad y0, it
is also stable under ad t.
Let us now construct an element x ∈ L such that F 〈x, y0〉 = L. We will choose x in
the form x = x−1 + x0 + xs, where xk ∈ Lk for k = −1, 0 and s. First, by Theorem
2.2.3 or Corollary 2.2.6, there exists x0 ∈ L0 such that F 〈x0, y0〉 = L0. Now recall that
each subspace Lk can be decomposed into weight spaces relative to the action of TX (see
Section 4.1.4):
Lk =
⊕
α∈Γk
Lαk .
We choose xs and x−1 to be non-zero weight vectors relative to the action of TX . Let αs,
α−1 be the corresponding weights: by Lemma 4.1.4, n
o2, we may assume α−1 6= αs.
Set L′ = F〈x, y0〉 ⊆ L; we will show that L
′ = L. Let us first decompose x0 according
to the weight space decomposition of L0:
x0 =
∑
α∈Γ0
xα0 ,
where each xα0 is a weight vector associated with the weight α ∈ Γ0. According to Lemma
4.1.4, we know that none of the weights α ∈ Γ0 is equal to α−1 or αs; thus, by our previous
choice, the weights α−1, αs and α ∈ Γ0 are pairwise distinct.
Now we set Φ = Γ0∪{α−1}∪{αs} ⊆ T
∗
X . By Lemma 2.2.1, there exists t ∈ TX such that
the values {φ(t) | φ ∈ Φ} are pairwise distinct. Since y0 ∈ L
′, we also have [TX , L
′] ⊆ L′.
In particular, (ad t)k(x) ∈ L′ for all k ≥ 0. Thus, we get:
(ad t)k(x) =
∑
φ∈Φ
φ(t)kxφ ∈ L′.
As in the proof of Theorem 2.2.3, this defines an invertible Van der Monde system, so
that all weight vectors xφ ∈ L′. In particular, x−1, xs ∈ L
′ and x0 =
∑
α∈Γ0
xα0 ∈ L
′.
Consequently, we get L′ ⊇ L0 = F〈x0, y0〉. Using Proposition 4.1.2, n
o2, we have∑
k≥0(ad L0)
k(F x−1) = L−1 and
∑
k≥0(ad L0)
k(F xs) = Ls, so that also L
′ ⊇ L−1 + Ls.
Using no3 of the same proposition, we conclude that L′ ⊇ L, thus L′ = L. The theorem
is proved.
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4.1.6. Remark. Theorem 4.1.5 is also true in characteristic p = 5 for the Melikian Lie
algebras. Let us outline the argument; all required properties of Melikian Lie algebras
can be found in [16, Section 4.3].
Let M = M(n1, n2) be the Melikian algebra of parameter (n1, n2). There exists a
grading M = M−3 ⊕ . . . ⊕Ms, with s = 3 (5
n1 + 5n2) − 7. Also, one has M0 ≃ gl2. Let
T ⊆ M0 be the natural Cartan subalgebra of M0, corresponding to diagonal matrices
in gl2. Then T acts diagonally on M . Let Γk denote the set of weights of T in the
homogeneous part Mk. One can see using [16, relations (4.3.1)] that the identity element
I2 ∈ gl2 ≃ M acts by twice the degree, so that Γ0 ∩ Γ−1 = Γ0 ∩ Γs = Γ−1 ∩ Γ0 = ∅. With
these properties, one can proceed as in the proof of Theorem 4.1.5 to construct pairs of
elements which generate M .
4.2. Generators of simple filtered Lie algebras of Cartan type.
In this section we will show that simple filtered algebras of Cartan type are generated
by 2 elements. The method is essentially a reduction to the graded case. However, due
to the fact that the elements constructed in Theorem 4.1.5 are not homogeneous, usual
filtered algebra arguments do not apply in any straightforward manner.
We first need some general results about linear algebra in characteristic p. The under-
lying idea is to replace polynomials in endomorphisms by p-polynomials. This will enable
us to construct tori acting on filtered Lie algebras in a way which is compatible with the
filtration.
4.2.1. Additive polynomials and p-polynomials. A p-polynomial is a polynomial of
the form f(t) = a0 t+ a1 t
p+ . . .+ an t
pn ∈ F[t]. From [8, Lemmas 20.3.A and 20.3.B], we
have:
Lemma. Let f ∈ F[t] be any polynomial.
1. The polynomial f is additive if and only if f is a p-polynomial.
2. If f is a p-polynomial, then the roots of f form a subgroup of F.
3. Conversely, if f is square-free and its roots form a subgroup of F, then f is a
p-polynomial.
4.2.2. Let V be a finite-dimensional vector space over F and u ∈ End(V ) a linear map.
Denote by egv(u) the set of eigenvalues of u, and Λ(u) the additive subgroup of F generated
by egv(u). Since the additive subgroups of F are the sub-vector spaces over the prime
field Fp, we can define the p-order of u to be ord(u) = dimFp Λ(u); alternatively, it is the
integer r ≥ 0 such that |Λ(u)| = pr.
Also, there exists a p-polynomial f(t) of lowest degree such that f(u) = 0. It is unique
up to a scaling factor; we call it the minimal p-polynomial of u.
Lemma. Let u ∈ End(V ) and fu(t) =
∏
λ∈Λ(u)
(t− λ).
1. For all k ≥ 0, we have ord(up
k
) = ord(u).
2. Assume that u is semi-simple. Then fu(t) is the minimal p-polynomial of u. In
particular, let r = ord(u): then deg(fu) = p
r. Also, if T =
∑
j≥0 F u
pj , then
dim(T ) = r.
3. There exists a minimal integer k ≥ 0 such that up
k
is semi-simple. The minimal
p-polynomial of u is (fu(t))
pk.
16
Proof. For no1, we show the result for k = 1; the general case follows by induction. We
consider the Jordan decomposition u = s + n, where s is semi-simple, n nilpotent and
[s, n] = 0. Note that up = sp + np is the Jordan decomposition of up.
Since u and s have the same eigenvalues, we have Λ(u) = Λ(s). Also, s being semi-
simple, it is easy to see that the eigenvalues of sp are the p-th powers of eigenvalues of s:
thus, the Frobenius automorphism of F induces an isomorphism Λ(s)
∼
→ Λ(sp). Hence,
we have:
Λ(up) = Λ(sp) ≃ Λ(s) = Λ(u);
it immediately follows that ord(up) = ord(u).
Let us prove no2. By semi-simplicity of u, we know that a polynomial g(t) annihilates
u if and only if the eigenvalues of u are roots of g(t). Thus, a p-polynomial annihilates u if
and only if its set of roots contains Λ(u). The fact that fu(t) is the minimal p-polynomial
of u follows easily. Also, by construction we have deg(fu) = |Λ(u)| = p
r, where r = ord(u).
Last, let T =
∑
j≥0 F u
pj . Since u is annihilated by a p-polynomial of degree pr, it is
clear that dim(T ) ≤ pr. Conversely, if the elements u, up, . . . , up
r−1
were not linearly inde-
pendent, then u would be annihilated by a p-polynomial of degree ≤ pr−1, a contradiction:
hence dim(T ) ≥ r.
Let us prove no3. Again we consider the Jordan decomposition u = s + n. Since
up
k
= sp
k
+ np
k
is the Jordan decomposition of up
k
, this endomorphism is semi-simple if
and only if np
k
= 0. By nilpotence of n, there exists a minimal value of k satisfying this
property. Since the eigenvalues of up
k
are the pk-th powers of the eigenvalues of u, the
minimal p-polynomial of up
k
is (by no2):
g(t) = f
up
k (t) =
∏
λ∈Λ(u)
(t− λp
k
).
By definition, g(up
k
) = 0. Thus, the polynomial g(tp
k
) annihilates u; but we have:
g(tp
k
) =
∏
λ∈Λ(u)
(tp
k
− λp
k
) =
∏
λ∈Λ(u)
(t− λ)p
k
= fu(t)
pk .
To prove that fu(t)
pk is minimal, one can proceed as follows. First, we show that the
minimal p-polynomial has the form F (t) = fu(t)
ps for some integer s: indeed, the roots
of F are exactly the elements of Λ(u), so that F has the form:
F (t) =
∏
λ∈Λ(u)
(t− λ)mλ ,
and because F is a p-polynomial, the multiplicities mλ have to be some power of p and
independent of λ. Then we argue as before that the polynomial:
G(t) =
∏
λ∈Λ(u)
(t− λp
s
)
annihilates up
s
. Since G(t) has only simple roots, this implies that up
s
is semi-simple. By
minimality of k, we get s ≥ k, proving minimality of fu(t)
pk . The lemma is proved.
4.2.3. Filtered algebras. We recall shortly some general results about filtered Lie al-
gebras. Let L be a filtered Lie algebra. We assume the filtration to be descending, i.e.
L = L(−s′) ⊇ . . . ⊇ L(s) ⊇ 0, with s, s
′ ≥ 0. Let G = Gr(L) be the associated graded Lie
algebra. Homogeneous components in G are denoted by Gk, for k ∈ {−s
′, . . . , s}. Also,
denote by grk the natural linear map grk : L(k) ։ Gk = L(k)/L(k+1).
For any x ∈ Lr 0, we denote by ν(x) the largest integer k such that x ∈ L(k). We set
gr(x) = grk(x) = x+L(k+1) ∈ Gr(L). If x = 0 we denote gr(x) = 0. By construction, we
have gr(x) 6= 0 if x 6= 0, and deg gr(x) = ν(x).
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Denote by {., .} the Lie bracket in Gr(L). It is uniquely defined by its values on
homogeneous elements. Let x, y ∈ L be non-zero elements and a = ν(x), b = ν(y). Then
{gr(x), gr(y)} = gra+b
(
[x, y]
)
= [x, y] + L(a+b+1). By construction, if {gr(x), gr(y)} 6= 0,
then {gr(x), gr(y)} = gr
(
[x, y]
)
.
4.2.4. Let x ∈ L. We can apply results of 4.2.2 to the endomorphism ad x ∈ End(L).
The set of eigenvalues and the generated subgroup will be denoted by egv(x) and Λ(x)
instead of egv(ad x) and Λ(ad x). Also, define the p-order of x to be ord(x) = ord(ad x).
Lemma. Let L be a filtered Lie algebra and h ∈ L(0). Then ord(h) = ord(gr h).
Proof. If h ∈ L(1), then both h and gr h are ad-nilpotent, so that their p-orders
are 0. Now we assume that h ∈ L(0) r L(1), i.e. ν(h) = 0. First we establish that
egv(h) ⊆ egv(gr h), so that ord(h) ≤ ord(gr h). Let λ ∈ F be an eigenvalue of ad h: there
exists x ∈ L such that [h, x] = λ x. Let b = ν(x). Since ν(h) = 0, we obtain:
{gr(h), gr(x)} = λ x+ L(b+1) = λ gr(x),
so that λ ∈ egv(gr h).
Let us show now that egv(gr h) ⊆ Λ(h). This would imply Λ(gr h) ⊆ Λ(h), and
therefore ord(gr h) ≤ ord(h) as desired. Let λ ∈ egv(gr h). There exists ξ ∈ Gr(L)
such that {gr(h), ξ} = λ ξ. Since the Lie bracket {., .} is homogeneous, we may assume
that ξ = gr(x) for some x ∈ L. Let b = ν(x): the assumption means that there exists
y ∈ L(b+1) such that [h, x] = λ x+ y.
Let ϕ be the minimal p-polynomial annihilating u = ad(h) ∈ End(L). In particular,
the roots of ϕ are exactly the elements of Λ(h). Let ψ be the (ordinary) polynomial such
that ϕ(t) = t ψ(t). We have (u− λ id) x = y. By additivity of ϕ, we get:
(4) ϕ(u− λ id) x = ϕ(u) x− ϕ(λ) x = −ϕ(λ) x.
Also, using ϕ(t) = ψ(t) t, we get:
(5) ϕ(u− λ id) x = ψ(u− λ id) (u− λ id) x = ψ(u− λ id) y.
Since u = ad(h) with h ∈ L(0), it is easy to see that ψ(u− λ id) ∈ End(L) preserves the
filtration. By (5), we get ν(ψ(u−λ id) y) ≥ ν(y) > b = ν(x). This is compatible with (4)
only if ϕ(λ) = 0, i.e. λ ∈ Λ(h). The lemma is proved.
Remark. The result doesn’t hold if ν(h) < 0. For instance, let L be the first Witt algebra
L = W (1, 1) = F e−1 ⊕ . . .⊕ F ep−2, with bracket [ei, ej ] = (j − i)ei+j when defined. We
equip L with the natural filtration L(k) = F ek ⊕ . . .F ep−2. Let h = e−1 + e0. Then h
is semi-simple, with eigevalues 0, 1, . . . , p − 1 ∈ F while gr(h) = e−1 + L(0) is nilpotent.
Thus, ord(h) = 1 6= 0 = ord gr(h).
4.2.5. Theorem. Let F be an algebraically closed field of characteristic p > 3 and L be a
simple filtered Lie algebra of Cartan type over F. Then L is generated by 2 elements.
Proof. We denote G = Gr(L) the associated graded algebra of L, so that the last derived
subalgebra G(∞) is simple graded of Cartan type. Let η ∈ G
(∞)
0 be regular semi-simple as
in the proof of Theorem 4.1.5. There exists y ∈ L such that gr(y) = η. For sufficiently
large k, the linear map (ad y)p
k
∈ End(L) is semi-simple. We let:
TL = SpanF{(ad y)
pk , (ad y)p
k+1
, . . .} ⊆ End(L)
and
TG = SpanF{(ad gr y)
pk , (ad gr y)p
k+1
, . . .} ⊆ End(G).
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By Lemmas 4.2.4 and 4.2.2, dim(TL) = dim(TG). Let γ : TL → TG be the linear isomor-
phism defined by (ad y)p
j
7→ (ad gr y)p
j
. We will often identify TL and TG via γ in the
sequel.
By semi-simplicity of (ad y)p
k
, it is easy to see that TL acts semi-simply on L. Since
y ∈ L(0), it follows that TL respects the filtration of L. Thus, for all j, there exists a
T -stable subspace Vj ⊆ L such that L(j) = Vj ⊕ L(j+1). Recall the natural projection
grj : L(j) ։ Gj = L(j)/L(j+1). Then grj restricts to an isomorphism of vector spaces
grj : Vj → Gj . This isomorphism is actually an isomorphism of TL-modules. This means
that the following diagram is commutative for all h ∈ TL:
Vj
grj
−−−→ Gj
h
y 	 yγ(h)
Vj −−−→
grj
Gj
Commutativity of the diagram is then easy to check when h = (ad y)p
i
for some i.
Let Γ(TL, Vj) (resp. Γ(TG ,Gj)) be the set of roots of TL acting on Vj (resp. of TG acting
on Gj). If we identify TL and TG via the isomorphism γ, then by the previous discussion,
we have Γ(TL, Vj) = Γ(TG ,Gj).
Now we are ready to construct pairs of generators of the Lie algebra L. Let t be the
maximal degree of homogeneous components of the simple Lie algebra G(∞). We keep y
as above; we will construct an element x = x−1 + x0 + xt ∈ L similarly to what was done
in the proof of Theorem 4.1.5.
We first choose three elements ξi ∈ G
(∞)
i , for i ∈ {−1, 0, t}, in such a way that
F〈η, ξ0〉 = G
(∞)
0 and ξ−1, ξt are weight vectors for TG associated with different weights.
For i ∈ {−1, 0, t}, let xi ∈ Vi be such that ξi = gr(xi); we can arrange x−1 and xt to be
weight vectors. By the previous discussion and Lemma 4.1.4, the weights involved in the
decompositions of x−1, x0 and xt are the same as for ξ−1, ξ0 and ξt and therefore pairwise
distinct.
Now set x = x−1 + x0 + xt and M = F〈y, x〉 ⊆ L. Since M is stable under (ad y),
it is also adTL-stable; arguing as in the proof of Theorem 4.1.5, we obtain that x−1, x0,
xt ∈ M . Thus, we have ξi = gr(xi) ∈ Gr(M) for i ∈ {−1, 0, t} and η = gr(y) ∈ Gr(M).
By the construction of Theorem 4.1.5, we have G(∞) = F〈ξ−1+ ξ0+ ξt, η〉 ⊆ Gr(M). Since
Gr(M) ⊆ Gr(L) = G, it follows that M ⊆ L satisfies:
(GrM)(∞) = (Gr L)(∞) 6= 0.
By [16, Lemma 4.2.5] this implies that M contains a non-zero ideal of L. By simplicity
of L, we must have M = L as desired.
4.3. One-and-a-half generation in W (m,n).
In this section we examine the question whether the Lie algebra W (m,n) is generated
by one and a half elements. As it turns out, the answer is positive if and only if m = 1.
In view of 3.3.5, it is natural to first carefully examine the case n = 1.
4.3.1. Notations. Let m ≥ 1 be a positive integer. As in 3.2.3, we work with the
truncated polynomial ring Bm instead of the divided power algebra O(m,1). For a multi-
index α ∈ Nm, we will write xα = xα11 · · ·x
αm
m , so that in particular there is a unique
non-zero monomial of highest degree, say xτ for τ = (p−1, . . . , p−1). We have deg(xτ ) =
m(p− 1).
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The Lie algebra W (m,1) = Der O(m,1) is simple, restricted and graded. We denote
W (m,1) =W−1 ⊕ . . .⊕Ws, where:
Wk =
m⊕
j=1
∑
|α|=k+1
F xαDj.
We have s = m(p− 1)− 1 and dim W (m,1)s = dimW (m,1)−1 = m.
In the sequel, we will usually write W instead of W (m,1) and B instead of Bm. The
Lie algebra W is also a B-module, so that products bw for b ∈ B and w ∈ W make sense.
Note that any homogeneous element δ ∈ Ws of maximal degree can be uniquely written
as δ = xτ ∂, for some non-zero derivation ∂ ∈ W−1.
4.3.2. Consider any element y ∈ W . First we gather some information on y and its
action on W . For all j ≥ 0, we denote by y[p
j] the unique element of W satisfying
(ad y)p
j
= ad(y[p
j]). For any p-polynomial f(t) =
∑
αj t
pj , we can define an element
f(y) ∈ W by setting f(y) =
∑
αj y
[pj]. It is easy to see using the Leibniz rule that
ad f(y) = f(ad y) ∈ Der (W ).
For all j ≥ 0, there exists ∂j ∈ W−1 such that:
y[p
j] ≡ ∂j mod W≥0.
We will denote by k ≥ 0 the least integer such that the elements ∂0, . . . , ∂k ∈ W−1 are
linearly dependent. We may have k = 0; in any case k ≤ m. Let α0 ∂0 + . . . + αk ∂k = 0
be a nontrivial linear dependence relation; in particular αk 6= 0. Let f(t) =
k∑
j=0
αj t
pj :
by construction, f(y) ∈ W≥0. Let h ∈ W0 be the degree 0 component of f(y), so that
f(y) ≡ h mod W>0.
Since f(t) has no constant term, there exists g(t) ∈ F[t] such that f(t) = t g(t). Note
that g(t) is not a p-polynomial, so that g(ad y) ∈ End (W ) is still defined as an endomor-
phism of W , but is not a derivation anymore in general.
4.3.3. Recall that for any integer a ≥ 0, one has a p-ary expansion a = a0+p a1+. . .+p
lal,
with 0 ≤ ai < p for all i. We will write a = [al, . . . , a0]. The decomposition is unique up
to some zero coefficients to the left. We also define the p-ary length of a to be the sum of
its p-ary digits, i.e. |a|p = al + . . .+ a0. Properties of p-ary expansions are often intuitive
if one thinks of the usual decimal representation of integers.
Lemma. Let y ∈ W, k ∈ N, g(t) ∈ F[t] be as in 4.3.2. Let x ∈ Ws, x 6= 0.
1. For any integer a ≥ 0, one has (ad y)a(x) ∈ W≥s−|a|p.
2. If a < pk, then (ad y)a(x) 6∈ W>s−|a|p.
3. Let δ = g(ad y)(x) ∈ W . Then δ ∈ Ws−k(p−1)rW>s−k(p−1). Furthermore, x ∈ B δ.
Proof. Let a = [al, . . . , a0] be the p-ary expansion of a. We denote q = |a|p the p-ary
length of a. Then we have:
(ad y)a = (ad y)a0+pa1+...+p
lal = (ad y)a0 . . . (ad y[p
l])al.
Since [W,W≥d] ⊆W≥d−1 for all d, we immediately get:
(ad y)a(Ws) ⊆W≥s−a0−...−al =W≥s−q.
Recall that x can be written as x = xτ∂ with ∂ ∈ W−1 r {0}. Furthermore, recall that
for all j ≥ 0, we have y[p
j] = ∂j + rj with ∂j ∈ W−1 and rj ∈ W≥0. Thus,
(ad y)a = (ad ∂0 + ad r0)
a0 · · · (ad ∂l + ad rl)
al = (ad ∂0)
a0 · · · (ad ∂l)
al + . . . ,
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where “. . .” is a sum of products of the form (ad u1) · · · (ad uq), with ui ∈ {∂i, ri} for all
i, but not all ui = ∂i. Since one has [W0,W≥d] ⊆ W≥d for all d, we can see easily that for
such a product:
(ad u1) · · · (ad uq)(Ws) ⊆W>s−q.
We can deduce:
(6) (ad y)a(x) ≡ (ad ∂0)
a0 · · · (ad ∂l)
al(x) mod W>s−q.
Now, recall the identity, for any D,E ∈ W and b ∈ B:
(ad D)(bE) = [D, bE] = D(b)E + b[D,E].
Using this identity and the fact that elements of W−1 commute to each other, equation
(6) becomes:
(7) (ad y)a(x) ≡ ∂a00 · · ·∂
al
l (x
τ ) · ∂ mod W>s−q.
Now, since a < pk, we can see that the p-ary expansion a = [al, . . . , a0] has at most k
digits, i.e. l ≤ k − 1. Thus, allowing the p-ary expansion to start with some 0’s, we
can also write a = [ak−1, . . . , a0]. By definition of k, the elements ∂0, . . . , ∂k−1 are linearly
independent, so that all coefficients ∂a00 · · ·∂
ak−1
k−1 (x
τ ) 6= 0 by Lemma 3.3.4. Since the action
of B on W−1 is faithful, we also get ∂
a0
0 · · ·∂
ak−1
k−1 (x
τ ) · ∂ 6= 0, so that (ad y)a(x) 6∈ W>s−q.
This proves claim 2.
Now for claim 3 we just have to make the following observation. The element δ =
g(ad y)(x) is a sum of terms of the form (ad y)p
j−1(x) with j ≤ k, so that according
to no2, we have (ad y)p
j−1(x) ∈ Ws−|pj−1|p rW>s−|pj−1|p. One can easily compute that
|pj − 1|p = j(p − 1). Since the term of degree p
k − 1 in g(t) is non-zero, it follows that
g(ad y)(x) ∈ Ws−k(p−1)rW>s−k(p−1). Using relation (7), we see more precisely that there
exists a homogeneous element β ∈ B such that g(ad y)(x) ≡ β∂ mod W>s−k(p−1). By
Proposition 3.2.4, there exists b ∈ B such that b β = xτ ; thus, b · δ ≡ b β · ∂ mod W>s =
xτ ∂ + {0}, so that x = b · δ ∈ B δ as required. The lemma is proved.
4.3.4. The case k = m. We keep the notationsW = W (m,1) and B = O(m,1) of 4.3.1.
Proposition. Let x ∈ Ws and y ∈ W be non-zero elements. Let L = F〈x, y〉 ⊆W be the
subalgebra generated by x and y. Define k ∈ N and g(t) ∈ F[t] as in 4.3.2 and assume
that k = m. Let δ = g(ad y)(x) ∈ W . Then [y, δ] = 0 and L ⊆ B δ + F y.
Proof. Let us recall from 4.3.2 the construction of g(t). The assumption k = m means
that the elements ∂0, . . . , ∂m−1 are linearly independent. Then we take some non-trivial
relation α0 ∂0 + . . . + αm ∂m = 0; observe that the coefficients α0, . . . , αm are uniquely
determined up to some non-zero scalar factor. Set f(t) = α0 t+ . . .+ αm t
pm and let g(t)
be such that f(t) = tg(t). In particular, we have f(ad y) = (ad y) ◦ g(ad y).
Using [12, Corollary 1], we can see that there exists a non-zero p-polynomial of degree
at mostm, say F (t) = β0t+. . .+βmt
pm which annihilates ad y. We stress the fact that the
integer m is the one defining W = W (m,1). We have F (y) = β0 y + . . . + βm y
[pm] = 0.
Taking the homogeneous part of degree −1, we get β0 ∂0 + . . . + βm ∂m = 0. By the
previous observation, we see that all coefficients βj are equal to αj up to some non-zero
scalar factor, which we may assume to be 1. Thus, we obtain f(t) = F (t), so that f(y) = 0
and hence f(ad y) = ad f(y) = 0. It follows:
[y, δ] = (ad y)(δ) = (ad y) ◦ g(ad y)(x) = f(ad y)(x) = 0.
Using this relation it is easy to show that the subspace B δ+F y is actually a Lie subalgebra
of W . Using Lemma 4.3.3, no3, we see that x ∈ B δ, so that the Lie algebra B δ + F y
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contains both x and y. Consequently, we have L(x, y) ⊆ B δ + F y. The proposition is
proved.
4.3.5. The case k < m. We keep the notations W and B as above.
Proposition. Let x ∈ Ws and y ∈ W be non-zero elements. Let L = F〈x, y〉 ⊆W be the
subalgebra generated by x and y. Define k ∈ N as in 4.3.2 and assume that k < m. Let
H =
∑
j≥0 F (ad y)
j(x). Then L = H + F y.
Proof. Let us recall some facts from 4.3.2. There exists a p-polynomial f(t) of degree
pk such that f(y) ∈ W≥0. As a consequence, ad f(y)(W≥d) ⊆W≥d for all d; in particular,
Ws is stable under ad f(y). Hence, the subspace Hs =
∑
j≥0
(ad f(y))j(x) ⊆ H ∩Ws.
Let us show first that H ⊆W≥s−k(p−1). For all integers N ≥ 0, there exists a decompo-
sition tN =
∑
j≥0
ϕj(t)f(t)
j, with all coefficients ϕj(t) ∈ F[t] of degree less than deg(f) = p
k.
Using the identity f(ad y) = ad f(y), we obtain:
(ad y)N(x) =
∑
j≥0
ϕj(ad y) (ad f(y))
j(x)︸ ︷︷ ︸
∈Hs⊆Ws
.
Now all ϕj(ad y) are linear combinations of the (ad y)
i with i < pk. Any such integer i
has a p-ary expansion with k digits, so that the p-ary length |i|p ≤ k(p − 1). In light of
Lemma 4.3.3, no1, we get:
(ad y)N(x) ∈
pk−1∑
i=0
(ad y)i(Ws) ⊆
pk−1∑
i=0
W≥s−|i|p ⊆W≥s−k(p−1).
Now we check that [x,H ] = 0. Recall that the maximal degree of a homogeneous
derivation is s = m(p − 1) − 1. Since k < m and p > 3, it implies s − k(p − 1) ≥ 1, so
that [x,H ] ⊆ [x,W≥s−k(p−1)] ⊆ [Ws,W≥1] = 0.
Note that by construction x, y ∈ H + F y. Using the relation [x,H ] = 0, we can see
that H + F y is stable under ad x and ad y. The subalgebra L(x, y) is also the smallest
subspace of W containing x, y and stable under ad x and ad y, hence L(x, y) ⊆ H + F y.
The reverse inclusion is clear: the proposition is proved.
4.3.6. Corollary. Let W = W (m,1). Let x ∈ Ws and y ∈ W . Let L ⊆ W be the
subalgebra generated by x and y. Then dim [L, L] ≤ pm.
Proof. Let k be defined as in 4.3.2. Denote by B = O(m,1). If k = m, then L ⊆ B δ+F y
for some element δ ∈ W such that [δ, y] = 0 (Proposition 4.3.4). In this case, we have
[L, L] ⊆ B δ; thus, dim [L, L] ≤ dim(B) = pm.
If k < m, let H be the sub-F y-module generated by x. Recall that L = H + F y,
with [x,H ] = 0, [y,H ] ⊆ H . Since L is generated by x and y, it follows readily that
[L, L] = [L,H + F y] ⊆ H . Since ad y is annihilated by a polynomial of degree pm [12,
Corollary 1], we deduce that dim H ≤ pm as desired.
4.3.7. Case of the Zassenhaus algebra. Now we can turn to the problem of one and
a half generation in general graded Lie algebras of type W . We will first study the case
of the Zassenhaus Lie algebras W (1, n) for arbitrary n ≥ 1. The method is heavily
computational.
The Lie algebra W (1, n) has a decomposition into graded components:
W (1, n) = W−1 ⊕W0 ⊕ . . .⊕Ws,
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where s = pn − 2, each Wk = F ek has dimension 1 and the following relation holds:
(8) [ei, ej] =
{ ((
i+j+1
j
)
−
(
i+j+1
i
))
ei+j if − 1 ≤ i+ j ≤ s,
0 otherwise.
In particular, we have [e−1, ek] = ek−1 for all index k and:
[ek, es] =
 es−1 if k = −1 ;−2 es if k = 0 ;
0 if k > 0.
Proposition. Let x ∈ W (1, n) be a non-zero element. There exists y ∈ W (1, n) such
that x and y generate W (1, n).
Proof. First we deal with the easy case x ∈ Ws. We can then choose y = e−1, so that
F〈x, y〉 = F〈es, e−1〉 =W (1, n). From now on we will assume that x 6∈ Ws.
We can decompose x in a sum: x = λ−1 e−1 + . . . + λs es, for some scalars λi ∈ F; by
assumption there exists j < s such that λj 6= 0. We will represent x as a column:
x ≡

λ−1
λ0
...
λs
 .
Let yα = e−1 + α es, where α ∈ F is a scalar to be chosen later. We consider F〈x, yα〉, the
subalgebra generated by x and yα. Let us compute the bracket [yα, x]. We easily obtain:
(ad y)(x) ≡

λ0
λ1
...
λs − α λ−1
2αλ0
 .
By induction, we find for k ≤ s:
(ad yα)
k(x) ≡

λk−1
λk
...
λs − αλ−1
α λ0
...
αλk−2
2αλk−1

.
Let us denote x(k) = (ad yα)
k(x) ∈ L(x, yα). We will show that, for a suitable choice
of α, the family {y, x, x(1), . . . , x(s)} has rank s + 2 = dim W (1, n). From this property,
it would follow that dim F〈x, yα〉 ≥ dim W (1, n), forcing F〈x, yα〉 = W (1, n). We need to
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show that the following matrix Mα has non-zero determinant for some values of α:
Mα =

1 λ−1 λ0 . . . λs−1
0 λ0 λ1 . . . λs − α λ−1
...
...
... . . . α λ0
...
...
...
...
...
... λs−1
...
0 λs−1 λs − αλ−1 . . . α λs−2
α λs 2αλ0 . . . 2αλs−1

.
Substracting a suitable multiple of the first column to each remaining column, we get:
det(Mα) =
1 0 0 . . . 0
0 λ0 λ1 . . . λs − α λ−1
...
...
... . . . α λ0
...
...
...
...
...
... λs−1
...
0 λs−1 λs − αλ−1 . . . α λs−2
α λs − αλ−1 αλ0 . . . α λs−1
.
Then, using Laplace’s expansion formula along the first row, it follows:
det(Mα) =
λ0 λ1 . . . λs − αλ−1
...
... . . . α λ0
...
...
...
... λs−1
...
λs−1 λs − αλ−1 . . . α λs−2
λs − αλ−1 αλ0 . . . α λs−1
.
Let k be the minimal integer such that λk 6= 0. Assume first that k 6= −1. The
determinant of Mα takes the form:
det(Mα) =
0 . . . 0 λk
... . .
.
∗
0 . .
. ...
λk ∗ . . . ∗
∗ . . . . . . ∗
...
...
...
...
∗ . . . . . . ∗︸ ︷︷ ︸
k+1 columns
∗ . . . . . . ∗
...
...
...
...
∗ . . . . . . ∗
0 . . . 0 α λk
... . .
.
∗
0 . .
. ...
αλk ∗ . . . ∗︸ ︷︷ ︸
s−k columns
,
where “∗” denote coefficients of the form αλi in the lower right diagonal block, and of the
form λi in all other three blocks. From this expression, it is quite standard to check that
det(Mα) = ±(α λk)
s−k · det(A) + . . ., where “. . .” are polynomial expressions of degree
< s− k in α and A is the upper left block. By assumption we have λk 6= 0, so that the
component of degree s − k of this expression is ±λs+1k α
s−k 6= 0. Since F is algebraically
closed, there exists α ∈ F such that det(Mα) 6= 0, and henceforth F〈x, yα〉 = W (1, n).
In the case k = −1, a similar (and slightly easier) argument would show that det(Mα) =
(−λ−1)
s+1αs+1 + . . ., leading to the same conclusion. This proves the proposition.
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4.3.8. General case.
Theorem. Let m ≥ 1 and n ∈ Nm a multi-index with non-zero entries. The Lie algebra
W (m,n) is generated by one and a half elements if and only if m = 1.
Proof. The fact that W (1, n) is generated by one and a half elements is Proposition
4.3.7. Now assume that m > 1; we will prove that W (m,n) is not generated by one and a
half elements. By Proposition 3.3.5, there is an inclusion W (m,n) ⊆W (|n|,1) such that
W (m,n)s ⊆ W (|n|,1)s′, where W (m,n)s and W (|n|,1)s′ are the components of highest
degree of W (m,n) and W (|n|,1) respectively. Let x ∈ W (m,n)s and y ∈ W (m,n).
Let L = F〈x, y〉 ⊆ W (m,n) be the subalgebra generated by x and y. Considering that
x ∈ W (|n|,1)s′ and y ∈ W (|n|,1), we can apply Corollary 4.3.6 and get:
dim [L, L] ≤ p|n| < mp|n| = dim W (m,n).
Thus, [L, L] 6=W (m,n), forcing also L 6=W (m,n). The theorem is proved.
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