Common practice to determine the required bandwidth capacity for a network link is to measure the 5 minute average link load and then add a safety margin to cater for traffic bursts on small time-scales. Because of the substantial measurement effort required to appropriately determine the effect of these bursts, network managers often rely on rules of thumb to find the safety margin, e.g. 'the mean plus 50%'. In this paper we propose a novel method to accurately determine the burstiness of traffic on small time-scales, without requiring measurements on such small time-scales. Instead, our method is based on coarse-grained polling of the occupancy of a buffer in front of the network link, and 'inverting' the resulting statistical distribution of the buffer contents to find the burstiness of the offered traffic on small time-scales.
Approach and organization
The variance estimation technique proposed in this paper relies on the assumption that traffic is (fairly) Gaussian: for any t ≥ 0, the amount of traffic offered in a time window of length t is accurately described by a normal distribution, parameterized by a mean M t and variance V (t) := VarA(t). This Gaussianity was observed in various measurement studies. Kilpi and Norros [2] have statistically verified that the use of Gaussian traffic models is justified as long as the aggregation is sufficiently large (both in time and number of flows), due to Central Limit type of arguments. Importantly, Gaussian models cover long-range dependent processes, such as fractional Brownian motion (fBm); traffic measurements in the 1990s showed that in various situations this fBm model accurately models network traffic, see, e.g., [3] .
Section II presents preliminaries on Gaussian queues. Particular attention is paid to provisioning formulae (for both buffer and bandwidth), in line with (1) . The provisioning formula motivate the need for methods to estimate the variance function V (·), i.e., V (t) as a function of the interval length t. The formulae for Gaussian queues lead to our efficient method for estimating the V (·), that is explained in Section III; importantly, we derive an 'inversion formula' that yields V (·) from the empirically determined buffer content distribution. In Section IV we describe the inversion procedure, and demonstrate it by using synthetic traffic (in this case fBm traffic).
In the inversion procedure, we have identified three sources of possible errors: (A) the (large-deviations) asymptotics give an approximation of the overflow probability (rather than an exact formula), (B) the buffer content distribution is estimated through the buffer polling procedure, and there can still be estimation errors, and (C) we assume that traffic is (accurately approximated by) Gaussian. In Section V we present a detailed, quantitative study of the impact of each of these errors on the resulting estimation of the variance.
To investigate the applicability of the procedure in practice, we have performed extensive numerical experiments with real data from various real-life settings. These networks have different access technologies and link speeds, and different applications and user populations. We present and discuss the results of this experimental validation in Section VI. It is noted that both the simulations of Sections IV and V, as well as the experiments of Section VI show that the inversion procedure yields remarkably accurate estimates of the traffic's burstiness.
Section VII presents a number of reflections of the feasibility of implementing our estimation procedure, and conclude that there are no conceptual impediments. Section VIII concludes, and and lists a number of possible directions for future work.
Gaussian queues -motivation
In this section we review some basic principles of Gaussian traffic, and recapitulate the main fundamental (large-deviations) theory for queues with Gaussian input. Then we derive, for this Gaussian setting, a number of dimensioning rules. These formulae motivate the need for estimating specific traffic characteristics, viz., the mean rate M and the variance function V (·), cf. provisioning rule (1).
Preliminaries on Gaussian queues -many-sources asymptotics
Consider n independent, statistically identical Gaussian sources. It is assumed that the traffic pattern generated by an individual source corresponds to a Gaussian process with stationary increments. This type of sources is characterized by (i) their mean traffic rate µ, and (ii) their variance function v(t), for t ≥ 0. With A i (t) denoting the amount of traffic generated by the ith source in an interval of length t ≥ 0, then EA i (t) = µt, and VarA i (t) = v(t).
Now suppose that the n sources feed into a queue with capacity C, and apply the scaling C ≡ nc. It is well-known that the stationary queue length, say Q n has the same distribution as the maximum of the corresponding 'free-buffer process':
The following fundamental result can be found in, e.g., [4] .
Lemma 2.1 -see, e.g., Addie, Mannersalo & Norros [4] . Suppose that there is an α < 2 such that v(t)/t α → 0 for t → ∞. Then, for any b > 0, and c > µ,
The above result holds for the system 'scaled by n', but gives rise to an approximation for the 'unscaled' situation, see also for instance [4] , [5, Eq. 3] . With B ≡ nb, consider the probability that the buffer content Q exceeds B. Denote M ≡ nµ as the aggregate mean, and V (t) ≡ nv(t) as the aggregate variance.
Approximation 2.2
For any B > 0, and C > M ,
Provisioning formulae
One of the major tasks in network management is the provisioning of resources: choose the link rate and/or buffer size such that some pre-specified performance criterion is met. The above approximation formula (2) provides us with a tool for developing such provisioning rules. For several performance criteria, we derive the corresponding rules.
Link provisioning of an unbuffered resource
Suppose the goal is to provision the link such that the probability of exceeding the capacity C for a period of length T is smaller than . Hence we have to find the smallest C = C(T, ) such that
. It is readily checked that this yields, with δ := √ −2 log ,
Notice that C(T, ) decreases in , as expected: the less stringent the performance target, the less bandwidth is needed.
Link provisioning of a buffered resource
In the setting of provisioning rule (3) we considered an unbuffered resource. In practice, however, network elements are often equipped with a queue, to absorb traffic rate fluctuations. If the router has a queue of size B, and suppose we wish to provision the capacity, we have to find the minimal C = C( ) such that (2) is below . Hence we are searching for
After rearranging terms, we find that
Again, the bandwidth required decreases in . Moreover, it also decreases in B: the larger the queue, the better traffic fluctuations can be absorbed by the buffer, and hence less link capacity is needed.
Buffer provisioning
Similarly, we can determine the minimum required buffer B = B( ):
B( ) decreases in and C, as expected. As an aside, we mention that it can be shown that for fixed performance target buffer and bandwidth trade off in a convex way; this also holds for non-Gaussian traffic, see [6] . 
When computing C( ) in (4) , the optimizing t is given by
H.
In buffer provisioning rule (5) the optimizing t is given by
Notice that (for fixed ) B and C trade off such that B 1−H C H is a constant, cf. [6] . ♦ The main conclusion from this section is that the above provisioning formulae (3), (4) , and (5) indicate that it is of crucial importance to have accurate estimates of the average traffic rate M , as well as the variance curve V (·) (i.e., V (t) as a function of t ≥ 0); having these at our disposal, we can find the required bandwidth capacity or buffer size. As estimating M is straightforward, the next sections concentrate on efficient methods for estimating the variance curve V (·).
Derivation of the inversion formula
As mentioned in the introduction, the mean traffic rate M can be determined by standard coarse-grained traffic measurements (polling Interfaces Group MIB counters via SNMP every 5 minutes). It is clear that determining the variance curve V (·) is more involved. The standard way to estimate V (T ) (for some interval length T ) is what we refer to as the 'direct approach'. This method is based on traffic measurements for disjoint intervals of length T , and just computes their sample variance. It is noted that the convergence of this estimator could be rather slow when traffic is long-range dependent [7, Ch. I], but the approach has three other significant drawbacks:
1. When measuring traffic using windows of size T , it is clearly possible to estimate V (T ), V (2T ), V (3T ), etc. However, these measurements obviously do not give any information on V (·) on timescales smaller than T . Hence, to estimate V (T ) measurements should be done at granularity T or less. This evidently leads to a substantial measurement effort.
2. Another problem is that measurements on very small time-scales are not feasible. For a 'representative' setup, i.e., using only off-the-shelf equipment, [8, Section 3] argues that on time-scales smaller than, say, 10 ms, the reliability of the measurements cannot be guaranteed.
3. The provisioning formulae (4) and (5) require knowledge of the entire variance function V (·), whereas the direct approach described above just yields an estimate of V (T ) on a pre-specified time-scale T . Therefore, a method that estimates the entire curve V (·) is preferred.
This section presents a powerful alternative to the direct approach; we refer to it as the inversion approach, as it 'inverts' the buffer content distribution to the variance curve. This inversion approach overcomes the problems identified above. We rely on the many-sources framework of Section 2.1.
Define the 'most likely epoch of overflow' for a given buffer value b > 0:
note that t b is not necessarily unique. Define the set T as follows:
The following theorem gives, for any t > 0, an upper bound on the variance v(t), for given I(b), and presents conditions under which this upper bound is tight.
Theorem 3.1 (i) For any
(ii) There is equality in (6) for all t ∈ T .
(iii) If 2v(t)/v (t) − t grows from 0 to ∞ when t grows from 0 to ∞, then T = (0, ∞).
Proof: Clearly, due to Lemma 2.1, for all b > 0 and t > 0, we have that
which implies claim (i) immediately. Now consider a t ∈ T . Then there is a b = b t > 0 such that
We thus obtain claim (ii).
Now consider claim (iii). We have to prove that for all
Hence, it is sufficient if b t in the right hand side of (7) grows from 0 to ∞ when t grows from 0 to ∞.
Example 3.2 Brownian bridge. In a Brownian bridge, time is restricted to the interval [0, 1], and v(t) = t(1 − t). It is easily verified that
arg inf
;
Conclude that T = (0, 1 2 ). We can now retrieve v(t) from I(b), using the inversion formula of Theorem 3.1. To this end, we first compute
then a lengthy calculation indeed gives v(t) ≤ t(1 − t), with equality for t ∈ T = (0, 
. Note that the condition of part (iii) is not met outside T . ♦
Remarkably, Theorem 3.1 gives, loosely speaking, that for Gaussian sources the buffer content distribution uniquely determines the variance function. This property is exploited in the following heuristic.
Approximation 3.3
The following estimate of the function V (t) (for t > 0) can be made using the buffer content distribution:
Hence, if we can estimate P(Q > B), then 'inversion formula' (8) of Approximation 3.3 can be used to retrieve the variance; notice that the infimum can be computed for any t, and consequently we get an approximation for the entire variance curve V (·) (of course up to some finite horizon). These ideas are exploited in the procedure described in the next section.
Remark 3.4 The result of Theorem 3.1 shows an interesting similarity with the main result of [9]. There it was shown that the decay rate function I(·) is convex in buffer level b if and only if the variance function v(·) is concave in the optimizing timescale t b . ♦ 4 Demonstration of the inversion procedure
In this section we show how the theoretical results of the previous section can be used to estimate V (·).
In Section IV.A we propose an algorithm for estimating the (complementary) buffer content distribution (in the sequel abbreviated to BCD), such that, by applying Approximation 3.3, the variance curve V (·) can be estimated. In our demonstration (Section IV.B) we specialize to the case of synthetic input, i.e., traffic generated according to some stochastic process; we choose fBm input, but we emphasize that the procedure could be followed for any other process. Section IV.C compares, for fBm, our estimation for V (·) with the actual variance curve, yielding a first impression of the accuracy of our approach (a more detailed numerical evaluation follows in Sections V and VI).
Algorithm
The inversion procedure consists of two steps: (1) determining the BCD, and (2) 'inverting' the BCD to the variance curve V (·) by applying Approximation 3.3. We propose the following algorithm: 
2. Estimate V (t), for any t ≥ 0, by
In the above algorithm, snapshots of the buffer content are taken at a constant frequency. To get an accurate estimate of the BCD, both τ and N should be chosen sufficiently large. We come back to this issue in Section V. Notice that we chose a fixed polling frequency (i.e., τ −1 ) in our algorithm, but this is not strictly necessary; the BCD-estimation procedure obviously still works when the polling epochs are not equally spaced.
In the remainder of this section we demonstrate the inversion approach of Algorithm 4.1 through a simulation with synthetic (fBm) input. The simulation of the queue fed by fBm yields an estimate for the BCD (Section IV.B); this estimated BCD is inverted to obtain the estimated variance curve, which is compared with the actual variance curve (Section IV.C).
Simulation procedure
We now demonstrate the procedure in more detail. Concentrating on slotted time, we generate traffic according to some stochastic process. In the example below we focus on the (practically relevant) case of fBm input, but it is stressed that the procedure could be followed for any other stochastic process; we have simulated fBm by a fractional Brownian motion simulator [10] (based on Davis and Harte's circulant method). The traffic stream is fed into a queue with link rate C. The buffering dynamics are simulated follows:
Algorithm 4.2 Simulation of the buffer dynamics.
1. Using the fBm simulator we generate fBm, with a specific Hurst parameter H ∈ (0, 1). This yields a list A 1 , . . . , A Z , for some Z ∈ N, where A j denotes the amount of traffic offered in the jth slot.
2. The list A 1 , . . . , A Z is used to simulate the buffer dynamics. This is done recursively:
where Q j denotes the amount of contents in the buffer at the beginning of slot j.
3. The buffer content Q j is observed every τ slots, which results in N = Z/τ snapshots q i of the buffer content. These snapshots are used to estimate P(Q > B), as described in Algorithm 4.1.
In (standard) fBm, the average traffic rate M equals 0. Trivially, fBm with non-zero drift M can be simulated by replacing the list
In this demonstration of the inversion procedure, we generate an fBm traffic trace with Hurst parameter H = 0.7 and length Z = 2 24 slots. The link capacity C is set to 0.8, and we take snapshots of the buffer content every τ = 2 7 = 128 intervals.
Estimating the variance curve
In this subsection we discuss the output of the inversion procedure for our simulated example with fBm traffic.
First we estimate the BCD; a plot is given in Fig. 1 . For presentation purposes, we plot the (natural) logarithm of the BCD, i.e., log P(Q > B). The BCD in Fig. 1 is 'less smooth' for larger values of B. This is due to the fact that large buffer levels are rarely exceeded, leading to less accurate estimates.
Secondly, we estimate the variance V (t) for t equal to the powers of 2 ranging from 2 0 to 2 7 , using the BCD, i.e., by using (9) . The resulting variance curve is shown in Fig. 2 ('inversion approach' ). The minimization (over B) in (9) was done by straightforward numerical techniques. To get an impression of the accuracy of the inversion approach, we have also plotted in Fig. 2 the variance curve as can be estimated directly from the synthetic traffic trace (i.e., the 'direct approach' introduced in Section III), as well as the real variance function for fBm traffic, i.e., V (t) = t 2H . Fig. 2 shows that the three variance curves are remarkably close to each other. This confirms that the inversion approach is an accurate way to estimate the burstiness. We note that the graph shows that the inversion approach slightly overestimates the variance; hence, when using this curve for provisioning purposes, for instance by applying rules (4) or (5), this would result in conservative numbers.
Error analysis of the inversion procedure
In the previous section the inversion approach was demonstrated. It was shown to perform well for fBm with H = 0.7, under a specific choice of N and τ . Evidently, the key question is whether the procedure still works under other circumstances. To this end, we first identify the three possible sources of errors:
A) The inversion approach is based on the approximation (2).
B) P(Q > B) is estimated; there could still be an estimation error involved. In particular, we wonder what the impact of the choice of N and τ is.
C) The procedure assumes perfectly Gaussian traffic, although real network traffic may not be (accurately described by) Gaussian.
In the remainder of this section, we will quantitatively investigate the impact of each of these errors on the inversion procedure. These investigations are performed through simulation, following the procedure outlined in Algorithm 4.2.
Approximation of the buffer content distribution
In Equation (2) an approximation of the BCD is given. As the inversion approach is based on this approximation, evidently, errors in (2) might induce errors in the inversion. This motivates the assessment of the error made in (2).
We first determine the infimum in the right-hand side of (2), which we consider as a function of B. In line with the previous section, we choose fBm input: M = 0 and V (t) = t 2H . Straightforward calculations now reveal that we can rewrite (2) as follows:
We now verify how accurate this approximation is, for two values of H: the pure Brownian case H = 0.5, and situation with long-range dependence H = 0.7 (in line with earlier measurement studies of network traffic).
We generate several runs of fBm traffic (with different random seeds) to generate N = 2 24 slots of traffic per run, with M = 0. We then simulate the buffer dynamics. For H = 0.5 we choose link rate C = 0.2, for H = 0.7 we choose C = 0.8; these choices C are such that the queue is non-empty sufficiently often (in order to obtain a reliable estimate of the BCD).
Figs. 3 and 4 show for the various runs the approximation of the BCD, as well as their theoretical counterpart, for H = 0.5 and H = 0.7. It can be seen that, in particular for small B (i.e., buffer levels that are exceeded frequently), the empirically determined BCD almost perfectly fits the theoretical approximation.
Remark 5.1 It is noted that the simulator uses slotted time, whereas (2) involves an optimization over continuous time. This actually means that we should take the minimum over t ∈ N in (2), instead of t ∈ R.
Computation of the minimum over N shows that this has hardly any significant impact. ♦ 
Estimation of the buffer content distribution
A second possible error source in our inversion approach, relates to the estimation of the BCD. As we estimate the BCD on the basis of the snapshots q 1 , . . . , q N of the buffer content, there will be some error involved. The impact of this error is the subject of this subsection. It could be expected that the larger N (more observations) and τ (less correlation between the observations), the better the estimate.
We first investigate the impact of N . The simulator is run as in previous cases (with H = 0.7), with the difference that we only use the first x × N = x × 2 24 samples to determine P(Q > B), for x ∈ (0, 1]; we study the impact of x. Fig. 5 shows the estimation of the buffer content distribution, for various x ranging from 0.001 to 1.
From Fig. 5 it can be seen that, in particular for relatively small B, a relatively small number of observations suffices to get an accurate estimate of the BCD. Secondly, we investigate the impact of the interval length between two consecutive snapshots τ . One might expect that the more often the buffer occupancy is polled, the closer the resulting buffer content distribution would look like the theoretical approximation. Note, however, that when the snapshots are taken close together, the observations might be highly correlated due to the long-range dependence of the simulated fBm traffic, which might (negatively) affect the accuracy of the estimate. Fig. 6 shows the determined buffer content distribution for τ ranging from observing every 32 to every 8192 slots. It can be seen that, quite remarkably, particularly for small B the fit is quite good, even when the buffer content is polled only relatively rarely. 
The impact of the Gaussianity assumption
Approximation (2) explicitly assumes that the traffic process involved is Gaussian. Various measurement studies find that real network traffic on the Internet is (accurately described by) Gaussian, see, e.g., [3] , but the fit is of course not perfect. In this subsection we investigate the impact of the Gaussianity assumption on the inversion, i.e., we test how the procedure works for traffic that is not (perfectly) Gaussian.
We study the impact of non-Gaussianity as follows. Mix the trace A i [fBm] generated by the fBm simulator with traffic A i [alt] from an alternative (non-Gaussian) input stream:
where α ∈ [0, 1] corresponds to the fraction of fBm traffic in the mixture. The resulting traffic stream is fed into the queue, cf. Algorithm 4.2. Clearly, the variance of the traffic mixture is
For α = 1 we are in the pure-Gaussian case, of which we have seen that the inversion procedure performed well. We now vary α from 1 to 0, to see the impact of the non-Gaussianity.
The alternative input model that we choose here is an M/G/∞ input model, inspired by, e.g., [4] . In the M/G/∞ input model, jobs arrive according to a Poisson process. The job durations are i.i.d., and during their duration each job generates traffic at a constant rate r. In line with measurements studies, we choose Pareto(β) jobs, obeying the distribution function
As the objective is to assess the impact of varying the parameter α, we have chosen to select the parameters of the M/G/∞ model such that the processes A i [fBm] and A i [alt] are 'compatible', in that their mean M and variance V (·) are similar. This has been done as follows.
-The mean of the described M/G/∞ input model is given by M [alt] = λr/(β − 1). We choose λ = 10 and r = 1 for ease; the other involved parameters will be used to achieve the desired 'compatibility'. -In earlier work, see e.g. [11] , an exact formula for the variance curve V (t) [alt] has been derived. It is not possible to achieve the desired 'compatibility' of the variance on all time scales. As long-range dependence is mainly a property of long time-scales, we choose to focus on these. For larger time scales, the variance V (t) from [11] roughly looks like, assuming β ∈ (1, 2),
The variance of the original fBm traffic model is also known:
. Assuming H = 0.7 and sufficiently large t, we can now determine the remaining parameters: β ≈ 1.6, σ ≈ 7.72, and M ≈ 16.67. The variance function of the traffic mixture is now also known, due to (11) . The next step is to run, for different values of α, the simulation, and to determine the theoretical variance curve of (11) , and the execute inversion procedure of Algorithm 4.1.
In Fig. 7 we focus on the 'nearly-Gaussian' cases α = 0.8 and α = 0.9, which are plotted together with their theoretical counterparts. The figure shows that the presence of non-Gaussian traffic has some, but no crucial impact on our inversion procedure. We also consider the (extreme) case of α = 0, i.e., no Gaussian traffic at all, to see if our inversion procedure still works. In Fig. 8 the various variance curves are shown: the theoretical curve, the curve based on the 'direct approach', as well as the curve based on the inversion approach. Although not a perfect fit, the curves look similar and still relatively close to each other (but, of course, the fit is worse than for α = 0.8 and 0.9). Note that the non-Gaussian traffic may 'have some Gaussian characteristics' if there is a large degree of aggregation, by virtue of central-limit type of arguments, which may explain that the fit is still reasonable. We conclude that our simulation experiments show the 'robustness' of the inversion procedure. Despite the approximations involved, with a relatively low measurement effort, the variance curve is estimated accurately, even for traffic that is not perfectly Gaussian. Given the evident advantages of the inversion approach over the 'direct approach' (minimal measurement effort required, retrieval of the entire vari-ance curve V (·), etc. -see the discussion in Section III), the former method is to be preferred. In the next section we verify whether this conclusion also holds for real (i.e., not artificially generated) network traffic.
Empirical validation of the inversion procedure
Whereas the previous sections studied the performance of our inversion approach by executing simulation experiments with synthetic traffic, in this section we use traces of real network traffic. These traces are collected from different networking environments (i.e., link speeds, traffic aggregation level, type of users), detailed in Section VI.A. As we do not have the theoretical variance curve here, we evaluate the inversion approach by comparing with the 'direct approach'; this is done in Section VI.B.
Measurement and simulation setup
The traces used here are collected at the so-called (Ethernet) uplinks of various networks (i.e., links that connect these networks to their Internet service providers).
For each network, we have hooked up an off-the-shelf PC (for specifications, see Table 1 ) to a router/switch that copies all traffic from/to the uplink to the measurement PC. Using the standard tcpdump software [12] , the headers (i.e., the first 64 octets of all Ethernet frames) of all packets are captured and subsequently made anonymous through the tcpdpriv tool [13] to protect the users' privacy. When time-stamping the packet headers a precision of at least 10 ms can be guaranteed, see [8] . In this way we have obtained a considerable number of traces, each of them containing 15 minutes of network traffic. The collected packet traces are used in the following two ways:
1. to estimate the variance curve through the 'direct approach', see Section III; and 2. to 'replay' the traffic, submitting the packets to a buffer and output link, and take snapshots of the buffer content. Then the inversion approach is used to estimate the variance curve.
First we give an overview of the networks considered, see Table 2 . We have deliberately selected networks that have different configurations and user bases, in order to validate the inversion approach for a broad range of situations. 
Empirical validation
We have applied the procedure sketched in the previous subsection to three sample traces taken from the networks listed in Table 2 .
We have set the 'sampling interval' τ (used to estimate the BCD) to 1 second, to ensure that a considerable number of snapshots (900) can be taken. A substantial fraction of these snapshots, also depending on the value of the output link's capacity, do not provide any information as the buffer turns out to be empty at the time the snapshot is taken.
We choose the smallest interval length for which we compare the variance estimated through our inversion approach with the actual variance found through the 'direct approach', to be 5 ms (which is, in other words, 200 times as small as the interval we poll the buffer occupancy).
Figures 9, 10 and 11 show the variance curves for networks I, II and III, respectively. Clearly, the three graphs, corresponding to highly diverse network environments, demonstrate that the inversion approach is capable of adequately estimating V (·). Hence even for real network traces, of which for instance the Gaussian character is far from evident, our coarse-grained buffer polling approach suffices to estimate V (·). We recall that this implies that this eliminates the need for doing detailed, small-time-scale, traffic measurements. In particular, our results indicate that we can estimate the variance on the time-scale of 5 ms, just by polling the buffer content at a low frequency, without ever doing a traffic measurement on the 5 ms time scale. 
Discussion
After the numerical tests of the previous sections, the next issue concerns the feasibility of implementing the inversion approach in operational environments; this is the subject of Section VII.A. We also comment on the interesting concept of virtual queues. In Section VII.B we compare our method with other 'cheap' measurement procedures that have been proposed in the literature.
Feasibility of the inversion approach
The above experiments (both with artificial traffic and real traces) have been done off-line, in that we have used scripts that 'parse' the synthetic and real traffic, mimicking the buffer content dynamics. An interesting question is whether this approach is feasible in run-time, in operational environments. From the proposed procedure, we can derive the following functional requirements for an implementation of the inversion procedure:
-a notion of the amount of data in a buffer;
-a way to regularly poll this information;
-software/hardware to determine the BCD, and then determine the resulting estimate of V (·).
To our best knowledge, these requirements do not lead to any fundamental or conceptual problems. The first requirement is already addressed: Random Early Detection (RED) queueing algorithms, which are widely implemented in modern routers, also keep track of the amount of queued data. In RED the buffer content (or, more precisely, a proxy of the buffer contents in the near past) is used to randomly discard packets (to which the TCP-users react by reducing their window size), see [14] . However, it is evident that information on the buffer occupancy can also be used for other purposes, such as the estimation of the BCD.
The second requirement may be fulfilled by, for instance, the use of SNMP (in case the entire procedure is not run on the router itself).
The last requirement has already been addressed -see our results in this paper. Hence, we conclude that there are no fundamental or conceptual problems preventing the actual application of our approach in practice.
Virtual queues. Interestingly, there is the possibility of decoupling the inversion procedure from the actual queue in the router. More precisely: in software, one could keep track of a 'virtual queue' that is drained at a link rate C that might be different from the actual link rate C of the router. Particularly when the 'real queue' is empty during a substantial fraction of the time, which inevitably results in poor estimates of the BCD, one could better use a virtual queue that is drained at a lower rate C . First experiments indicate that the choice of this C has some impact in the performance of the inversion approach. A more detailed analysis is a subject for future research.
Alternative measurement procedures
The purpose of our inversion method is to retrieve the essential traffic characteristics with at a low measurement cost. We remark that several other 'cheap' (i.e., with low measurement effort) methods have been proposed. We now discuss some of these, and compare them with our approach.
The method described in Duffield et al. [15] from traffic measurements -this function is useful, because, under some assumptions on the traffic arrival process, it holds that log P(Q > B) ≈ −θ B, for B large, where θ solves Λ(θ) = Cθ. The crucial assumption on the input traffic is that it should be short-range dependent -otherwise Λ(·) does not even exist (think of fBm, for which E exp(θA(t)) is of the form 1 2 θ 2 t 2H ). Of course, this requirement is quite restrictive. It is noted that the estimation of Λ(·) turns out to be far from straightforward (block-sizes need to be chosen, etc.). A crucial difference with our approach is that [15] measures traffic, whereas we propose to measure (or, better: to poll) the buffer content.
Another related study is by Kesidis et al. [16] . Like in our method, their approach relies on the estimation of the buffer content distribution log P(Q > B). Under the assumption of short-range dependent input, log P(Q > B) is linear for large B (with slope −θ ). Having estimated θ the probability of overflow over higher buffer levels can be estimated, by extrapolating log P(Q > B) linearly. Also this method does not deal with long-range dependent input.
Concluding remarks
Summary: We have presented a novel method to determine the burstiness of network traffic; here burstiness is in terms of the variance V (T ) of the traffic generated in an arbitrary window of length T . Our approach estimates the entire variance curve V (·) (of course up to some horizon), also on small time-scales, without performing detailed traffic measurements. Instead, the buffer content is polled (at some coarse-grained frequency) to obtain an estimate of the buffer content distribution. Then this distribution is 'inverted' to find the variance curve of the traffic rates, which gives the 'burstiness' V (T ) of the network traffic at any time scale T (up to some horizon). Knowledge of the variance curve can immediately be used in provisioning formulae.
We have presented the mathematical foundations under this inversion method, and have investigated its accuracy by performing a thorough analysis of the possible sources of error. Furthermore, we have extensively validated our approach in various real-life settings. This has shown that our inversion method provides remarkably accurate estimates of the traffic's burstiness. In particular, we have observed that our approach yields reliable estimates of the variance for very small time-scales. A seemingly counterintuitive but representative example: by sampling from the buffer occupancy every second we have found an accurate estimate of the variance on the time-scale of 5 ms.
Future work: In Section VII.A, we have introduced the concept of virtual queues. In further work, we intend to investigate the impact of the precise choices of the virtual queue's link rate C on our inversion approach. It would be interesting to optimize the C , i.e., to find the C such that the fit is optimal (with respect to some optimality criterion). We also intend to extend the concept to a network setting.
