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Abstract
The numerical differentiation is often used when dealing with the differential equations. Using the numerical differentiation,
the differential equations can be transformed into algebraic equations. Then we can get the numerical solution from the algebraic
equations. But the numerical differentiation process is very sensitive to even a small level of errors. In contrast, it is expected that
on average the numerical integration process is much less sensitive to errors. In this paper, we provide a new method using the DQ
method based on the interpolation of the highest derivative (DQIHD) for the differential equations. The original function is then
obtained by integration. In this paper, the DQIHD method was applied to the buckling analysis of thin isotropic plates and Winkler
plates, the numerical results agree well with the analytic solutions, and the results show that our method is of high accuracy, of good
convergence with little computational efforts. And it is easy to deal with the boundary conditions.
© 2006 Published by Elsevier B.V.
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1. Introduction
Numerical methods for differentiation are of signiﬁcant interest and important in the study of numerical solutions of
many problems in engineering and science. For example, the approximation of derivatives is needed either to convert
the relevant governing equations into a discrete form or to numerically estimate various terms from a set of discrete or
scattered data. For a certain differential equation, the starting point is to get the approximation of the unknown function
by interpolation, and then all derivatives are obtained as a consequence. But as we all have known, the numerical
differentiation process is very sensitive to even a small level of errors. In contrast it is expected that on average the
numerical integration process is much less sensitive to errors [23,24].
In [23,24] a procedure based on multi-quadric radial basis function networks (RBFNs) is provided. The RBFN
approximation can be classiﬁed into two types: a direct RBF procedure (DRBF) and an indirect RBF procedure
(IRBF). The starting point of DRBF is the interpolation of the unknown function. However, the starting point of IRBF
is the interpolation of the highest derivatives of unknown function and the derivative expression is then integrated to
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yield an expression for the original function and lower derivatives. In the IRBF, the ﬁnal numerical solution will be
solved via the general linear least-squares principle. The IRBF is more accuracy than DRBF. But, as mentioned above,
the general linear least squares principle is used in the solving process in IRBF, which may bring inconvenience to get
the numerical results of the original problem.
In this paper, a new method using the differential quadrature method (DQM) based on the interpolation of the highest
derivative (DQIHD) for differential equations is given. Our method is based on the DQM. The DQM ﬁrst proposed in
early seventies by Bellman and Casti [1–3], had been applied to many physical and engineering areas. It was proved
to be of high accuracy, efﬁciency and good convergence by many researchers [6,7,11,29,30,32]. The DQM can yield
highly accurate solutions to the boundary value problems with a minimal computing effort [8–10,12,27,33,34], namely,
so-called spectral accuracy [14]. However, the traditional DQM usually deals with differential equations of an order
of no more than two, which certainly involve only one condition at each one discrete point. In contrast, the standard
governing equations in structural mechanics usually involve the fourth order derivatives and the two conditions need
be satisﬁed at each edge [4,5,9,10]. For example, the governing equation of a thin beam or plate ﬂexure is a fourth
order differential equation and constrained by two boundary conditions at each boundary. If the domain is discretized
in the normal way, the number of the resulting differential quadrature analog equations will be more than the number
of the function values to be obtained, and the resulting equations cannot be solved [31].
Besides, for buckling analysis of thin isotropic plates or Winkler plates, the governing equation is two-dimensional
fourth order differential equations. If IRBF in [23,24] is used, all the fourth derivatives are considered as unknowns,
and then the original problem is transformed into a problem about extremum of functions of several variables. This is
inconvenient for numerically solving the original problem.
In order to circumvent these difﬁculties and inconvenience, we take the following step in our method: the starting
point is the interpolation of the highest derivatives, and then the lower derivatives and ﬁnally the unknown function
itself are obtained by integration which has the property of damping out or at least containing any inherent accuracy of
the derivatives. Substituting them into the equations, we can get the numerical results of the highest derivatives, and
ﬁnally we can obtain the numerical results of original function.
The DQM has often been used to the analysis of structural components, several methods has been developed,
such as the DQN, the DQU, the DQZ approach and so on, (see Refs. [15–22,28]) and the numerical results show
the good efﬁciency of these methods. However, numerical differentiation is used in all of these methods, as we all
have known, the numerical differentiation process is very sensitive to even a small level of errors, as we described
above. In this paper, we use the numerical integration instead of the numerical differentiation, and the precision of
the derivatives of the function is similar as one of the original function, and which is impossible for the other existing
methods.
In addition, for one-dimensional problem on [0, 1], the values of the function and the derivatives at one endpoint
x=0 are considered as unknowns in our method, and the other endpoint x=1 can be transformed into an internal node.
Thus the boundary conditions can be easily and directly treated. For two-dimensional problems, ﬁrst we approximate
the unknown uxxxxyyyy . Then we can get the lower order derivatives and ﬁnally the unknown function itself.
We will give several examples of one-dimensional and two-dimensional differential equations. The numerical results
agree well with the analytic solutions and the results show that our method is of high accuracy, of good convergence
with little computational efforts. The paper is organized as follows:
1. Section 1 is the introduction;
2. in Section 2 we describe the traditional DQM;
3. in Section 3 we give our DQIHD method for one-dimensional problem and the examples;
4. the DQIHD method for two-dimensional buckling analysis of rectangular thin isotropic plate and the examples;
5. Section 5 gives the brief conclusions.
2. The traditional DQM
The essence of the DQM is that the partial derivative of a function with respect to a variable can be approximated
by a weighted sum of functional values at all discrete points in that direction. Its weighting coefﬁcients do not relate to
any special problem and only depend on the grid space. Thus any partial differential equation can be easily reduced to
a set of algebraic equations. Considering a function f (x) approximated by the interpolation function with n discrete
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grid points, we have
f (x) ≈
n∑
j=1
lj (x)f (xj ), (1)
where xj is discrete sampling point in the computational domain, f (xj ) is the functional value at xj , and lj (x) is the
base function of Lagrange interpolation. Taking the ﬁrst and second order derivatives of Eq. (1), we have
f
x
(xi) ≈
n∑
j=1
mijf (xj ), i = 1, 2, . . . , n, (2)
2f
x2
(xi) ≈
n∑
j=1
nijf (xj ), i = 1, 2, . . . , n, (3)
where mij and nij are weighting coefﬁcients related to the ﬁrst and second order derivatives. Eqs. (2) and (3) must be
exact for all polynomials of degree less than or equal to (n − 1).
The weighting coefﬁcients are determined using test functions. Many kinds of test functions have been used. The
Lagrange interpolation function [26] is widely used since it has no limitation on the choice of the sampling points.
However, the non-uniform grids, especially the sampling points at the zeros of orthogonal polynomials, usually give
more accurate solutions than the equally spaced grids.
After getting weighting coefﬁcient matrices, we can structure the DQ formulae. As for a function with one variable,
assume that X = (x1, x2, . . . , xn)T is the vector of order n × 1, we have f ′(x) ≈ Mf(X), f ′′(X) ≈ Nf(X), where
f (X) = (f (x1), f (x2), . . . , f (xn))T,
f ′(X) = (f ′(x1), f ′(x2), . . . , f ′(xn))T,
f ′′(X) = (f ′′(x1), f ′′(x2), . . . , f ′′(xn))T.
Then consider a two-variable function f (x, y), letX=(x1, x2, . . . , xm), Y =(y1, y2, . . . , yn), andF =(f (xi, yj ))m×n,
while Mx,My,Nx,Ny are weighting coefﬁcient matrices in x and y, respectively. We can get
2F
x2
≈ NxF, 
2F
y2
≈ FNTy ,
F
x
≈ MxF, F
y
≈ FMTy ,
2F
x y
≈ MxFMTy .
3. The DQIHD method for one-dimensional problem and numerical examples
In this section, our new DQIHD method for one-dimensional problem was presented.
3.1. The governing equations of one-dimensional problem
Consider the following one-dimensional problem:
⎧⎪⎨
⎪⎩
a1(t)uttt t + b1(t)uttt + c1(t)utt + d1(t)ut + e1(t)u = f1(t),
u(0) = 0, u′′(0) = 0,
u(1) = 1, u′′(1) = 1,
(4)
where 0, 0, 1, 1 are constants. In order to treat the boundary conditions directly and effectively, problem (4) need
to be transformed.
The following Gauss–Chebyshev points in [0, 1] are used:
xi = 1 − cos((2i − 1)/2n)2 , 1 in.
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Thus with the transformation x = xnt, v(x) = u(t), we have a(x) = a1(t), b(x) = b1(t), c(x) = c1(t), d(x) = d1(t),
e(x) = e1(t), f (x) = f1(t), and problem (4) can be transformed into⎧⎪⎨
⎪⎩
a(x)x4nvxxxx + b(x)x3nvxxx + c(x)x2nvxx + d(x)xnvx + e(x)v = f (x),
v(0) = 0, x2nv′′(0) = 0,
v(xn) = 1, x2nv′′(xn) = 1.
(5)
3.2. The DQIHD method for one-dimensional problem
In this part, we use the numerical integration instead of the numerical differentiation. We take the following steps:
the starting point is the interpolation of the highest derivatives, and then the lower derivatives and ﬁnally the unknown
function itself are obtained by integration. Substituting them into the equations we can get the numerical results of
the highest derivatives, and ﬁnally the numerical results of the original function are obtained. The fourth derivative of
function v is approximated as
v′′′′ =
n∑
j=1
lj v
′′′′(xj ), (6)
where lj is the base function of Lagrange interpolation. By integration we have
v′′′ =
∫ x
0
v′′′′ ds =
n∑
j=1
ajv
′′′′(xj ) + v′′′(0),
v′′ =
∫ x
0
v′′′ =
n∑
j=1
bjv
′′′′(xj ) + v′′′(0)x + v′′(0),
v′ =
∫ x
0
v′′ =
n∑
j=1
cj v
′′′′(xj ) + v′′′(0)x2/2 + v′′(0)x + v′(0),
v =
∫ x
0
v′ =
n∑
j=1
djv
′′′′(xj ) + v′′′(0)x3/6 + v′′(0)x2/2 + v′(0)x + v(0),
where aj =
∫ x
0 lj ds, bj =
∫ x
0 aj ds, cj =
∫ x
0 bj ds and dj =
∫ x
0 cj ds. Denote
w = v − v(0) − v′(0)x − v′′(0)x
2
2
− v′′′(0)x
3
6
(7)
and
aij = aj (xi) =
∫ xi
0
lj (s) ds, bij = bj (xi) =
∫ xi
0
aj (s) ds,
cij = cj (xi) =
∫ xi
0
bj (s) ds, dij = dj (xi) =
∫ xi
0
cj (s) ds,
we can see that w satisﬁes
w′′′′ =
n∑
j=1
ljw
′′′′(xj ), w′′′ =
n∑
j=1
ajw
′′′′(xj ),
w′′ =
n∑
j=1
bjw
′′′′(xj ), w′ =
n∑
j=1
cjw
′′′′(xj ), w =
n∑
j=1
djw
′′′′(xj ).
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In addition,
w′′′(xi) =
∫ xi
0
w′′′′ ds =
n∑
j=1
aijw
′′′′(xj ).
The above equation can be written in the matrix form as
W ′′′ = AW′′′′, (8)
where A= (aij )n×n, W =[w1, . . . , wn]T, W ′ = [w′1, . . . , w′n]T, W ′′ = [w′′1 , . . . , w′′n]T, W ′′′ = [w′′′1 , . . . , w′′′n ]T, W ′′′′ =[w′′′′1 , . . . , w′′′′n ]T. Here wj = w(xj ), j = 1, 2, . . . , n. Similarly we can get
W ′′′′ = EW′′′′, W ′′ = AW ′′′ = A2W ′′′′ = BW′′′′,
W ′ = AW′′ = A3W ′′′′ = CW′′′′, W = AW′ = A4W ′′′′ = DW′′′′, (9)
where E is the unit matrix and B = A2, C = A3, D = A4, and B = (bij )n×n, C = (cij )n×n, D = (dij )n×n, they are all
n × n matrices.
Substituting (7) into (8) and (9), with direct calculation, we have
V ′′′′ = EV , V ′′′ = AV , V ′′ = BV , V ′ = CV , V = DV , (10)
where V =[v(0), v′(0), v′′(0), v′′′(0), v′′′′1 , . . . , v′′′′n ]T and V =[v1, . . . , vn]T, V ′ = [v′1, . . . , v′n]T, V ′′ = [v′′1 , . . . , v′′n]T,
V ′′′ = [v′′′1 , . . . , v′′′n ]T, V ′′′′ = [v′′′′1 , . . . , v′′′′n ]T. Here vj = v(xj ), j = 1, 2, . . . , n. And E, A, B, C and D satisfy
E = [0, 0, 0, 0, E], A = [0, 0, 0, 1, A], B = [0, 0, 1,X, B],
C = [0, 1,X,X2/2, C], D = [1,X,X2/2,X3/6,D],
where E, A, B, C, D has been given above, and 0, 1, X are n × 1 vectors, and X = [x1, . . . , xn]T. Thus E, A, B, C and
D are all n × (n + 4) matrices.
According to (10), the equation in (5) can be discretized as
[diag(a(X)x4n)E + diag(b(X)x3n)A + diag(c(X)x2n)B
+ diag(d(X)xn)C + diag(e(X))D]V = F(X). (11)
3.3. The numerical integration of boundary conditions
Denote h10 =[1, 0, . . . , 0] and h30 =[0, 0, 1, 0, . . . , 0] are 1×(n+4)matrices, h01 =[0, . . . , 0, 1] is 1×nmatrices.
Then the boundary conditions can be discretized similarly as
h10V = 0, x2nh30V = 0,
h01DV = 1, x2nh01BV = 1. (12)
With (11) and (12) we can solve system (5) and then problem (4) can be solved.
3.4. Numerical examples
In this subsection two examples are given to illustrate the accuracy of our method. The maximum of the absolute
errors of the solutions are calculated, namely ed , ed = max |u(xi) − ui |. At the same time, we can get the absolute
errors of the derivatives, let
e1d = max |u′(xi) − u′i |, e2d = max |u′′(xi) − u′′i |, e3d = max |u′′′(xi) − u′′′i |, e4d = max |u′′′′(xi) − u′′′′i |
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Table 1
Absolute errors for Example 1
n 4 5 6 7 8 9
ed 5.2002e−004 2.2945e−005 7.8965e−007 3.2112e−008 8.5826e−010 2.3891e−011
e1d 8.2556e−004 2.3255e−005 1.2464e−006 3.2765e−008 1.1523e−009 2.4210e−011
e2d 7.0621e−004 2.9959e−005 9.9979e−007 3.9682e−008 1.0387e−009 2.7152e−011
e3d 1.1000e−003 2.9348e−005 1.5500e−006 3.9707e−008 1.3764e−009 3.0062e−011
e4d 8.9239e−004 3.6974e−005 1.2099e−006 4.7252e−008 1.2192e−009 3.0505e−011
Table 2
Absolute errors for Example 2
n 9 10 11 12 13
ed 1.3849e−004 1.1713e−005 1.1457e−006 7.5669e−008 4.9326e−008
e1d 3.2388e−004 2.6895e−005 2.1408e−006 1.4377e−007 5.3423e−008
e2d 6.9422e−004 5.7241e−005 4.1271e−006 2.8116e−007 5.6592e−008
e3d 1.4000e−003 1.1782e−004 8.1047e−006 5.5611e−007 6.7635e−008
e4d 2.9000e−003 2.3935e−004 1.6053e−005 1.1031e−006 8.5656e−008
4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9
−11
−10
−9
−8
−7
−6
−5
−4
−3
number of points
lg
 (a
bs
olu
te 
err
ors
)
original function
Fig. 1. The logarithm of the maximal absolute errors of the original function for Example 1.
are the maximums of the absolute errors of the ﬁrst, second, third, fourth order derivatives, respectively. And ed , e1d ,
e2d , e
3
d , e
4
d are shown in Tables 1 and 2.
Example 1. For fourth order boundary-value problem, we have the following governing equation:⎧⎪⎨
⎪⎩
uxxxx − 2uxx + u = 0,
u(0) = 0, u′′(0) = 2,
u(1) = e, u′′(1) = 3e.
(13)
The analytic solution of Example 1 is u = xex . The absolute errors of the functions and their derivatives have been
deﬁned above, the values of ed , e1d , e
2
d , e
3
d , e
4
d are shown in Table 1. From Table 1 we can see the high efﬁciency and
accuracy with little computational efforts. Not only ed , but also e1d , e
2
d , e
3
d , e
4
d can be observed. The logarithm of the
maximal absolute errors can be seen from the Figs. 1–3. From the ﬁgures, we can see the good convergence and the
precision of the derivatives of the function is similar as one of the original function.
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Fig. 2. The logarithm of the maximal absolute errors of the second order derivative for Example 1.
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Fig. 3. The logarithm of the maximal absolute errors of the fourth order derivatives for Example 1.
Example 2. Another problem in [31] is given as follows:
{
uxxxx − 5uxx + 4u = 10 cos x,
u(0) = 2, u′(0) = u′′(0) = u′′′(0) = 0. (14)
And its analytical solution is
u = cosh x + cos x.
The domain x ∈ [0, 4] is normalized as X ∈ [0, 1] by using X = x/4. In this example, four boundary conditions are
given in x = 0, our DQIHD method expressed in Section 3.2 can be used directly to discrete the normalized equation.
We denote h10=[1, 0, . . . , 0], h20=[0, 1, 0, . . . , 0], h30=[0, 0, 1, 0, . . . , 0], h40=[0, 0, 0, 1, 0, . . . , 0] are 1×(n+4)
matrices, thus the boundary conditions can also be discretized. Comparing the numerical results and the values of the
analytical solutions, the values of ed , e1d , e
2
d , e
3
d , e
4
d are shown in Table 2.
246 X. Wu, Y.-e. Ren / Journal of Computational and Applied Mathematics 205 (2007) 239–250
4. The DQIHD method for two-dimensional buckling analysis of rectangular thin isotropic plates
4.1. The governing equations of two-dimensional problem
Consider the following problem:
⎧⎪⎨
⎪⎩
a1(t, s)uttt t + b1(t, s)uttss + c1(t, s)ussss + d1(t, s)u = f1(t, s),
u(t, 0) = 0(t), u(t, 1) = 1(t), u(0, s) = 0(s), u(1, s) = 1(s),
u′′ss(t, 0) = ′′0(t), u′′ss(t, 1) = ′′1(t), u′′t t (0, s) = ′′0(s), u′′t t (1, s) = ′′1(s).
(15)
The Gauss–Chebyshev points in x ∈ [0, 1] and y ∈ [0, 1] are used. Denote x = xnt , y = yns, v(x, y) = u(t, s), then
(15) can be transformed into
a(x, y)x4nvxxxx + b(x, y)x2ny2nvxxyy + c(x, y)y4nvyyyy + d(x, y)v = f (x, y), (16)
v(x, 0) = 0
(
x
xn
)
, (17)
v(x, yn) = 1
(
x
xn
)
, (18)
v(0, y) = 0
(
y
yn
)
, (19)
v(xn, y) = 1
(
y
yn
)
, (20)
y2nvyy(x, 0) = ′′0
(
x
xn
)
, (21)
y2nvyy(x, yn) = ′′1
(
x
xn
)
, (22)
x2nvxx(0, y) = ′′0
(
y
yn
)
, (23)
x2nvxx(xn, y) = ′′1
(
y
yn
)
, (24)
where a(x, y) = a1(t, s), b(x, y) = b1(t, s), c(x, y) = c1(t, s), d(x, y) = d1(t, s), f (x, y) = f1(t, s).
4.2. The DQIHD method for two-dimensional problem
Set
V =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
v(0, 0) vy(0, 0) vy2(0, 0) vy3(0, 0) vy4(0, y1) · · · vy4(0, yn)
vx(0, 0) vxy(0, 0) vxy2(0, 0) vxy3(0, 0) vxy4(0, y1) · · · vxy4(0, yn)
vx2(0, 0) vx2y(0, 0) vx2y2(0, 0) vx2y3(0, 0) vx2y4(0, y1) · · · vx2y4(0, yn)
vx3(0, 0) vx3y(0, 0) vx3y2(0, 0) vx3y3(0, 0) vx3y4(0, y1) · · · vx3y4(0, yn)
vx4(x1, 0) vx4y(x1, 0) vx4y2(x1, 0) vx4y3(x1, 0) vx4y4(x1, y1) · · · vx4y4(x1, yn)
...
...
...
...
... · · · ...
vx4(xn, 0) vx4y(xn, 0) vx4y2(xn, 0) vx4y3(xn, 0) vx4y4(xn, y1) · · · vx4y4(xn, yn)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
X. Wu, Y.-e. Ren / Journal of Computational and Applied Mathematics 205 (2007) 239–250 247
Similarly with the discussion in Section 3.2, vx4 = f1, vx2y2 = f2, vy4 = f3, vxx = f4, vyy = f5, v = f6, vx = f7,
vy = f8, vxy2 = f9, vx2y = f10 can be discretized as
ExVDTy = F1, BxVBTy = F2, DxVETy = F3, BxVDTy = F4, DxVBTy = F5, (25)
DxVDTy = F6, CxVDTy = F7, DxVCTy = F8, CxVBTy = F9, BxVCTy = F10, (26)
where Ex , Ey , Bx , By , Cx , Cy , Dx , Dy can be obtained by applying (10) in x and y direction, respectively.
Thus the differential equation in (16) can be rewritten as
a ◦ (ExVDTy ) + b ◦ BxVBTy + c ◦ DxVETy + d ◦ DxVDTy = F . (27)
Here “◦” denotes the Hadamard products of matrices, and a = (x4na(xi, yj )), b = (x2ny2nb(xi, yj )), c = (y4nc(xi, yj )),
d = (d(xi, yj )), F = (f (xi, yj )).
4.3. The numerical integration of boundary conditions of two-dimensional problem
Denote
h10 = [1, 0, . . . , 0]1×(n+4),
h30 = [0, 0, 1, 0, . . . , 0]1×(n+4),
H10 = [En−1, 01]Tn×(n−1),
H01 = [02, En+3](n+3)×(n+4),
h01 = [0, . . . , 0, 1]1×n,
H1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0
1 0 · · · 0
0 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(n+4)×(n+2)
,
where 01 is (n − 1) × 1 vector, 02 is (n + 3) × 1 vector. Now we discrete the boundary conditions. According to the
deﬁnition of V, we can get the following formulae:
VhT10 = [v(0, 0), vx(0, 0), vx2(0, 0), vx3(0, 0), vx4(x1, 0), . . . , vx4(xn, 0)]T, (28)
h10VHT01 = [vy(0, 0), vy2(0, 0), vy3(0, 0), vy4(0, y1), . . . , vy4(0, yn)], (29)
H01VhT30 = [vxy2(0, 0), vx2y2(0, 0)vx3y2(0, 0), vx4y2(x1, 0), . . . , vx4y2(xn, 0)]T, (30)
h30VH1 = [vx2y(0, 0), vx2y3(0, 0), vx2y4(0, y1), . . . , vx2y4(0, yn)], (31)
DxVDTy hT01 = [v(x1, yn), . . . , v(xn, yn)]T, (32)
h01DxVDTyH10 = [v(xn, y1), . . . , v(xn, yn−1)], (33)
DxVBTy hT01 = [vyy(x1, yn), . . . , vyy(xn, yn)]T, (34)
h01BxVDTy = [vxx(xn, y1), . . . , vxx(xn, yn)], (35)
h01CxVD
T
y h
T
01 = vx(xn, yn), (36)
h01CxVB
T
y h
T
01 = vxy2(xn, yn), (37)
h01DxVCTy h
T
01 = vy(xn, yn), (38)
h01BxVCTy h
T
01 = vx2y(xn, yn), (39)
h01BxVBTy hT01 = vx2y2(xn, yn). (40)
The right-hand sides of (28)–(40) can be calculated by using (17)–(24), Thus we get 8n + 16 equations all together.
With n2 equations in (27) and the above equations, we can get the numerical resultsV. Thus we can get the numerical
results u in (15).
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Table 3
Absolute errors for Example 3
n 5 7 9 11 13 15
e1 7.8983e−005 4.7335e−005 2.5935e−005 1.5399e−005 9.4301e−006 5.7150e−006
e2 7.9745e−005 5.0884e−005 3.0863e−005 2.0464e−005 1.4682e−005 1.0986e−005
Table 4
Absolute errors for Example 4
n 3 5 7 9 11
e1 1.2000e−003 6.3274e−004 4.2353e−005 1.9788e−005 8.6009e−006
e2 1.5000e−003 7.2125e−004 8.8744e−004 8.3973e−004 8.3815e−004
4.4. Numerical examples
In this part, three examples are treated in order to illustrate the accuracy of our DQIHD method. Let E1 is the
absolute error of the center of the plate, E2 is the maximum of the absolute errors on the whole plate, where e1 =
E1/(qa4/D), e2 = E2/(qa4/D), and e1, e2 are shown in Tables 3 and 4.
Example 3. Consider the S.S.S.S rectangular plate (a×b), with uniform load q. The governing differential equation
for buckling analysis of thin isotropic rectangular plate has been given in [25] as follows:
∇2∇2u = q
D
, (41)
where ∇2=2/x2+2/y2 is the two-dimensional Laplace operator, thus ∇2∇2=4/x4+2(4/x2 y2)+4/y4,
and u is the transverse displacement of the mid-surface of the plate. Eq. (41) may be written in the following non-
dimensional form:
4U
X4
+ 2k2 
4U
X2 Y 2
+ k4 
4U
Y 4
= qa
4
D
, (42)
where U is the dimensionless mode function of the deﬂection, X = x/a, Y = y/b are the dimensionless coordinates,
a and b are the dimensions of the plate parallel to x-axis and y-axis, k = a/b is ratio of the plate edge length or aspect
ratio, and q is the uniform load, D denotes the ﬂexural rigidity of plates and it is given as D = Eh3/12(1 − 2),  is the
Poisson ratio, E is the modulus of elasticity of the plate material, h is the uniform plate thickness.
The boundary conditions for a plate simply supported on all four edges are that the displacements and moments must
be zero on the edges [13]:
S.S.S.S:
⎧⎪⎪⎨
⎪⎪⎩
U(X, 0) = U(X, 1) = 0, 
2U
Y 2
(X, 0) = 
2U
Y 2
(X, 1) = 0,
U(0, Y ) = U(1, Y ) = 0, 
2U
X2
(0, Y ) = 
2U
X2
(1, Y ) = 0.
The solution was given in Ref. [25] in double trigonometric series form as
u(x, y) = 16q
6D
∞∑
m=1,3,5...
∞∑
n=1,3,5...
sinmx/a sin ny/b
mn(m2/a2 + n2/b2)2 . (43)
In this example a=b, the maximum deﬂection of the plate is in the center of the plate. Compare the numerical solution
and the analytical solution, the maximum of absolute errors are shown in Table 3. The results show that our DQIHD
method can achieve high accuracy with little computational efforts.
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Example 4. Consider the S.S.C.C square plate, the governing equation has been given in (41), the boundary condi-
tions are
S : x = 0, u = 0, 
2u
x2
= 0,
S : y = 0, u = 0, 
2u
y2
= 0,
C : x = a, u = 0, u
x
= 0,
C : y = a, u = 0, u
y
= 0.
Two C.C boundary conditions can be treated in the similar way. Compare the numerical solution and the double
trigonometric series solution (the solving procedure has been given in Ref. [35]), the absolute errors are shown in
Table 4.
Example 5. According to the Winkler theory, the governing equation of Winkler plate is
∇2∇2u + 
D
u = q
D
, (44)
where  is the groundsill coefﬁcient. The double trigonometric series solution is
u(x, y) = 16q
6D
∞∑
m=1,3,...
∞∑
m=1,3,...
1
mn[(m2/a2 + n2/b2)2 + /4D] sin
mx
a
sin
ny
b
. (45)
We now consider a simply supported square Winkler plate on all four edges with a = b = 100 cm,  = 5 kg/cm3,
E = 2 × 106 kg/cm2,  = 0.3, h = 1 cm, which is subjected to a uniform transverse load.
When n = 3, the absolute error of the center of the plate e1 = 9.1007 × 10−9, and the maximum of absolute errors
on the whole plate e2 = 3.4709 × 10−8. It is seen that the numerical results with high accuracy can be obtained with
only three mesh points in every direction.
TheDQIHDmethod is also available for elastic plate withC.C.C.C,C.C.C.S and S.S.S.C boundary conditions.
From the above examples, we can see DQIHD method is of good convergence, easy to treat the boundary conditions.
5. Conclusions
Any inaccuracy is usually magniﬁed in the process of differentiation. In this paper, a new method named DQIHD
method is presented for one-dimensional fourth order differential equations problem and two-dimensional problems
of buckling analysis of thin isotropic plate.
In our method, we start from the interpolation of the highest derivative and then get the lower derivatives and ﬁnally
the original function via integration. This is quite different from the traditional methods. With our method, we can
discrete the equations directly no matter what the boundary conditions are. The numerical results with high accuracy
can be obtained. Our method is shown to be of good convergence, easy to program, easy to deal with the boundary
conditions. Besides, to solve the nonlinear differential equations, the Newton iteration should be used, and each step of
the Newton iteration is to solve a linear equation. So our method can also be applied to solve the nonlinear differential
equations. This is left for our another paper.
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