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Path Control of Surface Ships Using Sliding Modes 
Fotis A. Papoulias1 and Anthony J. Healey1 
The surface ship path control problem is formulated as a nonlinear state space control problem subject 
to disturbances modeling errors, and parameter uncertainty. A "destroyer study" ship using a nonlinear 
maneuvering ~odel is used as the system model. The system to be controlled is highly nonlinear with 
parameters that vary with speed and operational conditions. Uncertainty in the for.ce ~oefficients, as 
well as in disturbances of the seaway lead to the need for a robust control for nav1gat1onal accuracy. 
This paper investigates the use of cross track error and line-of-sight guidance laws wit~ a sli?ing m~de 
autopilot for path control of surface ships, and presents results based on computer s1mulat1ons using 
the model described above. The results illustrate the simplicity and effectiveness of the robust control 
design for compensating the nonlinearities and disturbance effects with improvements. in ~he navigational 
accuracy. Comparisons between the two guidance schemes are presented and guidelines are devel-
oped with respect to proper guidance selection. 
Introduction 
THE PROBLEM of controlling surface ships along prescribed 
paths is becoming increasingly important from operational, 
cost, safety, and environmental viewpoints. Autopilots are 
commonly used for steady-state coursekeeping and course 
changing in open and restricted waters. In these situations, 
ships are subject to essentially constant disturbances such 
as those due to current, wind, and bank proximity effects. 
Ships are also subject to zero mean, random or slowly vary-
ing, disturbances such as those due to waves and passing 
ships. Furthermore, the dynamics of a ship change signifi-
cantly with loading conditions, water depth, and speed; thus 
introducing another degree of uncertainty between the ac-
tual ship and its mathematical model. While questions per-
taining to fluid-body interaction and reliable prediction of 
hydrodynamic forces are still the subject of current research, 
design and installation of ship automatic controllers is a 
matter of immediate need. 
Any automatic controller design for a ship must satisfy 
two conflicting requirements: first, it has to be sophisticated 
enough to perform its mission in the realm of complicated 
and ever changing ship/environment interactions; and sec-
ond, it has to be simple enough so that on-line implemen-
tation is possible by the onboard ship computer at a suffi-
ciently high sample rate. The first autopilots in use were 
based on PID-control as proposed by Minorsky (1922). Al-
though simplified maneuvering models based on Nomoto's 
first-order model have been proposed for ship control [Bian-
cardi (1988)], it has been realized that nonlinear effects and 
uncertainties must be taken into account in the autopilot 
design [Ashworth & Towill (1981)]. Current design proce-
dures include conventional state space steering systems 
[Koyama & Shimizu (1984)], linear quadratic Gaussian (LQG) 
design to minimize the added resistance due to steering [Reid 
& Moore (1982)], LQG design for path keeping [Parsons & 
Cuong (1977)], adaptive steering [Amerongen (1984), Ame-
rongen & Udink Ten Cate (1975)], adaptive path keeping 
[Parsons & Cuong (1980)], multivariable integral control for 
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path keeping [Parsons & Cuong (1981)], and di~crete-time 
adaptive stochastic path keeping control laws [Rios-Neto & 
DaCruz (1985)]. 
This paper addresses the problem of ship path following 
at constant speed. The operational scenario is to be able to 
go through a sequence of way points at a user-specified for- P" 
ward speed. The controller design must take into account 
the nonlinear form of the system equations, and must be ro-
bust enough in order to be able to carry out its mission given 
a limited set of measurements, in the presence of environ-
mental changes, and actual/mathematical model mismatch. 
As an alternative to the aforementioned techniques we in-
vestigate here the use of a variable structure (also called 
sliding mode) controller for the ship path keeping problem. 
Sliding mode controllers [Utkin (1978), Utkin & Yang (1978)] 
have very good robustness characteristics and they consti-
tute a very attractive design alternative in cases where sig-
nificant uncertainties exist in the modeling of the physical 
plant. 
In our previous work [Papoulias & Healey (1990)] we have 
investigated the use ofmultivariable sliding mode controller 
for combined steering and speed control of surface ships. It 
was shown that both heading and speed control could be 
achieved on the basis of sliding mode controllers designed 
separately for longitudinal and lateral motions. In this work 
we investigate the use of a cross track error controller for 
accurate path keeping. Its performance is analyzed under 
constant' or slowly varying environmental disturbances for 
a variety of operational scenarios. The combination of a slid-
ing mode steering control law with a line-of-sight guidance 
scheme is also developed and analyzed. Finally, comparisons 
are made between the cross track error and line-of-sight 
guidance schemes. 
1. Equations of motion 
The mathematical model consists of the nonlinear sway 
and yaw equations of motion. In a moving coordinate frame 
fixed at the ship's geometrical center, Newton's equations of 
motion are 
m(iJ + ru) = Y 
I,r = N 
where v and r are the relative sway and yaw velocities of 
the moving ship with respect to the water and Y, N repre-
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·sent the total excitation sway force and yaw moment, re-
spectively. Following standard ship maneuvering assump-
tions, these forces are expressed as memoryless polynomials 
of up to third order in v and r. In this way the nonlinear 
equations of motion in the horizontal plane become 
·.; 
(m .:__ Yt,)v = Yvv + 1!6YvvvV3 + 1!2Yv,,v? + 1hY rovrv2 
+ (Y, - m)r + Y58 + 1/6Ysu83 + YE (1) 
(lz -:- .N1-)r = Nvv + 1!~vvvV3 + 1hNvrrv? + 112N rvvrv2 
+ (N, - mx0 )r + Ns8 + 1/~5u83 +NE (2) 
where only the coefficients that have nonzero values in the 
present model have been kept [Brown & Alvestad (1975)]. 
Equations (1) and (2) have been nondimensionalized with re-
spect to the constant forward speed U and the ship length 
L, the dimensionless time variable being tU /L. Although it 
appears from the equations that the forward speed plays no 
role on the system response, it has a significant effect since 
in the dimensionless version v is actually v/U and r is rL/ 
U . . Therefore, the nonlinear terms become very important 
for low speed maneuvering whereas at high speeds U (and 
consequently relatively low angle of attack with respect to 
the water) the steering response is predominantly linear. It 
follows that the model describing the system dynamics is a 
funCtion of time or-which amounts to the same thing-a 
function of the maneuver at hand. If the autopilot is to cater 
·for· speed changes and the execution of large maneuvers 
·without any time-consuming adaptation or gain scheduling, 
then it needs to have a very robust response and be able to 
account for the nonlinearities. This fact led to the adoption 
of a· sliding mode design as developed in Section 2. The terms 
YE and NE represent environmental disturbance forces from 
wirid, passing ships, or bank proximity effects. Wave forces 
are. often included in the formulation as additive white or 
colored noise disturbances since they occur at considerably 
higher frequencies than maneuvering dynamics. 
· · To complete the model we need the expressions for the ship 
yaw rate 
, ~ -:. ~ '~ 
ljJ = r (3) 
and the inertial p'osition rates 
Y = Vea+ sin ljJ + V COS ljJ (5) 
where Uco and Vea are the absolute current velocities in the 
(x, y) inertial global frame. The heading measurement dy-
namics can be modeled by a set of nonlinear differential 
equations [Reid & Moore (1982)] which describe the effects 
on the gyrocompass of the ship roll and pitch motions. These 
effects result in an oscillatory random perturbation (distur-
bance) and a constant bias. The former is compensated by 
the sliding mode autopilot whereas the latter, which would 
result in a steady-state course error, is corrected by the nav-
igational system of the ship. Although it is recognized that 
the steering gear is both rate and angle limited [Baitis & 
Schmidt (1989)], steering gear rate limits are not included 
in the formulation since, usually, they are much faster than 
the dynamics of a turning ship. The methods presented in 
the following sections can easily accommodate such modifi-
cations if desired. 
2. Control design 
Equations (1), (2), (3), and (5) are written as a set of four 
nonlinear coupled differential equations in the form 
ljJ = r 
V = f1(V, r) + g1(8) 
r = f2(v, r) + g2(8) 
y = fa(lji, v) 
or using as state vector x = [lji, v, r, yf, 






We wish to design a (possibly nonlinear) control law to guar-
antee global asymptotic stability of system (10). We define 
the linear plane 
cr(x) = STX= s11Ji + S2V + S3r + S4y = 0 (11) 
and the Lyapunov function 
V(x) = 1f2cr2 
Global asymptotic stability of cr(x) is guaranteed if 
x = llco + cos ljJ - v sin ljJ (4) V(x)<O or cr&<O 
~ " -::·; : t <. 
-----------------Nomenclature-----------------
a, b, c';; dwiimy independent variables 
::.: a, =·steady-state value of varia-
ble a 
· ' CTE = cross track. error 
DC ,,.; disturbance compensation 
DEC ="disturbance estimation and 
compensation 
INT = integral control 
k, = linear feedback gain 
k. = nonlinear switching gain 
LOS = line of sight 
LQG. = linear quadratic Gaussian 
.. N ~ yaw moment 
N. = derivative of N with respect 
to a · 
N.b = derivative of N with respect to 
a,b 
N.bc = derivative of N with respect to 
a, b, c · · 
142 JUNE 1992 
r = yaw angular velocity 
u,0 = global current velocity in x-di-
rection 
u, = current velocity in x' -direc-
tion 
u = sway velocity 
s, = sliding surface coefficient 
Vea = global current velocity in y-di-
rection 
u, = cross current velocity in y' -di-
rection 
x = global x-coordinate 
x = state variables vector 
x' = local coordinate along com-
manded path 
y = global y-coordinate 
y' = cross track error 
y; = integral of y' over time 
Y = sway force 
Y. = derivative of Y with respect 
to a 
Y.h = derivative of Y with respect to 
a, b 
Y.bc = derivative of Y with respect to 
a, b,c 
Greek symbols 
ll = rudder angle 
rr = sliding surface 
<!> = boundary-layer thickness of 
sliding surface 
tJi = ship heading angle 
tlid = desired (commanded) heading 
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... , 
which can be achieved if 
rr& = -TJ2l<TI or & = -TJ2 sign(rr) 
or, using (10): 
ST[f(x) + g(B)J = -1)2 sign(<T), or 
S:lb'i(B) + sag2(B) = -sir - s2fi(v, r) - saf2(v, r) 
- s4f3(1ji, v) -TJ2 sign(<T) (12) 
Further development is significantly simplified if equations 
(7) and (8) are linear in the control effort, that is 
iJ = fi(v, r) + biB 
r = Mv, r) + b2B 
Then, equation (12) can be solved directly for B 
sir+ sdi(v, r) + saMv, r) + s4f3(ljl, u) 
B = - --------------





Then using the transformation y = Tx, system (17) becomes 
(18) 
Y2 = A2iYi + A22Y2 (19) 
The sliding plane sTx = 0 becomes cTy = 0 with c =Ts, or 
CtYi + cf y2 = 0 and, without loss of generality, we can choose 
c1 = 1. Therefore, the equation for the sliding plane becomes 
Y1 + cfy2 = 0 (20) 
Since 8 = 0, the control is B = 8 which, based on the lin-
earized transformed system (17), is 
B = -B-i [(Au + cfA21)Y1 + (A12 + cfA22)Y2l (21) 
Using (20) and (21), the first set of equations on the sliding 
plane (18) becomes 
-cfy2 = -cf(A21Y1 + Az2Y2) 
TJ sign(<T), 
S2b1 + S3b2 
B=B+B 
or (15) which is a linear combination of the second set (19). There-
fore, the dynamics on the sliding plane are governed by the 
reduced third-order system 
Usually, in ship steering the rudder angle B is kept inten-
tionally small and equations (13) and (14) provide a very 
accurate approximation of (7) and (8). The feedback control 
law (15) is composed of two parts. The first 
8 = -(sTb)-1sTf(x) 
is a nonlinear feedback law based on the nominal model 
equations (6), (9), (13), and (14), whereas the second 
8 = -(s~)-iTJ2 sign(rr) 
is a nonlinear feedback with its sign toggling between plus 
and minus according to the side of the sliding plane rr(x) in 
which the state vector is located. The term (sTb) is nonzero 
as a <Jirect consequence of the controllability of the system. 
It is B which is mainly responsible for driving and _keeping 
the system onto the sliding plane <T(x) = 0 (where B = 0 as 
~ell). Provided the gain 112 has been chosen large enough, 
B can provide the desired robustness due to momentary dis-
turbances and unmodeled dynamics without any compro-
mise in stability. 
It should be mentioned that, more generally, system (10) 
can be written as 
x = f(x) + bB + Bf (16) 
where Bf represents external disturbances, errors arising from 
incomplete knowledge of f(x), and higher-order terms in the 
Taylor expansion of g(B) in terms of B. In such a case, the 
switching gain 1]2 ·must be selected so that 
TJ2 > 1Js71J · IJB~I 
where Bf is an estimate of Bf. 
It can be seen from (11) that the sliding plane a(x) is a 
weighted sum of the errors between the actual states of the 
system and their reference values. The unknown coefficients 
of a(x) can be specified such that system (10) has the desired 
dynamics on the sliding plane u(x). Linearizing (10) around 
the nominal straight path operation condition we get 
x =Ax+ bB (17) 
Using the QR-factorization of b we can find an orthogonal 
transformation matrix T such that 
JUNE 1992 
Y2 = A22Y2 + A21.Y1 , Yi = -cIY2 (22) 
The gain vector c2 can be found using standard linear sys-
tem techniques such as poleplacement or LQR, and then s 
= TT c. Therefore, the nonlinear control law (15) is com-
pletely determined. 
It should be mentioned that, since on the sliding plane the 
first equation (18) is a linear combination of the other three 
equations (19), the closed-loop dynamics matrix of (17) has 
one pole located a~ th~ origiq. This is consistent with our 
decomposition B = B + B. The B part proyides the desired dy-
namics on the sliding plane. Therefore, B has no effect in the 
direction orthogonal to u(x) = 0. 
In the following, the control law (15) will be referred to 
as "nonlinear," whereas by an. abuse of terminology, a con-
trol law of the form 
B = -(sTb)-1sr Ax - (sTb)-1112 sign(<T), or 
(23) 
based on the linearized system (17) will be referred to as 
"linear" in spite of the nonlinear switching term sign (u). 
The above control schemes are very robust: stability of the 
sliding plane u(x) is guaranteed by Lyapunov. On the other 
hand the dynamics on the sliding plane are governed by a 
reduced three-dimensional system which is naturally more 
robust with respect to actual system/mathematical model 
mismatch and environmental disturbances. So far, in the de-
velopment of the controller, perfect and complete state mea-
surement and feedback have been assumed. In cases where 
this is not possible, it can be shown [Cristi et al (1990)), that 
the design retains its stability and robustness properties in 
the presence of state estimators. 
The nonlinear control law (15) is used in the simulations 
throughout this paper, whereas the linear law (23) is used 
in order to derive some analytical results. Closed-loop poles 
on the sliding plane were selected at -1, the nonlinear gain 
used was kn = 5, and we used 
{
+1 




if-<!>$ (J $ <!> 
instead of the pure switch sign(u) in order to avoid control 
chattering. For the simulations presented here, the above 
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"boundary-layer thickness" <!> was fixed at 0.5. It should be 
mentioned that in real-life applications, the choice of <!> is 
not as crucial since the presence oflags between commanded 
and actual rudder angle helps to reduce chattering even fur-
ther. 
In the following, all distance variables in the graphs are 
··presented dimensionless with the ship length L, time is tU / 
L, and yaw and rudder angles are in degrees. Results for the 
'lateral deviation y are presented in Fig. 1, where the differ-
ence between the linear and the nonlinear models is shown. 
An initial offset of 0.5 ship lengths was the only nonzero 
initial condition. In cases where the initial conditions are 
further away from zero, or where strong disturbances are 
present, the differences between linear and nonlinear models 
are more pronounced. A robustness test for the design is il-
lustrated in Fig. 2. Curve 1 depicts the response of the nom-
inal design as described above. Curve 2 is based on the same 
control law as the nominal case, except that in the vehicle 
dynamical equations the terms Yv and Nr have been substi-
tuted by zero-that is, as if the ship had no first-order hy-
drodynamic damping in sway and yaw. Although the con-
troller is designed in error and the actual vehicle is much 
more responsive than assumed, the lateral deviation re-
sponse remains stable with no overshoot. This remarkable 
robustness of the design is also illustrated in Curve 3, which 
was obtained using the same nominal control law in the 
absence· of sway velocity feedback, that is, assuming that 
D = 0. Although the response is faster in the case of v feed-
back or D feedback with an accurately tuned sway velocity 
observer, the essential characteristics and the robustness 
properties of the controller are retained even with D = 0. 
This result demonstrates that, since measurement of the sway 
velocity is in general very difficult, unless an accurate sway 
velocity observer is constructed, it is better to control path 
under the assumption that D = 0 . 
. · The same control law can be used to provide ship path 
tracking in the sense of passing through a sequence of way 
points in the horizontal plane. Without loss of generality, we 
can assume that the desired path is a series of straight line 
paths' between consecutive way points. Then, the y term in 
the control law (15) represents the lateral deviation or cross 
track error off each assumed straight-line segment. In the 
following, this 'distance will be denoted by y', whereas y will 
refer to the global coordinate in the (x, y) inertial frame. 
,, 
., : ' U'l ~ 
~ ~~~~~~~~~~~~~~~~~~ e;:1 











·Fig. 1' Cross track error control: linear and nonlinear simulations 
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Fig. 2 Nonlinear cross track error control: robustness tests 
3. Integral control, cross track error, and stability 
requirements 
In the presence of a constant current, the controller is ex-
pected to experience a steady-state error in the absence of 
any integral control or disturbance estimation and compen-
sation. This steady-state error can be established as follows: 
the path-keeping equations employing linear hydrodynamic 
force relationships are 
iii= r (24) 
(m - Y 0)i.1 = Yvv + <Yr - m)r + Ys& (25) 
(lz - N,)r = Nvv + <Nr - mxa)r + Ns& (26) 
.Y' = Ve + sin iii + v (27) 
and the control law 
& = k 1ili + k2v + k3r + kn satsgn(a) (28) 
CT = S1ili + S2V + S3r + S4y' (29) 
where Ve is the current velocity component perpendicular to 
the straight-line path. Then, ifthe subscripts represents the 
value of the variable at steady state, we have 
r. = v. = &. = 0 (30) 
(31) 
Using equations (28) through (31) and the fact that satsgn(a) 
= a/<!> we can find the steady-state path error of the cross 
track error (CTE) controller 
(32) 
For large values of the nonlinear gain km this cross track 
error is lower bounded by (si/s4)sin- 1(ve). The above anal-
ysis is valid ifsatsgn(a) =a/<!>, which requires that Jsatsgn(a)J 
s 1. This requirement yields the necessary critical value of 
kn for stability 
(33) 
If the nonlinear gain is not selected large enough; that is, if 
kn < kerit; then the CTE controller cannot guarantee stabil-
ity. The steady-state response in such a case is characterized 
by: 
r, = v. = &, = 0 
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whereas lji, is obtained from o, = 0 with satsgn(CT) = 1. This 
yields 
kn 
lji, = - k1 (34) 
with y; linearly increasing in time with rate of change 
y; = Ve - sin ( ~:) (35) 
Results based on a constant current Ve = 0.5 are presented 
in Fig. 3. For this value of Ve the critical value of kn from 
(33) is kerit = 0.07. It can be seen that for kn == 5 the CTE 
control exhibits a steady-state path error which is in agree-
ment with (32). For kn = 0.05 the controller loses its stabil-
ity as explained above and the cross track error becomes a 
linear function of time. 
To eliminate the steady-state error, integral action can be 
incorporated into the control law. If the cross track error y' 
needs to reach zero at steady state in the presence of con-
stant disturbances, the state equations are augmented by 
y[ = y' (36) 
Feedback of y[ then brings in the desired integral action. 
The augmented "linear" control law becomes 
o = k 11)i + k 2v + k3r + kd + kn satsgn(CT) (37) 
CT = s11)i + S2V + S3r + S4y' + S5yi (38) 
whereas the nonlinear law used in the simulations is 
S1r + sd1(V, r) + S3!2(V, r) + S4fa(lji, v) + S5y' 0 = - ----------------
s2b1 + S3b2 
,,2 
----satsgn(CT) (39) 
S2b1 + S3b2 
Then at steady state, equations (30) and (31) still hold with 
the additional y; = 0 dictated by (36). The requirement o, = 
0 and (37) yield 
k 
-1::;; satsgn(CT) = 2sin-1(ve)::; 1 (40) 
kn 
which establishes the lowest limit kn ~ kcrit with kcrit given 
by (33). As long as this inequality is satisfied, the cross track 










0.0 5.0 10.0 
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CTE.INT, k,. = 0.05 
CTE, k,. = 5 
15.0 20.0 25.0 
Fig. 3 Steady-state path errors with and without integral action in the 
presence of a lateral current 
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to zero. This is demonstrated in Fig; 3, where the same lat-
eral current is applied. The closed-loop poles on the sliding 
plane were again selected at -1 for the augmented system 
as before. 
If kn < kcrit. then the controller cannot guarantee z~ro 
steady-state error. In this case we get satsgn(CT) = 1, which 
means CT ~ <!>, and using o. = 0 we get 
1 
Y; = - [k1 sin - 1(vc) - kn] (41) k4 . 
Equation (41) yields the steady-state path error of the in-
tegral control for small kn This is demonstrated in Fig. 3, 
where the CTE.INT design develops a constant path devia-
tion unlike the CTE case, which was unstable. 
This unique characteristic of the sliding mode path con-
troller-the existence of a nonzero steady-state error-is at-
tributed to the lack of a linear feedback gain in y[ in (37). 
The term y[ appears only under the sliding surface (38), and 
if the nonlinear gain kn does not possess the necessary 
strength it cannot guarantee steady-state accuracy. An al-
ternative design procedure that can eliminate this problem 
is as follows. Consider the linear system 
x =Ax+ bu (42) 
and the sliding surface CT = sT x. Then the sliding condition 
CT& < 0 is met by 
& = -'TJ2 sign(CT) 
which gives the control law 
u = -(s~)- 1sT Ax - '1]2(srb)- 1 sign( CT) 
(43) -
(44) 
Then scan be found as a left eigenvector of the closed-loop 
dyna:nics matrix which corresponds to the zero eigenvalue. 
If, instead of (43), we require that CT& < 0 be met by 
& + ACT = -112 sign(CT); A > 0 (45) 
then the control law becomes 
u = -(sTb)- 1sT(A + A.l)x - T]2(srb)- 1 sign(CT) (46) 
and s can be found as a left eigenvector of the closed-loop 
dynamics matrix which corresponds to the eigenvalue -A.. 
Provided A. is chosen small enough, equation (45) satisfies a 
"near" sliding condition and a sliding condition in the limit 
t ~ oo. In our case of path control, equation (46) becomes 
o == (k 1 + A.s1)1ji + (k2 + A.s2)v + (ka + A.sa)r 
+ (k4 + A.s4)y' + 't...ssY'1 + kn satsgn(rr) (47) 
Results are presented in Fig. 4 for Ve = 0.5 lateral current 
and kn = 0.05. It can be seen that the presence of the >..-term 
in (47) eliminates the steady-state error that is otherwise 
present. For higher than kcrit values of kn the response char-
acteristics of the two integral controls (37) and ( 4 7) are very 
similar 
4. Disturbance compensation 
The integral control of the previous section will ensure zero 
steady-state error, but in the absence of a lateral current it 
will exhibit oscillatory response with path overshoot. To im-
prove on the transient response and achieve the desired steady 
state we can introduce disturbance compensation in the CTE 
design. The sliding surface (29) is modified to 
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Fig. 4 Response of modified integral control in a lateral current 
'with o as in (28). Then at steady state, equations (30) and 
(31) are valid with y; = 0 as dictated by (48) and satsgn(cr) 
= er/rt>. If kn < kerit then the cross track error with distur-
bance compensation controller (CTE.DC) cannot guarantee 
stability. The steady-state response in such a case is char-
acterized by (30) and (34) with y; linearly increasing in time 
with rate of change given by (35). Results for the Ve = 0.5 
lateral current are shown in Fig. 5. It can be seen that the 
CTE.DC design brings the steady state error to zero with no 
path overshoot unlike the CTE.INT case. In the case of kn 
= 0.05, however, the CTE.DC design gives rise to unstable 
behavior. 
· In practice, the current velocity Ve required by the CT~.DC 
is not measurable. A reduced-order observer can be designed 
based on y, ljl, ·and r measurements to estimate the sw~y v~­
locity v and the current velocity Ve· The observer design 1s 
bas"ed on the linear equations (24), (25),and (26), and 
' -
,- ·' 
)"=Ve+ \jJ + V (49) 
(50) 
The response of the cross track error controller with distur-
bance estimation and compensation (CTE.DEC) is shown in 
Fig. 5. Observer poles were selected twice as fast as the con-
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Fig.' s Response of cross track error control with disturbance estimation and 
compensation in a lateral current 
146 ·JUNE 1992 
uted to actual system/observer mismatch. The observer is 
based on the linear equations, whereas the controller and 
the simulations utilize the full nonlinear equations of mo-
tion. This is demonstrated in Fig. 6 where although the ob-
server converges very rapidly to the true value of the cur-
rent in the case of linear simulation (curve 1), it overestimates 
v by the same percentage as the path error in the nonlinear 
simulation (Curve 2). The main source for this discrepancy 
is the use of the drift angle ljJ instead of sin(ljl) in the ob-
server equations. If the observer is modified to take this into 
account, the final estimated value Ve is the same as the ac-
tual Ve (Curve 3 of Fig. 6), and likewise the path steady state 
error of Fig. 5 is eliminated. 
5. Cross track error results and discussion 
The performance of the controller that was desi~ed in t?e 
previous sections is evaluated here thro~gh a series of dig-
ital simulations. The destroyer study ship [Brown & Alves-
tad (1975)] is used because of the availability of data, namely, 
both linea~ and nonlinear hydrodynamic coefficients. 
The first numerical experiment was to evaluate the con-
troller performance with a bias or nonzero mean distur-
bance. The values of the hydrodynamic coefficients Yv and 
N were reduced in the equations of motion to 0.75 of their 
a;tual values. The controller and observer were designed for 
the true values of Yu and N, so that the ship is operating 
with errors in the knowledge of ship dynamics. The simu-
lation begins with the ship in a no lateral current equilib-
rium condition on the commanded straight path at y' = 0. 
The ship is subjected to a design lateral current disturbance 
Ve shown in Fig. 8. This disturbance is constant for the first 
ten ship lengths and then reduces linearly to half this value 
within five ship lengths and remains constant afterwards. 
When the simulation begins, the ship and the compensator 
are subjected to a sudden step change in yaw moment and 
sway force. This situation, therefore, represents a severe start-
up test for the controller. 
The results of the simulation are illustrated by Figs. 7 and 
8. Figure 7 shows the commanded y' = 0 and actual ship 
paths for the CTE.INT and CTE.DEC control designs. Im-
mediately after the step change in the disturbance the con-
troller is working towards bringing the ship to the com-
manded path. The y' deviation becomes again nonzero due 
to the ramp change in the disturbance and converges back 
to zero after the disturbance is stabilized. The observed Ve 
and the actual Ve current velocities are presented in Fig. 8. 
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Fig. 6 Actual and estimated current velocities 
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Fig. 7 Robustness test of cross track error control in a design lateral current 
where as expected, the observer experiences a steady state 
error. This steady-state error can of course be eliminated by 
properly redesigning the observer. The resulting improve-
ment in actual path keeping is, however, insignificant. 
The second test for the controller was the lane changing 
maneuver; the change from one straight path to a second, 
parallel straight path. The desired path was described by 
three way points in the (x, y) global system: (15, 0), (30, 15), 
and (50, 15). A local coordinate system (x', y') was aligned 
with each straight-line path between consecutive way points. 
The control law was based on the local system, whereas the 
global system was used to keep track of the ship position 
with respect to the desired path. The way point has been 
reached when its distance from the ship, projected along the 
local x'-direction for each line segment (target distance), is 
less than some specified value. The choice of this terminal 
criterion instead of the total distance-to-go between the ship 
and the way point offers the advantage of avoiding undesir-
able terminal headings in cases where some way points are 
located too close to one another compared to the open loop 
turning abilities of the ship. 
The results of this simulation are presented in Figs. 9 and 
10. The target distance was fixed at 2.5 ship lengths, and 
the ship is subjected to a constant current in the global y-
direction Vco = 0.25. The ship turns to the transition course 
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Fig. 9 Glob_al path of lane changing maneuver in a current 
of about 0.5 ship lengths for the CTE.DEC case and 1 for 
the CTE.INT. It should be mentioned that since the ship for-
ward speed is assumed constant (or kept constant by the pro-
pulsion control [Papoulias & Healey (1990)], the numerical 
dimensionless values for x and tare identical. The (y, x) graph 
can thus be interpreted as (y, t) as well. Therefore, the above 
coordinate system rotation approach offers zero steady-state 
error even under a ramp change in the set point. Further- ,--
more, the global current velocities Uco and Vco are continu-
ously computed based on the estimates Uc, Uc and the actual 
heading, and the estimated values Uc, Uc are updated every 
time a new straight line segment is encountered. A similar 
technique is used to reset the y[ term in the integral control 
law (37) and (38). Provided kn > kcrit. the final value of y[ 
can be found to be 
(51) 
or, using (31) 
(52) 
Equation (52) can be used to initialize the integrator when 
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Fig. 1 O Local path of lane changing maneuver in a current 
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reduce transients during transitions from one way point to 
the next. 
As can be seen from the results presented so far, the 
CTE.DEC design offers improved response characteristics and 
for this reason it is further analyzed in the following. A 180-
deg turn to port is studied for the CTE.DEC in a no-current 
environment with a turning radius of 15 ship lengths. The 
desired semicircle path was then discretized into way points 
equally distributed along the path. The resulting (x, y) global 
path and rudder activity are shown in Figs. 11, 12, and 13 
for different way-point discretizations and target distance 
values. Based on these results we can see that for each way-
point discretization there is a "best" value for the target dis-
tance that leads to the least rudder activity with no path 
overshoot. Reducing or increasing the target distance results 
in no improvement in the cross track error while it leads to 
undesirable rudder activity. Using more way points has also 
the favorable effect of more efficient use of the rudder during 
the turn while it results in smoother paths. 
From these results it seems that the choice of an appro-
priate target distance is very crucial for the performance of 
the system. The best target distance depends on the angle 
between consecutive straight-line segments and the initial 
conditions of the ship prior to the turn. Environmental dis-
turbances such as currents also play a significant role in its 
determination. An automatic switch between straight-line 
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Fig. 11 Global path and rudder angle in 180-deg turn: 4 way points, target 
distance 0.1 ship lengths 
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Fig. 12 Global path and rudder angle in 180-deg turn: 4 way points, target 
distance 5 ship lengths 
is moving along the ith segment with the ith control law 
corresponding to this segment being active. The (i + l)th 
control corresponding to the next straight-line segment is 
monitored. As soon as the latter control law crosses zero the 
switch occurs; the (i + l)th control becomes active and the 
process is repeated. Results are presented in Figs. 14 and 15 
for 5-deg and 45-deg turns, respectively. As can be seen, the 
automatic switch described above provides a fast and smooth 
turn with zero cross track and rudder overshoot for both cases. 
The same is true for more drastic turns, although some rud-
der overshoot is observed in those cases. This rudder over-
shoot occurs when the rudder angle saturates during the turn 
initiation phase; saturation is not explicitly accounted for by 
the control design. Still, however, the aforementioned au-
tomatic switch calls for the least rudder use as compared to 
different target distance values . 
6. Line-of-sight guidance law 
An alternative way of providing ship path keeping in the 
horizontal plane is the use of a heading autopilot coupled 
with a line-of-sight (LOS) guidance scheme, where the com-
manded heading angle becomes a function of the current ship 
position and the next way point. The control law is now based 
on equations (6), (7), and (8) and is of the form 
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Fig. 13 Global path and rudder angle in 180-deg turn: 10 way points, target 
distance 2 ship lengths 
sir + s2'1< v, r) + s3f2< v, r) 0 = - ----------
s2b1 + S3b2 
T]2 
---- satsgn(a), or 
S2b1 + S3b2 
o = k1u + kzr +kn satsgn(a) 
in its linearized form, with the sliding surface 




Although this guidance scheme will, in general, result in a 
softer vehicle response, that is, a trajectory which lags the 
specified straight-line segments through the way points, it 
offers certain advantages that lead to its consideration: 
1. Since it involves a heading and not a path keeping con-
troller, it is based on a lower dimensionality dynamical sys-
tem. Therefore, it is naturally more robust to parameter 
variations and unmodeled dynamics and it leads to autopilot 
designs that give rise to stable response over a wide varia-
tion in the ship hydrodynamic coefficients. 
2. It separates the controller from the navigator design, 
thus making it possible to study the effects of parameter 
changes in the one regardless of the other. 
3. Accurate path tracking can be achieved by a judicious 



































Fig. 14 Global paths and rudder angles in 5-deg turn: target distance effect 
transfer and advance characteristics of the ship. This can be 
done by a command generation algorithm external to the 
autopilot. Such a way-point selection can also help in re-
ducing steady-state errors in the presence of constant dis-
turbances without the need for integral control. 
4. Inertial position information updates are less fre-
quently needed than yaw angle or yaw rate [Papoulias & 
Healey (1990)]. 
The performance of the LOS design is evaluated in the 
following for a 90-deg port turn with a turning radius of 50 
ship lengths. The desired quarter circle path was then dis-
cretized into way points equally distributed along the path, 
and fed into the guidance system. Since there is no feedback 
of the cross track error y' in the LOS scheme, y' can never 
actually go to zero. Nevertheless, by refining the path dis-
cretization, the cross track error can be kept within any tol-
erable error band without compromise in stability. Using more 
way points has also the favorable effect of more efficient use 
of the rudder during the turn. This is evident from Figs. 16 
and 17. The rudder variability is defined as the ratio of the 
rudder variance time history over its average value during 
the maneuver. A number that is closer to zero reflects more 
constant and consequently more efficient rudder usage. It 
can also be seen from the results that for a given way-point 
discretization, the target distance should not be selected too 
small. Reducing it beyond some value offers no improvement 









































Fig. 15 Global paths and rudder_angles in 45-deg turn: target distance effect 
in th{ cross track error, while it leads to undesirable and 
unnec~ssary rudder activity. The effect of neglecting the 
steering gear dynamics is illustrated in Fig. 18. The control 
law and turn characteristics are the same as before, except 
that a first-order lai with a time constsnt T, equal to 1 di-
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· Fig. 16 . Rudder variability versus number of way points for different values of 
• , . _.,. target distance 
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Fig. 17 Rudder variability versus target distance for different way-point 
discretizations 
tween commanded and actual rudder angle. It can be seen 
that the results of Figs. 17 and 18 are qualitatively similar. 
Finally, based on the above results, the optimum target dis-
tance/way-point discretizations can be computed and are 
shown in Fig. 19 for different values of the rudder time con-
stant T,. The average value of the rudder used for the afore-
mentioned maneuvers is shown in Fig. 20 and is very close 
to the value of -1.65 deg predicted by linear theory for an 
open-loop port turn of 90 deg with a turning radius of 50 
ship lengths. 
As was observed in Papoulias & Healey (1990), the LOS 
guidance scheme is capable of driving the ship through the 
specified way-point sequence in the presence of currents, but 
occasionally with undesirable heading and path keeping 
characteristics. To analyze the behavior of the system in a 
cross current environment, consider the linear steering 
equations (24), (25), (26) and the control law (54), (55) where 
the desired heading is zero. From the above equations we 
can see that at steady state the desired heading is achieved 
even in the presence of a current. In that case, however, the 
cross track error y' is linearly increasing with time as the 
ship is carried along by the current. This is true for a head-
ing autopilot. Through an LOS guidance scheme the desired 
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Fig. 18 Rudder variability versus target distance for different way-point 
discretizations: steering gear dynamics effect 
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Fig. 19 Optimum rudder variability results for different steering gear time 
constants 
tion and the final destination (say, xd = Yd = 0). Then the 
desired heading Wd at steady state can be computed from the 
kinematics 
X1 = Uc + COS\jld 
Y =Ve+ sinljld 







Using (56), (57), and (58), we can see that 
(59) 
If a denotes the resultant current angle in the (x, y) inertial 
frame, equation (59) suggests that Wd = a, and since at steady 
state ljJ = Wd. the LOS guidance law tends to align the ship 
with the current in approach of the way point. In the case 
of Uc = 0, Ve = 0.5 which is depicted in Fig. 21 (curve LOS), 
this corresponds to 90-deg heading difference between the 
final commanded value and the straight-line path. 
To remedy this undesirable LOS behavior we go back to 
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Fig. 21 Line-of-sight guidance performance in a lateral current 
ing at steady state. The requirement Y = 0 can be achieved 
by modifying the sliding surface to 
CT = S1W + S2V + S3r + S1 sin-1( Ve) 
Then, the steady-state heading error is 
We= -sin-1(Vc) 
Coupled with equation (58) and the kinematics 
X' = Uc + COS(\jld + \jl,) 
Y = Ve + sin(ljld + ljl,) 







For the case Uc = 0 of Fig. 21 (Curve LOS.DC), the final 
commanded heading is ljld = 0, that is, the LOS with dis-
turbance compensation (LOS.DC) is driving the ship along 
the original path at a nonzero yaw angle. By comparing the 
two curves of Fig. 21, we can see the drastic improvement 
that disturbance compensation brings in the LOS guidance 
scheme in environments where strong lateral currents exist. 
Similar is the improvement in the rudder angle activity be-
tween the LOS and LOS.DC designs. 
The steering gear dynamics effect is illustrated in Figs. 
22 and 23, for the 90-deg turn discretized with 50 way points, 
target distance 0.5 ship lengths, and lateral current Vea = 
0.5. The value of T, is zero for Fig. 22 and 0.2 for Fig. 23. It 
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Fig. 22 , Local paths in 90·deg turn in the presence of a lateral current with 
and without disturbance compensation 
appears that steering gear lags have very little effect on the 
LOS.DEC performance, whereas the effect is more notice· 
able in the.LOS without disturbance compensation design. 
A comparison between the CTE.DEC controller and an au· 
topilot based on line·of-sight guidance with disturbance es-
timation and compensation (LOS.DEC) is presented in Fig. 
24 .. The ship is traveling 20 ship lengths in the x-direction 
under the presence· of a strong step lateral current distur-
bance Vco = 0.5. The four curves in the figure are as follows: 
Curve A is CTE.DEC; B is LOS.DEC with 2 way points and 
target distance 2.5 ship lengths; C is LOS.DEC with 1 way 
point and target distance 0.5 ship lengths; and D is LOS.DEC 
with 4 way points and target distance 0.5 ship lengths. As 
can be seen from the figure, the response of the LOS.DEC 
is heavily dependent on the number and location of way points 
and the target distance values. The CTE.DEC response is 
independent (for straight-line paths) and relatively insen-
sitive (for curved paths) of the way-point discretization. The 
rudder activity of the CTE.DEC design is also superior of 
the LOS.DEC. On the other hand, it is generally expected 
that the LOS design will be more robust than the CTE. This 
is because the LOS involves a steering controller which is 
of lower dimensionality than the CTE which is a path keep-
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Fig. 23 Local paths in 90--deg turn in the presence of a lateral current: 
· , steering gear dynamics ettect 
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Fig. 24 Comparison of line-of·sight and cross track error autopilots 
namics is highly uncertain, the LOS might be the best choice. 
In such a case, however, the burden of the design is shifted 
towards generating a sophisticated way-point discretization 
path planner in order to provide acceptable response. 
Conclusions 
A methodology for designing sliding-mode autopilots for 
ship maneuvering and path following control has been pre-
sented. The methods are suitable for a wide variety of re-
lated control problems. In the present case of surface ship 
path keeping, the principal conclusions of this work can be 
summarized as follows: 
• The controller proved to be very robust and was able to 
handle a wide range of parameter variations without any 
loss of stability. 
• Tlie controller provided effective control when the ship 
was subjected to constant disturbances even when op-
erating with errors in the knowledge of the ship dynam-
ics. 
• Integral control was incorporated to provide zero steady-
state path error in the presence of constant distur-
bances. The resulting scheme guarantees stability but 
experiences a nonzero steady state error if the nonlinear 
switching gain is less than a critical value. 
• A modified integral control satisfying a near sliding con-
dition was designed to overcome the above limitation of 
the integral control law. 
JOURNAL OF SHIP RESEARCH 
• Disturbance compensation was achieved by means of a 
feed-forward term in the equation for the sliding plane. 
Disturbance estimation was made possible by using a 
standard Luenberger observer. The resulting scheme 
demonstrated excellent path keeping characteristics in 
the presence of strong lateral currents without any com-
promise in stability and robustness properties. 
• An automatic switch between consecutive straight-line 
segments was incorporated into the control law to pro-
vide smooth turns with minimal rudder and path over-
shoot. 
• A line-of-sight guidance scheme was proven to be very 
robust and efficient in path keeping. Since it allows for 
controller /navigator separation in the design, essen-
tially the same controller can be used in confined or con-
gested waters with a finer sequence of way points. The 
result is reduced cross track error and more efficient 
rudder usage. 
While sensor noise and unmodeled dynamic disturbances 
such as wave actions have not been included, they remain 
important issues and their effects on a sliding mode con-
troller are the subject of further research. 
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