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1. Introduction
Consider the abstract equation
Lu= Nu; (1.1)
where L : D(L)H ! H is a linear operator, and N : D(N )H ! H is a nonlinear operator in a
given Hilbert space H .
If there exists the inverse of L, then to solve this abstract problem is equivalent to
u= L−1(Nu)
and we have to nd a xed point for the operator L−1  N .
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However, in many practical situations, we have that L is not invertible but there exists (L+ I)−1
for some  2 R: In this situation (1.1) is equivalent to
u= (L+ I)−1(Nu+ u):
In fact, in the monotone iterative technique one looks for a xed point for a increasing operator
of the type A = (L+ I)−1  (N + I).
In [8] we considered the case when L+ I is inverse positive on D(L), that is,
u 2 D(L); Lu+ u>0 on 
 ) u>0 on 
: (1.2)
This means that the Green's function (in case it exists) is nonnegative.
In the present work we study the case when the operator L+ I is invertible but not necessarily
inverse positive. To deal with this new situation, we split the operator A in two parts and write it
as dierence of monotone operators. To this purpose we generalize the concept of lower and upper
solution for (1.1) in such a way that includes previous denitions given in the literature. Also, we
generalize the usual monotone iterative method to cover the situation when A is not increasing.
The paper is organized as follows. In Section 2 we recall the method of lower and upper solutions
and the abstract iterative technique. Then, in Section 3, we extend the concept of lower and upper
solution to cover new situations and present a further generalization of the monotone method. Finally,
we study some boundary value problems for ordinary dierential equations to apply the results
obtained and we get some new existence and uniqueness results.
2. An abstract monotone iterative technique
Let 
 be a bounded and open set in Rm: Consider the Hilbert space H = L2(
) with the usual
inner product and norm. We write u>0 on 
 if u(x)>0 for a.e. x 2 
.
We assume that L : D(L)H ! H is a linear operator and that there exists  2 R such that the
maximum principle (1.2) holds.
In many cases the operator (L + I)−1 is a Hilbert{Schmidt operator. This is the case for many
boundary value problems for ordinary dierential equations and integro-dierential equations, and
for the Dirichlet problem for elliptic partial dierential equations with m63. In this situation, there
exists a function g 2 L2(
  
) such that the operator G = (L + I)−1 is precisely the integral
operator with kernel g; that is, for  2 H ,
[G](x) =
Z


g(x; y)(y) dy: (2.1)
In the classical situation one says that  2 D(L) \ D(N ) is a lower solution for (1.1) if
L6N on 
: (2.2)
Analogously,  2 D(L) \ D(N ) is an upper solution for (1.1) if
L>N on 
: (2.3)
Note that (2.2) implies that
L+ 6N+ :
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Hence, there exists 60 such that
L+ = N+ + 
and
= G[N+ + ] = A+ G:
If g>0 on 
  
, then we have that
L6N ) 6A: (2.4)
In consequence, we could dene a lower solution of (1.1) as a function  2 D(L) \ D(N ) such
that
6A: (2.5)
We point out that (2.4) is not an equivalence and thus this denition of lower solution is more
general. By analogy, an upper solution of (1.1) is a function  2 D(L) \ D(N ) with
A6: (2.6)
Usually, the lower and upper solutions are ordered and we shall assume that
6 on 
: (2.7)
In this situation, we dene the following sector:
[; ] = fv 2 H : 6v6 on 
g:
We assume that this sector is contained in the domain of the operator N and that
N : [; ]! H is continuous: (2.8)
Thus, we have the following abstract result. The arguments are identical to those in the proof of
Theorem 3:1 of [8].
Theorem 2.1. Consider the nonlinear equation (1:1) and suppose that ;  2 D(L)\D(N ) are lower
and upper solutions of (1:1); in the sense of denitions (2:5) and (2:6) respectively; satisfying (2:7).
Assume that there exists  2 R such that the maximum principle (1:2) is valid; G is a Hilbert{
Schmidt operator given by (2:1); [; ]D(N ) and (2:8) holds. Moreover; suppose that
Nu− Nv>− (u− v) (2.9)
for any u; v 2 H with 6v6u6 on 
.
Then; there exists monotone sequences fng%; and fng&  on H with 0 =  and 0 = .
Here  and  are the minimal and maximal solutions of (1:1); respectively; between  and ; that
is; if u is a solution of (1:1) with 6u6 on 
; then 6u6 on 
. Moreover; these sequences
verify 06   6n6   6l6   60; for every n; l 2 N.
3. A generalized abstract monotone iterative technique
The property \L+I is inverse positive on D(L)" is not a trivial assumption: to see this, consider
the operator Lu = u00 for which L + I is inverse positive on D(L) = fu 2 H 2(0; 2); u(i)(0) =
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u(i)(2); i = 0; 1g if and only if  2 (0; 14 ] (see [2]). In general, we have that the set of values of
 for which u(n) + u is inverse positive on the space of periodic functions is bounded by the rst
positive eigenvalue of Lu= u(n) [5].
Since to verify condition (2.9) is a condition less restrictive for  large enough, we conclude
that we can consider more problems of type (1.1) if we do not impose condition (2.9) to N for 
satisfying (1.2).
In applications to dierential equations, the operator N is induced by a nonlinear function f :

R ! R and [Nu](x) = f(x; u(x)); x 2 
. Thus, for  2 [; ] we have that A = G(N + ) is
given by the following expression:
[A](x) =
Z


g(x; y)[f(y; (y)) + (y)] dy:
On the other hand, note that L+ I is inverse positive on D(L) if and only if g>0 on 

: In
this case, >0 on 
 implies that G>0 on 
; and 60 on 
 implies that G60 on 
: Hence,
implication (2.4) is valid and (2.5) means that
(x)6[A](x) =
Z


g(x; y)[f(y; (y)) + (y)] dy (3.1)
and (2.6) is equivalent to
(x)>[A](x) =
Z


g(x; y)[f(y; (y)) + (y)] dy: (3.2)
Of course, if g60 on 

 (L+ I is inverse negative on D(L)), then >0 on 
 implies that
G60 on 
, and 60 on 
 implies that G>0 on 
, and the ideas are similar.
However, if g changes sign on 
  
; then these maximum principles are not valid and the
implication (2.4) is not valid, and, consequently, we can not obtain (3.1) nor (3.2). Under this
circumstance, we write
g = g+ − g− ; g+ =maxfg; 0g>0; g− =−minfg; 0g>0:
Thus,
[A](x) =
Z


g(x; y)[f(y; (y)) + (y)] dy
=
Z


g+ (x; y)[f(y; (y)) + (y)] dy −
Z


g− (x; y)[f(y; (y)) + (y)] dy:
This motivates us to dene the following operators. For  2 [; ],
[A+ ](x) =
Z


g+ (x; y)[f(y; (y)) + (y)] dy; (3.3)
[A− ](x) =
Z


g− (x; y)[f(y; (y)) + (y)] dy; (3.4)
so that
A= A+ − A− :
Now, we present the following new denition of coupled lower and upper solutions for the
nonlinear problem (1.1). Let ;  2 D(L)\D(N ) satisfying (2.7). We say that ;  are coupled lower
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and upper solutions of (1.1) if we can write A= A+ − A− with A+ ; A− : [; ] ! [; ] continuous
and monotone operators with
6A+ − A−  and >A+  − A− : (3.5)
Note that in the case that g>0 one can take A = G  (N + I) with A+ = A and A− = 0; and
this concept of lower and upper solutions coincides with the denition given in (2.5) and (2.6).
To develop a generalization of the classical monotone iterative technique for coupled lower and
upper solutions, dene the operator:
B : [; ] [; ]! H ; ;  2 [; ]; B(; ) = A+ − A− : (3.6)
Lemma 3.1. Suppose that N satises condition (2:9) for some  2 R; then for any ;  2 [; ]
we have that B(; ) 2 [; ]. Moreover; B is monotone increasing in the rst component and
monotone decreasing in the second component; that is;
61626; >1>2> ) B(1; 1)6B(2; 2): (3.7)
Proof. For ;  2 [; ] we have that
A+ 6A
+
 6A
+
 ; A
−
 6A
−
 6A
−
 
since A+ and A
−
 are monotone. Hence, using (3.5)
6A+ − A− 6B(; ) = A+ − A− 6A+  − A− 6:
Now, taking into account the denition of B and the monotonicity of A+ and A
−
 it is easy to prove
the validity of (3.7).
Theorem 3.2. If N satises condition (2:9) for some  2 R such that A = G  (N + I) can be
written as A=A+ −A− with A+ ; A− : [; ]! [; ] continuous; monotone; and compact operators;
where ;  are coupled lower and upper solutions (in the sense of (3:5)) of (1:1) satisfying (2:7),
then there exist monotone sequences f’ng%’; and f	ng&	 on H with =’06’n6	l6	0 =
for every n; l 2 N; and ’;	 satisfy the relations
’= A+ ’− A− 	; 	 = A+ 	 − A− ’:
Moreover; any solution u 2 [; ] of (1:1) is in the sector [’;	]. If; in addition; ’=	; then ’ is
the unique solution of (1:1) in [; ].
Proof. Dene ’0 = ; 	0 = ; and for n>1
’n = B(’n−1; 	n−1); 	n = B(	n−1; ’n−1):
Using (3.5) and the monotonicity properties of B we obtain that ’06’16	16	0. By induction,
it is easy to show that the sequence f’ng is increasing and that the sequence f	ng is decreasing
with ’n6	l for all n; l 2 N.
Now, taking into account that A+ and A
−
 are compact operators we have that there exist ’ and
	 such that f’ng%’; and f	ng&	 in H . Thus, passing to the limit when n!1 we obtain that
’= A+ ’− A− 	; 	 = A+ 	 − A− ’.
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If u 2 [; ] is a solution of (1.1) then =’06u6	0= and we obtain that ’16u=B(u; u)6	1.
Again by induction get ’n6u = B(u; u)6	n, for every n 2 N: Passing to the limit we get that
’6u6	.
Finally, if ’=	 then ’= A+ ’− A− ’= A’ and it is a solution of the nonlinear problem (1.1).
Obviously, it is its unique solution lying between  and .
It is important to point out that this last result does not guarantee the existence of solution of the
problem unless ’=	. We present two criteria implying that ’=	.
Theorem 3.3. Under the hypotheses of Theorem 3:2; suppose; in addition; that N is induced by a
nonlinear function f : 
  R! R and that there exists k>0 such that
f(x; u) + u− f(x; v)− v6k(u− v); (x)6v6u6(x) for a:e: x 2 
: (3.8)
If
k <
1
kgkL2(

) ; (3.9)
then ’=	; and the problem (1:1) has a unique solution lying between  and .
Proof. We use the following estimate for every x 2 
:
	(x)− ’(x) =
Z


[g+ (x; y) + g
−
 (x; y)]  [f(y;	(y)) + 	(y)− f(y; ’(y)− ’(y)] dy
6
Z


[g+ (x; y) + g
−
 (x; y)]  k  [	(y)− ’(y)] dy:
Hence,
k	 − ’kL2(
)6kkgkL2(

)  k	 − ’kL2(
)
and by (3.9) we have that k  kgkL2(

)< 1 and necessarily ’=	.
Theorem 3.4. Under the hypotheses of Theorem 3:2; suppose; in addition; that N is induced by a
nonlinear function f : 
  R! R and that there exists k>0 such that f satises condition (3:8)
with ;  2 L1(
). If the following condition holds:
= sup
x2

k 
Z


[g+ (x; y) + g
−
 (x; y)] dy< 1; (3.10)
the conclusion of Theorem 3:4 is valid.
Proof. As in the proof of the previous theorem we can write
k	 − ’kL∞(
)6k  k	 − ’kL∞(
) 
Z


[g+ (x; y) + g
−
 (x; y)] dy:
Hence, k	 − ’kL∞(
)6  k	 − ’kL∞(
) with < 1. In consequence, ’=	.
Note that conditions (3.9) and (3.10) are not comparable and thus both of them are of interest.
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4. Application to ordinary dierential equations
4.1. nth-order periodic boundary value problems
Let be Lu=−u(n), 
=(0; 2)R and D(L)=fu 2 Wn;2(
): u(i)(0)=u(i)(2); i=0; : : : ; n−1g. It
is well known [1] that D(L)C(n−1)(
) and that if n= 1; 2 the operator L+ I is inverse positive
on D(L) for all > 0 [7]. For n>3, it is proved in [3] the following result.
Lemma 4.1. If  2 (0; 1] then L+I is inverse positive on D(L). Here 1 is given by the following
expression:
1. If n= 4k; k 2 f1; 2; : : :g then 1 = 2−n
2. If n= 2 + 4k; k 2 f0; 1; : : :g then 1 = (2 sin((n+ 2=2n)))−n
3. If n is odd then 1 = (2 sin((n+ 1=2n)))−n.
Note that the previous estimates are not optimal. In [2,4,5] are obtained the best estimates for
some particular cases. To nd the optimal estimates for all n 2 N is a dicult problem and still
open.
Thus, using this result and the fact that in this case
R 2
0 g(x; y) dy = 1=, by means of Theorem
3.4 we conclude that if f satises condition (2.9) for some  2 (0; 1] (1 given in the previous
theorem) and condition (3.8) for some k 2 (0; ), then problem
− u(n)(x) = f(x; u(x)) for a:e: x 2 (0; 2); u(i)(0) = u(i)(2); i = 0; : : : ; n− 1; (4.1)
has a unique solution between a classical lower solution  (dened in (2.2)) and a classical upper
solution  (in the sense cited in (2.3)).
Taking into account that the operator u0 + u is inverse positive on D(L) for all > 0 and that
for all n>2 we have the following result for Lu= u(n) [4].
Lemma 4.2. If  2 (0; 2] then L+I is inverse positive on D(L). Here 2 is given by the following
expression:
1. If n= 4k; k 2 f1; 2; : : :g then 2 = (2 sin ((n+ 2=2n)))−n
2. If n= 2 + 4k; k 2 f0; 1; : : :g then 2 = 2−n
3. If n is odd then 2 = (2 sin((n+ 1=2n)))−n.
Thus, we attain similar conclusions for
u(n)(x) = f(x; u(x)) for a:e: x 2 (0; 2); u(i)(0) = u(i)(2); i = 0; : : : ; n− 1: (4.2)
4.2. Second-order boundary value problems
4.2.1. Periodic problem
As we have said previously, the operator u00 + u is inverse positive on D(L) = fu 2 H 2(0; 2);
u(i)(0) = u(i)(2); i = 0; 1g if and only if  2 (0; 14 ]. Using this new concept of lower and upper
solution we can assure the existence of a unique solution between a lower solution  and an upper
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solution  (in the sense of (3.5)) for problem (4.2) for n= 2. That is, if f satises (2.9) for some
> 0;  6= l2; l= 1; 2; : : :, we know [5] that there exists (u00 + u)−1 in D(L) and
kgkL2(

) =
 
(2
p
+ sin 2
p
)
4(
p
)3sin2
p

!1=2
:
Thus, if we are in the hypothesis of Theorem 3.3, using condition (3.9) we conclude that if
06k <
 
4(
p
)3sin2
p

(2
p
+ sin2
p
)
!1=2
then problem (4.2) for n= 2 has a unique solution between  and .
On the other hand, if f satises (2.9) for some  2 ( 14 ; 1) it is not dicult to see thatZ


[g+ (x; y) + g
−
 (x; y)] dy = (1− 2=sin
p
)= for all x 2 
:
As a consequence, Theorem 3.4 implies that if f satises (2.9) and (3.8) for  and k such that
k <=(1 − 2=sinp) then there exists a unique solution lying between  and  of problem (4.2)
for n= 2.
4.2.2. Neumann problem
Since −u00 + u is inverse positive on the space D(L) = fu 2 H 2(0; 2); u0(0) = u0(2) = 0g for
all > 0 (see [6]). If we study the problem
− u00(x) = f(x; u(x)) for a:e: x 2 
 = (0; 2); u0(0) = u0(2) = 0; (4.3)
using that
R 2
0 g(x; y) dy=1= again, we deduce the existence and uniqueness of solution of problem
(4.3) under the hypothesis of Theorem 3.4 with 06k <.
We can also consider the problem
u00(x) = f(x; u(x)) for a:e: x 2 
 = (0; 2); u0(0) = u0(2) = 0: (4.4)
We know [7] that the operator u00+u is inverse positive on D(L)=fu 2 H 2(
); u0(0)=u0(2)=0g
if and only if  2 (0; 1=16] and that there exists (u00+u)−1 in D(L) for all  6= (l=2)2; l=0; 1; 2; : : : :
Thus, the same conclusions as in problem (4:3) holds if f satises condition (2:9) for  2 (0; 1=16]
and (3:8) for 06k <.
The results presented in this work allow us consider more general cases. Thus, if  2 (1=16; 1=4)
then we have thatZ


[g+ (x; y) + g
−
 (x; y)] dy
=
8><
>:
(−1 + 2cos(
p
x)=sin(2
p
))= if x 2 [0; 2− =(2
p
)]
1= if x 2 [2− =(2
p
); =(2
p
)]
(−1 + 2cos(
p
(2− x))=sin(2
p
))= if x 2 [=(2
p
); 2]
In consequence,
sup
x2

Z


[g+ (x; y) + g
−
 (x; y)] dy

= (−1 + 2=sin(2
p
))=:
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Analogously, the case  2 ( 14 ; 916 ) can be treated. In this caseZ


[g+ (x; y) + g
−
 (x; y)] dy
=
8><
>:
(1−2 cos(
p
x)=sin(2
p
))= if x 2 [0; =(2
p
)]
(−1+2(cos(
p
x)+cos(
p
(2−x)))=sin(2
p
))= if x 2 [=(2
p
); 2−=(2
p
)]
(1− 2 cos(
p
(2− x))=sin(2
p
))= if x 2 [2− =(2
p
); 2]:
Thus,
sup
x2

Z


[g+ (x; y) + g
−
 (x; y)] dy

= (1− 2=sin(2
p
))=:
Hence, if f satises condition (2.9) for  2 ( 116 ; 14 )[ ( 14 ; 916 ) and (3.8) for k <=j1−2=sin(2
p
)j
then problem (4.4) has a unique solution in the sector [; ].
Finally, using that
kgkL2(

) = 12
 
1 +
1 + 82 − cos 4p+ 2psin 4p
2 sin22
p

!1=2
;
we can assure the existence of a unique solution in the sector [; ] if conditions of Theorem 3.3
hold for > 0,  6= (l=2)2, l= 1; 2; : : : and k>0 such that
k
 
1 +
1 + 82 − cos 4p+ 2p sin 4p
2 sin22
p

!1=2
< 2:
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