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Abstract
We introduce a variable metric proximal linearized ADMM (VMP-LADMM) algorithm with
an over relaxation parameter β ∈ (0, 2) in the multiplier update, and develop its theoretical
analysis. The algorithm solves a broad class of linearly constrained nonconvex and nonsmooth
minimization problems. Under mild assumption, we show that the sequence generated by VMP-
LADMM is bounded. Based on the powerful  Lojasiewicz and Kurdyka- Lojasiewicz properties
we establish that the sequence is globally converges to a critical point and we derive convergence
rates.
1 Introduction
The alternating direction method of multiplier (ADMM) [11, 15, 17, 20, 21] is one of the most
successful approaches to solve linearly constrained optimization problems.
The ADMM algorithm is closely related to the Douglas-Rachford [16] and Peachman-Rachford
[35] operator splitting methods that date back to the 1950s. Due to of its success in solving
structured convex optimization, ADMM has been widely used in various applications such as
machine learning, statistics, compressive sensing, image and signal processing, and sparse and
low-rank optimization, references include [12, 21, 38, 43, 44, 46, 48], and the surveys [11, 18].
Theoretical analysis of ADMM and its variants including linearized ADMM and proximal
ADMM have been established extensively in the context of convex optimization, see [5, 14, 15,
17, 20, 22, 31] and references therin. Boley [5] studied the local linear convergence for solving
quadratic and linear programs. In [22], Hager, Yashtini, and Zhang established the ergodic
convergence rate of a proximal linearized ADMM method [14], in which the proximal parameter
updates through a backtracking line search strategy. Deng and Yin [15] studied the convergence
rate of a a general ADMM method in which a proximal term was added to each subproblem.
Eckstein and Bertsekas in [17] showed the linear convergence of the ADMM for solving linear
programs, which depends on a bound on the largest iterate in the course of the algorithm. Lions
and Mercier in [31] show that the Douglas–Rachford operator splitting method converges linearly
under the assumption that some involved monotone operators are both coercive and Lipschitz.
The theory of multi-block ADMM– ADMM algorithm with more than two blocks for minimizing
the sum of more than two convex functions–has also been established [13, 23, 24, 28, 29, 30].
Without assuming strong convexity assumption on objective function, Hong and Luo [25] show
∗my496@georgetown.edu, Georgetown University, Department of Mathematics and Statistics 327A St. Mary’s
Hall 37th and O Streets, N.W., Washington D.C. 20057 Phone: (202) 687-6214 Fax: (202) 687.6067
1
ar
X
iv
:2
00
9.
05
36
1v
1 
 [m
ath
.O
C]
  8
 Se
p 2
02
0
that the linear convergence rate can be achieved for ADMM by including an over-relaxation
parameter/stepsize in the multiplier update.
ADMM based methodologies have been developed to solve nonconvex and possibly nons-
mooth optimization problems. Applications include phase retrieval [42], distributed clustering
[19], image inpainting [49], sparse zero variance discriminant analysis [1], image denoising [48],
image colorization [47], image reconstruction [45], matrix separation [37], sparse feedback con-
trol [27] to name a few. In terms of theoretical advancements, some recent works include
[10, 26, 32, 34, 39, 40, 41]. Work [41] proved the global convergence of multi-block version of
classical ADMM. Under  Lojasiewicz/Kurdyka- Lojasiewicz property [33], Bot and Nguyen es-
tablished the convergence and convergence rate of proximal and proximal linearized ADMM
[10]. When the functionals are either smooth/nonconvex or convex/nonsmooth, [26] analyzed
the convergence of multi-block ADMM for solving a family of nonconvex consensus and sharing
problems. The iteration complexity of two classes of fully and partially linearized multi-block
ADMM with the choice of relaxation parameter β in the multiplier update (??) established
in [34]. In [40] authors show that ADMM is closely related to Douglas–Rachford splitting
and Peaceman–Rachford splitting, and establish a unifying global convergence result applied to
non-convex problem.
In this paper, we study the global convergence analysis of a variant of ADMM algorithm to
solve the following linearly constrained nonconvex and nonsmooth minimization problem
min
x,y
F(x, y) := f(x) + g(x) + h(y)
s.t. Ax+By + c = 0,
(1)
where x ∈ Rn and y ∈ Rm are unknown variables, A : Rn → Rp and B : Rm → Rp are
linear operators, c ∈ R, f : Rn → (−∞,+∞] is a proper nonsmooth function, while g : Rn →
(−∞,+∞] and h : Rm → (−∞,+∞] are smooth functionals. We do not assume any convexity
assumption on f , g, and h. The augmented Lagrangian functional Lα(x, y, z) associated with
problem (1), defined by
Lα : Rn × Rm × Rp → R
Lα(x, y, z) = f(x) + g(x) + h(y) + 〈z,Ax+By + c〉+ α2
∥∥Ax+By + c∥∥2. (2)
α > 0 and the vector z ∈ Rp is the Lagrange multiplier associated with the constraint Ax +
By + c = 0.
Let {Qk1}k≥0 ⊆ Rn×n and {Qk2}k≥0 ⊆ Rm×m be two sequence of symmetric and positive
definite matrices. Given the initial vector (x0, y0, z0) and for k = 1, 2, . . . until some stop-
ping criterion satisfied the variable metric proximal ADMM algorithm generates the sequence
{(xk, yk, zk)}k≥0 recursively as follows
xk+1 = arg min
x
Lα(x, yk, zk) + 1
2
‖x− xk‖2Qk1 ,
yk+1 = arg min
y
Lα(xk+1, y, zk) + 1
2
‖y − yk‖2Qk2 ,
zk+1 = zk + α(Axk+1 +Byk+1 + c),
(3)
where ‖v‖2Q = 〈v,Qv〉 for any v ∈ Rd and Q ∈ Rd×d, where 〈·, ·〉 denotes the Euclidean inner
product and ‖ · ‖ = √〈·, ·〉 denotes the `2 norm. Algorithm (3) can be equivalently written as
follows
xk+1 ∈ arg min
x∈Rn
f(x) + g(x) + 〈zk, Ax〉+ α
2
‖Ax+Byk + c‖2 + 1
2
‖x− xk‖2Qk1 ,
yk+1 = arg min
y∈Rm
h(y) + 〈zk, By〉+ α
2
‖By +Axk+1 + c‖2 + 1
2
‖y − yk‖2Qk2 ,
zk+1 = zk + α(Axk+1 +Byk+1 + c).
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We take advantage of the smooth structure of g(·), α2 ‖A ·+Byk + c‖2, and h(·), and we replace
them by their proper linearization for more efficiency to obtain the Variable Metric Proximal
Linearized ADMM (VMP-LADMM) algorithm, given as follows
xk+1 ∈ arg min
x∈Rn
fˆk(x)
fˆk(x) := f(x) +
〈∇g(xk) + αA∗(Axk +Byk + c+ α−1zk), x− xk〉+ 12‖x− xk‖2Qk1 ,
yk+1 = arg min
y∈Rm
hˆk(y)
hˆk(y) :=
〈∇h(yk) +B∗zk, y − yk〉+ α2 ‖By +Axk+1 + c‖2 + 12‖y − yk‖2Qk2 ,
zk+1 = zk + αβ(Axk+1 +Byk+1 + c)
(4)
where an over-relaxation parameter β ∈ (0, 2) is added to the multiplier update.
The VMP-LADMM algorithm is related but different from [32, 10]. Work [32] considers
VMP-LADMM with the proximal terms Lx2 ‖x − xk‖2 and Ly2 ‖y − yk‖2, where Lx > 0 and
Ly > 0 are fixed positive constant, and β = 1. Algorithm 2 in [10] does not exploit lineariziation
of α2 ‖A · +Byk + c‖2 in the x subproblem, and solves (1) with g(x) = 0, A = −In×n and
c = 0. Note that wise choices of proximal matrices {Qki }k≥0 for i = 1, 2 can lead to much easier
computation for xk+1 and yk+1, consequently yields a more efficient scheme. For instance, for
a positive sequence {tk}k≥0, Qk1 = 1tk In, where In is an n× n identity matrix the x subproblem
in (4) leads to the following prox-linear problem
xk+1 := arg min
x∈Rn
{
f(x) +
〈
pk, x− xk〉+ 1
2tk
‖x− xk‖2
}
, (5)
where pk := ∇g(xk) + αA∗(Axk +Byk + c+ α−1zk). Prox-linear subproblems can be easier to
compute specially when f is a separable function. The y subproblem in (4) contains the second
order term α2 y
∗B∗By. If B∗B is nearly a diagonal matrix (or nearly an orthogonal matrix),
one can replace B∗B by a certain symmetric diagonal (orthogonal) matrix D ≈ B∗B. This
replacement gives rise to α2 y
∗B∗By = α2 y
∗Dy∗, and then one can choose Qk2 = α(D−B∗B) for
efficiency.
The main contribution of this paper is the establishment of global convergence and conver-
gence rate analysis of the VMP-LADMM algorithm (4). We prove that the sequence generated
by the VMP-LADMM algorithm is bounded (Theorem 1), and any limit point is a stationary
point (Lemma 3). In Theorem 2 we show that the sequence generated by the VMP-LADMM
algorithm is Cauchy, hence converges to a unique limit point. The rate of convergence for the
error of regularized augmented Lagrangian is established in Theorems 3. This consequently
provides the rate for the objective functional error as by Lemma 11 the objective function, aug-
mented Lagrangian, and regularized augmented Lagrangian all approch to the same limit. We
drive the rate of convergence for the error of the sequence generated by the VMP-LADMM in
Theorem 4.
Notation and Preliminary Facts The Euclidean scalar product of Rn and its correspond-
ing norms are, respectively, denoted by 〈·, ·〉 and ‖ · ‖ = √〈·, ·〉. If n1, . . . , np ∈ Z+ and p ∈ Z+,
then for any v := (v1, . . . , vp) ∈ Rn1×Rn2×· · ·×Rnp and v′ := (v′1, . . . , v′p) ∈ Rn1×Rn2×· · ·×Rnp
the Cartesian product and its norm are defined by
 v, v′ =
p∑
i=1
〈vi, v′i〉
1√
p
p∑
i=1
‖vi‖ ≤ |||v||| =
√√√√ p∑
i=1
‖vi‖2 ≤
p∑
i=1
‖vi‖.
We denote by In the n× n identity matrix. The minimum eigenvalue of the matrix A ∈ Rn×n
denoted by λAmin while its maximum eigenvalue is denoted λ
A
max. For the sequence {uk}k≥1,
∆uk := uk − uk−1, for all k ≥ 1.
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Let Φ : Rd → R be a proper and lower semicontinuous function. The domain of Φ, denoted
dom Φ, defined by
dom Φ := {x ∈ Rd : Φ(x) < +∞}.
The graph of the Φ, denoted Graph Φ, defined by
Graph Φ := {(x, y) ∈ Rd × R : y = Φ(x)}.
For any x ∈ dom Φ, the Fre´chet (viscosity) subdifferential of Φ at x, denoted ∂ˆΦ(x), defined by
∂ˆΦ(x) =
{
s ∈ Rd : lim
y 6=x
inf
y→x
Φ(y)− Φ(x)− 〈s, y − x〉
‖y − x‖ ≥ 0
}
.
For x /∈ dom Φ, then ∂ˆΦ = ∅.
The limiting (Mordukhovich) differential, or simply the subdifferential for short, of Φ at
x ∈ dom Φ, denoted ∂Φ(x), is defined by
∂Φ(x) := {s ∈ Rd : ∃xk → x, Φ(xk)→ Φ(x) and sk ∈ Φˆ(xk)→ s as k → +∞}.
For any x ∈ Rd, the above definition implies ∂ˆΦ(x) ⊂ ∂Φ(x), where the first set is convex and
closed while the second one is closed ([36], TH. 8.6, p.302).
Let (xk, sk) ∈ Graph ∂Φ := {(x, s) ∈ Rd × Rd : sk ∈ ∂Φ(xk)}. If (xk, sk) → (x∗, s∗) as
k →∞, then by the definition of subdifferential ∂Φ(x) we have Φ(xk)→ Φ(x∗) as k →∞, and
equivalently, (x∗, s∗) ∈ Graph ∂Φ. The well-known Fermat’s rule “x ∈ Rd is a local minimizer
of Φ, then ∂Φ(x) 3 0” remains unchanged. If x ∈ Rd such that ∂Φ(x) 3 0 the point x is called
a critical point. We denote by crit Φ the set of critical points of Φ, that is
crit Φ = {x ∈ Rd : 0 ∈ ∂Φ(x)}.
When Φ is convex the two sets coincide and
∂ˆΦ(x) = ∂Φ(x) = {s ∈ RN : Φ(y) ≥ Φ(x) + 〈s, y − x〉 ∀y ∈ RN}.
Let Ω is a subset of Rd and x is any point in Rd. The distance from x to Ω, denoted dist(x,Ω),
is defined by
dist(x,Ω) = inf{‖x− z‖ : z ∈ Ω}.
If Ω = ∅, then dist(x,Ω) = +∞ for all x ∈ Rd. For any real-valued function Φ on Rd we have
dist(0, ∂Φ(x)) = inf{‖s∗‖ : s∗ ∈ ∂Φ(x)}
Let F : Rn × Rm → (−∞,+∞] be a lower semicontinuous function. The subdifferentiation of
F at the point (xˆ, yˆ) is defined by
∂F (xˆ, yˆ) =
(
∂xF (xˆ, yˆ), ∂yF (xˆ, yˆ)
)
,
where ∂xF and ∂yF are espectively the differential of the function F (·, y) when y ∈ Rm is
fixed, and F (x, ·) when x is fixed. Let Φ : Rd → R be Fre´chet differentiable such that its
gradient is Lipschitz continuous with constant L > 0. Then for every u, v ∈ Rd and every
ξ ∈ [u, v] = {(1− t)u+ tv : t ∈ [0, 1]} it holds
Φ(v) ≤ Φ(u) + 〈∇Φ(ξ), v − u〉+ L
2
‖v − u‖2, (6)
where if ξ = u, the inequality (6) gives the so-called Descent Lemma.
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Let Φ : Rd → (−∞,+∞] be a proper lower semicontinuous function. For −∞ < η1 < η2 ≤
+∞ we define the set
[η1 < Φ < η2] = {x ∈ Rd : η1 < Φ(x) < η2}.
Let x∗ be a critical point of Φ, that is 0 ∈ ∂Φ(x∗). The function Φ has  Lojasiewicz property at
x∗ if there exists an exponent θ ∈ [0, 1) and a neighborhood U of x∗ such that for any x ∈ U it
holds
|Φ(x)− Φ(x∗)|θ ≤ dist(0, ∂Φ(x)).
Let η ∈ (0,+∞]. We denote by Ψη the set of all concave and continuous functions ψ :
[0, η)→ [0,+∞) that satisfy the following conditions:
- ψ(0) = 0;
- ψ is C1 on (0, η) and continuous at 0
- for all s ∈ (0, η), ψ′(s) > 0.
The proper and lower semicontinuous function Φ : Rd → ( − ∞,+∞] is said to have the K L
property at x∗ ∈ dom ∂Φ if there exists η ∈ [0,+∞), a neighborhood U of x∗, and a a function
ψ ∈ Ψη such that for every
x ∈ U ∩ [Φ(x∗) < Φ < Φ(x∗) + η],
the following K L inequality holds
ψ′
(
Φ(x)− Φ(x∗)
)
dist
(
0, ∂Φ(x)
)
≥ 1.
If Φ satisfies the property at each point of dom ∂Φ, then Φ is a K L function.
Let Ω be a compact set. Assume that Φ is constant on Ω and satisfies the K L property at
each point of Ω. Then there exists  > 0, η > 0, and ψ ∈ Ψη such that for every x∗ ∈ Ω and
every element x belongs to the intersection
{x ∈ Rd : dist(x,Ω) < } ∩ [Φ(x∗) < Φ < Φ(x∗) + η],
it holds
ψ′
(
Φ(x)− Φ(x∗)
)
dist
(
0, ∂Φ(x)
)
≥ 1.
It is shown that any proper and lower semicontinuous function has the K L property at any
noncritical points. The K L property provides a parametrization of the function Φ in order to
avoid flatness near its critical points. Some functions that satisfy the K L property includes
semialgebraic, real subanalytic, uniformly convex and convex functions satisfying the growth
condition, nonsmooth functions such as `0 norm and `p with a p ∈ Q+, indicator functions
of semi-algebraic sets such as δ‖x‖p≤α or δ‖x‖p≤α,x≥0, finite sums, product and composition of
semi-algebraic functions, cone of PSD matrices, Stiefel manifolds. We refer interested readers
to [2, 3, 4, 6, 7, 8, 9] for more properties of K L functions and illustrating examples.
Organization. The paper is organized as follows. In the next section, we provide some
properties of algorithm based on the augmented Lagrangian functional. In Section 3, we intro-
duce the regularized augmented Lagrangian and drive some related theoretical results which are
essential for the analysis of convergence in Section 3. Section 4 concludes the paper.
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2 Algorithm Properties and Augmented Lagrangian
In this section, we establish some important properties for the VMP-LAMM algorithm (4) based
on the augmented Lagrangian functional (2).
Assumption 1 We begin by making some assumptions.
A1. f is lower-semicontinuous, f and g are coercive, and h is bounded from below;
A2. λB
∗B
min > 0 and λ
BB∗
min > 0, where λ
C
min denotes the minimum eigenvalue of the matrix C.
A3. α > 0, β ∈ (0, 2), qi− := infk≥0 ‖Qki ‖ > 0 and qi := supk≥0 ‖Qki ‖ < +∞, i = 1, 2;
A4. The functions g and h are Lg and Lh Lipschitz differentiable.
Lemma 1 (Subgradient bound) Suppose that the Assumption 1 holds. Let {(xk, yk, zk)}k≥0
be a sequence generated by the VMP-LADMM algorithm (4). There exists a constant ρ > 0 and
dk+1 := (dk+1x , d
k+1
y , d
k+1
z ) ∈ ∂Lα(xk+1, yk+1, zk+1) such that
|||dk+1||| ≤ ρ
(
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)
, (7)
where
ρ := max{q1 + Lg, α‖A‖‖B‖+ Lh + q2, ‖A‖+ ‖B‖+ 1
αβ
}, (8)
and for any sequence {uk}k≥0, ∆uk+1 = uk+1 − uk.
Proof. Let k ≥ 0 be fixed. By taking partial differential of Lα with respect to x, and
evaluating the result at the point (xk+1, yk+1, zk+1) yields
∂xLα(xk+1, yk+1, zk+1) = ∂f(xk+1) +∇g(xk+1) + αA∗
(
Axk+1 +Byk+1 + α−1zk+1 + c
)
.
By the optimality condition of x subproblem in (4) we have
−∇g(xk)− αA∗(Axk+1 −Byk + α−1zk + c)−Qk1∆xk+1 ∈ ∂f(xk+1)
Therefore, we obtain
dk+1x := ∇g(xk+1)−∇g(xk) +A∗∆zk+1 + αA∗B∆yk+1 −Qk1∆xk+1 ∈ ∂xLα(xk+1, yk+1, zk+1). (9)
Taking partial differential of Lα with respect to y and evaluating the result at (xk+1, yk+1, zk+1)
gives
∇yLα(xk+1, yk+1, zk+1) = ∇h(yk+1) + αB∗
(
Axk+1 +Byk+1 + α−1zk+1 + c
)
.
The optimality criterion of y subproblem in (4) is given by
∇h(yk) + αB∗(Axk+1 +Byk+1 + α−1zk + c) +Qk2∆yk+1 = 0.
Thus, we have
dk+1y := ∇h(yk+1)−∇h(yk) +B∗∆zk+1 −Qk2∆yk+1 ∈ ∇yLα(xk+1, yk+1, zk+1). (10)
By the z subproblem in the algorithm (4) it is easy to see that
dk+1z := Ax
k+1 +Byk+1 + c =
1
αβ
∆zk+1 ∈ ∇zLα(xk+1, yk+1, zk+1). (11)
Hence, by (9), (10), , and (11), we then have
dk+1 := (dk+1x , d
k+1
y , d
k+1
z ) ∈ ∂Lα(xk+1, yk+1, zk+1).
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From (9), by using the triangle inequality we have
‖dk+1x ‖ ≤ ‖∇g(xk+1)−∇g(xk)‖+ ‖A‖ · ‖∆zk+1‖+ α‖A‖ · ‖B‖‖∆yk+1‖+ ‖Qk1‖‖∆xk+1‖
Since g is Lg Lipschitz continuous and q1 = supk≥0 ‖Qk1‖ < +∞ we then have
‖dk+1x ‖ ≤ α‖A‖‖B‖‖∆yk+1‖+ (q1 + Lg)‖∆xk+1‖+ ‖A‖‖∆zk+1‖. (12)
From (10), by the triangle inequality,
‖dk+1y ‖ ≤ ‖∇h(yk+1)−∇h(yk)‖+ ‖B‖‖∆zk+1‖+ ‖Qk2‖‖∆yk+1‖.
Since h is Lh Lipschitz continuous and q2 = supk≥0 ‖Qk2‖ < +∞ we get
‖dk+1y ‖ ≤ (Lh + q2)‖∆yk+1‖+ ‖B‖‖∆zk+1‖. (13)
We also have
‖dk+1z ‖ =
1
αβ
‖∆zk+1‖. (14)
|||dk+1||| ≤ ‖dk+1x ‖+ ‖dk+1y ‖+ ‖dk+1z ‖
≤ (q1 + Lg)‖∆xk+1‖+ (α‖A‖‖B‖+ Lh + q2)‖∆yk+1‖+ (‖A‖+ ‖B‖+ 1
αβ
)‖∆zk+1‖.
We let ρ := max{q1 + Lg, α‖A‖‖B‖+ Lh + q2, ‖A‖+ ‖B‖+ 1αβ } to obtain (7). 
Lemma 2 (Limiting continuity) Suppose that the Assumption 1 holds. If (x∗, y∗, z∗) is the
limit point of a subsequence {(xkj , ykj , zkj )}j≥0, then Lα(x∗, y∗, z∗) = limj→∞ Lα(xkj , ykj , zkj ).
Proof. Let {(xkj , ykj , zkj )}j≥0 be a subsequence of the sequence generated by the VMP-
LADMM algorithm such that
lim
j→∞
(xkj , ykj , zkj ) = (x∗, y∗, z∗).
The function f is lower semicontinuous hence we have
f(x∗) ≤ lim inf
j→∞
f(xkj ). (15)
From the x-subproblem in (4), we have fˆk(xk+1) ≤ fˆk(x) for any x ∈ Rn. Choose k = kj ,
∀j ≥ 0, and letting x = x∗ to get
f(xkj+1) +
〈
∇g(xkj ) + αA∗(Axkj +Bykj + α−1zkj + c),∆xkj+1〉+ ‖∆xkj+1‖2
Q
kj
1
≤ f(x∗) +
〈
∇g(xkj ) + αA∗(Axkj +Bykj + α−1zkj + c), x∗ − xkj
〉
+ ‖x∗ − xkj‖2
Q
kj
1
.
By the continuity of∇g and the fact that the distance between two successive iterates approaches
to zero, taking the limit supremum from the both sides leads to
lim supj→∞ f(x
kj+1) ≤ f(x∗)
+ lim supj→∞
{〈
∇g(xkj ) + αA∗(Axkj +Bykj + α−1zkj + c), x∗ − xkj
〉
+ ‖x∗ − xkj‖2
Q
kj
1
}
.
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We have xkj → x∗ as j →∞ thus the latter inequality reduces to
lim sup
j→∞
f(xkj+1) ≤ f(x∗).
Thus, in view of (15), we then have limj→∞ f(xkj ) = f(x∗).
Since the functions h(·) and g(·) are smooth we further have
lim
j→∞
g(xkj ) = g(x∗) and lim
j→∞
h(ykj ) = h(y∗).
Thus
limj→∞ Lα(xkj , ykj , zkj )
= limj→∞
{
f(xkj ) + g(xkj ) + h(ykj ) + 〈zkj , Axkj +Bykj + c〉+ α2 ‖Axkj +Bykj + c‖2
}
= f(x∗) + g(x∗) + h(y∗) + 〈z∗, Ax∗ +By∗ + c〉+ α2 ‖Ax∗ +By∗ + c‖2 = Lα(x∗, y∗, z∗).
That completes the proof. 
Lemma 3 (Limit point is critical point) Suppose that the Assumption 1 holds. Any limit
point (x∗, y∗, z∗) of the sequence {(xk, yk, zk)}k≥0 generated by the VMP-LADMM algorithm
(4) is a stationary point. That is, 0 ∈ Lα(x∗, y∗, z∗), or equivalently
0 ∈ ∂f(x∗) +∇g(x∗) +A∗z∗,
0 = ∇h(y∗) +B∗z∗
0 = Ax∗ +By∗ + c.
Proof. Let {(xkj , ykj , zkj )}j≥0 be a subsequence of {(xk, yk, zk)}k≥0 such that (x∗, y∗, z∗) =
limj→∞(xkj , ykj , zkj ). This follows that ‖∆xkj‖ → 0 ‖∆ykj‖ → 0, and ‖∆zkj‖ → 0 as j → ∞.
By Lemma 2, Lα(xkj , ykj , zkj ) → Lα(x∗, y∗, z∗), j → +∞. Let dkj ∈ ∂Lα(xkj , ykj , zkj ), by
Lemma 1 we have |||dkj‖|| ≤ ρ(‖∆xkj‖ + ‖∆ykj‖ + ‖∆zkj‖), where ρ > 0 is an scalar. Since
|||dkj‖|| → 0 as j →∞, hence dkj → 0. By the closeness criterion of the limiting sub-differential
we then have 0 ∈ ∂Lα(x∗, y∗, z∗), or equivalently, (x∗, y∗, z∗) ∈ crit(Lα). 
Lemma 4 (descent of Lα during x update) Suppose that the Assumption 1 holds. For the
sequence {(xk, yk, zk)}k≥0 generated by the VMP-LADMM algorithm (4) we have
Lα(xk, yk, zk)− Lα(xk+1, yk, zk) ≥ 1
2
‖∆xk+1‖2Ak , (16)
where Ak = Qk1 +
(
αλA
∗A
min − Lg
)
In. need to be edited
Proof. Let k ≥ 0 be fixed. From the x iterate of (4) it is clear that fˆk(xk+1) ≤ fˆk(x) for
any x ∈ Rn. Setting x = xk gives
f(xk+1)− f(xk) + 〈∇g(xk),∆xk+1〉+ 12‖∆xk+1‖2Qk1
≤ −α〈A∗(Axk +Byk + α−1zk + c),∆xk+1〉. (17)
We next consider
Lα(xk, yk, zk)− Lα(xk+1, yk, zk) = f(xk)− f(xk+1) + g(xk)− g(xk+1)
−〈zk, A∆xk+1)〉+ α2 ‖Axk +Byk + c‖2 − α2 ‖Axk+1 +Byk + c‖2
= f(xk)− f(xk+1) + g(xk)− g(xk+1) + α2 ‖A(xk+1 − xk)‖2
−〈zk, A∆xk+1〉 − α〈A∗(Axk +Byk + c),∆xk+1〉.
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By (17) we then have
Lα(xk, yk, zk)− Lα(xk+1, yk, zk) ≥
g(xk)− g(xk+1) + 〈∇g(xk),∆xk+1〉+ α2 ‖A∆xk+1‖2 + 12‖∆xk+1‖2Qk1 .
Since g is Lg this yields
Lα(xk, yk, zk)− Lα(xk+1, yk, zk) ≥ α
2
‖A∆xk+1‖2 − Lg
2
‖∆xk+1‖2 + 1
2
‖∆xk+1‖2Qk1 .
That completes the proof. 
Lemma 5 (descent of Lα during y update) Suppose that the Assumption 1 holds. For the
sequence {(xk, yk, zk)}k≥0 generated by the VMP-LADMM algorithm (4) we have
Lα(xk+1, yk, zk)− Lα(xk+1, yk+1, zk) ≥ ‖∆yk+1‖2Bk , (18)
where Bk = Qk2 + (αλ
B∗B
min − Lh)Im.
Proof. Let k ≥ 1 be fixed. From the optimality condition of y subproblem in (4) we have
∇h(yk) + αB∗(Byk+1 +Axk+1 + α−1zk + c) +Qk2∆yk+1 = 0
Multiply this equation by ∆yk+1 and rearrange to obtain
−α〈B∗(Byk+1 +Axk+1 + α−1zk + c),∆yk+1〉 = 〈∇h(yk),∆yk+1〉+ ‖∆yk+1‖2Qk2 . (19)
We next consider
Lα(xk+1, yk, zk)− Lα(xk+1, yk+1, zk) =
h(yk)− h(yk+1) + α2 ‖Byk +Axk+1 + c‖2 − α2 ‖Byk+1 +Axk+1 + c‖2 − 〈zk, B∆yk+1〉 =
h(yk)− h(yk+1) + α2 ‖B∆yk+1‖2 − α〈∆yk+1, B∗(Byk+1 +Axk+1 + α−1zk + c)〉
By (19) and the fact that h is Lh Lipschitz continuous we then get
Lα(xk+1, yk, zk)− Lα(xk+1, yk+1, zk) ≥ 1
2
‖∆yk+1‖2Qk2 +
α
2
‖B∆yk+1‖2 − Lh
2
‖∆yk+1‖2.
This completes the proof. 
Lemma 6 Suppose that the Assumption 1 holds. For the sequence {(xk, yk, zk)}k≥0 generated
by the VMP-LADMM algorithm (4) we have
Lα(xk+1, yk+1, zk+1) +
∥∥∥∆xk+1∥∥∥2
Ak
+
∥∥∥∆yk+1∥∥∥2
Bk
≤ Lα(xk, yk, zk) + 1
αβ
∥∥∥∆zk+1∥∥∥2, (20)
where Ak = Qk1 +
(
αλA
∗A
min − Lg
)
In. and B
k = Qk2 + (αλ
B∗B
min − Lh)Im.
Proof. Let k ≥ 1 be fixed. By the z update in (4) and Lemma 4 and 5 we have
Lα(xk+1, yk+1, zk+1) = Lα(xk+1, yk+1, zk) + 1
αβ
‖∆zk+1‖2
≤ Lα(xk+1, yk, zk)− ‖∆yk+1‖2Bk +
1
αβ
‖∆zk+1‖2
≤ Lα(xk, yk, zk)− ‖∆xk+1‖2Ak − ‖∆yk+1‖2Bk +
1
αβ
‖∆zk+1‖2.
Rearrange to obtain (20). 
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Lemma 7 (Monotonicity of Lα) Suppose that the Assumption 1 holds. For the sequence
{(xk, yk, zk)}k≥0 generated by the VMP-LADMM algorithm (4) we have
1
αβ
∥∥∥∆zk+1∥∥∥2 ≤ θ0‖∆yk‖2 + θ0‖∆yk+1‖2 + γ0∥∥∥B∗∆zk∥∥∥2 − γ0‖B∗∆zk+1∥∥∥2, (21)
and consequently
Lα(xk+1, yk+1, zk+1)+ ∥∥∆xk+1∥∥2
Ak
+
∥∥∆yk+1∥∥2
Bk−rθ1Im +
r − 1
αβ
∥∥∆zk+1∥∥2
+rγ0
∥∥B∗∆zk+1∥∥2 ≤ Lα(xk, yk, zk)+ rγ0∥∥B∗∆zk∥∥2 + rθ0∥∥∆yk∥∥2 (22)
where r > 1, and
θ0 :=
2β(Lh + q2)
2
αβλBB
∗
min
(
1− |1− β|
) , γ0 := |1− β|
αβλBB
∗
min
(
1− |1− β|
) θ1 := 2βq22
αβλBB
∗
min
(
1− |1− β|
) . (23)
Proof. Let k ≥ 1 be fixed. We define the vector
wk+1 := −Qk2∆yk+1 −∇h(yk). (24)
Then
∆wk+1 = Qk−12 ∆y
k −Qk2∆yk+1 +∇h(yk−1)−∇h(yk),
and by the triangle inequality we have
‖∆wk+1‖ ≤ ‖∇h(yk)−∇h(yk−1)‖+ ‖Qk2‖‖∆yk+1‖+ ‖Qk−12 ‖‖∆yk‖ (25)
By the fact that h is Lh Lipschitz continuous and q2 = supk≥0 ‖Qk2‖ < +∞ we obtain
‖∆wk+1‖ ≤ (Lh + q2)‖∆yk‖+ q2‖∆yk+1‖. (26)
and hence
‖∆wk+1‖2 ≤ 2(Lh + q2)2‖∆yk‖2 + 2q22‖∆yk+1‖2. (27)
Expressing the optimality condition of y subproblem using wk+1 gives
wk+1 = αB∗(Axk+1 +Byk+1 + c+ α−1zk)
Combining this with the z iterate in (4) yields
B∗zk+1 = βwk+1 + (1− β)B∗zk. (28)
This follows that
B∗∆zk+1 = β∆wk+1 + (1− β)B∗∆zk.
Since β ∈ (0, 2), we can equivalently write this as follows
B∗∆zk+1 =
(
1− |1− β|)( β∆wk+1
1− |1− β|
)
+ |1− β|
(
sign(1− β)B∗∆zk
)
,
where sign(λ) = 1 if λ ≥ 0 and sign(λ) = −1 if λ < 0. By the convexity of ‖ · ‖2 we have
λBB
∗
min
(
1− |1− β|
)∥∥∥∆zk+1∥∥∥2 ≤ (1− |1− β|)∥∥∥B∗∆zk+1∥∥∥2
≤ β
2
1− |1− β|
∥∥∥∆wk+1∥∥∥2 + |1− β|∥∥∥B∗∆zk∥∥∥2 − |1− β|∥∥∥B∗∆zk+1∥∥∥2.
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Multiply the both sides of the latter inequality by
r
αβλBB
∗
min
(
1− |1− β|
)
where r > 1 and replacing (27) for ‖∆wk+1‖2 to obtain
1
αβ
∥∥∥∆zk+1∥∥∥2 ≤ 2β(Lh + q2)2
αβλBB
∗
min
(
1− |1− β|
)‖∆yk‖2
+
2βq22
αβλBB
∗
min
(
1− |1− β|
)‖∆yk+1‖2
+
|1− β|
αβλBB
∗
min
(
1− |1− β|
)∥∥∥B∗∆zk∥∥∥2
− |1− β|
αβλBB
∗
min
(
1− |1− β|
)∥∥∥B∗∆zk+1∥∥∥2.
Multiply this inequality by r > 1 and add it to (20) to obtain (22). 
3 Regularized Augmented Lagrangian
The regularized Augmented Lagrangian functional is defined by
R : Rn × Rm × Rp × Rm × Rp → (−∞,+∞]
R(x, y, z, y′, z′) = Lα(x, y, z) + rγ0
∥∥∥B∗(z − z′)∥∥∥2 + rθ0∥∥∥y − y′∥∥∥2, (29)
where r > 1, and θ0 and γ0 are as in (23). For any k ≥ 1, we denote
Rk := R(xk, yk, zk, yk−1, zk−1) = Lα(xk, yk, zk) + rγ0‖B∗∆zk‖2 + rθ0‖∆yk‖2. (30)
By (22) we then have
Rk+1 + ‖∆xk+1‖2Ak + ‖∆yk+1‖2Dk +
r − 1
αβ
‖∆zk+1‖2 ≤ Rk. (31)
where Dk := Bk − r(θ0 + θ1)Im.
Assumption 2 Sufficient decrease condition
(i) The symmetric positive definite matrices {Qk1}k≥0 and {Qk2}k≥0 are chosen such that there
exists σ1 > 0 and σ2 > 0 such that
q−1 + αλ
A∗A
min − Lg ≥ σ1 and q−2 + αλB
∗B
min − (Lh + θ0 + θ1) ≥ σ2.
We then let
σ = min{σ1, σ2, r − 1
αβ
}.
By this assumption, for all k ≥ 1
Rk+1 + σ
(
‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2
)
≤ Rk ≤ R1. (32)
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(ii) (Relaxed Version) The conditions in the assumption can be relaxed. Suppose that the
symmetric positive definite {Qk1}k≥0 and {Qk2}k≥0 are chosen such that after a finite num-
ber of iterations k0 ≥ 0 we have
σk = inf
k≥k0
{
‖Qk1‖+ λA
∗A
min − Lg, ‖Qk2‖+ αλB
∗B
min − (Lh + θ0 + θ1),
r − 1
αβ
}
> σ > 0.
With this, we would then have
Rk+1 + σ
(
‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2
)
≤ Rk ≤ Rk0 , ∀k ≥ k0. (33)
Remark 1 We make a few remarks regarding to the Assumption 2.
(i) As a special choice is to select Qk1 = Q1k fixed and Q
k
2 = Q2 fixed for all k, set Q1 =
3
2LgIn
and Q2 = (Lh + θ0 + θ1)Im. Following this σ = min{ 12Lg, αλB
∗B
min ,
r−1
αβ }. Note that λA
∗A
min
can be zero, but λB
∗B
min > 0 by Assumption 1.
(ii) If g(x) = 0 in (1), then Lg = 0, and hence σ1 = q
−
1 > 0.
Lemma 8 (Convergence of Rk) Suppose that the Assumption 1 and 2 (i) hold. If {(xk, yk, zk)}k≥0
is a sequence generated by the VMP-LADMM algorithm (4), which assumed to be bounded, then
the sequence {Rk}k≥1 is bounded from below and convergent.
Proof. Let k ≥ 0 be fixed. By (30), we only need to show that
Lα(xk, yk, zk) = f(xk) + g(xk) + h(yk) + 〈zk, Axk +Byk + c〉+ α
2
‖Axk +Byk + c‖2
is bounded from below. Since {(xk, yk, zk)}k≥0 be a bounded sequence clearly 〈zk, Axk+Byk+c〉
and ‖Axk + Byk + c‖2 are bounded for k ≥ 0. By Assumption 1, h is bounded from below
and since f and g are coercive and {xk}k≥0 is bounded, then {f(xk)}k≥0 and {g(xk)}k≥0 are
bounded. Therefore {Lα(xk, yk, zk)}k≥0 is bounded from below, and consequently
−∞ < inf{Rk : k ≥ 0}.
By Assumption 2 (i), {Rk}k≥k0 is monotonically decreasing for all k ≥ 0. This together with
the fact that Rk is bounded from below, we conclude that {Rk}k≥1 is convergent. 
Theorem 1 (bounded sequence) We assume that Assumption 1, and 2 (ii) hold. Then
sequence {(xk, yk, zk)}k≥0 generated by the VMP-LADMM algorithm (4) is bounded.
Proof. Let {(xk, yk, zk)}k≥0 be a generated by the VMP-LADMM algorithm. By (33) there
exists a k0 ≥ 0 such that Rk+1 ≤ Rk0 for all k ≥ k0, and hence
f(xk+1) + g(xk+1) + h(yk+1) + α2
∥∥∥Axk+1 +Byk+1 + α−1zk+1 + c∥∥∥2 − 12α∥∥∥zk+1∥∥∥2
+σ‖∆xk+1‖2 + σ‖∆yk+1‖2 + σ‖∆zk+1‖2 + rθ0‖∆yk+1‖2 + rγ0‖B∗∆zk+1‖2 ≤ Rk0 .
(34)
We will next find a lower bound for − 12α‖zk+1‖2. Given wk+1 as in (24), we rearrange (28) to
obtain
βB∗zk+1 = βwk+1 + (1− β)B∗(zk − zk+1).
Since β ∈ (0, 2) we can rewrite this equation as follows
βB∗zk+1 = (1− |1− β|)
( βwk+1
1− |1− β|
)
+ (|1− β|)
(
sign(1− β)B∗(zk − zk+1)
)
.
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By the convexity of ‖ · ‖2 we then obtain
λBB
∗
min β
2
∥∥∥zk+1∥∥∥2 ≤ β2
1− |1− β|
∥∥∥wk+1∥∥∥2 + |1− β|∥∥∥B∗∆zk+1∥∥∥2 (35)
Use ‖wk+1‖2 ≤ 2(q2 +Lh)2‖∆yk+1‖2 + 2‖∇h(yk+1)‖2 in (35) and then divide the both sides of
the resulting inequality by −2αβ2λBB∗min to get
− 1
2α
∥∥∥zk+1∥∥∥2 ≥ −ϑ‖∇h(yk+1)‖2 − θ2‖∆yk+1‖2 − γ1∥∥∥B∗∆zk+1∥∥∥2,
where
ϑ :=
1
α(1− |1− β|)λBB∗min
, θ2 :=
(q2 + Lh)
2
α(1− |1− β|)λBB∗min
, γ1 :=
|1− β|
2αβ2λBB
∗
min
.
Using the latter inequality, (34) leads to
f(xk+1) + g(xk+1) + α2
∥∥∥Axk+1 +Byk+1 + α−1zk+1 + c∥∥∥2 + (rθ0 + σ − θ2)∥∥∥∆yk+1∥∥∥2
+σ
∥∥∥∆xk+1∥∥∥2 + (rγ0 − γ1)∥∥∥B∗∆zk+1∥∥∥2 + σ‖∆zk+1‖2 ≤ Rk0 − infy {h(y)− ϑ∥∥∥∇h(y)∥∥∥2}. (36)
By the Assumption 1, h is Lh Lipschitz continuous, then for any k ≥ k0 ≥ 0 and y ∈ Rm it holds
h(y) ≤ h(yk) + 〈∇h(yk), y− yk〉+ Lh2 ‖y− yk‖2. If δ > 0 be an scalar, setting y = yk − δ∇h(yk)
yields
h
(
yk − δ∇h(yk)
)
≤ h(yk)−
(
δ − Lhδ
2
2
)
‖∇h(yk)‖2.
Since h is bounded from below, then we have
−∞ < inf{h(y)−
(
δ − Lhδ
2
2
)
‖∇h(y)‖2 : y ∈ Rm} (37)
We choose δ > 0 such that ϑ = δ − Lhδ22 , then (37) follows that the right hand side of (36)
is finite. It is easy to verify for any r > 1 and any β ∈ (0, 2), we also have rγ0 − γ1 > 0 and
rθ0 + σ − θ1 > 0. Hence
f(xk+1) + g(xk+1) +
∥∥∥Axk+1 +Byk+1 + α−1zk+1 + c∥∥∥2 + ∥∥∥∆yk+1∥∥∥2 + ‖∆zk‖2 < +∞. (38)
Since f and g are coercive, then the sequence {xk}k≥k0 and consequently {Axk}k≥k0 is bounded.
By the z iterate of (4) we have
Byk+1 =
1
αβ
∆zk+1 −Axk+1 − c.
By (38), {∆zk}k≥0 is bounded and since B∗B is invertible then {yk}k≥k0 is bounded. Finally,
since {Axk}k≥k0 and {Byk}k≥k0 are bounded and also {Axk + Byk + 1αzk}k≥k0 is bounded,
thus {zk}k≥k0 is bounded.
We showed that the sequences {xk}k≥k0 ,{yk}k≥k0 , and {zk}k≥k0 are bounded. Hence, there
exists Mx > 0, My > 0, Mz > 0 positive scalars such that
‖xk‖ ≤Mx, ‖yk‖ ≤My, ‖zk‖ ≤Mz, ∀k ≥ k0. (39)
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We denote by
Mˆx = max{‖xk‖ : k = 0, 1, · · · , k0 − 1}
Mˆy = max{‖yk‖ : k = 0, 1, · · · , k0 − 1}
Mˆz = max{‖zk‖ : k = 0, 1, · · · , k0 − 1}
Thus we have
‖xk‖ ≤ max{Mx, Mˆx}, ‖yk‖ ≤ max{My, Mˆy}, ‖zk‖ ≤ max{Mz, Mˆz}, ∀k ≥ 0.
This concludes the proof. 
Remark 2 Theorem 1 was established for Assumption 2(ii). With Assumption 2(i) then (39)
holds for k ≥ 0.
Lemma 9 Suppose that the Assumption 1 and 2 (ii) hold. If {(xk, yk, zk)}k≥0 is a sequence
generated by the VMP-LADMM algorithm (4), which assumed to be bounded, we have
lim
k→∞
‖∆xk+1‖ = 0, lim
k→∞
‖∆yk+1‖ = 0, lim
k→∞
‖∆zk+1‖ = 0.
Proof. By Lemma 8 , by summing up (33) from k = k0 to some K ≥ k0 we have
K∑
k=k0
‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 ≤ 1
σ
(Rk0 − inf
k≥0
Rk) < +∞.
We let K approach to infinity, and since {(xk, yk, zk)}k≥0 is bounded we have∑
k≥0
‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 < +∞.
This follows that ‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 → 0, as k →∞, and thus
lim
k→∞
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ → 0.
This finishes the proof. 
Lemma 10 (properties of limit point set) Let the Assumptions 1 and 2 hold. For a bounded
sequence {(xk, yk, zk)}k≥0 generated by the VMP-LADMM algorithm (4) the following are true
(i) The limit point set of the sequence {(xk, yk, zk)}k≥0, denoted ω
(
(xk, yk, zk)}k≥0
)
, is nonempty,
connected and compact.
(ii) lim
k→∞
dist
[
(xk, yk, zk), ω
(
(xk, yk, zk)}k≥0
)]
= 0.
(iii) ω
(
(xk, yk, zk)}k≥0
)
⊆ crit Lα.
Proof. These results follow by Lemma 9. We omit the proof.
Lemma 11 Suppose that the Assumptions 1 holds. If (x∗, y∗, z∗) is a limit point of a subse-
quence {(xkj , ykj , zkj )}j≥0, then
R(x∗, y∗, z∗, y∗, z∗) = Lα(x∗, y∗, z∗) = f(x∗) + g(x∗) + h(y∗).
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Proof. Let {(xkj , ykj , zkj )}j≥0 be a subsequence such that (xkj , ykj , zkj ) → (x∗, y∗, z∗) as
j →∞. Hence ‖∆ykj‖ → 0 and ‖B∗∆zkj‖ ≤ ‖B‖‖∆zkj‖ → 0 as k →∞ hence
lim
j→∞
Rkj = lim
k→∞
Lα(xkj , ykj , zkj )
= lim
k→∞
f(xkj ) + g(xkj ) + h(ykj ) + 〈zkj , Axkj +Bykj + c〉+ α
2
‖Axkj +Bykj + c‖2.
By the z iterate of the algorithm (4), since ‖∆zkj+1‖ → 0 hence
‖Axkj +Bykj + c‖ → 0, as j →∞.
Since {zkj}j≥0 is a bounded sequence we also have
〈zkj , Axkj +Bykj + c〉 → 0
as k →∞. Since g and h are smooth and f is lower semicontinuous, then
lim
j→∞
R(xkj , ykj , zkj , ykj , zkj ) = lim
j→∞
Lα(xkj , ykj , zkj )
= lim
j→∞
f(xkj ) + g(xkj ) + h(ykj )
= f(x∗) + g(x∗) + h(y∗).
This concludes the proof. 
4 Analysis of Convergence
In this section, we establish the main theoretical results of the sequence generated by VMP-
LADMM. We begin with some important Lemmas.
Lemma 12 Suppose that the Assumption 1 holds. Let {(xk, yk, zk)}k≥0 be a sequence generated
by the VMP-LADMM algorithm (4). Define
skx := d
k
x, s
k
y := d
k
y + 2rθ0∆y
k, skz := d
k
z + 2rγ0BB
∗∆zk,
sky′ := −2rθ0∆yk, skz′ := −2γ0BB∗∆zk
where (dkx, d
k
y , d
k
z) ∈ ∂Lα(xk, yk, zk). Then
sk := (skx, s
k
y , s
k
z , s
k
y′ , s
k
z′ , ) ∈ ∂R(xk, yk, zk, yk−1, zk−1)
for k ≥ 1, and it holds
|||sk||| ≤ ρ˜
(
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
, (40)
where
ρ˜ =
√
3ρ+ 4rmax{θ0, γ0}, (41)
r > 1, ρ is given in (8), θ0 and γ0 are as (23).
Proof. Let k ≥ 1 fixed, and (dkx, dky , dkz) ∈ ∂Lα(xk, yk, zk). By taking partial derivatives of
Rk with respect to x, y, z, y′, z′ we obtain
skx := ∂xR(xk, yk, zk, yk−1, zk−1) = ∂xLα(xk, yk, zk) = dkx,
sky := ∇yR(xk, yk, zk, yk−1, zk−1) = ∇yLα(xk, yk, zk) + 2rθ0∆yk = dky + 2θ0∆yk,
skz := ∇zR(xk, yk, zk, yk−1, zk−1) = ∇zLα(xk, yk, zk) + 2γ0BB∗∆zk = dkz + 2γ0BB∗∆zk,
sky′ := ∇y′R(xk, yk, zk, yk−1, zk−1) = −2rθ0∆yk,
dkz′ := ∇z′R(xk, yk, zk, yk−1, zk−1) = −2rγ0BB∗∆zk.
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By the triangle inequality we obtain
‖skx‖ = ‖dkx‖, ‖sky‖ ≤ ‖dky‖+ 2rθ0‖∆yk‖,
‖skz‖ ≤ ‖dkz‖+ 2rγ0‖B‖2‖∆zk‖, ‖sky′‖ ≤ 2rθ0‖∆yk‖, ‖skz‖ ≤ 2rγ0‖B‖2‖∆zk‖.
By Lemma 1, this follows that
|||sk||| ≤ ‖skx‖+ ‖sky‖+ ‖skz‖+ ‖sky′‖+ ‖skz‖
≤ ‖dkx‖+ ‖dky‖+ ‖dkz‖+ 4rθ0‖∆yk‖+ 4rγ0‖B‖2‖∆zk‖
≤
√
3|||dk|||+ 4rθ0‖∆yk‖+ 4rγ0‖B‖2‖∆zk‖
≤
√
3ρ‖∆xk‖+ (
√
3ρ+ 4rθ0)‖∆yk‖+ +(
√
3ρ+ 4rγ0)‖∆zk‖.
This concludes the proof. 
Lemma 13 Let the Assumption 1 and 2 hold. If {(xk, yk, zk)}k≥0 is a sequence generated by
the VMP-LADMM algorithm (4), then the following statements hold.
(i) The set ω
(
{(xk, yk, zk, yk−1, zk−1)}k≥1
)
is nonempty, connected, and compact.
(ii) Ω ⊆ {(x, y, z, y, z) ∈ Rn × Rm × Rp × Rm × Rp : (x, y, z) ∈ crit(Lα)
}
.
(iii) limk→∞ dist
[
(xk, yk, zk, yk−1, xk−1),Ω
]
= 0;
(iv) The sequences {Rk}k≥0, {Lα(xk, yk, zk)}k≥0, and {F(xk, yk)}k≥0 approach to the same
limit and if (x∗, y∗, z∗, y∗, z∗) ∈ Ω, then
R(x∗, y∗, z∗, y∗, z∗) = Lα(x∗, y∗, z∗) = F(x∗, y∗).
Proof. These results follow immediately from Lemma 3, Theorem 8, and Lemma 12. 
Theorem 2 (Convergence of sequence) Suppose that the Assumptions 1 and 2 (ii) hold,
{(xk, yk, zk)}k≥0 is a sequence generated by the VMP-LADMM algorithm (4) which is assumed
to be bounded, and R satisfies the K L property on Ω := ω
(
{(xk, yk, zk, yk−1, zk−1)}k≥1
)
. That
is, for every v∗ := (x∗, y∗, z∗, y∗, z∗) ∈ Ω there exists  > 0, η ∈ [0,+∞), and desingularizing
function ψ ∈ Ψη such that for every v = (x, y, z, y′, z′) ∈ S, where
S :=
{
v ∈ Rn × Rm × Rp × Rm × Rp : dist(v,Ω) <  and R(v∗) < R(v) < R(v∗) + η
}
, (42)
it holds
ψ′
(
R(v)−R(v∗)
)
dist
(
0, ∂R(x)
)
≥ 1.
then {uk}k≥0 := {(xk, yk, zk)}k≥0 satisfies the finite length property
∞∑
k=0
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖ < +∞,
consequently converges to a stationary point of (1).
Proof. By Lemma 8, there exists a k0 ≥ 0 such that the sequence {Rk}k≥k0 is monotonically
decreasing and converges, let R∞ := limk→∞Rk. This follows that the error sequence Ek :=
Rk −R∞, is non-negative, monotonically decreasing for all k ≥ k0, and converges to 0. Let us
consider two cases:
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Case 1. There is k1 ≥ k0 such that Ek1 = 0. Hence Ek = 0 for all k ≥ k1 and by (33) we
have
‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 ≤ 1
σ
(Ek − Ek+1) = 0, ∀k ≥ k1.
This gives rise to∑
k≥0
(
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)
≤
k1−1∑
k=0
(
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)
< +∞.
The latter conclusion is due to the fact that the sequence is bounded.
Case 2. The error sequence Ek = Rk −R∞ > 0 for all k ≥ k0. Then by (33) we have
|||∆uk+1|||2 = ‖∆xk+1‖2 + ‖∆yk+1‖2 + ‖∆zk+1‖2 ≤ 1
σ
(Ek − Ek+1), ∀k ≥ k0. (43)
By Lemma 13, Ω is nonempty, compact, and connected and Rk take on a constant value R∞
on Ω. Since the sequence {Rk}k≥k0 is monotonically decreasing to R∞, then there exists
k1 ≥ k0 ≥ 1 such that
R∞ < Rk < R∞ + η, ∀k ≥ k1.
By Lemma 13 we also have limk→∞ dist
[
(xk, yk, zk, yk−1, xk−1),Ω
]
= 0, thus there exists k2 ≥ 1
such that
dist
[
(xk, yk, zk, yk−1, xk−1),Ω
]
< , ∀k ≥ k2.
Choose k˜ = max{k1, k2, 3} then (xk, yk, zk, yk−1, xk−1) ∈ S for k ≥ k˜ which follows that
ψ′(Ek) · dist
(
0, ∂Rk
)
≥ 1. (44)
Since ψ is concave, the we have ψ(Ek) − ψ(Ek+1) ≥ ψ′(Ek)(Ek − Ek+1). By this, together with
(43) and (44) we then obtain
|||∆uk+1|||2 ≤ ψ′(Ek)|||∆uk+1|||2 · dist(0, ∂Rk)
≤ 1
σ
ψ′(Ek)(Ek − Ek+1) · dist(0, ∂Rk)
≤ 1
σ
(
ψ(Ek)− ψ(Ek+1)
)
· dist(0, ∂Rk).
By the arithmetic mean-geometric mean inequality for any γ > 0 we have
|||∆uk+1||| ≤ γ
2σ
(
ψ(Ek)− ψ(Ek+1)
)
+
1
2γ
dist(0, ∂Rk).
This follows that
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σ
(
ψ(Ek)− ψ(Ek+1)
)
+
√
3
2γ
dist(0, ∂Rk). (45)
By Lemma 12 we then obtain
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σ
(
ψ(Ek)− ψ(Ek+1)
)
+
√
3ρ˜
2γ
(
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
. (46)
Exploit the identity
∑K
k=k ‖∆xk‖ =
∑K
k=k ‖∆xk+1‖+ ‖∆xk‖− ‖∆xK‖, and choose γ > 0 large
enough such that 1 >
√
3ρ˜/2γ, Set δ0 = 1 −
√
3ρ˜
2γ . Summing up (60) from k = k ≥ k˜ to K ≥ k
leads to ∑K
k=k ‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σδ0
(
ψ(Ek)− ψ(EK+1)
)
+
√
3ρ˜
2γδ0
(
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
−
√
3ρ˜
2γδ0
(
‖∆xK‖+ ‖∆yK‖+ ‖∆zK‖
)
.
17
Recall that Ek is monotonically decreasing and ψ(Ek) ≥ ψ(Ek+1) > 0 hence∑K
k=k ‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σδ0
ψ(Ek) +
√
3ρ˜
2γδ0
(‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖).
The right hand side of this inequality is bounded for any K ≥ k, we let K →∞ to obtain
∑
k≥k
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σδ0
ψ(Ek) +
√
3ρ˜
2γδ0
(
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
. (47)
Since {(xk, yk, zk)}k≥0 is a bounded sequence, for any k ∈ Z+ we clearly have
λ(k) :=
k−1∑
k=0
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ < +∞.
Thus,
∑
k≥0 ‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ < +∞.
Note that for any p, q,K ∈ Z+ where q ≥ p > 0 we have
|||uq − up||| = |||
q−1∑
k=p
∆uk+1||| ≤
q−1∑
k=p
|||∆uk+1||| ≤
q−1∑
k=p
(
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖
)
≤
∑
k≥0
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖.
Hence
∑
k≥0 ‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ < +∞ yields that {uk}k≥0 = {(xk, yk, zk)}k≥0 is
a Cauchy sequence, hence converges. By Lemma 3, it converges to a stationary point. 
Remark 3 Theorem 2 gives rise to the fact that the limit point set ω({(xk, yk, zk)}k≥0) is a
singleton. Let’s denote by (x∞, y∞, z∞) the unique limit point of the sequence (xk, yk, zk)k≥0.
Theorem 3 (Convergence rate of Rk) Suppose that Assumption 1 and 2 (ii) hold, and R
satisfies the  Lojasiewicz property at v∞ := (x∞, y∞, z∞, y∞, z∞), that is, there exists an expo-
nent θ ∈ [0, 1), CL > 0, and  > 0 such that for all v := (x, y, z, y′, z′) such that dist(v, v∞) < 
|R(v)−R(v∞))|θ ≤ CLdist(0, ∂R(v)). (48)
holds. Denote Ek := Rk −R∞, where R∞ := R(v∞) = limk→∞Rk. There exists K ≥ 1 such
that
α¯E2θk ≤ Ek−1 − Ek, ∀k ≥ K (49)
where α¯ > 0. Moreover,
(a) if θ = 0, then Ek converges to zero in a finite number of iterations.
(b) if θ ∈ (0, 1/2], then for all k ≥ K it holds
Ek ≤ max{Ei : 1 ≤ i ≤ K}
(1 + α¯E2θ−1K )k−K+1
, (50)
(c) if θ ∈ (1/2, 1) then there is a µ > 0 such that for all k ≥ K it holds
Ek ≤
( 1
µ(k −K + 1) + E1−2θK
) 1
2θ−1
, ∀k ≥ K.
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Proof. By (40) for any k ≥ 1 we have
1
3ρ˜2
|||sk|||2 ≤ ‖∆xk‖2 + ‖∆yk‖2 + ‖∆zk‖2. (51)
By (33) there is a k0 ≥ 1 such that for any k ≥ k0 we have
‖∆xk‖2 + ‖∆yk‖2 + ‖∆zk‖2 ≤ 1
σ
(Ek − Ek−1). (52)
Combining (51) and (52) leads to
1
3ρ˜2
|||sk|||2 ≤ 1
σ
(Ek−1 − Ek). (53)
Since R satisfies the  Lojasiewicz property at v∞, vk → v∞, Rk monotonically decreasing
and Rk → R∞ as k →∞, then there exist an K ≥ k0,  > 0, θ ∈ [0, 1), and CL > 0 such that
for all k ≥ K dist(vk, v∞) <  and |Rk −R∞|θ ≤ CL dist(0, ∂Rk) holds. This follows that
E2θk ≤ C2L|||sk|||2, ∀k ≥ K
where sk ∈ ∂Rk. This, together with (53) yields
σ
3C2Lρ˜
2
E2θk ≤ Ek−1 − Ek.
Setting α¯ = σ/3C2Lρ˜
2 > 0, we obtain (49).
(i) Let θ = 0. If Ek > 0 for k ≥ K we would have α¯ ≤ Ek−1−Ek. As k approaches to infinity,
the right hand side approaches to zero, then 0 < α¯ ≤ 0, which leads to a contradiction. Hence
Ek must be equal to zero for k ≥ K. Hence, there is a k˜ ≤ K such that Ek = 0 for all k ≥ k˜.
(ii) If θ ∈ (0, 12 ], then 2θ − 1 < 0. Let k ≥ K + 1 be fixed. {Ei}i≥K is monotonically
decreasing hence Ei ≤ EK for i = K + 1,K + 2, . . . , k and
α¯E2θ−1K Ek ≤ Ek−1 − Ek.
We rearrange this to obtain
Ek ≤ Ek−1
1 + α¯E2θ−1K
≤ Ek−2
(1 + α¯E2θ−1K )2
≤ · · · ≤ EK
(1 + α¯E2θ−1k0 )k−K
.
Hence
Ek ≤ max{Ei : 0 ≤ i ≤ K}
(1 + α¯E2θ−1K )k−K
, k > K.
(iii) Let θ ∈ (1/2, 1). Rearrange (49) to obtain
α¯ ≤ (Ek−1 − Ek)E−2θk , ∀k ≥ K (54)
We let h : R+ → R defined by h(s) = s−2θ for s ∈ R+. Clearly, h is monotonically decreasing as
h′(s) = −2θs−(1+2θ) < 0 which follows that h(Ek−1) ≤ h(Ek) for all k > K as Ek is monotonically
decreasing. We consider two cases. First, let r0 ∈ (1,+∞) such that
h(Ek) ≤ r0h(Ek−1), ∀k > K.
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Hence, by (54) we obtain
α¯ ≤ r0(Ek−1 − Ek)h(Ek−1) ≤ r0h(Ek−1)
∫ Ek−1
Ek
1ds
≤ r0
∫ Ek−1
Ek
h(s)ds
= r0
∫ Ek−1
Ek
s−2θds
=
r0
1− 2θ [E
1−2θ
k−1 − E1−2θk ],
where 1− 2θ < 0. Rearrange to get
0 <
α¯(2θ − 1)
r0
≤ E1−2θk − E1−2θk−1 .
Setting µˆ = α¯(2θ−1)r0 > 0 and ν := 1− 2θ < 0 one then can obtain
0 < µˆ < Eνk − Eνk−1, ∀k > K. (55)
Next, let consider the case where h(Ek) ≥ r0h(Ek−1), hence E−2θk ≥ r0E−2θk−1 . Rearranging this
gives r−10 E2θk−1 ≥ E2θk , which by raising both sides to the power 1/2θ and setting q := r
− 12θ
0 ∈ (0, 1)
leads to
qEk−1 ≥ Ek.
Since ν = 1− 2θ < 0, qνEνk−1 ≤ Eνk , which follows that
(qν − 1)Eνk−1 ≤ Eνk − Eνk−1.
By the fact that qν − 1 > 0 and Ep → 0+ as p→∞, there exists µ¯ such that (qν − 1)Eνk−1 > µ¯
for all k > K. Therefore we obtain
0 < µ¯ ≤ Eνk − Eνk−1. (56)
Choose µ = min{µˆ, µ¯} > 0, one can combine (55) and (56) to obtain
0 < µ ≤ Eνk − Eνk−1, ∀k > K.
Summing this inequality from K + 1 to some k ≥ K + 1 gives
µ(k −K) + EνK ≤ Eνk .
Hence
Ek ≤ (µ(k −K) + EνK)1/ν = (µ(k −K) + E1−2θK )1/(1−2θ).
This concludes the proof. 
Theorem 4 (Convergence rate of sequence) Suppose that the Assumptions 1 and 2 (ii)
hold, and u∞ := (x∞, y∞, z∞) is the unique limit point of the sequence {(xk, yk, zk)}k≥0 gener-
ated by the VMP-LADMM algorithm. If R satisfies the K L property at v∞ := (x∞, y∞, z∞, y∞, z∞)
then there exists a K ≥ 1 such that for all k ≥ K we have
|||uk − u∞||| ≤ C max{ψ(Ek),
√
Ek−1}, (57)
where C > 0 constant, Ek := Rk − R∞, R∞ := R(v∞) = limk→∞Rk, ψ ∈ Ψη with η > 0
denotes a desingularizing function. Moreover, if
ψ : [0, η)→ [0,+∞), ψ(s) = s1−θ, where θ ∈ [0, 1)
then the following rates hold
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(i) If θ = 0, then uk converges to u∞ in a finite number of iterations.
(ii) If θ ∈ (0, 1/2), then for all k ≥ K it holds
|||uk − u∞||| ≤ max{
√Ei : 1 ≤ i ≤ K}√
(1 + α¯E2θ−1K )k−K+1
,
where α˜ = σ/3ρ˜2.
(iii) if θ ∈ (1/2, 1) then
|||uk − u∞||| ≤
( 1
µ(k −K + 1) + EK1−2θ
) 1−θ
2θ−1
, ∀k ≥ K.
Proof. Let k0 ≥ 1 be such that {Ek}k≥k0 is monotonically decreasing and by (33) for all
k ≥ k0 + 1 it holds
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖ ≤
√
3√
σ
√
Ek−1 − Ek ≤
√
3√
σ
√
Ek−1. (58)
By this, the fact that Rk converges to R∞, limk→∞ vk = v∞, and R satisfies the K L property
at v∞ we conclude that there exists  > 0, η > 0 and ψ ∈ Ψη, and K ≥ k0 + 1 such that for all
k ≥ K, dist(vk, v∞) <  and R∞ < Rk < R∞ + η, and the K L property
ψ′
(Ek) · dist(0, ∂Rk) ≥ 1 (59)
holds. Hence, by the concavity of ψ and (43) we then obtain
|||∆uk+1|||2 ≤ 1
σ
(
ψ(Ek)− ψ(Ek+1)
)
· dist(0, ∂Rk).
By the arithmetic mean-geometric mean inequality for any γ > 0 we have
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σ
(
ψ(Ek)− ψ(Ek+1)
)
+
√
3
2γ
dist(0, ∂Rk).
Using Lemma 12 gives
‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σ
ψ(Ek) +
√
3ρ˜
2γ
(
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
. (60)
Let γ > 0 large enough such that 1 >
√
3ρ˜/2γ. Denote δ0 := 1 −
√
3ρ˜
2γ , then sum up the latter
inequality over k ≥ K to get∑
k≥K ‖∆xk+1‖+ ‖∆yk+1‖+ ‖∆zk+1‖ ≤
√
3γ
2σδ0
ψ(EK) +
√
3ρ˜
2γδ0
(
‖∆xK‖+ ‖∆yK‖+ ‖∆zK‖
)
.
Hence by the triangle inequality for any k ≥ K it holds
|||uk − u∞||| ≤
∑
p≥k
|||∆up+1|||
≤
∑
p≥k
‖∆xp+1‖+ ‖∆yp+1‖+ ‖∆zp+1‖
≤
√
3γ
2σδ0
ψ(Ek) +
√
3ρ˜
2γδ0
(
‖∆xk‖+ ‖∆yk‖+ ‖∆zk‖
)
.
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Exploitting (58), the latter inequality leads to
|||uk − u∞||| ≤
√
3γ
2σδ0
ψ(Ek) + 3ρ˜
2γδ0
√
σ
√
Ek−1
≤ C max{ψ(Ek),
√
Ek−1},
where
C = max
{√3γ
2σδ0
,
3ρ˜
2γδ0
√
σ
}
.
By the concavity of ψ follows that for all k ≥ K
|||uk − u∞||| ≤ C max{E1−θk−1 ,
√
Ek−1}. (61)
We let now θ ∈ [0, 1) and ψ(s) = s1−θ, then ψ′(s) = (1− θ)s−θ. Then (59) yields
Ekθ ≤ dist
(
0, ∂Rk
)
, ∀k ≥ K.
This implies that Rk satisfies the  Lojasiewics (48) at v∞ for all k ≥ K with CL = 1.
(i) If θ = 0, then Ek → 0 in a finite numbers of iterations. Hence by (61) uk must converge
to u∞ in a finite numbers of iterations.
(ii) If θ ∈ (0, 1/2), then max{E1−θk−1 ,
√Ek−1} = √Ek−1. By Theorem 3(ii)
|||uk − u∞||| ≤ max{
√Ei : 1 ≤ i ≤ K}√
(1 + α¯E2θ−1K )k−K+1
, ∀k ≥ K.
where α˜ = σ/3ρ˜2.
(iii) If θ ∈ (1/2, 1), then max{E1−θk ,
√Ek−1} = E1−θk . By Theorem 3(iii) we have
|||uk − u∞||| ≤
( 1
µ(k −K + 1) + EK1−2θ
) 1−θ
2θ−1
.
This completes the proof. 
5 Concluding Remarks
In this paper, we considered the variable metric proximal linearized ADMM method, the algo-
rithm (4), and established the convergence and convergence rate analysis. The algorithm solves a
broad class of linearly constrained nonconvex and nonsmooth minimization problem of the form
(1), in which functions f , g and h satisfy the  Lojasiewicz and Kurdyka- Lojasiewicz inequalities.
Since most convex functions in finite dimensional space–are semi-algebraic or sub-analytic, or
involving o-minimal structures (see [3] for details)–then satisfy the K L property and hence our
theoretical results also work in convex setting.
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