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This thesis considers two aspects of the reaction involving the hydrolysis of 
sialosides using theoretical modelling techniques. Firstly, the structure and stability 
of possible reaction intermediates in the non-enzymic reaction and secondly, an 
investigation into the mechanism of sialidase action.
Ab initio levels of theory are used to investigate the structure and stability of models 
representing the three possible intermediates which result on the departure of the 
leaving group from the sialic acid moiety. The structure and stability of the 
hydroxyl-substituted a-lactone, hydroxyoxiranone, is considered in the gas phase 
and is placed in the context of known a-lactone chemistry. The relative stability of 
the charged-separated zwitterion, hydroxyoxiranone and hydroxycarbene/C02 
systems are considered in vacuo and in a continuum environment. A larger model 
that incorporates the pyranose ring is also used.
Explicit solvation of the full sialyl a-lactone and zwitterion intermediates is 
described using the AM1/TIP3P hybrid potential. A technique is devised to consider 
ten different solvent environments for both intermediates in which five solvent 
environments are initially generated around each intermediate via simulated 
annealing. The related a-lactone and zwitterion species are generated from the 
connecting TS structure for the a-lactone ring opening/closure within each 
environment. This allows investigation into the reproducibility of modelling 
chemical changes using the hybrid QM/MM method. This work also provides the 
energy change between both intermediates within the explicit solvent environment.
The QM/MM potential is also used to model the sialidase action on sialosides. Two 
steps are specifically considered: the proton transfer from Asp(H)-151 to the 
glycoside oxygen on the substrate, and the proton abstraction by Asp-151 following 
addition of water to the bound zwitterion intermediate. The transition structures are 
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1. PROLOGUE
Anyone involved with the subject of “chemistry” will know how exhilarating it is. 
From the investigations into chemical structure to the synthesis of new compounds, 
chemistry provides an environment in which people can enjoy and partake in a 
diverse range of scientific investigations.
Perhaps this is because chemistry works in conjunction with other sciences such as 
physics and biology. In some ways, it can be considered as the application of the 
theories of physics (such as quantum mechanics), while the subject also underpins 
many of the issues associated with biology. Understanding the process of viral 
infections at the molecular level, for example, can result in the generation of 
therapeutics for certain diseases. Therapeutics are often designed with prior 
knowledge of molecular structure (involving X-ray crystallographers and molecular 
modellers) and are usually made via a complex set of chemical reactions (by organic 
and medicinal chemists). Physical chemists provide understanding on how the 
energy of a chemical system changes throughout the course of a reaction. This in 
turn gives information about the speed of a chemical reaction and the stability of 
various chemical species associated with such a change.
In chemistry, the central aim is to understand the changes taking place in a chemical 
system, especially at the structural level. Chemists often ask the questions, “what is 
the molecular structure of the system I am dealing with?”, “why is this structure 
more stable than that structure”, “how does the molecular structure alter throughout 
the course of a reaction?”, “how does the energy of the system vary as these changes 
take place?” and “how fast will this reaction go?”. Despite the advancement in 
technology, however, many of these questions can not be answered using practical 
chemistry alone because many chemical structures of interest are elusive to current 
techniques.
Theoretical chemistry can use established theories of physics to model chemical 
structure and reactivity. The investigations undertaken in this thesis concentrate on 
modelling one type of reaction: the attack of water on a series of biologically
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important molecules known as sialosides, or sialic acids, 1. The simplest derivative 
of these is N-acetyl-a-D-neuraminic acid, 2, and is the species associated with the 
work presented herein. It is commonly found as a terminal residue on cell surfaces 
and is therefore a receptor for many biological processes (such as influenza virus 











However, theories only provide a model to explain the facts; the facts are not 
generated to explain the theory! Increasingly complex levels of theory will tend to 
describe facts more accurately since they make fewer approximations. The 
complexity of theory used for a simulation will often depend on the size of the 
molecular system under study and the amount of computer power available to carry 
out the simulation. Because approximations have to be made when describing a 
chemical system, theoretical results need to be compared with experimentally 
determined properties (wherever possible) to ensure the simulation is performing 
correctly. When used with care, theory is able to provide further insight into 
molecular species and their associated reactions. This is one of the major advantages 
of modelling the hydrolysis of the sialoside system: there exists experimental data to 
compare with calculated theoretical results.1,2
Theory is unfortunately riddled with jargon. Thus, explanation of the basic concepts 
used to generate the results reported within these pages is first discussed in 
Generation, Exploration and Analysis o f Potential Energy Surfaces (chapter 2). 
Armed with the terminology, an outline as to how the theoretical simulations were 
set up is discussed in Simulation Methods and Approaches (chapter 3). Specific 
information on the set up of particular simulations is given when that particular piece 
of work is being reported.
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The main body of the thesis could be considered as two distinct sections, each 
investigating a different aspect of sialoside hydrolysis. The first section considers the 
“structure and stability of intermediates associated with the non-enzymic reaction” 
using various levels of complexity. The second part of the thesis considers “the 
reaction mechanism associated with the enzyme catalysed hydrolysis of sialosides.” 
Every results chapter contains an introduction to the work under investigation and 
places it in context with the current scientific knowledge.
One of the issues arising from the experimental investigations into the non-enzymic 
hydrolysis reaction is the possible formation of an a-lactone intermediate, 3.1 Such
three-membered ring cyclic esters are interesting
intermediate? To answer this question, a much smaller system is used consisting of 
only the basic a-lactone ring and a hydroxyl substituent. Using a smaller system 
allows the use of much more complex levels of theory. In the Structure and Stability 
o f Hydroxyoxiranone (chapter 4), an investigation is undertaken into the chemical 
structure of the hydroxyl substituted a-lactone and predicts the heat of formation for 
the molecule using high levels of theory. Therefore, “how stable is this molecule?” 
and “what effect does the hydroxyl group have on the ring strain?” are the two main 
questions considered in this chapter. An interesting side issue considered in this 
work is how various other a-substituents may affect the ring strain of the system.
Conceivably, two other intermediates could also exist in the non-enzymic reaction: a 
zwitterion (which results from the opening of the three-membered a-lactone ring) 
and a carbene which results from the decarboxylation of the zwitterion. The 
Intermediates in Non-enzymic Sialoside Hydrolysis (chapter 5) takes a close look at 
the three possible intermediates using models related to the hydroxyoxiranone 
structure. The major question asked here is “which one of these structures is the 
most stable?” and “how important is the pyranose ring oxygen in stabilising the three
because they have a high degree of ring strain 
and are therefore unstable species. What effects 
stabilise the sialyl a-lactone in order for the 





intermediates?” Although it is interesting to consider these issues about relative 
stability in the gas phase, it should be remembered that the sialoside hydrolysis 
reaction takes place in an aqueous environment. Therefore, chapter 5 also considers 
the effect of aqueous solvent on the relative stability of the three intermediates: “how 
does solvent alter the relative stability of the three intermediates?” These issues are 
also considered with a larger model that also incorporates the whole pyranose ring; 
this provides a check to see if the calculated results are “model-dependent”.
The problem in using these simpler models is the risk of neglecting the importance 
of the remaining system. However, as simulations become more “chemically 
realistic” a less complex level of theory has to be used to alleviate “computational 
cost”. This is certainly the case in the Explicit Solvation o f the Sialyl a-Lactone and 
Zwitterion Intermediates (chapter 6) which considers the interconversion of the two 
intermediates. In this work, the full sialyl system is used to describe the zwitterion 
and a-lactone intermediates within an aqueous environment described by ca. 500 
water molecules. A semi-empirical quantum mechanical method is used to describe 
the solute while a much simpler classical model is used to model the solvent. Two 
major questions are tackled here: “does the relative stability of these two 
intermediates alter by using a more realistic chemical system described in a more 
approximate way?” A further complication of using a more “chemically realistic” 
system is the increased flexibility associated with it. This chapter, therefore, 
pertinently asks, “can reproducible results be obtained using a QM/MM potential 
despite the very flexible aqueous environment?” To consider this issue, a simulation 
method is devised to model the a-lactone/zwitterion interconversion within different 
solvent environments.
The second section of the thesis begins with a discussion on how enzyme catalysed 
hydrolysis of sialosides is important to influenza infection. Structure, Function and 
Inhibition o f Influenza Sialidase (chapter 7) gives some background into the 
enzyme’s structure, its role in the virus’ infectious cycle, and the possible ways of 
hindering its action. Research into the latter area is currently intensive, as specific 
sialidase inhibitors would have the ability to delay the onset of the disease. An 
effective inhibitor would be one that hinders the enzyme from catalysing the
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sialoside hydrolysis reaction. However, the mechanism by which this reaction takes 
place at molecular level is still largely unknown. Molecular modelling is currently in 
a position to provide some further insight into such processes.
Therefore, in QM/MM Modelling o f Influenza-A Sialidase Action on Sialosides 
(chapter 8) a QM/MM method is used to investigate the sialoside hydrolysis 
mechanism under enzymic conditions. Again, a semi-empirical QM method is used 
to model the reaction centre while the remaining part of the system is described 
classically. The chapter brings together previous data and postulations of the 
mechanism and constructs a possible mechanism in which certain steps are 
investigated.
As hinted already, this thesis constantly asks questions about the success and 
reliability of the models being used. Certainly, these questions dominate the 
discussion and results given in chapters 6 and 8 on the QM/MM methodology. 
Developing these simulations further is discussed in Conclusions and Possibilities 
fo r  Further Study (Chapter 9). This part of the thesis provides a “general 
conclusion”; specific conclusions about the work considered here are given in the 
relevant chapters. More importantly, this chapter suggests possible approaches for 
future simulations.
The last part of the thesis lists the references used throughout while the appendices 
give examples of the program scripts used to generate the data and information 
reported herein.
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2. GENERATION, EXPLORATION AND 
ANALYSIS OF POTENTIAL ENERGY 
SURFACES
2.1. Potential Energy Surfaces3 4
A potential energy surface (PES) for a collection of N atoms can be considered as a 
multidimensional hypersurface that is dependent on the resulting 3N-6 internal 
degrees of freedom associated 
with that system. An energy 
change occurs when any of the 
degrees of freedom are altered 
and for most systems, it is not 
usually viable, or necessary to 
investigate the entire hyper­
surface. Subsequently, an energy 
landscape can be generated from 
the systematic alteration of, say, 
two independent geometrical pa­
rameters. As the value of each 
parameter is changed, the 
energy is minimised in all the 
other degrees of freedom. This 
process allows a thorough investigation into a region of the hypersurface associated 
with the chemical change under investigation.
On the surface, there exist a number of stationary points. Minima usually correspond 
to equilibrium geometries, such as reactants and products on a reaction profile. The 
route taken across the surface for any reaction is the lowest energy pathway possible, 
with reactants and products located at minima on either side of the surface. For a 
chemical step such as that depicted in figure 2.1, there is a maximum on the lowest 
energy pathway corresponding to a first-order saddle point. The structure at such a
PRODUCTS
REACTANTS
Fig 2.1. Example o f an energy landscape produced by the 
systematic alteration o f  two degrees o f freedom. Blue 
corresponds to the lowest energy points on the surface and red 
shows the highest energy points.
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point is known as the transition structure (TS) and it determines the energy barrier 
that must be overcome when proceeding from reactants to products. There also exist 
higher-order saddle points, but this thesis is only concerned with the determination 
of the chemically significant TS.
For any stationary point on the PES, the energy change with respect to all the 
variables (i.e. the force) is zero. For / variables therefore:
( 8E_ 8E_ dE_ dE_ dE_ dE_ \
d R ,' d R , ' dR, ’ dR4 ' dRs ................... dR, J"  ( J
This verifies the presence of a stationary point on the PES; however, the nature of 
such a point (i.e. whether it is a minimum or maximum) is determined through the 
knowledge of the surface curvature. This is defined by the second derivatives of the 



















































Under the harmonic approximation (i.e. a symmetrical potential energy well), the 
force, Fi, on a given geometrical variable, Ri, is given by:
Fi=KiARi (2.3)
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where Ki is the force constant. If Ri represents a bond, then the force constant is a
2.2). The second derivative of
Fig 2.2. Schematic diagram showing a), a tight potential
(large force constant) and b). a loose potential (small force die energy With respect tO the
constant). Both situations assume a harmonic potential; this is .
appropriate for the base o f the potential energy well. geometrical parameters leads to
the force constants. For a
diatomic molecule, the vibrational frequency, v, associated with the bond stretch is 
given by:
where |X is the reduced mass of the molecule. For an N  atom system, the hessian 
matrix in Cartesian co-ordinates has 3N  by 3N  elements. The vibrational frequencies 
are obtained from the eigenvalues of the mass-weighted hessian and the vibrational 
modes are the corresponding eigenvectors. For a non-linear molecule (located at a 
stationary point), there are 6 zero eigenvalues corresponding to the overall 
translational and rotational motion of the molecule in three dimensional space.
For minima stationary points, the energy is a minimum in all directions; the resulting 
eigenvalues of the hessian are all positive and the vibrational frequencies have real 
values. The first-order saddle point, however, is a maximum in one direction and a 
minimum in all the others. At this point, therefore, one (and only one) eigenvalue in 
the hessian is negative and the associated vibrational frequency is imaginary (since 
the square root of the negative eigenvalue is used to evaluate the frequency).
The first stage of modelling chemical reactivity must involve the generation of the
A B
measure of the bond strength. A 
high value for the force constant 
represents a stiff bond (with a 
narrow potential) while a smaller 
force constant results in a 
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2.2. Generation of the Potential Energy Surface
2.2.1. Quantum Mechanics3,5,6
An electron has wave-like properties whose nature is determined by its kinetic 
energy and interaction with other particles in the system; such properties are 
described by the Schrodinger equation:
H  is the Hamiltonian that operates upon the wavefunction and consists of terms that 
represent inter-particle interactions as well as the kinetic energy of the electron. For a 
molecular system that contains N  electrons as well as M  nuclei with charge Z, the 
Hamiltonian (in atomic units) is given by:
The first term in eqn. 2.6 is the kinetic energy of the electrons while the second, third 
and fourth terms represent electron-nuclear, electron-electron and nuclear-nuclear 
interactions respectively. The kinetic energy of the nuclei are not considered here: it 
is assumed that electrons interact with a particular configuration of stationary nuclei 
(whose mass is ca. 2000 times greater than an electron). This is known as the Bom- 
Oppenheimer approximation and it renders the fourth term in eqn. 2.6 a constant for 
a particular nuclear configuration.
The probability of finding an electron in space is taken to be the square of the wave 
function; this gives the electron density at a certain point. If integrated over all space, 
the probability of finding the electron of interest must be equal to one:






Chapter 2 Generation, Exploration and Analysis of Potential Energy Surfaces
When this condition is true, the wavefunction is normalised. Solutions to the
Schrodinger equation are also required to adhere to this restriction. Thus considering
eqn. 2.5 in terms of electron probabilities gives:
JV* H y/ d r  = E^y / *y /  d r  (2.9)
Thus for a normalised wavefunction:
E  = j y * H y d r  (210)
The one-electron Hamiltonian, h, for electron, /, in the molecular system is given by 
its kinetic energy and interactions with all nuclei:
7 M y
(2.1 i)
Z  a = l  r ia
Each electron is contained within one spin-molecular orbital, %i (where there are two 
spin molecular orbitals to a spatial molecular orbital). Using eqn. 2.10, the energy of 
each individual electron is given by:
E = H ‘r  = \ x , ( h , ) X > d t  (2.12)
where, hi has been defined in eqn. 2.11. Hucore represents the energy of the electron in 
a bare field of nuclei. In addition to these one-electron integrals, two-electron 
integrals account for the repulsion energy between electrons. Thus, the repulsion 
between electron 1 in spin orbital, %\, and electron 2 in spin orbital, %j, is:
E = J n = $ j x l( l ) X j ( 2 ) ( — )Xi( I ) Z j (2)dT,dT2 (2.13)
ri2
Between two electrons with like-spin, however, there exists a small favourable 
energy term: electrons with the same spin are not permitted to occupy the same 
position in space, as stated by the Pauli exclusion principle. The subsequent reduced
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repulsion between electrons with the same spin-orientation manifests itself as 
favourable energy contribution and this is known as an exchange interaction:
E = K „ = j j z , ( l  )Z j( 2 ) ( — ) X j ( l ) X , ( 2  (2.14)
Tl 2
For a closed shell system, two electrons in one spatial orbital interact in four 
different ways with two electrons in another spatial orbital (figure 2.3).
3 4  3 4  3 4  3 4
it it it n
i , \ ii / \ ii / ' ii / ' ti t  i t  i t  i t
1 2  1 2  1 2  1 2
a b c d
Fig 2.3. Various ways by which two electrons in one spatial orbital 
can interact with the electrons in another.
The total repulsion energy between the two pairs of electrons in figure 2.3 is thus 
4Jij\ this is an over-estimate of the coulombic interactions because two of the 
situations involve unpaired spins (figure 2.3a, figure 2.3d). This necessitates 
inclusion of the exchange energy (2Ky). Finally, electron-electron interactions, 
within the same spatial orbital must also be taken into account. Thus for a closed 
shell system with N/2 filled spatial molecular orbitals, the total electronic energy of 
the system is:
N / 2  N / 2  N / 2  N / 2
E = 2 ^  H r  + t'L<4 J* ~ 2Ko (2.15)
i = l  i =l  j = i + l  i = 7
Because Ju-Ku, this equation can be simplified by “double counting” all the electron- 
electron interactions found within the system:
N / 2  N / 2 N I 2
£  = 2 £ f f , r  + E £ ( 2 / , - * , )  (2.16)
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This is the Hartree-Fock (HF) electronic energy for a closed shell system with N  
electrons occupying N/2 molecular orbitals. It should be noted that the overall HF 
energy would also account for the (constant) nuclear-nuclear repulsions.
The Hartree-Fock approach in determining the energy of the system involves altering 
the wavefunction for each individual electron within a fixed electronic configuration. 
This wavefunction is then fixed and the next orbital in the system is freed and altered 
to lower the molecular energy. This process is done for all N  electrons and 
subsequently repeated until the energy of the system can’t be lowered any further. At 
this point, the molecular orbitals are said to be self-consistent.
The spatial molecular orbitals, y/i, are formulated by Linear Combination o f Atomic 





The constant, c, determines the magnitude of contribution that atomic orbital, $  
makes to the eventual molecular orbital y/i. The atomic orbitals are also known as 
basis functions, and a complete description of the molecular orbital is obtained from 
an infinite number of basis functions (where T=oo). Therefore, the more basis 
functions used to generate the molecular orbitals, the more complete the description 
of the system.
The formation of self-consistent molecular orbitals is therefore achieved by altering 
the coefficients of each atomic orbital iteratively. The best possible wavefunction for 
the molecular system is defined as the eigenfunction that results in the lowest 
possible energy solution to the Schrodinger equation (eqn 2.5). The number and type 
of basis functions to be used must be supplied by the user in the form of basis sets.
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2.2.I.I. Basis Sets
The basis sets used within this thesis consist of a set of gaussian functions (gf) of the 
form, exp(-ar2). The a  term represents how broad the gf is, with smaller values 
giving a more diffuse function. Each basis function comprises of a linear 
combination of gaussian functions: the use of individual gaussians provides a poor 





where, Yj are the gaussian functions used in generating atomic orbital, $ , and dj is the 
corresponding coefficient for each gf. To generate self-consistent molecular orbitals, 
the values of dj and a  are altered throughout the calculation for every gf in the basis 
set. The labelling of such basis sets is as follows:
W-XYZ (Difl, Dif2) G (Poll, Pol2)
W represents the number of gaussian functions describing the “inner” electrons (i.e. 
the Is electrons for second row elements); for all basis sets used herein, W=6. The 
X, Y and Z basis functions describe the valence shell electrons, in which the X 
function is contracted while Y and Z are more diffuse. This allows increased orbital 
flexibility when minimising the energy of the system compared to only having one 
basis function alone. The split-valence double-zeta basis set describes the valence 
shell orbitals using two basis functions (namely, X and Y). The basis sets used for 
the work in this thesis usually have X=3 and Y =l. Occasionally, the more flexible 
split-valence triple-zeta basis set is used in which Z is generated from one gf (i.e. 
Z=l).
Because electron density away from the nucleus is underestimated when using 
gaussian type orbitals, anions need a further set of diffuse s- and p-functions for an 
appropriate description of their valence electrons. D ifl adds diffuse functions to all
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heavy atoms in the system and is designated with a Further addition of diffuse 
functions to hydrogen atoms (Dif2) is designated
The charge distribution in an atomic orbital is regarded to be isotropic, but is usually 
not symmetrical when forming a molecular orbital. To account for this, the charge 
distribution in atoms needs to be polarised. This is achieved by augmenting valence 
shell orbitals with functions of higher azimuthal quantum number (i.e. s-orbitals are 
combined with p-functions and p-orbitals are combined with d-functions), for 
example:
Fig 2.4. Polarisation of a p-orbital by a d-function.
Polarisation functions in the basis set are designated after the “G” with “p”, “d” or 
“f”, depending on the variety used. Poll and Pol2 represent sets of polarisation 
functions on heavy and light atoms respectively. Thus, for example (d,p) adds d- 
functions to heavy atoms and p-functions to hydrogens.
2.2.I.2. Electron Correlation
The HF energy underestimates the correlated motion of electrons and thus 
overestimates the 2-electron repulsions in the system, giving rise to a species with 
higher energy than the “true value”. This shortcoming can be accounted for by using 
M0ller-Plesset perturbation theory (MPPT). This involves taking the Hamiltonian of 
the solvable N  one-electron system, Ha (eqn. 2.11), and perturbing it by X to give the 
exact Hamiltonian of the system, such that:
Hexact = H0 + AH (2.19)
The exact Hamiltonian and energy can be subsequently expanded into a power 
series:
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+ (2.20)
n
EtxM= E 0 + Y JX'En (2.21)
n
where n is the number of members in the power series and X is raised to the power 
n. Hn is the nth order perturbation of H0 and En is the corresponding nth order energy 
correction for the exact energy. The first order correction represents the energy 
associated with the two-electron repulsion integrals. Thus, the HF energy is given by 
E+Ei. The second energy correction, E2 , is the first improvement of the Hartree-Fock 
energy and is obtained from a second-order M0ller-Plesset perturbation calculation
7 o(MP2). In the Gaussian suite of programs, the MP2 calculation can be done with 
inclusion of the Is electrons (“full”) or exclusion of them (“frozen core”, fc). MP2 is 
size consistent, but doesn’t account for electron excitations systematically.
The other method used to account for electron correlation effects at ab initio levels 
of theory in this thesis is the more computationally demanding configuration 
interaction (Cl). This involves incorporating different electron configurations into 
the closed-shell ground-state wavefunction through systematic electron excitations 
into the ground-state virtual orbitals. This results in a “better” wavefunction that 
leads to a system with lower energy, hence:
Vz = coV„ + ' Z c,V ',+ 'Z ci V'lI+ 'Z c,V, + ' 2 c,V'9 +   (2.22)
s d  t q
The better wavefunction, y/z, can be given as a linear combination of wavefunctions 
associated with singlet (i//s), doublet triplet (y/t) and higher orders of electron 
excitations. The hydrogen molecule, for example, has only two electrons; including 
single and double excitations into the molecular description (using a finite basis set) 
thus gives fu ll configuration interaction for H2 . Cl calculations that involve both 
single and double excitations are referred to as CISD.
One complication of Cl is that the method is not size-consistent. Thus, for example, 
two infinitely separated helium atoms would have full Cl using CISD. However, an
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He2 complex described at this level of theory would exclude triplet and quadruplet 
excitations necessary to fully account for Cl in the four-electron system. However, 
Pople et al. have added a quadratic term to the Cl method that makes such 
calculations size-consistent; this version of Cl is known as Quadratic Configuration 
Interaction (QCI).9 Pople et al. went on to formulate the QCISD method and then 
approximated the term associated with triplet excitations by using a perturbation 
method. This is known as QCISD(T).9 The triplet approximation allows for greater 
computational efficiency than systematically accounting for all triplet excitations.
2.2.I.3. The AMI Semi-empirical Method
Ab initio techniques involve evaluation of many two-electron repulsion integrals and 
such methods are thus computationally expensive. To consider a less 
computationally demanding technique must therefore require the calculation of a 
reduced number of integrals. AMI (Austin Model l ) 10 is based on the Neglect of 
Diatomic Differential Overlap (NDDO). If two electrons are described by two basis 
functions, then the two-electron integral is:
JJ>„(1M,(1X— )&(2) ^ (2)Jr,dT2 (2.23)
ri2
where basis functions a and b are used to describe electron 1 and basis functions c 
and d  describe electron 2. If a and b are on different centres (Figure 2.5c), then this 
integral is set to zero under the AMI technique. This is also the case if c and d  are 
located on different centres and is in contrast to ab initio levels of theory that do 
calculate these three- and four-centre repulsion integrals. The AMI method thus 
evaluates the two-centre two-electron integrals (figure 2.5a), the one-centre two- 
electron integrals (figure 2.5b), the core-electron attraction integrals and the core­
core repulsions. To allow rapid evaluation of these integrals, AMI is dependent on a 
set of experimentally determined parameters (e.g. ionisation energies) for each atom 
type. In addition to calculating a smaller number of integrals, the AMI method 
incoiporates the Is electrons and nucleus into a single core. The rationale for this 
approximation is that important chemical changes involve only the valence electrons.
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Fig 2.5. Electron repulsion integrals are calculated at AMI for a) two-centre, two-electron and b) one- 
centre, two-electron interactions. The AMI method however omits two-electron repulsions over three and
four centres, the latter shown in C.
2.2.2. Molecular Mechanics-
Unfortunately, even semi-empirical QM methods are currently too computationally 
demanding to model systems with more than 200 atoms or so. Enzymes and explicit 
solvation models that consist of many thousands of atoms are therefore unable to be 
described at this level of theory. Thus a different method is required to model these 
systems.
The approach taken in describing large molecular systems is to use a simpler 
approximation: to model the system at the atomic level rather than at the sub-atomic 
stage. To do this, molecular mechanics programs such as CHARMM11 describe the 
system in terms of balls (atoms) connected by harmonic springs (bonds). The MM 
force fie ld  thus consists of force constants and structural parameters for several types
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of atom; it relates the energy of the system to its structure using geometrical 
parameters such as bond-stretches, angle-bends and angle-torsions:
= £  ^ e - e j 2+ £  ^[ l -cos (nm)]  + X  ^ c o - c o j 2 (2.24)
bonds ^  angles “  torsions "  impropers
where 1, 0, and co are the values for bond lengths, angles and torsions respectively. 
The last term accounts for out-of-plane torsions and is included to maintain planarity 
about planar centres (e.g. carbonyl systems). The reference values 10, 0O, and co0 are 
equilibrium geometrical parameters in the absence of any other term in the force 
field. These values are supplied as parameters and in the case of the CHARMM 
force field have been determined from spectroscopic and X-ray crystal data.12,13 In 
addition, the related force constants for each “spring” are also supplied and are 
usually determined using infrared and Raman spectroscopic data and/or high-level
1 O 1 *3
ab initio techniques. ’ Further to these parameters, a value for the torsional folding 
term, n, must also be supplied for each atom type depending on the symmetry of the 
centre. Thus, a methyl group in ethane, for example, should have three minimum 
conformations (two gauche and one staggered), i.e. n=3.
In addition to the structural terms, there are also non-bonded terms that include 
electrostatic interactions and van der Waals forces:
i= l j= l  * n t o rij i= l j= l
r \
A  B
12 6 r ry y
(2.25)
The first term in eqn. 2.25 is the coulombic interaction between two atom-centred 
partial charges;12,13 these are summed over all particles in the system that are not 
directly bonded to one another. The second term is the van der Waals interaction 
between species, i, and species, j ,  and is often referred to as the Lennard-Jones 12-6 
potential (L-J 12-6). The total energy of the system is usually the summation of the 
terms in eqn. 2.24 and eqn. 2.25. The majority of computation time associated with 
MM calculations is due to calculation of the non-bonded interactions.
In CHARMM, it is also possible to constrain atoms using rigid constraints or with a 
harmonic constraint of the form:
=  Y , k h (  r p -  r r 'f  f  (2.26)
h
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where the starting co-ordinate for atom h is designated rref and its position in the 
system under study is rp. The force constant, &/,, (which can be mass weighted) is 
supplied by the user and the resulting energy is added to the total energy of the 
system.
The simulations in this thesis use an all atom force field that explicitly includes all 
atoms in the molecular system.13 However, when computational resource is not 
available, it is also possible to use a united atom force field. This incorporates some 
or all of the hydrogens into the heavy atoms to which they are bonded. 
Consequently, the resulting “super-atoms” require a different set of parameters 
compared to the all atom force field. Such descriptions, however, can not accurately 
model hydrogen bonding and steric effects associated with individual hydrogen 
atoms.
2.2.3. Quantum  Mechanics / Molecular Mechanics (QM/MM) Hybrid Modelling
Molecular mechanics provides a way of modelling many thousands of atoms by 
using an atomic description of the system. The drawback of using such methods is 
that electronic description in the system is ignored. Since chemical reactivity, by 
inference, requires the description of the re-organisation of electrons in the system, 
MM ordinarily is unable to model chemical processes. However, this is the strength 
of the computationally intensive QM methods. Modelling chemical reactions within 
biological systems such as enzymes could thus be achieved by combining the two 
techniques. Such a method currently exists in CHARMM; the version used in this 
thesis uses the semi-empirical AMI level of theory (originally from MOPAC) in 
conjunction with the CHARMM all atom force 
field.14
The QM/MM system in CHARMM is divided 
into three sections (figure 2.6): A QM region 
describes a sub-set of atoms located at the 
reacting centre while the MM part of the 
system includes atoms around the QM region.
region
M M  region
Boundary
Fig 2.6. The partitioning in a QM/MM
system.
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Finally, atoms beyond explicitly described system can be modelled using boundary
The effective Hamiltonian for the resulting QM/MM system may be given by:
Hqm is the QM Hamiltonian incorporating all sub-atomic particle interactions in the 
QM part and is given in equation 2.6 for an N  electron and M  nuclei system. The 
QM/MM Hamiltonian represents a cross term in which the QM part is affected by 
the MM system and is given by:
The first term accounts for the interactions between N  electrons and X  MM atoms 
with point charge, Qm in a QM/MM system. The term relies upon the co-ordinates of 
the electrons in the QM region and must therefore be included into the evaluation of 
the electronic wavefunction. The second term is the interaction between the QM 
nuclei (with charge Z) and the MM atoms (with charge Qm) separated by distance r. 
Once evaluated, this term is a constant as it is not dependent on the positions of the 
QM electrons; in CHARMM, it is evaluated by placing notional s-orbitals at each 
MM centre. The L-J 12-6 potential accounts for the van der Waals interaction 
between atoms in the MM and QM partitions; it is described by the relevant non­
bonded parameters in the MM force field. The inclusion of the L-J potential allows 
the QM system to differentiate between like-charged, different size species (c/ 
bromide and chloride anions); omission of this term would make any size dependent 
non-bonded interactions invisible to the QM region.
The last two terms in eqn. 2.27 are H mm and Hbound- The H mm represents the energy 
of the MM part of the system, while HbOUnd describes the effect of the boundary on 
the explicitly described atoms. The total energy of the QM/MM system is thus given 
by the combination of the separate QM, QM/MM, MM and boundary energies:
techniques, such as the stochastic boundary method of Brooks and Karplus.15
H eff  -  H qM +  H qm/mm +  H Mm  +  Hbound (2.27)
H qm/ mm ~ (2.28)
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Etot -  EqM + Eqm/mm + Emm + EjjOUTld (2.29)
In considering an explicitly solvated solute, there exists a natural QM and MM 
partition: the solute can be treated quantum mechanically while the surrounding 
solvent molecules are described using a molecular mechanics potential. However, 
large molecular systems such as enzymes are frequently involved with the reaction 
directly. It is currently not feasible to treat the entire enzyme quantum mechanically; 
therefore, a single molecular entity must be described using both QM and MM 
techniques.
This is achieved in CHARMM by applying the link atom approximation. This first 
involves a decision as to which enzyme residues are directly involved in the reaction. 
These residues need to be treated quantum mechanically to allow an electronic 
description at the reaction centre. However, 
because the remainder of the enzyme is 
treated with the simpler MM description, an 
extra QM atom must be applied to satisfy the 
valency requirements of the QM system. The 
quantum link atom used in CHARMM is a 
hydrogen atom. In figure 2.7, for example, the 
side-chain of an active site aspartate residue is treated quantum mechanically. A QM 
link atom is placed along the Ca—Cp bond about l.oA away from the QM described 
Cp atom. Thus, the valency of the Cp atom is satisfied and the Asp side chain is 
modelled by an acetate anion in the QM system. The QM link atom has no non­
bonded or internal co-ordinate parameters associated with it and so is not included in 
the MM part of the calculation. However, the QM link atom is fully visible to other 
QM atoms and its description is thus included in H q M.
In the QM/MM system, any MM internal co-ordinate terms (eqn. 2.24) associated 
with QM atoms alone are deleted. At the QM and MM junction however, such terms 
for the QM atoms remain and thus allow a full classical description of the 
environment around the junction MM atom(s).
\  a u  p ^ h
ClHlC
/  H' V
0 “
Fig 2.7. QM link atom (H) addition to an 
enzyme Asp residue between Ca and Cp. This 
yields an “acetate” QM system.
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2.2.4. Continuum Solvation Techniques
While it is usually desirable to incorporate specific solvent-solute interactions within 
a simulation, especially if a protic-polar solvent is being modelled, computational 
requirements for such descriptions can be high. An alternative approach is to 
surround the solute with a solvent description in the form of a continuum with 
dielectric constant, 8. Two continuum methods are used within this thesis to model 
bulk solvent water (e=78.4).
The continuum solvation method used with ab initio levels of theory was chosen to 
be the isodensity polarised continuum model (IPCM) of Frisch and co-workers.16 
With this method, the continuum is modelled using a surface of even electron density 
that reasonably defines the molecular shape of the solute. The dipole and multipoles 
of the solute interact with the surrounding dielectric and results in the formation of a 
dipole in the continuum; this is reflected back on to the solute giving it greater 
stability. If the electron density of the solute subsequently alters, then there is a 
corresponding change to the isosurface. The Hamiltonian for a solute immersed in 
such a continuum usually includes three terms. These are the gas phase Hamiltonian 
of the solute; the interactions between the isosurface and the solute electrons; and the 
interactions between the isosurface and solute nuclei. For the implementation used 
within this thesis, no geometry optimisation takes place within the continuum. Thus, 
the calculations give the energy for a solvated in vacuo geometry.
The continuum model used with the AMI method is the conductor-like screening 
model (COSMO).17 Its implementation is somewhat different to the IPCM method. 
Each atom in the solute is considered as a point charge within a solvent cavity. The 
continuum cavity is evaluated by taking the radius of each solute atom and then 
subsequently adding the effective radius of the solvent molecules to it (figure 2.8). 
The solvent radius is supplied as a parameter and is the effective radius of the 
solvent molecule. The solute atoms form a dipole within the continuum that 
subsequently lowers the energy of the solute. The calculation of such effects is done 
by splitting the continuum spheres up into smaller segments. The dipole induced at
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each segment of the continuum interacts with dipoles on the other segments; by 
minimising these dipole-dipole interactions the lowest energy for the solvated solute 
can be evaluated.
vdw
Fig 2.8. Two atoms, A and B within a molecule surrounded by a continuum dielectric 
as described by COSMO. The solvent cavity associated with each solute atom is 
given by Rsoiv+Rvdw from the atom centre. RVdW is the van der Waals radius o f the 
atom. Rsolv is the effective radius o f solvent molecules.
Unlike the IPCM method, COSMO calculations allow full optimisation of solute 
immersed within the continuum dielectric.
2.3. Exploration of the Potential Energy Surface
2.3.1. Simulated Annealing3
Large molecular systems such as enzymes and explicitly described solvent 
environments result in a very large conformational space. Ideally, this needs to be 
sampled in order to find the lowest energy arrangements of the system, but this is 
unlikely to be achieved systematically on a reasonable time scale.
An approach used for one of the studies in this thesis is simulated annealing. This 
involves heating the system to a specified temperature and then allowing it to reach 
equilibrium before undergoing controlled cooling. As the system is cooled, lower 
energy-states become more probable. Thus, the lowest energy-state should be 
obtained at absolute zero. However, controlling the temperature during simulated 
annealing is difficult and the system often drops into a local minimum with an 
energy barrier that is greater than the thermal energy contained within the system 
(figure 2.9).
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Fig 2.9. Lower energy-states begin to be occupied as the temperature of the system is 
dropped. However, if the barrier is larger than Vi kbT (where kb is the Boltzmann constant), 
then occupancy of a lower energy-state is not classically probable.
Simulated annealing experiments in this thesis have been done using a molecular 
dynamics method. Such simulations require numerical differentiation because the 
forces acting on a single entity are dependent on all the other species within the 
system. The method used in this thesis is the Leapfrog algorithm. This divides the 
dynamics into a series of time frames, 8t and first calculates the velocity at (t + Vi 
St):
v(t + Vi 8t) = v(t -  Vi 8t) + 8ta(t) (2.30)
where a(t) is the acceleration at time t. Once v(t + Vi 5t) has been evaluated, the new 
atomic positions can be calculated:
r(t + 5t) = r(t) + 8tv(t + Vi 8t) (2-31)
The initial velocities of the atoms within the system are randomly generated with a 
gaussian distribution in all the simulated annealing experiments presented in this 
thesis; the time step chosen was one femtosecond.
2.3.2. Intrinsic Reaction Co-ordinate
Another way of exploring the PES is to trace the lowest energy pathway for a 
chemical process. Once the TS has been determined, a path of steepest descents can 
be followed (in the direction of the mode associated with the negative eigenvalue) to 
the reactant and product valleys. Fukui has devised such an approach that considers 
steps along the reaction path in terms of nuclear motions with infinitesimal
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velocity . 18 Thus at each stage, the kinetic energy along the reaction pathway is near 
zero. This intrinsic reaction co-ordinate (IRC) approach allows verification of the 
local reactants and products that the TS connects and this is essential when 
calculating any isotope effects for a chemical process.
2.4. Analysis of the Potential Energy Surface
2.4.1. Isotope Effects4
Theoretically modelling transition structures can lead to the calculation of 
experimentally observable properties, namely, the kinetic and equilibrium isotope 
effects (KIE and EIE respectively). Such calculations can therefore allow full 
interplay between theory and experiment, in which theory is able to give insight into 
the experimentally non-determinable TS structure. Isotope effects are obtained by 
substituting a specific atom for a heavier isotope.
Because a neutron has a unit charge of zero, its subsequent addition to a nucleus 
doesn’t alter the electronic description of the system under the Bom-Oppenheimer 
approximation. Such a change thus results in no alteration of the PES or its 
curvature. The force constants contained in the hessian therefore have the same value 
for an isotopically substituted system as compared with non-isotopically substituted 
case. However, the vibrational frequencies are altered because the mass (and hence 
the reduced mass) of the molecule is increased (cf. eqn 2.4). The zero-point 
vibrational energy for a particular vibration (e.g. bond stretch) is reduced with a 
heavier isotope; for an isotopically substituted system therefore, a greater amount of 
energy is required to dissociate the molecule.
The individual populations of i energy levels for a particular system vibration can be 
given by the Boltzmann distribution law:
—  = e xp -{ (  e, -  e0 ) /k „ T  } (2.32)
n„
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rii is the number of molecules 
found in energy level i with n0 
being the population of the 
ground vibrational state. The 
corresponding energies for each 
energy level are given by £j and 
e0 (figure 2.10). It follows that 
the summation of all the indi­





Fig 2.10. Potential curve for one degree of freedom within 
a molecular system indicating the quantised energy levels.
can be related to the total number of particles in the system by: 
N  =n0'2Je x p -{ (e i - e 0) / k BT } (2.33)
i=l
The summation is known as the partition function, Q, and represents the distribution 
of N  species within v energy levels for a particular degree of freedom (i.e. N=n0Q).
For two species in equilibrium in which the ZPE levels are separated by Ae0, the 
equilibrium constant is:
N OK = —-  = ■=L. exp- { Aen /  kRT }
N„ Q„ (2.34)
V n = l
va=0 Species
Species
Fig 2.11. Schematic diagram showing the differences in the ZPE along the “reaction co-ordinate’ 
degree of freedom for species A and B in equilibrium.
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The resulting energy difference between the ZPE levels for isotopically substituted A 
and B  species is likely to be different as compared to the unsubstituted molecules. 
This leads to a different the equilibrium constant, Ks, for the substituted system:
K ! = e x p - [ A e ’0 / k BT }  (2.35)
The resulting equilibrium isotope effect is presented as a K/Ks fraction and is given 
by:
l F  = 7 T % exp- {(Ae° - A Z W }  (2-36)
where Ae0 and Ae0s are defined in figure 2.11. A similar equation can be derived for 
the kinetic isotope effect (KIE) except state B is now located at a first-order saddle 
point (and thus labelled TS). The resulting rate constant ratio is given by:
7 ^ = 7 r ^ - - exp- ((A e° ~ A£° ) / k ‘ T )  (2-37)
Where Ae0 and Ae0s are now zero-point vibrational activation energies for the 
unsubstituted and substituted processes respectively and are shown in figure 2.12. In 
addition to the partition functions associated with vibrations, there will also be 
partition functions for rotation and translation motions as well. These are sometimes 
referred to as mass and moments of inertia (MMI). Usually, the product of the MMI 
and vibrational partition functions in eqn. 2.37 is close to unity and the isotope effect 
can be given by just the exponential term as a fair approximation. In this thesis, the 
program CAMISO21 used to evaluate isotope effects doesn’t make this 
approximation and evaluates both MMI and the vibrational partition functions of the 
system.
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Fig 2.12. Schematic diagram showing the differences in the ZPE along the “reaction co-ordinate” degree of 
freedom for species A and B, the latter being located at a first-order saddle point on the PES.
An alternative expression for eqn. 2.36 and eqn. 2.37 can be given in terms of the 
energy gaps between the substituted and unsubstituted molecule for both states under 
study. For example, the rate constant ratio of eqn 2.37 can be given as:
Here, Ae0a represents the energy gap between the zero vibrational energy level for
n n r
the substituted and unsubstituted molecule, A, and Ae0 is the corresponding 
difference for the studied TS (figure 2.12). If the energy gap associated with state A 
is larger than that for the TS, then the exponential term is positive and the resulting 
ratio is more than one. This is known as a normal isotope effect; it occurs when the 
potential of the system becomes looser on moving from reactants to transition-state.
Conversely, if the energy gap associated with the TS is larger, then a negative 
exponential term is obtained and the rate ratio has a value of less than one. This is
exp-l(AeT0s - A s D / (2.38)
** Qt
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known as an inverse isotope effect; it occurs when the potential becomes stiffer on 
moving from reactants to transition-state.
Primary kinetic isotope effects (1° KDE) involve isotopic substitutions on atoms 
directly associated with bond making or bond breaking. These effects may have 
values of about 7.0 for primary deuterium effects, while heavy atom substitutions 
result in much smaller effects (ca. 1.05). Secondary a-deuterium effects involve 
isotopic substitutions on hydrogen atoms bonded to the reacting centre. These atoms 
are not directly involved with the bond making or bond breaking process and a 
smaller isotope effect is likely to result compared to primary effects. The rate ratio 
values obtained for secondary a-deuterium effects tend to be in the range of 0.80- 
1.25.
More appropriate substitutions as regards the studies presented in this thesis are 
secondary /3-deuterium effects (2°-(3-KIE). These result from isotopic substitution 
involving hydrogens on the adjacent site to the reaction centre. Their effect can be 
given by:
ln( kH/ k D) = cos2 Oln( kH / k D ^  +( kH /  kD \  (2 .3 9 )
The first term on the right hand side of eqn. 2.39 accounts for the hyperconjugation 
effect obtained from the dihedral alignment between one of the p-hydrons and the 
developing empty p-orbital at the reacting centre. The empty p-orbital interacts with 
the anti-bonding orbital of the P-hydron, thus loosening the bond to the hydrogen 
while double bond character is gained along the adjacent centre — reactant site 
bond. This is discussed further in section 4.1. The maximum hyperconjugative effect 
[(kH/kD)max] is obtained when there is maximum overlap between the empty p-orbital 
and a P-hydron (i.e. when 0 =0 °).
The second term is a slight electron donating effect associated with the deuterium 
system (this opposes hyperconjugation). This inductive effect is usually minor 
compared to the hyperconjugation also taking place.
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Finally, a solvent isotope effect is obtained when H2O solvent is replaced with D2O. 
This may be due to a primary effect in which solvent participates explicitly in the 
rate-determining step of a reaction. Additionally, general base catalysis can occur in 
which a proton is transferred from one water molecule to the other. Furthermore, a 
secondary effect associated with non-cleaved solvent protons may also exist. The 
solvent isotope effect therefore, is a complex combination of effects involving many 
solvent molecules.
2.4.2. Isotope Effects in Enzyme Catalysed Reactions19
Michaelis and Menten provided mathematical treatment for the kinetics of an 
enzyme catalysed reaction involving the conversion of substrate, S, into product, P in 
the presence of enzyme, E .20
kj k2
E + S ~  1  ES  ► E + P
k.,
In this scheme, it is assumed that the substrate first binds to the enzyme to form an 
enzyme-substrate complex, ES, before forming the product. It is also assumed that 
the second stage is non-reversible and that only one ES complex is formed during the 
reaction. The ES concentration can be given in terms of the measurable starting 
concentration of the enzyme, [E]0, provided that [ES] is constant during the reaction. 
Using steady state kinetics:
^ - ^ -  = k , ( [E]o - [ E S ] ) [ S ] - k _ , [ E S ] - k 2[ E S ]  = 0 (2-4°)
at
From the steady state assumption, an expression can be formulated for [ES]. Using 
eqn. 2.40:
[ E S ] ( k 1[ S ]  + k_] +k 2) = k}[ E ] J S ]  (2.41)
Rearranging and dividing through by k] results in an expression for [ES]:
f P P , [ E ] J S ]
[ ES 1  = T T k ----------  (2-42)
2 + [ S  1
k,
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The rate constant fraction on the denominator of eqn. 2.42 is known as the Michaelis 
constant, Km. It represents a pseudo-equilibrium constant for the formation and 
destruction of the ES complex over the whole reaction scheme. The overall rate of 
reaction is then given by k2 [ES]:
V n u u c f S ]
ra ,e= ^ J m  ( 2 -4 3 )
where Vmax=k2 [E] 0 and represents the limiting rate for the enzyme catalysed reaction. 
If the substrate concentration is in excess, then the value of Km is insignificant in 
comparison, and the rate is approximately equal to the limiting rate for the reaction. 
However, if the substrate is under limiting concentrations, then the value of Km is 
more significant than [S] on the denominator. These situations can be summarised 
as:
There exists therefore, two conditions under which isotope effects can be evaluated. 
When [S] is in excess, it is assumed that all the enzyme is complexed and the rate 
determining step may be a single or a series of chemical changes involving the ES 
complex. However, under limiting concentrations, the rate will also be partially 
dependent on substrate binding to the enzyme. Any Vmax/Km isotope effect must 
therefore not only include the chemical step(s) involving the ES complex, but also 
the EIE for the binding of the substrate to the enzyme as well.
if [S] » K m rate ~ V„max
if [SI «  Km
V „ J S ]
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3. SIMULATION METHODS AND 
APPROACHES
3.1. Ab initio Modelling
Ab initio MO calculations were carried out using the GAUSSIAN 9222 and 948 series 
of programs on local Silicon Graphics R4400 and Hewlett-Packard 720 workstations 
and on a DEC 8400 computer (Rutherford Appleton Laboratory). The semi- 
empirical MO calculations were performed using the MOPAC93 program23 on a 
local Silicon Graphics R4000 workstation.
Structure and Stability o f Hydroxyoxiranone (chapter 4): Geometry optimisation of 
Hydroxyoxiranone was performed at MP2(full)/6-311G(d,p), with a subsequent 
single-point energy calculation at the QCISD(T)/6-311G(2df,p) level. In addition to 
these ab initio studies, the structure was also determined using the semi-empirical 
AMI level of theory (all MOPAC93 optimisations in this thesis were done with a 
0.04 kJ mol' 1 A'1 gradient tolerance). Minima and saddle points were characterised 
by determination of their vibrational frequencies.
Intermediates in non-enzymic sialoside hydrolysis (chapter 5): Comparison 
between the energies of the a-lactone, zwitterion and carbene/carbon dioxide model 
I intermediates (section 5.1) were made at the MP2(fc)/6-31+G(d) level, with diffuse 
functions on C and O to give a better description of the negative charge on the 
zwitterion. The geometries for the larger model II intermediates (section 5.1) were 
determined at HF/6-31+G(d), with single-point energy calculations carried out on 
these structures at MP2(fc)/6-31+G(d). Geometry optimisations were not done at 
MP2(fc)/6-31+G(d) simply due to CPU time restrictions. Again, characterisation of 
each stationary point was achieved through the calculation of the harmonic 
vibrational frequencies. Any counterpoise corrections associated with the 
carbene/carbon dioxide system were evaluated using the same levels of theory used 
to determine the energies of the corresponding a-lactone and zwitterion energies. 
For the ab initio solvation studies, single-point isodensity surface polarised
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continuum model (IPCM, section 2.2.4) calculations were done at the MP2(fc)/6- 
31+G(d)//MP2(fc)/6-31+G(d) level. Semi-empirical MO calculations employed the 
AMI Hamiltonian and the COSMO (section 2.2.4) method for aqueous solvation. 
Both techniques used a value of 78.4 for the relative permittivity of water.
3.2. Enzymic and Non-Enzymic QM/MM Simulations
The enzymic and non-enzymic simulations were all done using CHARMM 24b2n 
on the DEC 8400 computer based at the Rutherford-Appleton Laboratory (R.A.L.), 
Oxford, UK Example CHARMM scripts for both types of simulation are given in 
appendix 1 .
3.2.1. Non-Enzymic QM/MM Simulation Set-up
For the non-enzymic simulations, the information from the parameter, topology and 
co-ordinate files were used to generate the structure of the system. A 15A stochastic 
boundary potential was applied to all TIP3P oxygen atoms in the bulk sphere 
(chapter 6 ); a 10A potential was used to maintain the smaller immediate solvent 
sphere during the simulated annealing phase. Non-bonded cut-offs were set to 40A; 
this effectively included all non-bonded interactions in the QM/MM simulation. 
Reaction co-ordinates for the a-lactone/zwitterion interconversion (scheme 3.1) were 
generated by applying an internal co-ordinate constraint to the Ca—On bond. Each 
structure along the reaction profile was subsequently generated from the previous 
structure by shortening/elongating the Ca—On by 0.05A and allowing the rest of the 
system to relax around it. Each structure along the profile was minimised using the 
Adopted-Basis Newton-Raphson (ABNR) technique in the CHARMM program, 
with re-start structures being saved to disk every 200 cycles. The overall 




AcNH OH AcNH OH
Scheme 3.1
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3.2.2. Enzymic QM /M M  Simulation Set-up
The 2.0A resolution structure of influenza sialidase complexed with N-acetyl-a-D- 
neuraminic acid (Neu5ac, 1) solved by Varghese et al.24 (protein data bank code: 
2BAT) was used as an initial starting point for the enzyme simulations. One of the 
principle advantages of using this structure is the appropriate boat conformation that 
the pyranose ring adopts. The complexes containing inhibitor, 2-deoxy-2,3- 
dedihydro-N-acetyl neuraminide (Neu5ac2en, 3), in contrast, have the ring flattened 
about the C2 centre which is inappropriate for the description of the ES complexes 
under study. Hydrogen atoms are subsequently added to the crystal structure using 
the HBUILD command in CHARMM.




To generate the p-nitrophenyl-N-acetyl-a-D-neuraminic acid (Neu5acPNP, 2) 
substrate, the PNP group was added to the undocked Neu5ac using QUANTA25 
while keeping the heavy atom positions in the original substrate identical to their 
positions in the crystal structure. The Neu5acPNP was then docked into the enzyme 
active site and the resulting ES complex was centred about the substrate.
The next stage in setting-up the system was the addition of extra solvent molecules 
and the deletion of unwanted atoms from the system. A 17A water sphere was placed 
over the ES system and any solvent molecule whose oxygen atom was within 2.5A  
of any heavy atoms in the ES complex was deleted. In addition, enzyme residues 
containing all atoms beyond 15A of the substrate were also deleted. While the 
removal of overlapping water molecules was carried out to keep the non-bonded
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atom repulsions to a minimum, the deletion of enzyme residues was done to reduce 
CPU time demands.
Next, constraints and boundaries were applied. The deletion of the outer protein 
residues results in the destruction of the secondary structure around the periphery of 
the remaining enzyme. To maintain the structural integrity of the protein at these 
positions, a harmonic force constraint was applied to all enzyme and crystal water 
atoms located more than 13A away from the origin. This constraint, however, allows 
limited mobility of these residues during the optimisation procedure. As well as the 
harmonic constraint applied to the outer protein and crystal water atoms, a 19A 
stochastic boundary was applied to all the water molecules within the system. The 
resulting cut-down model is defined as esO.
The ES starting structures (where the substrate refers to Neu5ac or Neu5acPNP) 
were generated as follows (figure 3.1). From esO, all water molecules were allowed 
to relax around the remaining fixed system (giving structure esl). From esl, the 
protein hydrogen atoms were released and optimised with the water molecules (es2). 
Using this structure, the protein side chains were released and the unconstrained part 
of the system was optimised around the fixed substrate and protein backbone (es3). 
The protein backbone was then released and allowed to optimise with the rest of the 
protein and the solvent molecules (es4). Structures esO, e s l , es2, es3 and es4 were 
described with an MM only potential and structures esl-es4  were optimised to an 
RMS gradient tolerance of 0.04 kJ mol' 1 A'1 (0 . 0 1  kcal mol' 1 A'1). Similar gradual 
optimisation procedures has been employed by others when dealing with
30,31proteins.
The next stage of this process involved treating the substrate quantum mechanically 
and allowing the entire QM/MM system to optimise until the RMS gradient 
tolerance of 0.04 kJ mol' 1 A'1 was satisfied (giving es5). The energy of es5 compares 
favourably to a system subjected only to a two-step optimisation procedure (optls). 
Such a two-step process involved MM optimisation of protein and solvent only, 
followed by QM/MM optimisation of the ES complex (in which the QM substrate 
was unconstrained). The energy difference, AEtot, between es5 and optls  was some
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200 kJ mol'1 showing that a gradual optimisation procedure results in a system with 
a much lower energy.
Water and 
protein hydrogen 
atom s free; 
everything e lse  fixed.
Water, protein hydrogen 
and side chain atom s 
free; everything e lse  
fixed
All water and 
protein atom s free; 
solute fixed All atom s free All atom s free
Build substrate.
Add extra solvent m olecules.
Delete "outer'' protein atom s.
Delete overlapping water m olecules.
Apply harmonic constraints to protein atom s. 
Apply solvent boundary potential to water m olecules.
solute (QM)
MM only MM only MM only Water and Solute and Asp-151 
protein atom s (MM); sid e chain (QM); 
solute (QM) water and all other 
protein atom s (MM)
MM Only
Water atom s free; 
everything e lse  fixed (Starting structure)
All water and 
protein atom s free; 
solute fixed
MM only
All atom s free
Water and 







Fig 3.1. Two possible methods of optimising the ES complex. Path A represents a more complex gradual 
optimisation route. Path B represents a simpler two step process. “pdb2bat” is the original crystal structure.
The final stage in generating a starting ES structure is to treat the Asp-151 side chain 
quantum mechanically (see chapter 8 for mechanistic postulations); this requires the 
use of a QM link atom. In this thesis, it was decided to fix the position of the QM 
link atom throughout the simulation; such a methodology has also been used by Hart 
et al. in their QM/MM study of protein tyrosine phosphatase.26 Because the QM link 
atom is fixed, a reasonable position for it must be found in the ES structure before 
proceeding with the simulation. To determine its optimal position, the QM link atom 
was translated from the QM Cp atom to the MM Ca atom over 20 steps, with the 
energy of the system being calculated at each stage. The potential produced (figure 
3.2) has a minimum when the QM link atom was about 1.16A away from the 
Cp carbon. The QM link atom was subsequently placed at this distance on the es5 
structure and fixed in space. The other atoms were subsequently allowed to optimise
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around it until a gradient tolerance of 0.02 kJ mol'1 A '1 was satisfied. The resulting 
structure, es6, was then used as the initial structure for the simulation. It should also 
be noted that the Asp-151 carboxylate group is protonated resulting in a QM system 







is  -33,550.00 ■
-33,650.00 -
-33.750.00
0.69 0.77 0.85 0.93 1.00 1.08 1.16 1.23 1.31 1.39
HQA-Cj, Distance/A
Fig 3.2. The potential obtained when a QM link atom (HQA) is moved from the QM described 
Cp atom to the MM described Ca atom. The QM link atom is translated along the Ca—Cp bond axis
in Asp(H)-151.
3.3. General Re-programmable Algebraic Chemistry Engine (GRACE)
While CHARMM provides the basis for MM or QM/MM minimisation and 
dynamics simulations, the program lacks some of the functionality required for 
modelling chemical reactivity. CHARMM does not have the ability to locate and 
characterise transition structures or perform IRC calculations. Turner has therefore
2 7developed GRACE, a program that includes such functionality; its principle 
advantage is to treat systems consisting of many thousands of atoms. GRACE also 
provides the functionality to combine several different QM codes (for example, 
GAMESS and CADPAC) with the CHARMM force field and thus gives the 
opportunity to use an ab m/t/o/CHARMM potential for describing the chemical 
species of interest. However, while GRACE is a powerful tool for modelling 
chemical reactivity in large systems, its disadvantage is the user unfriendliness of the 
input scripts and the lack of documentation available.
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The GRACE approach to modelling large species involves dividing the system into 
two sections. Firstly, a CORE defines a sub-set of atoms found in and around the 
reaction centre, while the e n v i r o n m e n t  includes the rest of the system. Such a 
procedure is employed within GRACE because the manipulation of the hessian 
matrix is computationally intractable for large systems such as proteins. The hessian 
is therefore only evaluated for the most essential atoms within the system (the C ORE). 
The CORE and ENVIRONM ENT partition need not correspond to the quantum 
mechanics and molecular mechanics partition in a QM/MM system. The CORE and 
e n v i r o n m e n t  are therefore able to incorporate both QM and MM described atoms.
3.3.1. Transition State Refinement
The procedure of TS refinement calculates the first and second derivatives of the 
CORE while trying to keep the gradient of the e n v i r o n m e n t  below a certain gradient
tolerance (figure 3.3).
Approxim ate  
T S  Structure
CO R E not con verged
C O RE con v erg en ce  
ach ieved
Fix CO RE  
O ptim ise ENVIRONM ENT
G en erate H essia n  
for C O R E a to m s
T ake P-R FO  step  
tow ards first-order 
sad d le  point
Fix CO RE  
O ptim ise ENVIRONM ENT
U p-date H essia n
R efined T S  structure
Fig 3.3. Basic procedure for TS refinement in 
GRACE
After optimising the 
e n v i r o n m e n t  around the 
fixed CORE and generation 
of the initial hessian ma­
trix, the process of TS re­
finement begins. After 
each step taken by the 
partial rational function 
operator (P-RFO) opti- 
miser, the CORE atoms are 
fixed and the e n v i ­
r o n m e n t  is allowed to 
optimise around them. 
The P-RFO opti miser 
follows a specified mode 
in the hessian and maxi­
mises the energy in this
direction while minimising in all the others. The hessian matrix is then up-dated 
(generation of a new hessian after each optimisation stage would be time consuming)
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and the process is repeated. A successful refinement leads to a first-order saddle 
point with respect to the c o r e  atoms, surrounded by a minimised e n v i r o n m e n t .  For 
all TS refinements carried out in this thesis, the exit criterion of 0 .0 2 kJ mol' 1 A'1 was 
used for the e n v i r o n m e n t  RMS gradient. The maximum and RMS gradient 
tolerances for the CORE were set to 1.26 kJ mol' 1 A'1 and 0.42 kJ mol' 1 A*1 
respectively, in line with the default exit criteria for optimisations in programs such 
as GAUSSIAN . 8
3.3.2. The GRACE Intrinsic Reaction Co-ordinate Approach
In GRACE, the hessian for the CORE atoms in the refined TS structure is first 
evaluated and a check is done to verify the presence of one negative eigenvalue. If 
true, the IRC is followed towards reactants or products. The RMS gradient tolerance 
is set to 0.42 kJ mol"1, but the IRC is also terminated when the energy of the system 
increases.
The approach taken in GRACE is as follows. At each step taken along the IRC path, 
the e n v i r o n m e n t  is minimised around the fixed CORE before the next step is taken. 
For IRCs calculated in this thesis, the e n v i r o n m e n t  gradient tolerance was set to 
0.02 kJ mol’1 A’1. This approach means that while a genuine IRC is followed for the 
CORE atoms, the e n v i r o n m e n t  does not follow the steepest descents profile. The 
e n v i r o n m e n t  can therefore be subjected to an irreversible change resulting in an 
unrelated structure to that obtained in the proceeding step. This could lead to larger 
displacements in the e n v i r o n m e n t  atoms than perhaps would be obtained if they 
were explicitly included in the IRC approach. Such a change in geometry may result 
in a corresponding increase in the total energy of the system and thus might result in 
a premature exit of IRC calculation. Therefore all IRC reactant and product 
structures determined in this thesis were subject to further optimisation in 
CHARMM using the ABNR optimiser with an RMS gradient tolerance of 0.02 kJ 
mol' 1 A'1.
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3.3.3. Calculation of Kinetic Isotope Effects
The mass-weighted hessian matrix calculated for the CORE atoms often contains 
rotation and translation contamination: the six eigenvalues associated with these 
motions will not exactly be zero. This contamination may also affect the internal co­
ordinate vibrations in the system resulting in errors for the calculated vibrational 
modes and subsequent calculated isotope effects. GRACE has also been used to 
remove the rototranslational contamination from the hessian (appendix 2c) . 28’29 The 
cleaned hessian for both species under study is subsequently used to form part of the 
input script for the CAMISO21 program (appendix 3).
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4. STRUCTURE AND STABILITY OF 
HYDROXYOXIRANONE
4.1. Introduction
a-Lactones (1,2) are the smallest cyclic esters consisting of a three-membered ring 
and an exocyclic double bond. Their inherent instability has been attributed to the 
large amount of Baeyer strain associated with the ring, which is enhanced by the 




Table 4.1. Various substituted a-lactones with assigned carbonyl stretching IR
frequencies.
Structure Ri r 2 v(C=0)/cm‘1 Structure n v(C=0)/cm'1
la e H H 1967 2af 2 1935
lb f c h 3 c h 3 1900 2bf 3 1917°
lc f C4H9 c4h 9 1893 2cf 4 1901
Id8 Ph Ph 1890“
le h c f3 c f3 1980
I f CF3C(C2F5)2 CF3CF(C2H5) 1990b
Ig* Ph Cl 1920
lh 1 PNPd Cl 1928
— 10-70 -l J 1010 -l 1 b . Conr. -1 d“Three frequencies obtained, the others reported as 1878cm'1 and 1910cm 1; also, bl 945cm'1 and °1895cm'1.dp- 
nitrophenyl group. eref 34. fref 35. gref 36. *Vef 37. !ref 38. W  39.
The formation of a-lactones has been achieved by reacting carbenes with carbon 
dioxide under matrix-isolation conditions;34,36,39 they have also been produced by the 
photo-decarboxylation of l,2-dioxalane-3,5-diones.35,40 It has been suggested that the 
relative stability of a-lactones depends on the stabilising effect of a-substituents 
upon the adjacent electrophilic carbon atom 40 Thus, electron-donating species will 
demote the formation of the ring system in favour for the 1,3-dipolar species 41
Page 41
Chapter 4 Structure and Stability of Hydroxyoxiranone
whereas electron-withdrawing substituents would favour the a-lactone .37,38 In 
addition to the thermodynamic stabilisation through electronic effects, a kinetic 
stabilisation can be achieved through steric hindrance by the inclusion of bulky side 
groups at the a-centre .37,41 Formation of a-lactone derivatives containing electron- 
withdrawing fluoro-alkyl groups have been reported: bis-(trifluoromethyl)oxiranone 
(le) has been reported to be stable “for many days at 253K (-20°C ) ” .37 The more 
stable perfluoro-[(l-ethyl-l-methylpropyl)(l-methylpropyl)]oxiranone (If), which 
contains bulky, substituted fluoro-alkyl groups, has been reported “to be stable at 
263K (-10°C) for up to one year” .42 In contrast, bis-(terf-butyl)oxiranone 
polymerised at 253K (-20°C), affording the polyester as a white precipitate 41 It is 
evident that while tert-bniy\ groups provide a degree of kinetic stabilisation, they 
still allow nucleophilic attack to occur at the electrophilic centre. However, it has 
been shown for the fluoro-alkyl derivatives that nucleophilic attack takes place 
preferentially at the carbonyl carbon . 37,42
a-Lactones have been observed, both directly and indirectly by IR , 34' 39 mass 
spectrometry43 and NMR41 techniques. Infrared spectroscopy points evidence 
towards the formation of a-lactones through a carbonyl stretch. This is located at 
higher frequencies (-1900cm '1 and above) compared to polyesters (-1850cm '1), 
ketones and carboxylic acids (-1750cm 1). Furthermore, it has been observed that 
such stretching vibrations are shifted to lower frequencies as the size of the a-lactone 
ring is increased44,45. The carbonyl stretching frequencies assigned to specific a- 
lactones are given in table 4.1, which include frequencies for spiro-a-lactones that 
have been formed from the photochemical decomposition of l,2-dioxalane-3,5- 
diones at 77K (-196°C).35
a-Lactones were first postulated as intermediates46 in the nucleophilic substitution of 
a-bromopropionate anions,47 resulting from the neighbouring group participation 
(NGP) of the adjacent carboxylate group 48 A mechanism involving such NGP has 
been suggested to facilitate the removal of the bromide anion from the a-centre and 
account for the retention of configuration in the substituted product (Scheme 4.1).
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a-Lactones have also been postulated as transient intermediates in thermal ’i41,43,49-51
and photochemical35 degradation; free radical reactions ;52' 54 auto-oxidation;55,56 
ozonolysis;41 ketene oxidation ,57,58 and in the Pig Liver Esterase catalysed Meinwald 
re-arrangement of epoxy di-esters.59,60 NGP by carboxylate groups have also been 
reported to effect the reactivity of carbenes.61 a-Lactones undergo polymerisation,
decarbonylation and nucleophilic attack to yield polyesters, ketones and a- 
substituted carboxylic acids respectively. The formation and destruction of a - 
lactones are summarised in scheme 4.2.
The author’s interest in a-lactone chemistry originated from experimental kinetic 
studies of non-enzymic hydrolysis of p-nitrophenyl-N-acetyl-a-D-neuraminic acid 
(3, R = PNP), in which the three membered ring species was postulated as a possible 
intermediate (4) . 1
Evidence for the NGP in the sialoside system was based upon:
1). The inverse solvent isotope effect observed on the departure of the p- 
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2). The larger values obtained for the maximum P-deuterium kinetic 
isotope effect (KIE) at pH 1.0 compared to those obtained at higher 
levels of pH.
The inverse solvent isotope effect of 0.86 provided circumstantial evidence for the 
existence of NGP: such an isotope effect requires the destruction of solute-solvent 
hydrogen bonds in the course of the reaction. For NGP to occur, the carboxylate 
group must interact with the developing positive charge on the adjacent centre with a 
concomitant release of hydrogen bond donors into bulk solvent.
The hyperconjugative component of the secondary p-deuterium KIEs gives an 
indication of the orbital eclipsing between the C-D bond and the increasingly empty 
p-orbital at the reaction site (Fig 4.1). The maximum effect, (kH/k D)max, occurs when
bond. This can occur if the C2 carbon is deviated away from a trigonal planer 
structure, which reduces the hyperconjugative effect. This observation points 
towards the formation of a highly strained a-lactone intermediate (scheme 4.3) 
through a transition state that involves a degree of NGP.1
Fig 4.1. Definition of 
angle, 0.
the C-D bond and the empty p-orbital are fully eclipsed 
(0=0). The natural logarithm of (kH/kD)max at pH 1.0 
was found to be twice as large than under the conditions 
in which the anion was the predominant species. Thus, 
the non-labelled reaction was increasingly favoured at 
lower pH, suggesting a greater amount of 
hyperconjugation present. This effect was observed to 
be less important for the neuraminide anion and thus 
suggested a reduced p-orbital eclipsing with the C-D
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This chapter reports on an ab initio investigation into the structure and stability of 
the fully formed a-lactone, Hydroxyoxiranone, 5, in vacuo. Figure 4.2 shows its 
relationship to the full sialoside molecule. In chapter 5, Hydroxyoxiranone is used as 
a model for the sialoside a-lactone intermediate, but for the work presented here, it 
is treated as a molecule in its own right.
5
AcNH OH
Fig 4.2. Relation of hydroxyoxiranone to the full sialoside a-lactone intermediate
After a brief look at the possible rotamers of 5, an investigation into the standard 
heat of formation is given. This is first calculated using the methodology devised by 
Pople et al. and is then compared with the value determined through an isodesmic 
relationship. A discussion then follows on the relative stability and structural aspects 
of hydroxyoxiranone, which is then followed by a conclusion.
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Hydroxyoxiranone ( C 2H 2 O 3 )  has one rotational degree of freedom: the rotation about 
the C - O H  bond, which was assumed to have a 3-fold axis of rotation. At MP2/6- 
31+G(d), only two conformers of C2H2O3 were found. The gauche conformer had an 
H - C a - O a - H  dihedral angle of 36° and was 5.7 kJ m o l1 higher in energy. The anti 
rotamer had a dihedral angle of 170°, with the H - C a  and O a - H  bonds approximately 
antiperiplaner to one another (table 4.3). A rotamer with a dihedral angle of -70° was 
found to lead to 5g when optimised. At the semi-empirical AMI level of theory, only 
the anti conformer was obtained in vacuo.
The more stable anti conformer was used to determine the standard heat of formation 
of hydroxyoxiranone.
4.3. Calculation of the Standard Heat of Formation from Atomisation Energies
At a specified temperature, the standard heat of formation, A H f, for a compound is 
given relative to the A H f of its constituent elements (in their reference states) at 1 
atm. Thus AHfj298 for hydroxyoxiranone is considered to be the energy change for the 
following formal reaction:
H
This can also be defined using the atomisation enthalpies (at a certain temperature) 
for both the compound and its constituent elements such that:
O
-atm(hydroxyoxiranone) -atm (elements) (4.2)
This is schematically shown in figure 4.3.
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2C(g) + 2H(g) + 30(g)




Fig 4.3. Relationship of AHf with the atomisation enthalpies (AHatm) of hydroxyoxiranone and corresponding
elements.
4.3.1. Calculation of Atomisation Energies
The QCISD(T)(full)/6-311G(2df,p) energies for hydroxyoxiranone, hydrogen and 
the elements are given in Table 4.2.
Table 4.2. QCISD(T)(Full)/6-311G(2df,p) energies for hydroxyoxiranone and its
elements (in hartrees).
c 2h 2o 3 h 2 H C O
-302.685572 -1.168323 -0.499810 -37.796423 -74.986014
The spectroscopic dissociation energy, De, can be calculated using:
C2H20 3 (g) 2C(g) + 2H(g) + 30(g) (4.3)
AE! = 2(-37.796423) + 2(-0.499810) + 3(-74.986014) - (-302.685572)
AEi =+1.1350656 Eh 
(1 hartree = 2625 kJ mol'1)
However, equation 4.3, is non-isogyric: in the ground state, the total number of 
unpaired electrons in the elements is 12. The inclusion of six molecules of H2 into 
equation 4.3 gives the isogyric equation:
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AE2
C2H2O3 (g) + 10H (g)------- ► 2C(g) + 30(g) + 6 H 2(g) (4-4)
AE2 = AEi+ 6 (-l. 168323) -  10(-0.499810)
AE2= +0.122845 Eh
However, AE2 , also includes the formation of six molecules of hydrogen. The exact 
dissociation energy of H2 at OK (0.17447 Eh) 63 is used in order to account for this 
discrepancy. The new value of AE2 becomes:
AE2’= AE2 -  6(-0.17447) = +1.1696652 Eh (3070.06 kJ m o l1)
This is the spectroscopic dissociation energy of hydroxyoxiranone. The atomisation 
energy (Do) is computed by subtracting the zero-point vibrational energy (ZPE, 
determined at HF/6-31G(d,p) and scaled by 0.89, table 4.4). Thus:
AHatm(hydroxyoxiranone)~ 2959 k J  mol
The atomisation energies of the elements can be calculated using the published AHf.o 
for the gaseous atoms (C, 711; H, 216 and O, 247 kJ mol' 1) : 64
AE3
2C(s) + H2(g) + 3 /20 2 ------ >  2C(g) + 2H(g) + 3 0 (g ) ( 4  5)
AE3 = 2(711) + 2(216) + 3(247)
AE3 = 2595 kJ mol' 1
Therefore,
A H atm  (Elements) — 2595 k J  mol -1
This leads to
AHf,o (hydroxyoxiranone) — “364 k J  mol
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4.3.2. Addition of Enthalpy Corrections to Give AHf^s for Hydroxyoxiranone
It is usual to report heats of formation at 298K (25°C). Taking the calculated ZPE 
and internal energy of hydroxyoxiranone, along with the published heat capacities of 
the elements in their standard states,65 AHf^s for C2H 2O3 can be determined.
It has been shown that for any system at mechanical equilibrium:
Where PV = RT for one mole of perfect gas; H is the enthalpy and U is the internal 
energy. It can also be shown that at constant pressure:
where Cp is the heat capacity of a substance at constant pressure and T is the 
temperature. Further, the enthalpies at two different temperatures can be related by:
Substituting H and AH with expressions in eqn 4.6 and eqn 4.7 respectively:
Because 77 is OK, the enthalpy correction can be given in terms of the internal 
energy differential (the thermal correction, Eth) and the RT2 work expansion term:
Uj2 can be obtained from the thermochemistry analysis of hydroxyoxiranone and Un 
is the ZPE; T2 is 298K and R is the molar gas constant. Thus, using eqn. 4.10 and the 
U298 of 137 kJ mol’ 1 for hydroxyoxiranone:
H - U  +PV (4.6)
(4.7)
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-lEnthalpy Correction for Hydroxyoxiranone = 13.8 kJ mol
Using the constant-pressure heat capacities65 for C, H and O, the enthalpy correction 
for one mole of each element in their standard states is 1.050, 8.468 and 8.682 kJ 
mol' 1 respectively. Allowing for elemental stoichiometry:
Enthalpy Correction for Elements = 23.6 kJ mol-l
Thus, taking these enthalpy corrections into account:
A H f ,298 (hydroxyoxiranone) — -374 kJ mol1
4.4. Calculation of AHf^g Using an Isodesmic Relationship
The standard heat of formation of C2H2O3 can be also obtained from the following 
isodesmic relationship:
A n  AE» / ° \
H ,,, /  \  + CH3OH(g)  ► H(V -  /  \  + CH„(g) (4.11)
The energy change for this reaction was found to be -65.0 kJ mol' 1 at the 
QCISD(T)/6-31 lG(2df,p)//MP2/6-31 lG(d,p) level of theory (Table 4.4). The 
enthalpy change for the reaction at 298K was determined using eqn 4.10 to calculate 
the thermal corrections for all reactants and products. This gave a AHr .298 of -62.1 kJ 
mol'1.
The calculated AHf;298 for oxiranone has been reported33 as -190 ±10 kJ mol'1. 
Furthermore, the experimental AHf^g for gaseous methanol and methane has been 
determined as -201.7 kJ mol' 1 and -74.5 kJ mol' 1 respectively .64 Using these values, 
along with the corrected enthalpy of reaction, the standard heat of formation for 
hydroxyoxiranone is calculated as:
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A H f;2 9 8 (C 2 H 2 0 3 )  =  A H r>298 +  +  A H f)2 9 8 ( C H 3O H )  -  A H f o g s C C H O
A H p98(C2H 20 3 ) = (-62.1) + (-190±10) + (-201.7) -  (-74.5) = -379kJ mol' 1
This value compares well with the -374 kJ mol obtained using the method in 
section 4.3. An estimate of the standard  heat of form ation of hydroxyoxiranone 
a t 298K can be considered as the average of the values, i.e. AHf^9g= -377 ± 10 k J  
mol'1. The error has been estimated from the combination of errors associated with 
the average of the two calculated heats of formation for C2H2O3 (ca. 2 kJ m o l1) and 
the reported error associated with the Pople method (ca. 8  kJ m o l ').
4.5. Discussion
The exothermic change for the isodesmic relationship (eqn 4.11) provides a measure 
of the reduction in ring strain in C2H2O3 as compared with oxiranone. At MP2/6- 
31+G(d), introduction of the hydroxyl substituent at the a-position affords an 
increase in the Ca—On by 0.035A as compared with the unsubstituted a-lactone. This 
is accompanied by increasing planarity about the Ca atom: 2C a for
hydroxyoxiranone is closer to 360°. Further, the Ca—Oh distance in C2H 2O3 is some 
0.08A shorter than a standard C—O single bond. These observations suggest a 
structure that is resonance stabilised as shown in scheme 4.4. In molecular orbital 
terms, there is a degree of nn electron donation from the Oh atom to the adjacent 
pn orbital on the Ca atom.
Scheme 4.4
Many of these structural changes are increasingly apparent when larger basis sets 
and electron correlation are used to describe the system. The exothermic change for 
eqn. 4.11 becomes more pronounced: at MP2/6-311G(d,p), A E 4  is some 16.6 kJ 
m o l1 more exothermic than at HF/6-31G(d,p). However, single-point QCISD(T)
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calculations on the MP2/6-311G(d,p) hydroxyoxiranone structure give no further 
stabilisation over oxiranone.
The hydroxyl substituent relieves a degree of strain in the hydroxyoxiranone ring by 
promoting the elongation of the Ca-On bond. The ring strain energy of oxiranone has 
been estimated by Rodriquez and Williams33 to be 169 kJ mol'1. From this current 
study, the strain energy for hydroxyoxiranone can be evaluated as 104 kJ mol*1, 
which compares well with the ring strain energies of oxirane (114 kJ mol'1) and 
cyclopropane (115 kJ mol'1). On this result alone, there is no reason why 
hydroxyoxiranone could not be produced by many of the reactions given in scheme
4.2. It is probable that C2H2O3 would only have a relatively short lifetime due to its 
enhanced 1,3-dipolar character.
Other properties of a-lactones arouse interest. IR spectroscopy can give information 
on the carbonyl stretching frequency, of which, reported values for several a- 
lactones are listed in table 4.1. The frequency of the carbonyl absorption is known to 
be inversely proportional to ring size in lactones.44,45 This suggests that it is possible 
to formulate a series of a-lactones with respect to their carbonyl stretching 
frequency. Such a series could reveal qualitatively, the effect of the R substituent on 
ring closure over the development of 1,3-dipolar character in the system.
Electron-withdrawing substituents on the a-carbon would favour ring closure over 
the development of zwitterionic character, with the reverse being true for electron- 
donating substituents. The more fully formed a-lactone structure would be expected 
to have a carbonyl stretch shifted to higher frequency as compared to more 1,3- 
dipolar systems.
A series allowing evaluation of the individual substituent contributions to ring strain 
would require more data than is currently available. Thus, at present, a series could 
only be given in terms of the combined effect of both substituents at the a-centre. 
Further complications arise from the differing conditions under which the IR spectra 
were taken. a-Lactone, le , for example, has the carbonyl absorption at 1980 cm ' 1 in 
the vapour phase. However, when in the condensed phase or in C C I 4  solution, the
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carbonyl absorptions for le  occur at 1975 cm ' 1 and 1970 cm ' 1 respectively . 37 
Furthermore, solvent effects may be important, not only in influencing the IR 
absorption positions, but also on the structure of the a-lactone itself.
Therefore, these complications suggest that a-lactone structures can only be strictly 
compared if they are:
1). Characterised in the vapour phase (le) or,
2). Prepared and characterised under matrix isolation conditions (la, Id, lg  and lh).
Assuming the carbonyl IR frequency for a given a-lactone under matrix isolation 
conditions is similar to that obtained in the vapour phase, then:
Id < lg  < lh  < la  < le
From this mini-series, it is evident that electron-withdrawing groups result in a shift 
of the carbonyl stretch to higher frequencies. Indeed, this is also the case if 
differences in the preparative conditions are overlooked, giving the series:
Id < lc < lb < lg  < lh < la  < le  < If
It is also note-worthy that for the spiro-fused systems, the frequency of the carbonyl 
stretch is inversely proportional to the size of the ring attached onto the a-lactone. 
Thus, a larger value for n in 2 gives the carbonyl absorption at lower frequencies.
Table 4.5 gives the unsealed calculated frequencies for the carbonyl stretch at HF/6 - 
31G(d,p) and MP2/6-31+G(d) in hydroxyoxiranone. Also included are the calculated 
frequencies for oxiranone and methyl ethanoate.
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Table 4.5. Unsealed calculated IR frequencies for the carbonyl stretch absorption of 
hydroxyoxiranone (anti and gauche conformers), oxiranone and methyl ethanoate. 
Experimental value for the ester is the average of the reported values in the vapour 
phase (refs 6 6  and 67). The experimental value for oxiranone refers to the IR 








Anti 2 2 1 2 1959
Gauche 2229 1983
Oxiranone 2217 1984 1967
Methyl Ethanoate 2018 1792 1775
Comparing the calculated carbonyl frequency for methyl ethanoate at HF/6-31G(d,p) 
with the experimental value , 66,67 it is evident the calculation has over estimated the 
frequency by some 14%. Using the resulting scale factor of 0.8796 at this level of 
theory, the estimated carbonyl stretching frequency for oxiranone is 1950 cm'1. At 
MP2/6-31+G(d), the methyl ethanoate frequency is overestimated by 1%. Using a 
scale factor of 0.9905 affords a calculated stretching frequency for oxiranone of 
1965 cm'1.
The scaled frequencies for hydroxyoxiranone at MP2/6-31+G(d) are 1940 cm' 1 and 
1964 cm ' 1 for the anti- and gauche conformers respectively. From these values, it is 
likely that the anti conformer will be more strained than lg  and lh , but less strained 
than oxiranone. Interestingly, at MP2/6-31+G(d), the carbonyl absorption for the 
gauche conformer is similar to that obtained for oxiranone. This emphasises that a 
series based on LR frequencies of carbonyl stretches could only be qualitative. 
However, the calculated stretches also suggest the anti conformer to be less strained 
over the gauche; as can been seen by table 4.3, the Ca—On distance is slightly smaller 
as compared with the anti conformer.
38Coe et al. reported two frequencies for the carbonyl absorption in liquid If. 
Similarly, Sander reported three frequencies for Id  in CO2 matrices.36 Such effects 
have been attributed to different substituent conformations. In this present study, it
Page 55
Chapter 4 Structure and Stability of Hydroxyoxiranone
may be predicted that two carbonyl absorption bands are obtained for 
hydroxyoxiranone due to a change in the hydroxyl substituent conformation.
4.6. Conclusions
a-Lactones have been isolated as separate species and identified as possible 
intermediates in several reactions. This study has calculated the heat of formation of 
the anti-conformer of hydroxyoxiranone to be -377 ± 10 kJ m ol'1. The structure of 
C2H2O3 was found to be less strained than oxiranone due to possible resonance 
stabilisation involving the hydroxyl oxygen. It was found that hydroxyoxiranone has 
two IR bands assigned to the carbonyl stretch at MP2/6-31+G(d), which when 
scaled, have values of 1940 cm ' 1 and 1965 cm '1. These values refer to the anti- and 
gauche conformers of hydroxyoxiranone obtained at this level of theory. Finally, it 
was suggested that a qualitative series of a-lactones could be set-up by comparing 
the carbonyl absorption frequencies, with the proviso that such systems must be 




Table 4.3. Selected geometrical parameters for optimized structures. Bond lengths in A, angles in degrees.
structure
method
0 ^ C c r - C c - o n C =0 C c ^ O h ZCaCOnO Z C aO ZHCaOhH(°)
5
HF/6-31G(d,p) 1.479 1.438 1.305 1.171 1.340 65.0 358.2 -168.8
HF/6-31+G(d) 1.481 1.439 1.304 1.172 1.340 65.1 358.3 -169.5
MP2(fc)/6-31+G(d) 1.586 1.454 1.344 1.208 1.355 68.9 359.1 -169.1
MP2(full)/6-31 lG(d,p) 1.556 1.454 1.334 1.194 1.350 67.7 359.1 -167.6
AMI 1.464 1.466 1.383 1.205 1.372 61.8 357.2 +165.4
AM 1/COSMO 1.487 1.463 1.378 1 . 2 1 2 1.365 63.0 357.9 -179.4
HF/6-31+G(d) 1.478 1.435 1.305 1.170 1.342 65.1 +44.7
MP2(fc)/6-31+G(d) 1.574 1.450 1.346 1.205 1.358 68.4 +35.8
AM 1/COSMO 1.503 1.462 1.369 1.213 1.371 64.0 +2 1 . 2
l a








Table 4.4. Calculated total energies (hartree), vibrational zero-point and thermal energies (E ^  and unsealed) for anti, 
5, and gauche, 5g, conformers of hydroxyoxiranone along with other species involved in isodesmic equation (4.11). The
energy change, AE4 , for eqn. 4.11 is also given at various levels of theory.
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5. INTERMEDIATES IN NON-ENZYMIC 
SIALOSIDE HYDROLYSIS
5.1. Introduction
A reaction intermediate is said to exist if it has a “lifetime which is long enough that 
the various fragments from its precursor are not still surrounded by a common 
solvent shell when the products are formed” (about 10'Hs) . 68 A species with a 
lifetime longer than the period of a molecular vibration within the system (c f around 
5 x 10' 13 s for a C—C stretch) has also been suggested as a criterion for the existence 
of an intermediate .68,69 If such a species has too short a lifetime to become solvent 
equilibrated, then the mechanism is deemed to proceed through a preassociation 
stepwise ( D n * A n )  mechanism .69,70
Non-enzymic catalysed glycoside hydrolysis can occur via a stepwise ( D n * A n )  
nucleophilic substitution reaction that involves a high-energy oxocarbenium ion 
intermediate, 1 (scheme 5.1) . 68,71 The lifetime of the resulting glycosyl cation has 
been estimated to be in the order of 10'12s in an aqueous environment.72 Conversely, 
in the acid catalysed hydrolysis of a-D-glucopyranosyl fluoride, the presence of 
anionic nucleophiles such as azide anions was found to shorten the estimated lifetime 
of the postulated oxocarbenium ion to about 10'19s .73 The resulting reaction products 
were found to be inverted and not racemised, indicative of a concerted AnDn 
mechanism .73 However, the solvolysis of a - and (3-glucopyranosyl fluorides in an 
ethanol/2 ,2 ,2 -trifluoroethanol solvent mixture afforded racemised products for both
/ro
anomers. This indicated that solvolysis of the glycoside may have proceeded via a 
mechanism that involved an oxocarbenium ion intermediate. The different 
retained/inverted product ratios for a series of leaving groups suggested the 
oxocarbenium ion was not solvent equilibrated, but existed in the presence of the 
nucleophile as a solvent separated ion pair.68
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Scheme 5.1
Sialyl oxocarbenium ions (sialyl zwitterions), 2 are more stable than the parent 
glycosyl cations. Their lifetime in aqueous solvent has been estimated to be around 3 
x 1 0 n s, which is 30 times greater than the estimated lifetime of the glycosyl 
cation .74 This is long enough to fully satisfy both stipulated criteria for the existence 
of an intermediate. Further, the solvolysis of sialosides with a CMP leaving group, 4 
gave a “nearly equimolar” product solution of a -  and P-methyl glycosides of sialic 
acid (Scheme 5.2, Path A, Z=Me). The racemic product mixture points evidence 
towards a solvent equilibrated sialyl zwitterion.
■°x
OH b V ? 'B ?1nA/B


























Chapter 5 Intermediates in Non-Enzymic Sialoside Hydrolysis
NHj,
R =  —C3 - 1"°!
OH OH
4 5
The extra stabilisation of the sialyl zwitterion, 2, over the parent glycosyl cation has 
been attributed to the through-space electrostatic stabilisation of the positively 
charged centre by the adjacent carboxylate group. Indeed, an isodesmic 
relationship involving both species (Scheme 5.3) was exothermic by 460 kJ m o l1 in 
the gas phase, and 71 kJ mol' 1 when electrostatic continuum solvation effects were
Hfktaken into account.




O— ct_H /  0  — c —C
£ Z y  v
Scheme 5.3
Although electrostatic effects are important in stabilising a positively charged centre 
in the sialyl zwitterion, covalent interactions with the carboxylate group could also 
stabilise the reaction centre through NGP, leading to the formation of an a-lactone 
intermediate, 3. The non-enzymic hydrolysis of p-nitrophenyl-N-acetyl-a-D- 
neuraminic acid, 5, has been suggested to take place via an a-lactone intermediate, 
aiding the departure of the p-nitrophenyl group (scheme 5.2, path B, Z=H ) . 1 This 
mechanism has been suggested on the basis of an inverse solvent isotope effect as 
well as a larger P-deuterium KIE found at lower pH conditions, under which the 
carboxylate group is less likely to covalently participate . 1 NGP by the carboxylate 
group was discounted for the solvolysis of CMP-Neu5ac because such a mechanism 
would only lead to a retained product.75
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  1 A   ^*1
The secondary C KIEs at the carboxylate carbon (C l) have also been measured 
and calculated .76 The measured KIE was found to have a normal value of 1.013,
77indicating a degree of loosening of the environment around the C l carbon. 
Furthermore, theoretical studies have shown that on the departure of the leaving 
group, the carboxylate O—C—O angle increases along with an accompanying 
elongation of the C l—C2 bond .76 Such geometrical changes would be consistent with 
a normal isotope effect. Much larger changes in these geometrical parameters would 
represent the decarboxylation of a sialyl zwitterion to yield a sialyl glycosylidene 
carbene and carbon dioxide.
Interestingly, geometry optimisations at HF/3-21G of protonated pyruvate, 
CH3C+(OH)COO\ in the gas phase resulted in the spontaneous decarboxylation of 
the molecule.78 Initial studies by the author of this thesis involved optimisation of the 
sialyl zwitterion in vacuo using the AMI level of theory within the SPARTAN 
program .90 This intermediate also underwent spontaneous decarboxylation to yield 
an associated complex of the sialyl glycosylidene carbene and CO2 . Glycosylidene 
carbenes, 7 have been generated experimentally from diazirines, 6  and have been 
used as glycosylating agents.79 The lifetime of such carbenes has been estimated to 
be around 10'6s in acetonitrile solvent.80 Glycosylidene carbenes undergo standard 
reactions of carbenes, such as O—H bond insertion79 and addition to unsaturated 
double bonds81 (scheme 5.4).
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In this chapter, the relative stability of the three possible intermediates discussed 
above are investigated using two separate models. Model I incorporates the pyranose 
oxygen, anomeric carbon (C2) and carboxylate group to define the three 
intermediates (figure 5.1 A). Model II includes the full pyranose ring with the 
carboxylate group (figure 5.IB). The stabilising effects which exist in addition to the 
through-space electrostatic stabilisation by the carboxylate group are investigated, 
along with their effects on the relative stability of the three intermediates.



























Fig 5.1. The relationship o f model I (A) and model II (B) intermediates to the full sialoside system.
After discussing the structures for model 1, the stabilising effect of the hydroxyl 
substituent on the electron deficient centre is then examined, followed by the effect 
of anchoring model I into a pyranose ring. The relative stability of the three
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intermediates in the gas phase are then investigated, and the effect of solvation upon 
the relative stability of the zwitterion, a-lactone and carbene is then discussed. The 
chapter is then summarised with a conclusion.
5.2. S tructure  and Stability of Model I Interm ediates
Hydroxy-zwitterion (8). Unconstrained optimisation of 8  at HF/6-31+G(d) yields a 
planar structure with an intramolecular hydrogen bond between the hydroxyl 
hydrogen and a carboxylate oxygen, where the Ca“ OhH bond is anti to Ca—H. 
However, this structure is found to undergo a spontaneous intramolecular proton 
transfer to give glyoxylic acid (Scheme 5.5, 14) on the MP2(fc)/6-31+G(d) energy
Q-n
surface. The reverse process has been investigated by Bock and Redington as the 
first step in the decarboxylation of 14 (Scheme 5.5), but their theoretical study used 
structures only obtained at the Hartree-Fock level.
H - _ LI
O ' ' '  S 0  MP2/6-31 +G(d) ° v  / ?
* » y — (  — ► , c: c ° 2
V  decarboxylation H \  _ H
M O (Stage 1) 0
14 
Scheme 5.5
The conformation of 8  in which the Ca—OhH bond is syn to the Ca—H bond is a 
more appropriate analogue for the sialyl zwitterion, 2. This conformation is found to 
be a first-order saddle point on the HF/6-31+G(d) and MP2/6-31+G(d) potential 
energy surfaces (Table 5.6). It represents a transition structure for rotation about the 
Co-Oh bond, but is stable with respect to in-plane distortions. Interestingly, Bock 
and Redington82 described the anti conformer of 8  as a weakly associated complex of 
hydroxycarbene and carbon dioxide with a Co-C distance of 3.0 A at the HF/6 - 
31G(d) level. The syn conformer of 8  has a perfectly normal Co-C bond, the length 
of which is reduced by electron correlation from 1.598 A [HF/6-31+G(d)] to 1.523 A 
[MP2(fc)/6-31+G(d)].
Page 64
Chapter 5 Intermediates in Non-Enzymic Sialoside Hydrolysis
As well as having the carboxylate group in plane with the molecular system as in 
8Syn-pianar, the group can also adopt a conformation where it is co-planar with the 
electrophilic centre, 8syn-twist- This was also found to be a first-order saddle point on 
the HF/6-31+G(d) energy surface for the formation of the corresponding a-lactone. 
However, 8syn.twist could not be located on the MP2/6-21+G(d) surface; attempts to 
find such a species resulted in the collapse of the zwitterion to yield a-lactone, 
9gauche- The relative energies of the three zwitterion conformations at HF/6-31+G(d) 
are given in table 5.1.











The twist hydroxy-zwitterion is an appropriate model for the sialyl zwitterion in 
which the carboxylate group is co-planar with the pyranose ring. It has been 
suggested that both planar and twist conformations exist in solution under different 
circumstances.74 When the sialyl zwitterion is solvent equilibrated, the lower energy 
twist conformation may be adopted. However, in the presence of anions, the 
zwitterion may assume the planar conformation to avoid any electrostatic repulsion 
between the carboxylate group and an adjacent nucleophile .74 It is also noted that this 
planar conformation is also adopted when the sialic acid moiety is bound to the 
active site of the sialidase enzyme (chapter 7).
Hydroxyoxiranone (9). The rotamers of hydroxyoxiranone have already been 
discussed (section 4.2). Briefly, the gauche conformer lies 5.7 kJ mol' 1 above the anti 
conformer on the MP2/6-31+G(d) energy surface and is the more appropriate model 
for the sialyl lactone, 3. These were the only rotamers obtained at the HF/6-31+G(d) 





Chapter 5 Intermediates in Non-Enzymic Sialoside Hydrolysis
Hydroxy-carbene (10). Two conformers of the singlet hydroxy-carbene have been 
located on the MP2/6-31+G(d) energy surface. The syn conformer is the most 
appropriate model for a sialyl glycosylidene carbene and is located 29 kJ mol' 1 above
QO QA
the anti form, in reasonable agreement with other groups. ’ Pople et al. have 
calculated a high rotational barrier (ca. 120 kJ mol'1) associated with the inter- 
conversion of the syn and anti conformers. The high barrier is consistent with the 
rotation around a partial double bond (table 5.6).
5.3. The Stabilising Effect of the Pyranose Oxygen
A possible stabilising effect upon the electron deficient centre in all three 
intermediates is the nn-pn interaction that involves a lone pair of electrons on the 
adjacent pyranose oxygen. The magnitude of this stabilising effect can be estimated 
by comparing the model I intermediates, with the relative unsubstituted analogues 
15-17.
O H O  H
H. /  \
H '  - /H O H O H
15 16 17
For the purposes of the following discussion, these unsubstituted species will be 
generically referred to as H C i ntH .  Likewise, model I intermediates will be referred to 
as HOCmtH. As noted in section 5.2, The gauche conformer of hydroxyoxiranone is 
used, along with the syn-planar zwitterion. The syn-twist zwitterion is not compared 
with the unsubstituted model because the corresponding form of 16 could not be 
located on either the HF/6-31+G(d) or the MP2/6-31+G(d) energy surface. Any 
attempt to do so resulted in its collapse to form oxiranone, 15. This is consistent with 
the results of Antolovic et al. in which a similar optimisation at HF/3-21+G(d) also 
yielded 15.86 However, the planar conformation of 16 is found to be a first-order 
saddle point on both the HF/6-31+G(d) and MP2/6-31+G(d) energy surface which 
corresponds to a TS structure for the rotation about the C a — C  bond.
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H O C in tH  can be related to H C intH  through the following isodesmic equation:
u HOh
\  AE, s \ h
c int + CHgOH ^-----------------  /C in t + CH4 (5,1)
H H
The calculated value of A E i for each intermediate is summarised in table 5.2. The 
total energies for all intermediates are given in tables 5.8-5.10.
Table 5.2. The energy change, AEi (eqn. 5.1), calculated at MP2(fc)/6-31+G(d), 
along with the C a— Oh bond length for each intermediate.
a-Lactone Zwitterion Carbene
AEj/kJ mol' 1 -53.0 -204.7 -190.8
C a-O h/A_________________ 1.358______________1.280______________ 1.320
The introduction of the hydroxyl substituent provides a degree of conjugative 
stabilisation in all three intermediates, as noted by the exothermic energy change in 
eqn. 5.1. The gauche a-lactone is less strained as compared with the unsubstituted 
species, while the electron deficient carbene is stabilised to a greater extent, as 
evidenced by an increased n^-p^ interaction (i.e. a reduction in the Ca—Oh bond). 
However, it is the positively charged centre of the zwitterion that benefits most from 
the donation of electrons into the empty p-orbital, giving the most exothermic energy 
change of 205 kJ mol’1. The conjugative stabilisation of all three intermediates can 
also be represented as resonance structures (scheme 5.6).
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h\  h\
C: <------------ ► C
Scheme 5.6
5.4. Effect of Ring Restraints on Model I Interm ediates
The energy change associated with the following isodesmic relationship (eqn. 5.2) is 
given in table 5.3 , along with the C—Oh, and Cp—H r bond lengths found in all three 
model II intermediates.
Model I Model II
Table 5.3. The energy change associated with equation 5.2 at MP2/6- 
31+G(d)//HF/6-31+G(d), along with the geometrical Ca—Oh and Cp—Hr parameters
for each model II intermediate.
a-Lactone Zwitterion Carbene
AE2/  kJ mol' 1 -24 .9 -62 .8 -26.5
Ca Oh/A 1.344 1.254 1.294
C r - H /A 1.087 1.089 1.092
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The energy change for eqn. 5.2 gives the energy associated with restraining model I 
into a pyranose ring (Model II). For all intermediates, this change is exothermic. The 
observed stabilising effect may originate from the combination of three possible 
phenomena:
1). A slight conformation change in Model I compared to Model n.
2). A change in the magnitude of the first-order conjugation taking place.
3). The introduction of hyperconjugation at the (3-centre.
The a-lactone stability is affected by the ring restraint: the corresponding dihedral 
angle to H C aOhH in 9gauche is some 9° larger in the spiro-fused a-lactone. This slight 
conformation change of the a-lactone in the pyranose ring system over the smaller 
model allows some reduction in the ring strain to occur. This is evidenced by an 
elongation of the Ca—On bond in 12 (by 0.032A). Adam’s work on the spiro-fused 
a-lactones gave an indication that the strain associated with these systems is 
inversely proportional to the size of the adjacent ring .35 In addition to the 
conformational change between the smaller and larger models, the C—Oh bond is 
0.002A longer, suggestive of a slight weakening of the conjugative stabilisation by 
the oxygen atom in the model II a-lactone.
While there seems to be some evidence for the reduction in the Ca—Oh interaction in 
the model II a-lactone, the converse is true for the zwitterion and carbene 
intermediates. The Ca—Oh distance in both species is shortened by 0.004A as 
compared to the distance in Model I. There is also some indication of 
hyperconjugation in these two systems: the Cp—Hr bond length is 0.002A and 
0.005A longer for the zwitterion and carbene respectively, as compared with the 
unsubstitued pyran molecule (where Cp—Hr is 1.087A). In addition, it is also noted 
that for both intermediates, there is a smaller conformation change (<3°) between 
Model I and Model II as compared with the corresponding change in the a-lactone 
intermediate.
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5.5. Relative Energies of a-Lactone, Zwitterion and Carbene
The relative energies of the three intermediates are given in table 5.4. In vacuo, the 
energy change, A E open, for the process:
is positive. This is the case at all levels of theory, but the effect of electron 
correlation is to increase the value of A E open, by some 30 kJ mol"1. Thus the a- 
lactone, 9gauChe is found to be more stable than the 1,3-dipolar system despite its 
highly strained structure. At the AMI semi-empirical level of theory, the only a - 
lactone conformer found was 9anti, which was 60.4 kJ mol"1 lower in energy than the 
syn-planar zwitterion. The energy change for the ring opening of oxiranone, 15, to 
the unsubstituted zwitterion is calculated to be 262 kJ mol"1 at MP2(fc)/6-31+G(d), 
which is more endothermic than that obtained for the substituted model at the same 
level of theory. The syn-twist hydroxy-zwitterion obtained at the HF/6-31+G(d) 
level is found to be slightly more stable with respect to 9gaUche compared to its syn- 
planar conformer by some 14 kJ mol"1 and 27 kJ mol"1 using the HF/6-31+G(d) and 
MP2/6-31+G(d)//HF/6-31+G(d) levels of theory respectively.
Using Model II, A E open is calculated as 21 kJ mol"1 at HF/6-31+G(d). Accounting for 
electron correlation increases A E open to 46 kJ mol"1. This result is in good agreement 
with those of Horenstein, who calculated the same relative energy to be 21 kJ mol"1 
and 47 kJ mol"1 at HF/6-31G(d) and MP2/6-31G(d)//HF/6-31G(d) respectively .74 
However, in stark contrast, at the AMI level of theory, the model II zwitterion is 
found to be 10.3 kJ mol' 1 lower in energy than the a-lactone.
Page 70
Chapter 5 Intermediates in Non-Enzymic Sialoside Hydrolysis
Table 5.4. Energies associated with a-lactone ring opening (AEopen) and zwitterion 
dissociation (AEdiSS) in vacuo. The former process results in the zwitterion 
intermediate while the latter generates a singlet carbene and CO2 . BSSE corrected
AEdiss also given.
Method AE0pen/kJ mol' 1 AEdiSS/kJ mol' 1 BSSE corrected
AEdiss/kJ mol' 1
Model I-Unsubstituted Intermediates
MP2(fc)/6-31+G(d) 261.9 -8 . 8
M odel I-Comparison with syn-planar zwitterion







MP2(fc)/6-31+G(d) 110.2 5.1 -25.7
AMI 60.4 -16.4
Model I-Comparison with syn-twist zwitterion




Model II-Comparison with twist zwitterion




AMI -10.3 -1 0 . 0
In vacuo, the energy change for model I associated with the process:
HOv 0 “
'  j- /  AEdiss
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was found to be exothermic at both the semi-empirical AMI level and the HF/6 - 
31+G(d) level of theory. The inclusion of electron correlation seems to preferentially 
stabilise the zwitterion compared to the infinitely separated dissociated products. 
However, the method used to describe the process given in eqn. 5.4 results in the 
preferential stabilisation of the zwitterion over the fragments. This is due to the 
larger number of basis functions available in the super-molecule (the zwitterion) to 
describe each individual fragment within it. This effect originates from the use of 
incomplete basis sets and is termed Basis Set Superposition Error (BSSE) and has no 
physical significance.
A modified87 Boys-Bemardi counterpoise approach88 can be used to estimate the 
amount of stabilisation afforded to the zwitterion through BSSE. Firstly, the energy 
of each fragment is calculated, in which both species assume their super-molecule 
geometry. The resulting sum is designated efrag. Secondly, the energy of each 
fragment in the super-molecule, Efrag, is calculated in the presence of the counter 
fragment’s molecular orbitals (often termed ghost orbitals). Thus:
BSSE — EfragSfrag (5.5)
The value associated with BSSE is then subtracted from the energy of the super­
molecule (in this case 8 . 6  kJ mol' 1 and 30.8 kJ mol' 1 at HF/6-31+G(d) and MP2/6- 
31+G(d) levels of theory respectively for the model I syn-planar zwitterion). This 
gives a corrected energy change for the process in eqn 5.4. While BSSE has a small 
effect on the AEdiS at Hartree-Fock level, the corrected MP2/6-31+G(d) result swings 
the syn-planar zwitterion dissociation from being an endothermic (5.1 kJ mol'1) to 
being an exothermic process (-25.7 kJ mol'1).
BSSE can also be accounted for by using a larger, more flexible (and more 
complete) basis set. Single-point energies at HF/6-311+G(3df,2p) on the HF/6 - 
31+G(d) structure yield a dissociation energy of -56.8 kJ mol"1, compared to the 
BSSE corrected -52.8 kJ m o l1. Therefore, even after accounting for basis set 
effects, electron correlation preferentially stabilises the zwitterion with respect to the
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dissociation products, although decarboxylation is still a thermodynamically 
favourable process.
Therefore, for the hydroxyl substituted model in which the zwitterion adopts the syn- 
planar conformation, the decarboxylation process is found to be exothermic at all 
levels of theory after accounting for BSSE. For the unsubstituted model, zwitterion, 
16, is higher in energy than the dissociated fragments by 8 . 8  kJ mol'1, before 
allowing for the BSSE correction.
Considering Model I in which the zwitterion now adopts the syn-twist conformation, 
there is an exothermic energy change associated with the formation of 
hydroxycarbene and carbon dioxide through the decarboxylation of 
However, at MP2(fc)/6-31+G(d), the energy change is only -0.3 kJ mol' 1 as opposed 
to -25.7 kJ mol' 1 for the decarboxylation of the syn-planar species. 
Thermodynamically, the dissociation of the syn-planar zwitterion may be more 
important than for its syn-twist analogue (whereas the syn-twist conformer would 
favour the exothermic ring closure process to form the a-lactone).
In model II, the greater stabilising effect of the pyranose ring on the zwitterion 
species over the carbene leads to an endothermic process for the decarboxylation of 
the zwitterion, even after applying the BSSE correction. However, using the AMI 
Hamiltonian, decarboxylation to infinitely separated products is predicted to be an 
exothermic process, in agreement will the smaller model I, but in disagreement with 
the ab initio results obtained for model n .
5.6. Relative Energies of the Three Interm ediates in Solution
Table 5.5 gives the relative energy changes in solution between the zwitterion and 
the a-lactone (AEopen) and carbene (AEdiSS) intermediates. In the presence of solvent, 
localised charges in the 1,3-dipolar system should be greatly stabilised, compared to 
the highly strained a-lactone. It is therefore surprising to note that the model I a - 
lactone is lower in energy than both zwitterion conformers (ring opening to form the 
syn-twist zwitterion is 5.3 kJ mol' 1 less endothermic). Conversely, the larger model 
II predicts the zwitterion to be the more stable intermediate in solution, with the ring
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opening process being exothermic by 8.2 kJ mol ' 1 at MP2/6-31+G(d)//HF/6- 
31+G(d). These results suggest that under the restriction of using in vacuo 
geometries with the IPCM method, the smaller model under-estimates the relative 
stability of the zwitterion as compared with the a-lactone in solution. Interestingly, 
using the AM 1/COSMO method to describe both model I and model n, the 
zwitterion is found to be lower in energy. At this level of theory, geometry 
optimisation is available within the continuum dielectric. Horenstein reported 
geometry optimisations within a dielectric continuum using the self-consistent field 
isodensity polarised continuum model (SCIPCM) at HF/6-3 lG(d). At this level of 
theory, the zwitterion was 42.3 kJ mol' 1 lower in energy than the spiro-fused a - 
lactone. Single-point energy calculations on the SCIPCM structures at B3LYP/6- 
31G(d) and MP2/6-31G(d), also reported the zwitterion to be lower in energy, with 
values of AEopen of -32.6 kJ mol' 1 and -7.5 kJ mol*1 respectively .76 This would 
suggest the AM 1/COSMO value of around 120 kJ mol' 1 obtained by Gillot89 over­
estimates the energy associated with the ring opening of the a-lactone compared 
with ab initio levels of theory.
The dissociation of the zwitterion to form the carbene and carbon dioxide is 
endothermic at all levels of theory. Although the ab initio results have not been 
corrected for BSSE (ca 30 kJ mol' 1 when using MP2 methods), this effect is unlikely 
to alter the overall qualitative result. Electrostatic solvent effects therefore render the 
decarboxylation process unfavourable.
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Table 5.5. Energies associated with a-lactone ring opening (AEopen) and zwitterion 
dissociation (AEdiSS) in solution. The former process results in the zwitterion 
intermediate while the latter generates a singlet carbene and CO2 . BSSE corrected
AE^ss also given.
Method AEopen/kJ mol"1 AEdiSS/kJ mol"1




MP2(fc)/6-31 +G(d) 17.5 
//HF/6-31+G(d)
82.7
AMI/COSMO -101.0 1 1 1 . 8
Model I-Comparison with syn-twist zwitterion
MP2(fc)/6-31+G(d) 12.2 
//HF/6-31+G(d)
8 8 . 0
AM 1/COSMO -103.7 114.5
Model II-Comparison with twist zwitterion
MP2(fc)/6-31 +G(d) -8.2 
//HF/6-31+G(d)
107.7
AM 1/COSMO -119.4 6 6 . 6
5.7. Conclusions
Although, 8 syn.tWist, 8 syn.pianan g^auche and 10syn are not the lowest energy conformers 
of their respective systems, they are the most appropriate models for the description 
of the sialoside intermediates of interest. Introduction of an adjacent oxygen atom as 
compared with unsubstituted analogues affords a degree of stabilisation through nn- 
pji bonding interactions. This is most effective for the positively charged centre of 
the zwitterion (-205 kJ mol'1) and the electron-deficient carbene centre (-191 kJ 
mol"1). Further stabilisation is obtained by restraining the system into a pyranose 
ring. This may originate from either additional first- and/or second-order conjugative 
effects and/or slight conformational changes in the pyranose system as compared to
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the conformations used in the smaller models. At ab initio levels of theory, the 
model II zwitterion is less stable than the a-lactone in vacuo, but more stable in 
solution, while decarboxylation to form the carbene and CO2 is unfavourable in 
vacuo and in solution. However, using the AMI hamiltonian for model n , the 
zwitterion is predicted to be more stable than the a-lactone by some 10 kJ mol' 1 but 
less stable than the infinitely separated carbene and CO2 . In solution, the semi- 
empirical result agrees qualitatively with those obtained at ab initio levels of theory. 
However, there is evidence to suggest that the AMI/COSMO method may be over 
estimating the stabilisation of the zwitterion in solution as compared to published ab 
initio results. The results in solution given in this chapter only provide a degree of 
stabilisation from a medium with a given dielectric and do not give any information 





Table 5.6. Selected geometrical parameters for the a-lactone, zwitterion and carbene intermediates
Structure
Method
Co—On CcH: c - o n c= o Co-Oh ZCoCOoO ZQxO ZH CaOhH(°) vVcm ' 1
9 anti
AMI 1.464 1.466 1.383 1.205 1.372 61.8 357.2 +165.4
g^auche
HF/6-31+G(d) 1.478 1.435 1.305 1.170 1.342 65.1 +44.7
MP2(fc)/6-31+G(d) 1.574 1.450 1.346 1.205 1.358 68.4 +35.8
AMI/COSMO 1.503 1.462 1.369 1.213 1.371 64.0 +2 1 . 2
15
MP2(fc)/6-31+G(d) 1.551 1.449 1.346 1.204 67.3 358.7
12
HF/6-31+G(d) 1.503 1.437 1.303 1.173 1.344 66.3 358.1 +53.8
AMI 1.493 1.467 1.364 1.205 1.386 63.5 357.6 +48.3
AMI/COSMO 1.512 1.466 1.362 1 . 2 1 2 1.381 64.5 357.8 +42.2
s^yn-planar
HF/6-31+G(d) 1.598 1.213 1.203 1.250 107.4 360.0 0.0 118/
MP2(fc)/6-31+G(d) 1.523 1.267 1.247 1.280 107.1 360.0 0.0 183/
AMI 1.651 1.235 1.229 1.286 108.1 360.0 0.0 82/
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Table 5.7. Total energies (Hartrees) for methane, methanol and pyran molecules 
used to complete isodesmic relationships 5.1 and 5.2.




Table 5.8. Total energies for obtained a-lactone structures. Results calculated using 
ab initio levels of theory are given in Hartrees while AM I and AM 1/COSMO results
are reported in kJ m o l1.
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Table 5.9. Total energies for obtained zwitterion structures. Results calculated using 
ab initio levels of theory are given in Hartrees while AM I and AMI/COSMO results
are reported in kJ mol"1.
Method 8syn-planar 8syn-twist 16 1 1












AMI -251.96 -260.72 -344.47
AMI/COSMO -474.82 -477.49 -504.68
Table 5.10. Total energies for obtained carbene and CO2 structures. Results 
calculated using ab initio levels of theory are given in Hartrees while AMI and 
AMI/COSMO results are reported in kJ m ol'1.
Method 10syn 17 13 C 0 2












AMI 65.83 -20.23 -334.14
AMI/COSMO 8.99 -6 6 . 1 2 -372.00
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Table 5.11. Counterpoise correction data for both Model I and Model II fragments (in
Hartrees).
Method 10syn 17 13 c o 2
fragments distorted as in 8 syn.pianar‘
HF/6-31+G(d) -113.77328 -187.57060
MP2(fc)/6-31+G(d) -114.06505 -188.05749
fragments distorted as in 8 syn.pianar with ghost orbitals of counter-fragment:
HF/6-31+G(d) -113.77575 -187.57142
MP2(fc)/6-31+G(d) -114.07326 -188.06099
fragments distorted as in 8 syn.tWist:
HF/6-31+G(d) -113.77424 -187.57053
MP2(fc)/6-31 +G(d) -114.06259 
//HF/6-31+G(d)
-188.07256






















6. EXPLICIT SOLVATION OF SIALYL 
cc-LACTONE AND ZWITTERION 
INTERMEDIATES
6.1. Introduction
Solvation effects upon the relative stability of possible intermediates (including the 
sialyl a-lactone, 1  and sialyl zwitterion, 2 ) formed in the non-enzymic catalysed 
hydrolysis of sialosides were introduced in chapter 5. The simplified 
tetrahydryopyran model incorporated the pyranose ring and the carboxylate group, 
but excluded all other side chains in the sialoside system. Solvation effects were 
modelled using continuum solvation techniques with a constant dielectric (78.4 for 
water). While such methods are computationally efficient and give an indication of 
the solvent electrostatic stabilisation upon the solute, any specific solvent-solute 
interactions, by inference, are omitted.
AcNH OH AcNH OH
1  2
To account for specific solute-solvent interactions requires the incorporation of 
explicit water molecules into the simulation. While QM methods enable simulation 
of chemical reactivity, they are computationally expensive. Thus describing a solute 
surrounded by a large number of water molecules (c f  500) would be intractable if 
modelled at ab initio levels of theory, and difficult at semi-empirical levels. 
However, molecular mechanics potentials such as TIP3P have been generated which 
adequately describe bulk solvent. 91 The TIP3P potential has atom centred charges in 
which the oxygen atom has a charge of -0.82e (and hydrogen +0.4 le ) . 91
Hybrid Quantum Mechanics/Molecular Mechanics92 (QM/MM, Section 2.2.3) 
methods can be applied to the simulation of reactions in solution ,93,94 making such
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investigations computationally amenable. With these systems, their exists a 
convenient partition between the QM and MM parts of the system: the solute can be 
treated quantum mechanically while the surrounding solvent molecules are described 
using the TIP3P potential. The effective Hamiltonian for the QM/MM system14 may 
be given by:
Heff = H qm  +  Hqm/MM + H-MM + Hbound (6.1)
Hqm is the QM Hamiltonian that incorporates the nuclear-electron attractions as well 
as the nuclear-nuclear and electron-electron repulsions in the QM system:
H * , -  [ E V ? - ^ + E  (6.2)
^  i i a  n a  a p  r  af i  ij Ti j
where
dx dy dz
and where Z represents the charge of the QM nuclei, a  and /?, and r is the distance 
between nuclei or electrons, i and j.
The QM/MM Hamiltonian represents a cross term in which the QM part is affected 
by point charges of the MM system and is given by:
„  _ V <2” . V Z“G" , V [  Bam 1
Hqm/mm —  +  — —  +  Zj  < — T i- — I > (6 .3)
im Tim can Tam I Ram Ram I
where Qm is the charge of the MM atom, m, and r is the distance between m and the 
QM nuclei, a, or electrons, i. The last term in eqn. 6.3 is the Lennard-Jones 12-6 
potential (L-J) that accounts for the van der Waals interaction between atoms in the 
MM and QM partitions; it is described by the relevant non-bonded parameters in the 
MM force field. The inclusion of the L-J potential allows the QM system to 
differentiate between like-charged, different size species (cf. bromide and chloride
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anions); omission of this term would make any size-dependent non-bonded 
interactions invisible to the QM region.
The MM Hamiltonian is dependent on atom positions and is thus represented by the 
MM energy.14 The boundary Hamiltonian represents the atoms beyond the explicitly 
modelled system and can be split into sections that either act upon the QM or MM 
regions.14 The total energy of the system is thus given by the combination of the 
separate QM, QM/MM, MM and boundary energies:
Etot -  Eqm +  Eqm/mm +  EMm +  Ebound (6 .4 )
Finally, the QM/MM interaction energy, Eqm/mm term can be split into QM/MM 
electrostatic energy and van der Waals energy terms:
E qm/mm = EQM/MMeiec + Evdw (6.5)
Successful QM/MM modelling using the AM1/TIP3P hybrid potential has been 
reported. Gao has calculated the free energy barriers for various chemical reactions95 
as well as the free energy change associated with the rotational barrier of acetic acid 
(scheme 6 .1).96 The latter has been calculated to be 4.6±1.2 kJ m ol'1 as compared to 
the estimated experimental value of 4.2-8.4 kJ m ol'1 in favour of the syn isomer.96 
Further, relative solvation free energies for many organic species are in good 
agreement with the experimentally determined values.97
O y  0
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Gao has determined these AG values by combining the Metropolis Monte Carlo 
sampling method with the hybrid QM/MM potential.98 Briefly, the change in AGsoi 
between species A and B is calculated using the cycle in scheme 6.2. The free energy 
changes involving the gradual removal of the H q m / m m e i c c  cross term are calculated 
for both species, leaving the MM Lennard-Jones potential as the only interaction 
between the MM and QM part of the system. The second stage is to calculate the 
free energy perturbation between A and B using the Monte Carlo technique to 
sample the conformation space. Typically, some 1.5xl06 configurations are used to 
sample this space.98 During this part of the simulation, any major conformation 
changes in the solute and first solvation sphere results in the re-evaluation of the 
system’s total energy (which includes the re-evaluation of the AMI solute 
Hamiltonian).
AAGsoj
A(^QWMMelec' ^vdw) -------------------------- ► ^(^QM/MMelec' Hdw)
AG*, AG®''sol
A’(0, H*J ------ 52=2------- ► B'(0, H^)
Scheme 6.2
Bash and co-workers have used Molecular Dynamics in conjunction with the 
AM1/TIP3P potential in CHARMM to calculate the free energy associated with the 
proton transfer between methanol and imidazole.99,100 The double width sampling 
employed with this work calculated the A G  to be within ca. 9 kJ mol'1 of the 
experimental value.100
O AGL —y.  *  c h 3 ° "  +  ^  ^
H 0 H
Scheme 6.3
The magnitude of the difference between the free energy values obtained for the 
forward process, A G f and the backward process, A G b gives an indication of the
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sampling quality of conformation space. Thus, such a hysteresis effect can be 
defined as:
Hysteresis, Hy = \AGf- AGb\ (6-6)
A higher value for the hysteresis effect would represent poorer sampling of the 
conformation space. In the case of scheme 6.3,100 the value of Hy was ca. 4 kJ mol"1.
In calculating the free energy changes mentioned above, the following relationship is 
used:
AG = -RTln<  exp<-AH / R T ) > . (6-7)
where AH=Hq-Ha represents the change in the Hamiltonian between system A and B 
and < > a  is the ensemble average over a system represented by Hamiltonian, HA.
For a very large system, Kollman has pointed out that the calculation of AG is more 
accurate than evaluating energy or enthalpy changes.101 This is illustrated by an 
example that just employs a molecular mechanics potential: the transformation of 
methanol into ethane in which both systems are solvated by 125 water molecules.101 
The error associated with the calculated AG for this change is around 4 kJ mol"1 
whereas the error associated for the corresponding enthalpy change is over ten times 
greater. This arises because obtaining the enthalpy change requires taking a 
difference in large energies, in which solvent-solvent interactions dominate. When 
calculating AG, solvent-solvent interactions remain constant (they are ensemble 
averaged) over the two Hamiltonia given in eqn. 6.7, leaving the solute-solvent 
interactions responsible for part of the energy difference. It is therefore not 
surprising that there are no published total energy changes between two solvated 
solutes while employing the QM/MM hybrid potential. However, as mentioned 
above, calculated free energy changes using the AM1/TIP3P potential that give good 
agreement with experiment have been reported.
In this chapter, a computationally efficient methodology is presented to determine 
the energy difference between the full sialyl a-lactone and sialyl zwitterion
Page 86
Chapter 6 Explicit Solvation of Sialyl g-Lactone and Zwitterion Intermediates
intermediates in an explicit solvent environment. It also gives an opportunity to 
determine the reproducibility of the results obtained with the AM1/TIP3P hybrid 
potential, which has proven to be a successful method in calculating AG for various 
processes.
After describing the method used to calculate the energy difference between the two 
intermediates, the actual energy change obtained and associated error is reported and 
discussed. Any hysteresis effects obtained using the hybrid QM/MM method and 
their origins are then investigated. Comparison of energy changes between the 
AM1/TIP3P and AM 1/COSMO methods are then discussed. This is followed by a 
conclusion.
6.2. Methodology
Starting structures for the sialyl a-lactone and sialyl zwitterion were initially 
generated with identical side chain conformations. Each intermediate was then fully 
optimised within a 15A radius water droplet containing approximately 500 water 
molecules until the RMS gradient for the whole system had fallen to ca. 0.02 kJ 
m ol^A '1 (0.005 kcal m o l1 A 1). The resulting solute structures are designated laO and 
ziO for the a-lactone and zwitterion respectively.
Conformational sampling of the solvent environment around ziO and laO was 
accomplished through simulated annealing techniques. These simulations provided 
five solvent structures around each solute. The resulting 10 structures were used as 
starting points to determine the energy difference between the two intermediates. 
Herein, lass and ziss refer to the a-lactone and zwitterion starting points 
respectively.
For each starting point, an energy profile was constructed by shortening or 
elongating the C2—On distance in increments of 0.05A steps (depending on whether 
the starting structure was a zwitterion or a-lactone). Each step on this profile was 
allowed 600 cycles of optimisation before the C2—On distance was altered. The 
transition structure for each profile was refined using GRACE (section 3.3) and used
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subsequently in an IRC calculation to determine the corresponding a-lactone and 
zwitterion structures it connects. The resulting structures were fully optimised until 
the RMS gradient for the whole system fell below 0.02 kJ mol'1 A '1. This process is 
summarised in figure 6.1, giving designations to all shown structures. Runs are 
labelled “forward” or “backward” depending on whether they are generated from a 
















ts1 ts2 tsWts3 ts7 ts8 ts9ts5 ts6
Fig 6.1. A schematic diagram showing the overall process in generating 10 pairs of intermediates, in which 
each pair has a different im m ed ia te  solvent environment. Five pairs were generated from either an a-lactone 
starting structure {lass) or zwitterion starting structure {ziss). Dashed arrows represent profile generation as 
described in the text to locate the transition structure, ts. Continuous arrows represent the generation of a - 
lactone and zwitterion structures from the ts  structure using IRC calculations followed by full QM/MM
optimisation.
With the knowledge that 10 starting structures needed to be generated, applying 
simulated annealing to all solvent molecules in the system was considered too 
computationally expensive. Therefore, only the immediate solvent environment 
surrounding either ziO or laO solutes was subjected to the heating and cooling 
process; bulk solvent molecules were optimised around the annealed inner part of the 
system separately. Obviously, the immediate and bulk regions of the solvent needed 
to be adequately defined. The immediate solvent environment was defined as 
encompassing solvent molecules that are located in at least the first solvation shell 
and which cover the solvent accessible area o f the solute. The remaining solvent 
molecules are part of the bulk environment.
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As an initial guess, an 8A 
radius water droplet was 
used to account for the 
immediate solvent envi­
ronment around the solute.
The Connolly surface102 
(figure 6.2) shows that 
both the methyl group on 
the N-acetyl side chain 
and the last carbon centre 
on the glyceryl side chain 
are still accessible by sol­
vent (blue dots). Repeating Connolly surface calculation as implemented in Quanta (probe
radius=1.4A). Structure has been subjected to simulated annealing as 
this test for a 10A radius described in the text.
water droplet gave no indication of any exposed areas of solute. Therefore, all 140 
water molecules contained within this system were considered part of the immediate 
solvent environment.
To generate the 10 starting points, both pyranose-oxygen centred solutes were placed 
in the 10A radius water droplet and fixed throughout the simulated annealing 
procedure. In addition, a 10A stochastic boundary was applied to prevent any 
evaporation of solvent molecules from occurring. Prior to the heating phase, the 
solvent molecules were optimised using MM only, until the gradient fell below 0.2 
kJ mol'1 A '1 (0.05 kcal mol'1 A '1). The system (described with an MM only potential) 
was then rapidly heated to 300K from absolute zero over 6ps, equilibrated for a 
further 34ps and subsequently cooled back down to absolute zero over 160ps. The 
resulting solvent structure was then MM minimised until the RMS gradient fell 
below 0.02 kJ mol'1 A '1. Test runs suggested that longer cooling periods in the 
simulated annealing process were not sufficiently advantageous to warrant their use 
(a 280ps cooling period resulted in a structure that was lower in energy by only 4 kJ 
mol'1). The resulting structure was then subjected to further simulated annealing 





Fig 6.2. Exposed solvent accessible area o f solute in 8A water droplet using
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environment. This process was continued to give five different solvent environments 
around each intermediate.
Each solute-immediate solvent structure was then placed into 15A radius bulk 
solvent sphere (in which there exists a central cavity). The immediate solvent region 
and solute were fixed while optimisation of the bulk solvent was carried out in the 
presence of the QM described solute. The solute and immediate solvent were then 
released and the whole system was fully optimised using the AM1/TIP3P hybrid 
potential until the RMS gradient was below 0.02 kJ mol'1 A '1. The process of setting 
up the starting structures is summarised in figure 6.3.
Ia0is5Ia0is4Ia0is3Ia0is2
Ia0bs5Ia0bs4Ia0bs3Ia0bs2laObs 1
Fig 6.3. Generation of a-lactone starting structures. laO is solvated in the 10A im m ed ia te  solvent sphere and the 
resulting system is subjected to simulated annealing as prescribed in the text. The resulting a -\a c to n e -im m e d ia te  
solvent structure (laOis) is then subjected to more simulated annealing to generate the next laOis structure. This 
procedure is repeated to give five different solvent environments. Each laOis structure is placed into the b u lk  solvent 
shell and is fixed while the b u lk  solvent molecules optimise around it. This process gives the laObs structures. Finally, 
the inner system (laOis) is released and the whole system is fully optimised to give the a-lactone starting structures 
(lass). The ziss structures were generated in precisely the same way.
6.3. a-Lactone-Zwitterion Energy Difference
Table 6.1 lists the total energies for the ten a-lactone and zwitterion intermediates, 
along with the corresponding energy changes. In every single case, the zwitterion is 
lower in energy than the a-lactone. The average energy difference between both 
intermediates is found to be -60.1 ± 32.6 kJ mol'1. The value for the standard 
deviation (32.6 kJ mol'1) is in agreement with the error associated with calculated 
energy changes stipulated by Kollman.101 In this case, the smallest energy difference
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between both intermediates is -5 .2  kJ mol'1 (la3—>zi3), while the largest difference is
-102.7 kJ mol'1 (la9—^►zi9).
Table 6.1. Total energies for a-lactone and zwitterion intermediates obtained for all 
runs, along with the corresponding energy difference between both intermediates. 
Averages and standard deviations are also given over runs 1-10, runs 1-5 and runs 6-
10
Run a-Lactone (la) 
Energy/ kJ mol'
Zwitterion(zi)
1 Energy/ kJ m ol'1
a-Lactone—>Zwitterion / 
kJ mol'1
1 -26564.26 -26602.00 -37.7
2 -26589.70 -26609.53 -19.8
3 -26432.63 -26437.82 -5.2
4 -26438.44 -26485.89 -47.4
5 -26580.87 -26623.21 -42.3
6 -26423.97 -26517.31 -93.3
7 -26569.95 -26638.98 -69.0
8 -26455.47 -26552.42 -96.9
9 -26613.50 -26716.18 -102.7
10 -26486.77 -26572.92 -86.1
Average (1-10) -26515.6 -26575.6 -60.1
Std. Deviation 70.9 76.7 32.6
Average (1-5) -26521.2 -26551.7 -30.5
Std. Deviation 78.7 84.1 17.6
Average (6-10) -26509.9 -26599.6 -89.6
Std. Deviation 79.4 78.8 13.0
Hysteresis 59.1
From table 6.1, it is evident that a “hysteresis” effect exists, which is analogous to 
that given in eqn. 6.6 for the free energy. In this study, the magnitude of the a- 
lactone-zwitterion energy is dependent on whether the starting structure is an a- 
lactone (runs 1-5) or zwitterion (runs 6-10). This would initially suggest, especially 
for the charge-separated zwitterion, that the immediate solvent structure plays a
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crucial role in stabilising the solute. The hysteresis effect may indicate that a solvent 
structure has a bias for stabilising one intermediate at the expense of the other. In 
this case, the a-lactone-zwitterion energy difference is -30.5 ± 17.5 kJ mol'1 when 
initially starting from an a-lactone intermediate and -89.6 ± 13.0 kJ mol'1 when 
starting from the zwitterion. The resulting hysteresis effect here is large with a value
of 59.1 kJ mol*1. It would be therefore worthwhile determining the origins of this
effect.
6.4. Hysteresis and Solvent Effects
To determine the origin of the large hysteresis effect, average energy changes 
between both intermediates for runs (1-5) and runs (6-10) were evaluated in terms of 
solute, bulk solvent, immediate solvent and the interaction energy between solute and 
solvent. This assumes that the total energy of system can be given as:
Etot — Esoi +  EsoHni +  Eifnm +  Ebuik (6 .8 )
where, Esoi is the energy of the solute, Esount is the solute-solvent interaction energy, 
Eimm is the immediate solvent energy (solvent-solvent interactions) and Ebuik is the 
bulk solvent energy. The interaction between the immediate and bulk solvent is 
included in the Ebuik term. The solute energy, Esoi is given by:
ESoi = <y/IHQMlyf> (6.9)
where, HqM is the solute Hamiltonian given in eqn 6.2.
Esoiint is equivalent to the QM/MM interaction energy term given eqn. 6.5 and is thus 
calculated using:
Esoiint = <VIHqM + ~ < V ° Q M ^ > (6.10)
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where Hqm and //qm /m m  are defined in equations 6.2 and 6.3 respectively and H° is 
the Hamiltonian for the solute structure in the gas phase (eqn. 6.2). Esoiint is also 
divided into contributions from bulk and immediate solvent:
Esoiint E inlimm +  Eintbulk ( 6  1 1 )
Finally, the sum of the solvent energies, Ebuik and Eimm is equal to the MM energy:
E mm -  Ebulk+ E imm ( 6 .1 2 )
The energy difference between the a-lactone and zwitterion is given in terms of 
these energy contributions in table 6.2. From these results, it is evident that the solute 
makes a moderate contribution (10.7 kJ mol'1) to Hy, while the solvent contributes 
negligibly to this effect (4.3 kJ mol'1). However, this small value results from a 
cancellation of higher magnitude Hy effects associated with the immediate (14.5 kJ 
mol'1) and bulk (-10.2 kJ mol'1) solvent. The most significant contribution to the 
overall hysteresis effect comes from the solute-solvent interaction terms of which the 
majority is associated with the solute-immediate solvent interactions (48.3 kJ mol'1). 
The observed hysteresis effect suggests the immediate solvent structure 
preferentially stabilises the initial intermediate compared to the corresponding 
counter solute. Evidence for this effect can also be seen visually when considering 
the solvent structure around the carboxylate centre of the zwitterion.
a). b).
Fig 6.4. Close interactions (<2.8A) between the solute carboxylate group and im m ed ia te  solvent molecules 
a), from a zwitterion starting point (z is s9 ) and b). from an a-lactone starting point (la ssS ).
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Table 6.2. Energy difference between a-lactone and zwitterion in terms of the solute, AEsoi, and solute interaction energy with solvent, AEsount,
which comprises of the solute interaction with immediate, AEintimm, and bulk solvent, AEintbUik- Further contributions also occur from the solvent














/kJ m o l1
AEsoi+AEsoiint 
/kJ m ol'1
1 -0.98 -92.63 -12.47 -105.10 59.73 8.60 68.34 -106.08
2 0.22 -54.43 1.87 -52.57 33.36 -0.85 32.51 -52.35
3 0.58 -47.30 5.06 -42.24 33.21 3.26 36.47 -41.66
4 -2.81 -81.39 -0.29 -81.68 85.02 -47.97 37.04 -84.49
5 -6.40 -65.97 -4.79 -70.76 42.57 -7.74 34.82 -77.17
6 -10.07 -129.38 5.17 -124.21 35.86 5.08 40.94 -134.29
7 -6.33 -97.16 8.72 -88.44 42.08 -16.34 25.74 -94.78
8 -16.03 -119.44 2.34 -117.10 37.98 -1.79 36.19 -133.13
9 -16.66 -140.48 -5.91 -146.39 43.96 16.42 60.38 -163.05
10 -13.79 -96.95 0.18 -96.76 21.38 3.03 24.41 . -110.56
Average (1-5) -1.9 -68.3 -2.1 -70.5 50.8 -8.94 41.8 -72.4
Average(6-10) -12.6 -116.7 2.1 -114.6 36.3 1.3 37.5 -127.2
Hysteresis 10.7 48.3 -4.2 44.1 14.5 -10.2 4.3 54.8
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Table 6.3. a-Lactone energies in terms of the solute, Esoi, and solute interaction energy with solvent, Esoiint, which comprises of the solute
interaction with immediate, Ent;™™, and bulk, Entbuik, solvent. Further contributions also occur from the solvent energy, Emm, which comprise of















1 -1264.09 -268.93 -4.27 -273.20 -6604.87 -18422.10 -25026.97
2 -1270.35 -273.33 -18.64 -291.97 -6576.79 -18450.59 -25027.38
3 -1275.49 -248.78 -11.00 -259.78 -6732.94 -18164.42 -24897.36
4 -1275.26 -265.11 -14.94 -280.05 -6680.31 -18202.82 -24883.14
5 -1263.82 -283.99 -19.32 -303.31 -6530.48 -18483.25 -25013.73
6 -1259.53 -259.98 -13.72 -273.69 -6555.17 -18335.58 -24890.75
7 -1256.15 -289.28 -22.15 -311.42 -6573.92 -18428.46 -25002.37
8 -1252.24 -324.83 -19.79 -344.62 -6431.66 -18426.95 -24858.61
9 -1250.14 -289.79 -24.12 -313.91 -6531.38 -18518.07 -25049.45
10 -1251.53 -302.36 -19.64 -322.00 -6505.15 -18408.09 -24913.24
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Table 6.4. Zwitterion energies in terms of the solute, Esoi, and solute interaction energy with solvent, Esoiint, which comprises of the solute
interaction with immediate, Eintimm, and bulk, Emtbuik, solvent. Further contributions also occur from the solvent energy, Emm, which comprise of















1 -1265.07 -361.56 -16.74 -378.30 -6545.13 -18413.50 -24958.63
2 -1270.13 -327.77 -16.77 -344.54 -6543.43 -18451.43 -24994.86
3 -1274.91 -296.08 -5.93 -302.02 -6699.73 -18161.16 -24860.89
4 -1278.07 -346.50 -15.23 -361.73 -6595.29 -18288.45 -24883.75
5 -1270.22 -349.97 -24.11 -374.08 -6487.91 -18491.00 -24978.91
6 -1269.60 -389.36 -8.55 -397.91 -6519.32 -18330.49 -24849.81
7 -1262.48 -386.43 -13.43 -399.86 -6531.84 -18444.80 -24976.63
8 -1268.27 -444.27 -17.45 -461.73 -6393.68 -18428.75 -24822.43
9 -1266.80 -430.27 -30.03 -460.30 -6487.42 -18501.66 -24989.07
10 -1265.33 -399.31 -19.45 -418.76 -6483.77 -18405.06 -24888.83
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As can be seen in figure 6.4, the solvent structure surrounding the zwitterion 
carboxylate group (obtained from a ziss species) has some eight interactions with 
neighbouring solvent molecules. However, the resulting zwitterion obtained from an 
a-lactone starting structure (lass) leads to a smaller number of strong hydrogen 
bonding interactions between solvent and the carboxylate group. The corresponding 
difference in solvent interactions for the a-lactone intermediate is far less obvious 
than for the charged separated zwitterion.
These differing solvent environments also effect the solute structure. In the a- 
lactone, the C2—On bond is on average 0.017A longer (Table 6.5) in structures 136- 
la 10 (starting from ziss species). This difference is also accompanied by a larger 
C2—Ci—On bond angle (by about 1°) and a shorter C2—Oh bond (0.009A), although 
there is no change in the planarity around the C2 atom (ZC2). However, the most 
significant change is the C6—Oh—C2—C3 pyranose-ring torsion angle, which is 
smaller by 27.3° in a-lactones Ia6-lal0 compared to structures lal-la5. This change 
is visibly seen in fig 6.5. The effect of the radically different solvent environment 
when starting from a ziss species results in the flattening of the 2C$ conformation of 
the pyranose ring. However, this effect is exaggerated because one spiro-a-lactone 
adopts a B2,5 conformation (la9).
Fig 6.5. Comparison o f all 10 a-lactone structures, generated from runs that use either an a-lactone starting point




Table 6.5. Selected geometrical parameters (bonds in Angstroms, angles in degrees) for the sialyl a-lactone intermediate.
AcNH OH
Run c 2-o h c 2-o n ZC2 On-C2-Ci Oh-C2-Ci-On c 6-o h-c 2-c 3 Oh-C3-C2-Ci
1 1.384 1.491 357.4 63.3 97.9 47.1 199.4
2 1.385 1.491 357.3 63.3 96.5 48.8 199.9
3 1.385 1.490 357.4 63.3 96.6 52.4 199.1
4 1.383 1.493 357.6 63.6 97.7 51.5 198.4
5 1.387 1.485 357.8 63.2 97.1 58.0 198.0
6 1.376 1.510 356.9 64.6 96.7 36.2 201.3
7 1.380 1.509 357.5 64.5 95.1 44.8 198.7
8 1.373 1.516 357.9 64.7 95.8 16.9 198.0
9 1.382 1.492 358.1 63.4 94.4 -7.2 196.3
10 1.378 1.507 357.5 64.3 93.8 30.5 199.2
Average(l-5) 1.385 1.490 357.5 63.3 97.2 51.6 199.0
Std. Deviation 0.001 0.003 0.2 0.2 0.6 4.2 0.8
Average(6-10) 1.378 1.507 357.6 64.3 95.2 24.2 198.7
Std. Deviation 0.003 0.009 0.5 0.5 1.1 20.3 1.8
Difference -0.007 0.017 0.1 1.0 -2.0 -27.3 -0.3
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Table 6.6. Selected geometrical parameters (bonds in Angstroms, angles in degrees) for the sialyl zwitterion intermediate.
O^H
 Q— C.—C
Run c 2-o h c 2-o n z c 2 On-C2-Ci Oh-C2-Ci-On C6-Oh-C2-C3 Oh-C3-C2-Ci
1 1.294 2.327 359.6 110.0 88.8 6.6 172.6
2 1.296 2.328 359.6 109.1 61.4 6.8 171.7
3 1.296 2.274 358.5 105.5 73.7 11.7 164.9
4 1.294 2.338 359.6 111.4 80.5 6.1 173.4
5 1.294 2.380 360.0 114.9 103.7 1.4 181.5
6 1.291 2.387 360.0 116.1 74.1 3.0 181.8
7 1.293 2.375 359.7 114.7 52.3 4.0 177.6
8 1.294 2.358 359.9 113.8 79.4 4.7 176.3
9 1.293 2.382 360.1 116.5 74.6 0.9 180.7
10 1.295 2.398 360.0 116.7 57.8 0.9 181.6
Average(l-5) 1.295 2.329 359.5 110.2 81.6 6.5 172.8
Std. Deviation 0.001 0.038 0.6 3.4 15.9 3.7 5.9
Average(6-10) 1.293 2.380 359.9 115.6 67.6 2.7 179.6
Std. Deviation 0.001 0.015 0.2 1.3 11.8 1.8 2.5
Difference -0.002 0.051 0.5 5.4 -14.0 -3.8 6.8
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Changes in the corresponding zwitterion structures are also evident. The C2—On 
distance is 0.051 A shorter for zwitterions zil-zi5  (generated in the runs using the lass 
species). There is also a concomitant decrease in the C2—Ci—On angle of, on 
average, 5.4°. The carboxylate group is also slightly elevated from the pyranose ring- 
plane as evidenced by a smaller average O h -^ 3—C2—Ci dihedral angle (by some 
6.8°). The comparison of all 10 zwitterion structures is shown in figure 6.6 .
Fig 6.6. Comparison o f  the 10 zwitterion structures, generated from runs that use either an a-lactone 
(red) or zwitterion (blue) as starting points.
Figure 6.7 provides evidence that the a-lactone-zwitterion transition involves a 
consistent structural change in moving from one intermediate to the other. In all but 
two runs, the RMS deviation between the zwitterion and a-lactone structure is 
between 0.19A and 0.31 A. In run 9, a large RMS deviation is obtained because the 
a-lactone adopts a 82,5 conformation rather than a 2Cs conformation. In run 5, the 
pyranose ring dihedral angle C6- Oh- C2- C3 in the a-lactone deviates away from its 
corresponding value in the zwitterion by about 57°. This is the greatest change in that 
torsion angle between the two intermediates for any of the studied runs. Elimination 
of runs 9 and 5 to the evaluation o f the a-lactone-zwitterion energy difference has a 
negligible effect on the hysteresis value, while the average energy change is slightly 
lower at 57.0 ±32.5 kJ mol'1.
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RUN 1: RMS=0.26A RUN 6: RMS=0.28A
RUN 2: RMS=0.26A RUN 7: RMS=0.3lA
RUN 3: RMS=0.25A RUN 8: RMS=0.19A
RUN 4: RMS=0.31 A RUN 9: RMS=0.49A
RUN 5: RMS=0.47A RUN 10: RMS=0.27A
Fig 6.7. Comparison o f a-lactone (blue) and zwitterion (green) intermediates for all
runs.
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Figure 6.7 also shows how sensitive the zwitterion carboxylate group is to the 
solvent environment, giving large variations in the Oh—C2—Ci—On dihedral angles 
which is accompanied by large values for the corresponding standard deviation 
(Table 6.6).
In comparing the structures obtained from either
the forward and backward processes (figures 6.5
and 6.6), it is evident that there are different side
chain conformations involving the 4-OH and 8-
OH moieties. This points evidence towards
different conformations in the starting solutes,
laO and ziO. Indeed, comparison of these two
systems (fig 6.8) confirms this. Such changes in
the ziO and laO structures were generated within
the 15 A water droplet (prior to this optimisation, F‘g 6.8. Comparison o f laO (blue) and ziO
(green) initial solute structures.
both species had identical side chain
conformations). These changes in side-chain conformations have probably enhanced 
the hysteresis effect associated with the solute.
6.5. Transition Structures
Although the previous section considered the solvent environment and its effects on 
the intermediates, these structures are derived from the connecting transition 
structure for the opening/closure of the a-lactone ring. Thus, any changes in the 
solvent environment may effect the transition structure and consequently the 
resulting reactant and product structures obtained from it. Table 6.7 gives some 
selected geometrical parameters for the 10 transition structures. For runs starting 
from a zwitterion species (backward) the average C—On bond length of 1.697A is 
around 0.107A shorter than the average C—On length for runs that start from an a- 
lactone (forward). This difference is accompanied with a longer C2—Oh bond, giving
values of 1.340A and 1.349A for the forward and backward runs respectively.
Further, the C2—Ci—On angle has a smaller average value for the backward runs 
(74.7°) compared to the average value obtained for the forward runs (79.9°). The
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carboxylate group is also further out of the pyranose plane: for the backward 
transition structures, the Oh—C3—C2—Ci dihedral has a smaller (171.6°) value than 
for the "forward" transition structures (182.9°). These average differences between 
the two sets of transition structures can be seen in figure 6.9.
Fig 6.9. Transition structures for the a-lactone ring opening/closure. Five TS structures are generated 
from a-lactone starting structures (red) and five are generated from zwitterion starting structures (blue).
Figure 6.9 shows the deviation of the forward and backward transition structures. 
Moliner et al, in the modelling of the lactate dehydrogenase catalysed conversion of 
pyruvate to lactate, have suggested that the essential elements of the TS structure are 
robust with respect to its environment.103 For a particular chemical change under 
study, Moliner et al. showed that a flexible environment is able to adopt many 
different conformations at the first order saddle point.103 This led to a suggestion that 
for large systems, a family of transition structures exists.103 In the simulations 
presented here, there is invariance in the TS structures obtained from all runs in the 
same direction, but an obvious discrepancy in the TS structures obtained from runs 
in different directions. One of the major differences is in the reaction co-ordinate 
itself: the C2—On bond length is on average 0.107A longer in the “forward TS 
structures” than in the “backward TS structures” . The runs that start from a-lactones, 
tend to lead to TS structures with an increased degree of zwitterionic character (i.e. 




Table 6.7. Selected geometrical parameters (bonds in Angstroms, angles in degrees) for the transition structures.





Run C 2-O h C 2-O n XC2 C 2-C i-O n Oh-C2-C i-O n C6-Oh-C2-C 3 Oh-C3-C 2-C i
1 1.341 1.788 359.7 79.0 88.8 28.9 173.3
2 1.342 1.796 359.6 79.4 86.5 31.8 172.6
3 1.340 1.815 359.4 80.4 85.6 35.2 170.4
4 1.341 1.794 359.6 79.6 88.5 33.3 172.4
5 1.338 1.828 359.2 81.2 87.8 36.6 169.1
6 1.345 1.700 359.8 74.9 89.4 15.0 184.5
7 1.345 1.724 360.0 76.1 86.9 28.7 180.3
8 1.352 1.680 359.9 73.7 91.4 11.7 183.8
9 1.353 1.665 359.8 73.1 91.2 11.5 185.3
10 1.350 1.718 360.0 75.9 85.7 18.1 180.8
Average(l-5) 1.340 1.804 359.5 79.9 87.4 33.2 171.6
Std. Deviation 0.002 0.017 0.2 0.9 1.4 3.0 1.7
Average(6-10) 1.349 1.697 359.9 74.7 88.9 17.0 182.9
Std. Deviation 0.004 0.025 0.1 1.3 2.6 7.1 2.3
Difference 0.009 -0.107 0.4 -5.2 1.5 -16.2 11.4
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zwitterion intermediates tend to yield TS structures with more a-lactone like 
character. This suggests that immediate solvent structures, which are optimised to 
solvate a particular solute, influence the resulting TS structure in agreement with the 
Hammond postulate. This could suggest that in simulating reactions in solution, the 
TS structure is dependent on whether the simulation is started from the reactant or 
product wells. In this case, the change may be emphasised somewhat because one 
intermediate possesses separated charges (but is neutral overall) while the other does 
not.
6.6. AMI/COSMO Energies of Both Intermediates in Runs 1-10
Table 6.8. gives the energies of both intermediates calculated using the 
AM 1/COSMO continuum solvation method for all runs, with the corresponding a- 
lactone-zwitterion energy difference.
The average energy change for conversion of a-lactone to zwitterion is calculated to 
be -100.4 ± 13.9 kJ m o l1 using the AMI/COSMO method. The energy change is 
thus 40 kJ mol"1 larger than that obtained using the AM1/TIP3P method, although it 
is just below the lower bounds of the QM/MM work (-92.7 kJ mol'1). Therefore, this 
suggests that AMI/COSMO seems to over estimate energy changes between the two 
intermediates compared to the AM1/TIP3P result.
The hysteresis effect for the AMI/COSMO energies is calculated as 20.0 kJ mol"1. 
As mentioned above, the contribution by the (in vacuo) solute to this effect is 10.7 kJ 
mol"1; the remainder is due to the interaction between the solute and the continuum 
(9.3 kJ mol"1). This suggests the interaction of the AMI/COSMO continuum 
environment with a solute structure is less sensitive as compared to using an 
AM1/TIP3P method.
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Table 6.8. AMI/COSMO energies for the a-lactone and zwitterion intermediates in 









1 -1410.04 -1501.73 -91.69
2 -1411.58 -1495.01 -83.43
3 -1415.52 -1489.13 -73.61
4 -1416.66 -1511.93 -95.27
5 -1409.07 -1516.87 -107.80
6 -1412.39 -1520.67 -108.28
7 -1410.22 -1514.27 -104.05
8 -1407.70 -1520.73 -113.03
9 -1410.28 -1523.69 -113.41
10 -1404.95 -1518.02 -113.07
Average (1-10) -1410.8 -1511.2 -100.4
Std. Deviation 3.5 11.9 13.9
Average (1-5) -1412.6 -1502.9 -90.4
Std. Deviation 3.4 11.5 12.8
Average (6-10) -1409.1 -1519.5 -110.4
Std. Deviation 2.9 3.5 4.1
Hysteresis 20.0
6.7. Conclusions
A methodology has been designed to evaluate the AM1/TIP3P energy difference 
between two chemical species in solution and the approximate error associated with 
it. The method essentially divides the solvent into two regions, in which the 
immediate solvent essentially covers the solvent accessible area of the solute. This 
inner solvent partition is subjected to numerous heating and cooling cycles to 
provide alternative solvent structures around the solute. The outer sphere of bulk 
solvent is then added and the whole system is subsequently optimised. Both species 
under study are used as starting points and a reaction profile is generated from them
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to obtain the TS which connects both structures. This is then subsequently used in an 
IRC calculation to verify the reactant and product structures.
The energy difference between the a-lactone and zwitterion was calculated as -60.1 
± 32.6 kJ mol"1, where the zwitterion is the lower energy species in solution for all 
10 runs. However, the resulting hysteresis effect of about 59 kJ m ol'1 is associated 
with the different directions taken along the reaction co-ordinate. The biggest 
contribution to this effect is the solute-immediate solvent interaction and this 
suggests the immediate solvent will preferentially stabilise the intermediate 
originally contained within it. The solute structure is also different depending on the 
direction taken along the reaction co-ordinate, but relative changes between a- 
lactone and zwitterion species seem consistent for most of the runs generated here. In 
contrast to the AM1/TIP3P energy, the corresponding change between both 
intermediates at AMI/COSMO is calculated as -100.4 ± 13.9 kJ m o l1, which is 
somewhat larger. It is also noted that the continuum method is less “responsive” to 
the solute structure compared to explicit solvation methods.
The structural differences obtained for each intermediate in both the forward and 
backward directions may originate from the slightly different TS structures obtained 
for both processes. The TS may therefore be affected by major changes in the 
immediate environment, while smaller changes will lead to essentially the same 
structure. Modelling chemical reactions in solution using explicit solvation methods 
may therefore require the investigation of both the forward (reactants to products) 
and reverse (products to reactants) processes to determine the TS structure for a 
chemical change. In reality, such processes should be micro-reversible; however, the 
simulation of chemical reactivity, as implemented in this chapter, is strongly 
dependent on the immediate solvent structure.
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INHIBITION OF INFLUENZA SIALIDASE
7.1. The Influenza Virus and its Life Cycle
The Orthomyxovirus, influenza, infects several species in the animal kingdom, 
including birds, pigs, horses, whales, seals, mink and humans.104 Three types of 
influenza virus are known, A, B and C, each distinguished by a specific set of RNA 
codes. Influenza B and influenza C only infect humans, but influenza A also infects 
other species and is responsible for numerous morbidity and mortality cases each 
year. One frightening example of influenza’s virulence is the “Spanish influenza” 
pandemic of 1918 which resulted in the death of at least 20 million humans.104
The nucleocapsid of the enveloped influenza-A virion (figure 7.1) consists of eight 
strands of RNA enclosed within the matrix protein, M i.105'107 Surrounding the 
nucleocapsid is a lipid bi-layer, above which sit two glycoproteins, hemagglutinin 
(HA) and neuraminidase (NA, sialidase, acylneuraminyl hydrolase, E.C. 3.2.1.18). 
HA molecules are rod-shaped trimers that cover 90% of the virion surface, while NA 
species are mushroom-shaped tetramers which cover the remaining 10% of the 
particle. Both glycoproteins have a long stalk that penetrates the lipid bi-layer and 
terminates with a knob that anchors them to the virus membrane.104 Both antigens 
recognise a terminal sialic acid receptor related to N-acetyl-a-D-neuraminic acid 
(Neu5ac, 1); their importance is only realised when considering the life cycle of the 
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Fig 7.1. Basic schematic representation of an influenza virion
Influenza infection is usually restricted to epithelial cells located in the respiratory 
tract of the host. HA initiates the viral infection by attachment to the Neu5ac 
receptor, found on the surface glycoprotein of the host cell (Fig 7.2, stage 1). The 
virus is then absorbed into the cell {receptor-mediated endocytosis, Fig 7.2, stage 2), 
which eventually results in the fusion of both viral and host cell membranes. Two 
processes simultaneously ensue in the replication of new virions. Firstly, a relatively 
fast stage involves the generation of new viral glycoproteins (HA and NA) which 
accumulate on the host cell surface (Fig 7.2, stages 4&5). Secondly, a much slower 
stage involves the generation of the nucleocapsid (Fig 7.2, stage 3), i.e. replication of 
the viral genetic material and formation of the M i protein. The new virion assembles 
at the host cell surface at a point where large numbers of HA and NA molecules exist 
(Fig 7.2, Stage 6). A bud is subsequently formed at the cell surface (Fig 7.2 stage 7), 
which subsequently pinches off to release the progeny influenza virion (Fig 7.2, 
stage 8). This budding mechanism results in an influenza virion containing the same 
lipid bi-layer as the host cell.
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Fig 7.2. The basic stages o f influenza virus replication in a host respiratory-tract epithelial-cell. An infecting 
influenza virion attaches to the cell in which the HA recognises terminal Neu5ac residues (yellow) on the cell 
surface. The virion is engulfed by the cell, resulting in a virion-receptor complex (stage 2). The virus and cell 
membranes fuse, allowing replication o f  the genetic material and eventually formation o f new nucleocapsids 
(Stage 3). At the same time new glycoproteins are synthesised (stage 4) and are transported to the host-cell 
surface (Stage 5). When formed, the new nucleocapsids transfer to the cell surface at a point where the 
concentration o f HA and NA molecules is high (Stage 6). Here, the progeny virus is assembled forming a bud 
(stage 7) that eventually pinches o ff the host cell to give the free progeny virion (Stage 8).
The function of NA is to catalyse the removal of terminal sialic acid residues 
resulting in the release of the Neu5ac product. This action has several possible roles 
in the influenza life cycle. These include removal of the terminal sialic acids from 
the host-cell surface during viral replication and subsequent aiding of the budding
1 HQprocess, as well as prevention of virion agglutination by removal of terminal 
Neu5ac residues from both surface glycoproteins.110 The enzyme may also facilitate 
the initial approach of the virion to the host epithelial cell, since such cells are 
covered with a layer of mucin.
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The continued infectious activity of influenza-A can be attributed to the continuous 
mutations in both antigen (HA and NA) structures.104 Major mutations in either 
glycoprotein can result in structures with only 50% homology, giving a new subtype 
of HA or NA. Currently, 13 subtypes of HA (HI -  H13) and nine subtypes of NA 
(N1 -  N9) are known.104 Usually, only influenza viruses with the N1 and N2 
sialidase subtypes infect humans. Mutations leading to new subtypes of antigen are 
usually responsible for pandemics but conservative mutations involving a few 
residues often lead to epidemics.104
Therefore, there exists several possible ways to hinder the onset of influenza 
infection. Firstly, prevention of RNA replication can be achieved by using anti-virals 
such as amantadine and rimantidine.104 Unfortunately, these therapeutics have 
unwanted side effects and are also ineffective against the influenza-B virus; in 
addition, resistant virus strains appear quickly. Alternatively, vaccinations against 
influenza are often effective; however, it is difficult to predict influenza types to 
vaccinate against on a year-by-year basis.
Another approach is to hinder the mechanism of either surface glycoprotein. 
Whitesides and co-workers have succeeded in inhibiting HA action by using a 
poly(acrylic acid) polymer containing Neu5ac side chains.111,112 The sialic acids bind 
to the glycoprotein while the polymer mesh prevents HA’s approach to the host cell. 
However, the inhibition of NA would hinder the motion of virus progeny through 
mucin as well as result in the agglutination of virions, resulting in a lower number of 
host cells being infected. Thus, the inhibition of sialidase action is a plausible 
therapeutic target and ways of inhibiting this enzyme are discussed in section 7.3, 
after a brief introduction into the NA’s structure and function.
7.2. S tructure and Enzyme Action of Sialidase (NA)
The sialidase enzyme on the influenza virion surface consists of a boxed-shaped 
tetrameric head (100 x 100 x 60A) that is anchored just below the surface of the viral 
membrane by a “knob”. Each monomer in the head has an active site, a small crater 
on the surface of the sub-unit that recognises the sialic acid receptor. The molecular 
weight of the whole enzyme is about 250kDa, with each monomer head being about
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50kDa.113 The function of sialidase is to catalyse the hydrolysis of glycosidic links 
involving terminal Neu5ac residues on oligosaccharides, glycolipids and 
glycoproteins, resulting in the release of the sialic acid product (scheme 7.1). The 
glycoprotein on the host epithelial cell surface contains 16 oligosaccharide sites with 
Neu5ac residues bonded to either galactose or N-acetylgalactosamine residues via an 
a-2,3 and a-2,6 glycosidic link respectively.106,114
OH
HO






















The structure of the enzyme sub-unit consists of six four-stranded anti-parallel p- 
sheets arranged analogously as blades of a propeller (figure 7.3).115 Each sheet has a 
right-handed twist with the first and fourth strands being almost at right angles, the 
first strand being almost parallel with the four-fold axis of the enzyme head. The first 
strand of each sheet (located at the centre of the sub-unit) is connected to the fourth 
strand of the previous sheet by a loop that runs across the top of the sub-unit. The N- 
teiminus, which almost runs along the four-fold symmetry axis, is found at the base 
of the sub-unit; it builds the fourth strand of the sixth sheet before progressing on to
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the first-strand of the first sheet.115 
To date, the structures of influenza- 
A N 2"6 and N9117'" 8 sialidase have 
been solved to 2.2A116 and 2.5A118 
resolution respectively while N5, N6 
and N8 subtypes have been 
crystallised;119 influenza B NA has 
been resolved to 2.2A.120 Essentially, 
these studies showed that all 
influenza NA sub-types have the 
same protein fold.
Crystal structures have also been determined for influenza sialidase-substrate 
complexes. Varghese et al. have published structures that incorporate either the 
Neu5ac product or the 2-deoxy-2,3-dehydro-N-acetyl Neuraminic acid (Neu5ac2en, 
2) inhibitor.24 In addition, Burmeister et al. have published NA structures with bound 
Neu5ac or Neu5ac2en substrates at 1.8A resolution and have shown that Neu5ac 
binds into the active site in the B2.5 boat conformation.121 The structure of Varghese 
et al. is also consistent with this mode of binding, with the carboxylate adopting a 
pseudo-equatorial position.24 The other side chains of the substrate also adopt the 
equatorial position in this conformation. The N9 sub-type complexed with the 
Neu5ac2en substrate has also been solved to 2.8A resolution.118
From the influenza-B NA study, Burmeister et al. undertook a series of experiments 
in H2180  and showed that NA was able to turnover labelled Neu5ac from the original 
product.121 Under non-enzymic conditions, there was no evidence for this reaction; 
the labelled product obtained under enzymic conditions was suggested to have 
resulted from solvent attack upon a sialyl zwitterion intermediate.121 In another 
experiment, soaking NA crystals in sialyl lactose for about 20 hours resulted in no 
electron density being obtained for the 02  oxygen.121 Burmeister et al. concluded 
from MS/GC analysis that sialidase was able to eliminate water from the Neu5ac 
product to yield the Neu5ac2en inhibitor in a non-reversible side reaction.121
Fig 7.3. Secondary structure o f a single NA sub­
unit (as viewed from the top). Yellow parts o f the 
protein represent P-sheets; red parts represent 
helical twists; blue parts represent /?-tums.
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From the enzyme-substrate solved structures, some 18 active site residues were 
found to be strictly conserved throughout the influenza sialidase family (N1 -N9 and 
B), even though sequence homology between structures may only be as much as 
30%. This includes all active site residues which directly interact with the substrate 




C H — C H ,
lle-222
Fig 7.4. Interactions between conserved residues in influenza sialidase and Neu5ac substrate (bold).
The substrate carboxylate group, located at the 2-position, interacts with three 
arginine residues of the enzyme (Arg-118, Arg-292 and Arg-371). Asp-151 lies on 
top of the active site making a hydrogen bond to the 2-hydroxyl group. Asp-151 also 
interacts with Arg-152, the latter making a hydrogen bond to the carbonyl oxygen in 
the substrate N-acetyl side-chain. Glu-119 interacts with the 4-OH group, with the 
resulting “empty pocket” being filled with a water molecule. The methyl group 
within the substrate N-acetyl side-chain makes hydrophobic, non-bonded 
interactions with the lle-222 and Trp-178 residues of the enzyme. The “outer” two 
hydroxyl groups on the glyceryl side-chain interact with the Glu-276 residue.
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On the floor of the active site, Glu-277 makes a hydrogen bond to Arg-292, while 
the other oxygen interacts with the hydroxyl group of Tyr-406. The Tyrosine 
hydroxyl oxygen is located about 3.0A directly below the C2 carbon of the substrate. 
These two residues are also conserved in all solved NA structures.
Thus, from structural studies, influenza NAs have been shown to possess an active 
site that is strictly conserved in more than one sub-type.24,115’118,120,121 A sialidase 
inhibitor that hinders the catalysed reaction by binding to the active site would 
therefore be an effective therapeutic against all strains of influenza. Considering that 
any structural changes in either glycoprotein often leads to epidemics and 
pandemics, great interest in designing effective NA inhibitors has ensued.
7.3. Inhibitors of Influenza Sialidase
Knowledge of the 3D structure of influenza NA has been used in conjunction with 
molecular modelling to generate several classes of potent inhibitors for the enzyme, 
von Itzstein et al. have demonstrated the applicability of this approach by surveying 
the active site of a determined sialidase structure for potential interactions between
1 79the substrate and the protein. Such simulations roll different “chemical probes” 
around the active site and elucidate interactions between the probing substituent and 
the enzyme.122 Thus, for example, a carboxylate probe interacts well with the 
arginine triad shown in figure 7.4.
This process of rational drug design has provided knowledge of a negatively 
charged pocket about the substrate 4-position, which could conceivably interact with 
a positively charged group at this substrate site. Substituting the OH moiety in 
Neu5ac2en for ammonium or guanidinium groups resulted in substrates with 
increased potency to hinder enzyme action.123 Both 4-amino-2,4-deoxy-2,3- 
dedihydro-N-acetyl neuraminic acid (3, Am4Neu5ac2en) and 4-guanidino-2,4- 
deoxy-2,3-dedihydro-N-acetyl neuraminic acid, (4, Gu4Neu5ac2en) have inhibition 
constants (KO in the nanomolar range and are strong inhibitors of NA.123 In 
comparison, Neu5ac2en, 2, has a Ki in the micromolar range and is a moderate 
inhibitor in vitro. Crystal structure analysis of the sialidase-Am4Neu5ac2en complex
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gave evidence for the formation of a salt-bridge between Glu-119 and the 
ammonium group.123 Replacing the 4-ammonium substituent with a bulky 4- 
guanidinium moiety results in increased favourable interactions with the pocket 
around the 4-position: both NH2 sites interact with either Glu-119 or Glu-227.123 In 
addition, Asp-151 and the backbone carbonyl oxygen of Trp-178, which complete 
the definition of the pocket, also form favourable interactions with the 4- 
guanidinium group. When Neu5ac2en is bound to NA, a water molecule occupies 
the binding pocket surrounding the 4-OH group. Therefore, an entropic contribution 
may also assist the binding of Gu4Neu5ac2en to sialidase: the “pocket water”
19'!molecule must be displaced to allow binding of the inhibitor.
2  r= — o h
AcNH R
NH2
Structure activity relationships (SAR) on Gu4Neu5ac2en have shown that addition 
of further functionality to the 4-guanidinium group lowers the activity of the 
inhibitor, indicating a subsequent increase in steric hindrance at the 4-position.124 
The N-acetyl group activity has also been investigated, but larger groups again 
introduce steric hindrance while smaller groups eliminate the hydrophobic contacts 
made to Trp-178 and lle-222.125 Removing the N-acetyl group altogether also results
1 9fiin the reduction of inhibitory activity. The glyceryl side chain at the 6-position is 
also important for the activity of Gu4Neu5ac2en. Removing the chain completely 
results in significant activity loss that is gradually regained as the chain is restored 
(one carbon centre at a time) to its original length.127 This emphasises the importance 
of the interaction between substrate and the Glu-276 residue. Replacement of 
pyranose oxygen with a methylene group has little effect on the activity of 
Gu4Neu5ac2en analogues.128
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These SAR studies therefore suggest that Gu4Neu5ac2en achieves good inhibitory 
activity in two ways: firstly, interactions between the inhibitor and enzyme are 
increased through the 4-guanidinium group. Secondly, essential interactions found 
between the enzyme and Neu5ac substrate are retained by the inhibitor.
Intranasal administration of 4 into post-infected ferrets led to a full recovery from 
several influenza-A strains and influenza-B.123 Subsequent phase-II and phase-in
19Qclinical trials have been successful in humans. The therapeutic, with a generic 
name, zanamivir, is currently under regulatory review in the US and the EU while 
reviews have already been successful in Australia and Sweden; it is likely to be 
marketed under the name of Relenza™.130 Because the therapeutic has low 
bioavailability when administered orally, it must be delivered to the respiratory tract 
via intranasal administration.123
Kim et al. subsequently designed an orally active sialidase inhibitor by reducing the 
hydrophilicity of the molecule as compared with zanamivir.131 They considered a 
chemically versatile cyclohexene scaffold on which to add pendent functionalities. 
The cyclohexene ring contained a double bond between the C2 and Ch atoms, the 
same place in which conjugation in the sialyl zwitterion takes place. The importance 
of having the double bond in this position is emphasised by recognising the generally 
accepted rule that an enzyme catalyses a reaction through stabilisation of the TS 
structure.147 An effective inhibitor would therefore resemble the TS structure for the 
reaction.148 Many groups have suggested that the TS for sialidase catalysed sialoside 
hydrolysis takes place via a “sialyl zwitterion like” TS (Section 8.2). Using a model 
system in which the glyceryl side chain was replaced with a hydroxyl group, Kim et
i ^ i
al. showed that 5 gave a structure with greater inhibition activity than 6.
AcNHAcNH C
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After deciding to use the carbocyclic scaffold of 5, Kim et al. subsequently replaced
fold. Firstly, replacement of the glyceryl side chain results in a more hydrophobic 
molecule and secondly, the ether link replaces a hydroxyl group that doesn’t interact 
with the sialidase enzyme. They also suggested that electron density of the double 
bond might be reduced through electron withdrawing effects (via the a  framework) 
associated with the ether oxygen.131 The carboxylate and acetamino groups are 
retained at the 2- and 5-positions respectively, with an ammonium group placed at 
the 4-position to interact with the adjacent negatively charged pocket. Kim et al.
i^i
measured the potency of a series of inhibitors based around this framework. They 
discovered that on lengthening the “ether chain” (from R=methyl, 7, to R=n-propyl, 
9), inhibitory activity of the molecule was increased, while R=n-butyl, 10 decreased 
the inhibitor’s ability to inactivate the enzyme. Thus, R has limited space in which to 
pack within the active site. Branched alkanes showed even greater binding affinity, 
especially when R=3-pentyl, 11. This resulted in ca. 200-fold increase in the 
inhibitory activity over 9. X-ray crystal structures suggested that these hydrophobic 
chains are accommodated in the active site by forcing Glu-276 (which normally 
interacts with the glyceryl side chain) to “orientate outward” with subsequent 
formation of a hydrophobic pocket.131
1^1the glyceryl side-chain with an ether function. Their reasoning for this was two
7 r= — c h 3
8  r = — c h 2c h 3
AcNH
RO
1 0  r = — c h 2c h2c h 2c h 3
11 R=
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SAR studies on 9 showed that replacing the ether oxygen with sulfur or methylene
function results in little reduction in the molecule’s inhibitory activity, suggesting
the changes in electronic effects at this site are not important for sialidase
inhibition.132 Extending the hydrophobic chain on the N-acetyl group also results in a
1 ^reduction in enzyme inhibition. Replacing the 4-ammonium substituent with a 
guanidinium group gives a molecule with ca.70-fold increase in activity, probably 
accompanied by reduced oral bioavailabilty.133 Subsequent addition of a methyl 
group to the 4-guanidinium substituent results in a slight decline in activity.133 It has 
also been noted that while 9 benefits from a 70-fold increase in activity when the 4- 
ammonium moiety is replaced with a guanidinium group, 11 shows only a 2-fold 
increase.133 This suggests that improvements on enzyme inhibition obtained with 
individual structural changes are not directly co-operative. Finally, in another study, 
adding various substituents to Ch was found to markedly reduce its inhibitory 
activity of l l . 134
From these studies, carbocyclic analogue, 11, was put forward as a possible 
therapeutic inhibitor of sialidase and was designated GS 4071; this had poor 
bioavailability and was subsequently modified to the ethyl ester (designated GS 
4104,12). The inhibitory activity of GS 4071 on influenza-A sialidase is comparable 




Smith et al. have subsequently replaced the glyceryl side chain on zanamivir with an 
amide function possessing two N-bonded alkyl groups with the view of designing an 
orally active influenza therapeutic.136,137 In the same manner as GS 4104, the binding 
of carboxamide inhibitors to NA results in the formation of a salt bridge between 
Glu-276 and Arg-224. The ensuing hydrophobic cavity is large enough to contain an
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n-propyl group (located cis to the pyranose ring in the carboxamide), while larger 
aliphatic groups result in steric hindrance and some loss of inhibition activity. X-ray 
crystal structures have shown that the trans group can be accommodated by a long, 
thin hydrophobic cleft, defined by Ala-246 and Ile-222 residues.137 Extensive 
modification of the Rtrans group has little effect on the inhibitor’s activity: 
comparable inhibition to zanamivir is obtained, for example, when Rtrans is an n- 






2 3  Rtrans = CH 2CH 2CHg
14 Rtrans = ------ CH2------C H 2 ' /  w
Taylor et al. have used structural and modelling studies to account for the apparent 
selectivity of carboxamide inhibitors towards influenza-A NA over the B- 
sialidase.139 From X-ray studies, it was shown that a slight expansion and distortion 
in the influenza-B enzyme structure was required for the formation of an Arg-224 -  
Glu-276 salt bridge. While Glu-276 makes a bi-dentate interaction with the sialic 
acid substrate in influenza-A and influenza-B sialidases, the conformation of its side 
chain differs between the two enzymes. In binding the carboxamide to the B- 
sialidase, an energetic penalty may have to be paid in order to place the Glu-276 in 
the correct formation for salt-bridge formation. Interestingly, MD simulations have 
shown that while the majority of low energy structures for the inhibitor-sialidase(A) 
complexes contain the Glu-276 - Arg-224 salt-bridge, a lower proportion of the 
influenza-B sialidase complexes contained this interaction.139 Furthermore, Rtrans was 
more frequently observed to “pop out” of its hydrophobic cleft than in the sialidase- 
A enzyme.
Finally, substituted benzoic acids have also shown some mild inhibitory activity 
towards influenza sialidases.140'143 The driving force behind aromatic inhibitors is the 
ease of synthesis compared to the stereo-demanding sialic acid template found in the 
zanamivir molecule. Benzoic acid templates that contain any group at the notional
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5-position other than acetamino substituent showed little inhibitory activity.143 The 
crystal structure of bound p-acetaminobenzoic acid, 15, to sialidase showed that the 
acetamino and carboxylate species adopt a similar position in the active site 
compared to Neu5ac2en.143 Placing a guanidinium group at the meta-position, 16, in 
order to mimic the 4-guanidinium group in zanamivir, resulted in the basic 
substituent binding into a position usually occupied by the glyceryl side chain.141,144 
It has been suggested that (in as far as benzoic acids are concerned) this orientation 
may present the guanidinium group in a more favourable binding site.141,143 Sudbeck 
et al. noted that this binding mode results in another carboxylate arginine-triad motif 
(involving the guanidinium group on the benzoic acid, Arg-224, Arg-292 and the 
Glu-276 carboxylate group).144 They suggested that this extra arginine-carboxylate 
motif might be responsible for the inhibitory activity of 16. The addition of a further 
guanidinium group to the notional 4-position, 17 reduces the inhibitory activity of 
the substituted benzoic acid.144 The activity of 16, the most potent benzoic acid 











In conclusion, active research is currently under progress to find novel sialidase 
inhibitors that could be administered as effective therapeutics against influenza. This 
includes Neu5ac2en analogues (including zanamivir), carbocyclic analogues (such as 
GS 4104), carboxamides and substituted benzoic acid inhibitors. It is essential that 
progress continues in this field since sialidase mutants are likely to arise when the
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enzyme is confronted with such inhibitors. Mutants have indeed been successfully 
grown in the presence of zanamivir in vitro.145,146 An amino acid change from Glu- 
119 to Gly results in reduced activity of the inhibitor by reducing the favourable 
interactions associated with the 4-guanidinium group. Glu-119 is not essential for 
Neu5ac binding and this mutation thus provides a facile way to overcome inhibition. 
It is well accepted that enzymes catalyse reactions by lowering the energy of the TS 
structure for a reaction.147,148 If TS-analogue inhibitors could be designed for 
sialidase, then any subsequent mutation would probably effect the enzyme’s 
efficiency. However, to be able to design a TS analogue requires knowledge of the 
experimentally elusive TS structure.148 The exact sialidase mechanism is not known 
and molecular modelling is now in a position to simulate such reactions, leading to 
subsequent insight on the TS structure associated with the rate-determining step.
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INFLUENZA-A SIALIDASE ACTION ON 
SIALOSIDES
8.1. Introduction
8.1.1. Insights into Enzyme Mechanisms Using Hybrid QM/MM Techniques
QM/MM techniques have made investigations into enzyme catalysed reactions 
computationally amenable and have provided further mechanistic insight into such 
processes. Warshel and Levitt proposed a hybrid methodology that allowed them to 
investigate mechanistic aspects of hen egg-white lysozyme (HEWL) catalysed 
hydrolysis of glycosides.149 For this study, they combined a semi-empirical 
Hamiltonian description of the reaction centre with a united atom force field 
description of the remaining enzyme atoms. Solvent effects upon this system were 
described by assigning dipoles to lattice points, rather than treating solvent 
molecules as discrete entities. Throughout the simulations, the MM part of the 
enzyme remained largely fixed while allowing geometry optimisation of the QM 
system. The 15-atom strong QM region included the majority of the substrate 
pyranose ring and part of the protonated Glu-35 active site residue.
The Phillips mechanism (scheme 8.1) of the HEWL catalysed hydrolysis of 
glycosides150 first involves substrate binding to the enzyme active site in which the 
glycoside ring distorts towards a half-chair conformation. This weakens the 
glycosidic link that is subsequently cleaved through general acid catalysis involving 
the adjacent Glu-35 residue. The TS structure for this process has been suggested to 
have positive charge development on the glycoside ring that is stabilised by an 
aspartate residue (Asp-52) located on the opposite side of the active site to Glu-35. 
After cleavage of the glycoside bond, a water molecule attacks the oxocarbenium ion 
intermediate and the resulting product then leaves the active site.
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Warshel and Levitt’s study found that Asp-52 stabilised the oxocarbenium ion by 
around 38 kJ mol'1 over the bound reactant-state. Furthermore, the enzyme afforded 
the oxocarbenium ion some 165 kJ mol'1 stabilisation compared to the same species 
in the gas phase.149 These results showed how effective the molecular mechanics 
potential was in providing some electrostatic stabilisation to the QM system. From 
this study, it was also concluded that electrostatic strain was of greater importance 
than steric strain in the HEWL catalysed mechanism.
Later, Waszkowycz et al. investigated the phospholipase-A2 (PLA2) mechanism on 
esters151 (scheme 8.2, X =0) and amides152 (scheme 8.2, X=NH). The role of PLA2 is 
to catalyse the hydrolysis of the 2-acyl-ester bond in L-a-phospholipids found on 
cell membranes; this process results in the release of fatty acids. The QM/MM 
simulation set-up was somewhat different to Warshel and Levitt’s work. The model
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contained some 200 atoms that included model substrate, 17 amino acids from the 
protein, a calcium ion and four water molecules.
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Scheme 8.2
The QM region for this system consisted of methyl formate (a model for the ester 
part of L-a-phospholipids), a water molecule and the side chain of His-48. These 20 
QM atoms were described at the HF/3-21G level of theory within a fixed field of 
MM point charges and van der Waals spheres.151 Waszkowycz et al. used an 
adiabatic mapping procedure: from the oxyanion intermediate, 1, the C—OH and 
C -O M e bonds were elongated in 0.1 A steps towards reactants and products 
respectively. In this study, Waszkowycz et al. found the enzyme almost removes the 
barrier for proton transfer between the incoming water molecule and His-48 
compared to the same change in vacuo.151
The same authors also investigated the PLA2 catalysed hydrolysis of amides, carried 
out in essentially in the same way as the ester hydrolysis modelling.152 In this case 
however, Waszkowycz et al. were able to characterise a TS structure for the amide 
hydrolysis, the barrier resulting from the destruction of planarity of the amide link.
Although these simulations by Waszkowycz et al. allowed the combination of the 
MM environment with an ab initio description of the reacting centre,151’152 they 
suffer from several drawbacks. Firstly, the size of the MM environment surrounding 
the QM reacting centre is small: longer-range electrostatic interactions of the protein 
may have been neglected. Secondly, the flexibility of the system was very limited; 
however, the use of a smaller, manageable model necessitated the use of a fixed MM 
region.
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An alternative approach is to combine a less computationally intensive description of 
the QM system (by using a semi-empirical Hamiltonian) with a larger number of 
MM atoms surrounding the QM centre. Bash et al. investigated the interconversion 
of dihydroxyacetone phosphate (DHAP, 2) to D-glyceraldehyde 3-phosphate, 3, 
catalysed by the triosephosphate isomerase (TIM) enzyme153 (scheme 8.3, 
A=CH2 0 P0 3 ). The postulated mechanism first involves proton abstraction at the 1- 
position by Glu-165 and proton donation to the resulting oxyanion by His-95. The 
same His residue then abstracts a proton from the substrate 1-hydroxyl group, which 
is followed by proton transfer from Glu-165 to the former carbonyl carbon that 
results in the enzyme-bound product, 3.
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For this study, all protein residues containing atoms within a 16A radius of the active 
site were included in the model, along with 100 water molecules added to solvate the 
ES complex. The His-95 and Glu-165 side chains were included in the QM region, 
along with the substrate, resulting in a model with 35 QM and 1300 MM atoms. The 
proton transfers were mapped out in 0.2A stages from a starting structure that had 
been energy minimised to an RMS gradient tolerance of about 0.04 kJ mol'1 A'1. 
Each step on the profile was minimised for 250 steps.153
Bash et al. found that unfavourable DHAP-Glul65 interactions in the active site 
destabilised the bound reactant compared to the unbound DHAP.153 Furthermore, the 
enzyme was found to stabilise the reactant anion and the enediolate intermediate 
(with respect to the same structures in the gas phase). The enediolate was stabilised
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by a greater amount, reducing the reactant-intermediate energy difference compared
to that calculated in vacuo. In a further study, they also noted that in the course of the
proton transfer between protonated His-95 and enediolate anion, there was a large
drop in the energy of the system (about 75 kJ m o l1). This resulted from a pKa
imbalance between the protonated His-95 and the enediolate anion, affording greater
stability for the bound intermediate anion. It was suggested that such stable
1intermediates are likely to hinder the reaction rate.
In another study, the enzyme catalysed conversion of chorismate, 4 to prephenate, 5 
via a pericyclic process was considered154 (scheme 8.4). It is thought chorismate 
mutase (CM) doesn’t take part in the reaction mechanism directly but enforces a 
reacting conformation of the chorismate reactant (in this case the diaxial conformer). 
Lyne et al. have studied this process using hybrid techniques in which 1800 protein 
atoms and 85 water molecules were modelled. This used a similar methodology to 
that of Bash et al. by only including protein residues within 16A of the active site. 
The outer 4A region of the protein was subjected to a harmonic force constraint. 
Several QM partitions were chosen: one case only included the substrate in the QM 
region but other models included active site residues of CM. However, all models 
gave essentially the same results.154
co2-








Lyne et al. discovered the barrier for the pericyclic process was reduced by 
approximately 100 kJ mol'1 for the catalysed reaction compared to the same process 
in vacuo. It was found that CM achieves this reduction by stabilising the TS structure 
through hydrogen bonds between active site residues (Arg90 and Glu78) and the 
substrate. They also suggested that binding a strained conformation of the substrate 
to the enzyme also contributes to the reduction in the barrier height.154
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Mulholland and Richards used a hybrid QM/MM methodology to investigate the 
rate-determining step (RDS) for the formation of citrate from acetyl co-enzyme-A 
(acetyl-CoA) and oxoloacetate.155 The RDS of the mechanism (catalysed by citrate 
synthase) is thought to involve proton abstraction (by an active site base) from the 




This is followed by addition of the resulting enolate anion to the carbonyl centre of 
the oxaloacetate (Claisen condensation), resulting in the formation of citryl-CoA, 7. 






The QM/MM system contained 2600 atoms; it included any enzyme residue found 
within a 20A radius of the active site. Some 33 QM atoms were treated using the 
AMI semi-empirical Hamiltonian: this included the thio-ester portion of the Co-A 
and the side chains of Asp-375 and His-274. The MM region was described using a 
united atom force field. Mulholland and Richards mapped the proton transfer 
between the acetyl Co-A and Asp-375 in 0.2A steps to yield the enolate
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intermediate.155 This study found that Asp-375 could act a base, with the resulting 
enolate being stabilised by His-274.
Hillier’s group has subsequently used a semi-empirical QM/MM approach to 
investigate an amide hydrolysis reaction catalysed by the enzyme, papain.156,157 The 
mechanism is thought to involve as Cys'-His+ ion pair in the active site but it is not 
clear whether the mechanism is concerted or step-wise, the latter involving a 
tetrahedral intermediate, 8 (scheme 8.7). As with the earlier phospholipase-A2 work, 
the original substrate was replaced with a much simpler system; this restricts the 
simulation of a flexible MM environment. The work involved treating 53 atoms with 
the semi-empirical AMI Hamiltonian (this included model substrate, Cys-25 and 
His-159 side chains) within a fixed MM environment of 3500 atoms. Amber158 and 
G948 were coupled-together for this investigation but the implementation prohibited 
simultaneous optimisation of both QM and MM regions. Twelve of the QM atoms 




A 2D-energy surface describing the changes in the (Cys)S—CO and (His)NH—N 
distances was mapped (involving the generation of 100 structures). A finer scan was 
done around the approximate TS structure to locate the transition-state. This 
structure was subsequently refined using a TS searching algorithm and confirmed as 
such by calculating the second derivatives of the energy.157 However, no IRC
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calculation was used to verify the nature of the TS. Within the limitations of the 
model, Harrison et al. proposed a TS structure that lies on a concerted pathway for 
the hydrolysis reaction.156,157
Further to these studies, Hart et al. also characterised a TS structure for the 
hydrolysis of tyrosine phosphate, 9 (catalysed by protein tyrosine phosphatase, 
Scheme 8.8).26 It was suggested that the TS structure represented advanced P -0  
cleavage with little proton transfer from Asp-181 and little increase in the 
(Cys215)S—P distance. Further elongation o f the P—O distance resulted in a smaller 
energy barrier representing the proton transfer from Asp-181 to substrate. Again, no 
IRC calculations were performed to confirm the nature of the TS structure for the 
suggested rate-determining step. Furthermore, the MM environment was also kept 




Cys215--------- CH2— S ' - -  /? &  f /  \  *  Cys215
' o ^ - P J - O — V  y  CH,




■ c h 2 s  / / °  / /  \




Cys215--------CH2—S ~ ~ ~ l L  H\
 o   )— CH,
O" O"
Scheme 8.8
Moliner et al. used QM/MM techniques to investigate the lactate dehydrogenase 
(LDH) catalysed interconversion of pyruvate, 10 to lactate, 11 (Scheme 8.9, R=Me, 
X=195).159 The reaction is thought to proceed via two processes: firstly, proton 
transfer (PT) between the protonated His-195 residue and substrate carbonyl oxygen. 
Secondly, hydride transfer (HT) between the nicotinamide ring of the cofactor and
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the protonated carbon on the substrate. However, it is uncertain whether the enzyme 
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This study allowed full optimisation of some 1900 atoms of which 39 were treated
with the AMI Hamiltonian. As in studies discussed thus far, 153-155 a number of
enzyme residues within a certain distance of the active site were included in the 
simulation and the resulting outer-most protein atoms were subjected to a harmonic 
force constraint. The QM region comprised of the whole substrate, the side chain of 
His-195 and the nicotinamide ring on the cofactor. A 2D energy surface was 
constructed involving both proton and hydride transfers.
The TS was refined and characterised using GRACE (section 3.3) until the RMS 
gradient of TS structure was below 0.42 kJ mol’1. However, unlike the Hillier team,
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Moliner et al. used an IRC calculation to subsequently verify the nature of the TS 
structure by following the reaction path towards the local reactant and product 
wells.159 The TS was found to be concerted in terms of the hydride- and proton 
transfers, with the proton transfer being at a more advanced stage than the HT. The 
advantage of this work over the characterised TS work of Hillier’s team is that TS 
refinement takes place within a flexible environment.
Moliner et al. also considered another issue: the effect of the environment 
conformation upon the TS structure.159 To do this, six structures were taken from a 
30ps MD trajectory (at 5ps intervals) and an energy surface describing HT/PT was 
mapped out from each starting structure. For each of the six simulations the TS 
structure was refined, characterised and verified. Moliner et al. found that essential 
geometrical elements for the concerted HT/PT transition-state structure were 
invariant with respect to the environment.159
Ranganathan and Gready have also looked at the LDH catalysed conversion of 
pyruvate to lactate using a hybrid QM/MM potential.160 Again, the His-195 side- 
chain and cofactor nicotinamide ring were included in the QM region. However, all 
329 residues of the protein sub-unit were included in the calculation, with only ca. 
150 atoms unconstrained (this includes the QM region and some MM atoms adjacent 
to it). Crystallographic waters were also included in the model but it was not stated 
whether any further solvent molecules were added to solvate the active site. The 
Ranganathan and Gready model has the advantage over the system used by Moliner 
et al. in that it fully accounts for all long-range electrostatic interactions in the 
enzyme sub-unit. However, the Ranganathan and Gready model is more hindered by 
very limited flexibility of the system. Furthermore, the reaction is modelled with 
only one set of “fixed environment” co-ordinates. Within the constraints of this 
system, the results from the Ranganathan and Gready study found that hydride 
transfer occurred before proton transfer in essentially a stepwise fashion.160
The contradictory results with the LDH modelling are somewhat concerning. It 
suggests that results are either dependent on how the system is treated, or by the 
nature of the QM/MM potential used to describe the system. In this case, Moliner et
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al. used159 the AM1/CHARMM QM/MM potential,14 Ranganathan and Gready 
used160 the AMI/AMBER QM/MM potential.158
Cunningham et al. have used a hybrid QM/MM method to look at malate 
dehydrogenase (MDH) catalysed conversion of malate to oxaloacetate, which is 
analogous to the reverse process of the LDH reaction.161 The mechanism involves a 
proton transfer, in this case from the substrate to an active site histidine (Scheme 8.9, 
R=CH2COO\ X=177) and a hydride transfer from substrate to cofactor (NAD+). For 
this study, 54 atoms were treated with the AM I Hamiltonian (including the side 
chain of His-177 and the co-factor’s nicotinamide and ribose rings). This work also 
reparameterised the AMI Hamiltonian to accurately describe experimental proton 
affinities and ab initio geometries.
All enzyme residues within 18A of the active site were included in the model. Extra 
solvent molecules were added to the system (already containing waters explicitly 
accounted for in the crystal structure) via a two-stage process. Firstly, a 20A water 
droplet was superimposed on the enzyme system, with subsequent deletion of waters 
within 3.1 A of any heavy atom found in the enzyme-substrate complex. This process 
was repeated on a system which had been subjected to a period of MD (40ps), with 
all but the water molecules kept in a fixed position. The second stage results in a 
further 30 solvent molecules being added to the system. The environment of the QM 
system is finally represented by 3000 MM atoms.161 During these simulations, a 
stochastic boundary was applied to water molecules and harmonic force constraints 
were applied to protein atoms beyond 16A of the active site.
To generate the initial reference structure, Cunningham et al. heated the system 
(which at this stage was treated with MM potentials only) from absolute zero to 
300K in 20ps.161 The system was equilibrated for 80ps and data collection was 
subsequently taken over 40ps. From the 80ps equilibration stage, another MD phase 
in which the system was treated with the QM/MM potential was carried out. This 
part of the simulation involved 20ps of equilibration followed by 20ps of data 
collection. The system was then cooled from 300K to OK over 20ps and 
subsequently optimised for 5000 steps. All 675 structures used to describe the
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hydride- and proton transfer energy surface were generated in this manner, with PT 
and HT processes being mapped in 0.2A steps.
From these simulations, it was found that proton transfer occurs before the hydride 
transfer, the latter being the rate-determining step of a possible stepwise mechanism. 
The energy barriers for these steps were calculated as 29 kJ mol'1 and 63 kJ mol'1 for 
the PT and HT processes respectively.
The study by Cunningham et al.161 is probably the most advanced work undertaken 
thus far in modelling enzyme mechanisms using hybrid QM/MM techniques. It 
samples conformation space at 300K using MD with both MM and QM/MM 
potentials, it also optimises structures using a large number of optimisation cycles 
(ccl. 5000). The PT and HT processes are adequately sampled by calculating a large 
number of structures associated with both stages. However, it should be noted that 
the resulting potential energy surface was obtained for a system at OK, and barriers 
are only approximate because the TS structures have not been refined, characterised 
or verified.
Another problem in modelling reaction mechanisms is the difficulty in calculating 
the free energy surface for a reaction. The calculation of free energy is 
computationally expensive, given that conformation space must be adequately 
sampled. However, Cummins and Gready have recently published work on the 
QM/MM modelling of dihydrofolate reductase catalysed reduction of 8- 
methylpterin, 12 in which a hydride ion is transferred from the cofactor to the 
substrate (Scheme 8.10).162
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This work used a 16A sphere for the description of the enzyme and a 22A sphere of 
solvent water molecules. Four different QM/MM models were investigated, which 
differed in the number of cofactor residues included in the QM region. A QM/MM 
potential was applied to free energy calculations in which some 160 windows were 
calculated. The energy change associated with each window was evaluated by using 
800fs of equilibration followed by 800fs of data collection. The total time-period for 
the simulation was thus 256ps. The free energy barrier calculated for the hydride 
transfer was about 125 kJ mol'1 and the total free energy change for the reaction was 
calculated as 41 kJ mol"1. The positive value obtained for the reaction free energy 
was largely due to the favourable interaction of the protonated reactant with an
1A9active site glutamate (Glu-30) residue. This interaction is diminished as the 
hydride transfers from the co-factor to the substrate.
Recently, some QM/MM modelling has been done on the influenza-B sialidase 
mechanism: Jourand investigated the enzyme catalysed hydrolysis of N-acetyl-a-D- 
neuraminyllactose (NANL), 13.163 For the work discussed in this section, the Glu- 
277, Tyr-406 and Asp-151 side chains164 were included in the QM region. The 
substrate was also included but the N-acetyl and glyceryl side chains of 13 were 
treated with the MM potential. The galactose residue in the lactose leaving-group 
was also included in the QM region but excluded the —CH2OH side chain on the 5- 
position (which was treated using MM). The number of atoms allowed to optimise
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throughout the simulation was 407, of which 79 were treated with the semi-empirical 
AMI Hamiltonian. The “flexible” atoms included protein residues within 6A, and 
water molecules within 11A of the substrate-C2 centre. The remaining atoms in the 
simulation (ca. 6400) were fixed.163
AcNH OH
16 R= -H
Jourand considered an acid catalysed mechanism involving a hydronium ion (scheme
8.11a), followed by nucleophilic addition of a water molecule to the resulting sialyl 
16^zwitterion, 17. Proton abstraction by Asp-151 was then considered as a subsequent 
step for generating the bound N-acetyl-a-D-neuraminic acid (Neu5ac, 16) product. 
Jourand also considered the possibility of an alternative mechanism: the formation of 
a covalent intermediate involving deprotonated Tyr-406, 18. Such an intermediate 
was found to lie within a potential energy well, being some 200 kJ mol'1 lower in 
energy than the sialyl zwitterion. Furthermore, in going from the bound reactant- 
state to the covalent intermediate (as shown in scheme 8.11b), the system was found 
to drop by about 240 kJ mol"1.
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Further to Jourand’s studies, Barnes and Williams adopted a QM/MM methodology 
to investigate the hydrolysis of p-nitrophenyl-N-acetyl-a-D-neuraminic acid 
(Neu5acPNP, 14) by influenza-B sialidase.165,166 They considered an energy surface 
describing the removal of the p-nitrophenolate leaving-group from the substrate, in 
concert with nucleophilic water attack at the positively charged C2 centre. This 
system included protein residues within 17A of the substrate. A harmonic constraint 
was applied to protein atoms beyond 15A of the Neu5acPNP and a stochastic 
boundary was applied to the solvent molecules. Some 65 atoms were included in the 
QM region which included the substrate (without the glyceryl or N-acetyl groups) 
and the Glu-277, Tyr-406 and Asp-151 side-chains. The N-acetyl and glyceryl 
groups of the Neu5acPNP were incorporated into the MM region.165,166
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The energy surface was mapped out in 0.2A steps and an approximate TS structure 
was located using a finer scan of 0.02A around the “coarse” saddle-point. The 
Pauling bond-order in the TS structure for the cleaved glycoside bond was 0.00. 
Further, the bond order for the forming bond between the nucleophilic water and the 
substrate-C2 position was also very small (0.02). Therefore, this TS structure was 
representative of a “sialyl zwitterion like” species in close contact with the 
nucleophilic water and p-nitrophenolate leaving-group.
The resulting KIEs obtained from the TS are given in Table 8.1. Good agreement
1 ftwas found between the calculated O-leaving-group KIE and the resulting 
experimental value.2 However, the 2°-p-deuterium KIEs were inconsistent with the 
experimentally determined values. The normal mode for the reaction co-ordinate 
was associated with a negative eigenvalue, but this was accompanied by several 
others. The normal modes associated with these negative eigenvalues were related to 
out-of-plane bends of the p-nitrophenolate aromatic ring. It should be noted that the 
TS was an approximate structure and that no functionality was available at that time 
to allow refinement. Furthermore, the experimental results referred to the catalysed 
reaction involving influenza-A sialidase and not the influenza-B type.
Table 8.1. Barnes and Williams’ calculated Kinetic Isotope Effects (KIEs) for 
sialidase catalysed hydrolysis of 14. The TS relates to a concerted step involving the 
removal of PNP with nucleophilic attack by water.
Effect Calculated V/Km (Expt)
Pro-R 3-[2H] 1.024 1.035±0.010
Pro-S 3-[2H] 1.142 1.058±0.006
3-[2H]2 1.177 1.087±0.015
2-[180 ] 1.047 1.045±0.021
Pro-R and pro-S hydrons are defined above for structures 13-16; 3-[2H]2-both hydrogen atoms at the 3-position 
are deuterated; 2-[180]-glycoside oxygen isotope effect.
From the discussion presented in this section, it is evident that many approaches are 
available in modelling enzyme catalysed reactions using a hybrid QM/MM potential. 
Firstly, ab initio levels of theory can be used to describe the reacting system within a
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rigid MM environment.151,152 Secondly, a semi-empirical QM Hamiltonian can be 
coupled with a much larger and/or more flexible MM environment that neglects 
protein atoms beyond a certain distance of the active sjte.153"155,159’161’162’165’166 
Thirdly, a semi-empirical QM Hamiltonian can be coupled with a less flexible MM 
environment that includes all the atoms within the protein sub-unit.156,157,26,160,163 The 
first and third approaches are suitable for “rigid” enzymes, but the first model 
neglects any long-range electrostatic interactions in the enzyme-substrate complex. 
The second model is more applicable for flexible enzymes involving larger 
molecular displacements throughout the course of the reaction, but is at risk of 
neglecting some longer-range interactions. Finally, TS searching algorithms are now 
being used in conjunction with a QM/MM potential to verify and characterise TS 
structures. This gives the possibility of providing further insight into enzyme 
catalysed mechanisms via calculation of barrier heights and other properties such as 
Kinetic Isotope Effects (KIEs).
However, unlike most of the investigations discussed in this section, the work of 
Barnes and Williams165 allowed the interplay between theory and experiment 
through the calculation and comparison with experimentally determined KIEs.2 
However, such interplay is often difficult to achieve due to the lack and/or 
inaccessibility of experimental results. For the sialidase mechanism, however, 
experimental KIEs have been published in which the chemical step relates (in part) 
to the kinetically important steps.2 Thus, this provides for an ideal theoretical study: 
one that has a window to “real-life” chemistry.
8.1.2. Influenza Sialidase M echanism
From simple NMR studies, Chong et al. have provided evidence that influenza 
sialidase acts with retention of configuration, with the a-anomer product (N-acetyl- 
neuraminic acid, Neu5ac, 16) initially produced before it undergoes muta-rotation to 
the more stable P-form.167 In addition, they also calculated di-substituted 2°-P- 
deuterium KIEs (3-[2H]2) for the sialidase catalysed hydrolysis of 4- 
methylumbelliferyl-N-acetyl-a-D-neuraminic acid (Neu5acUMB, 15). The value for 
the effect on Vmax/Km at pH 6.0 was normal at 1.09 ± 0.02. However, in contrast, an
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inverse effect on Vmax of 0.976 ± 0.005 was also obtained.167 The Vmax/Km effects 
suggested a degree of positive charge development at the substrate-C2 centre in the 
TS structure, resulting from the partially rate-limiting cleavage of the glycoside 
bond.
The effect on Vmax represents a product of the KIEs for each isotopically sensitive 
step. For this reaction, these steps are likely to be the formation and destruction of 
the enzyme-intermediate complex. The inverse effect obtained at pH 6.0 led Chong 
et al. to conclude that breakdown of the intermediate was more rate limiting than its 
production. They went on to suggest that an inverse isotope effect was consistent 
with the formation of a sialyl zwitterion intermediate, 17, the KIE resulting from 
reduced hyperconjugation in the TS for the destruction of 17. The inverse effect was 
inconsistent for the breakdown of the covalent intermediate, 18, since the amount of 
hyperconjugation in the TS would be expected to increase or remain unchanged.
Chong et al. also noted a greater increase with pH in the 3-[2H]2 effect on Vmax/Km
1 filwhen using D 2O solvent. From this result, they went on to suggest that formation 
of the sialyl zwitterion involved some form of proton transfer. Furthermore, they also 
suggested that “formation of the transition-state requires proton donation from 
solvent, facilitated by the negatively charged Asp-151”. Thus, the mechanism may 
first involve general acid catalysis, leading to the formation of the sialyl zwitterion 
via cleavage of the glycoside bond (scheme 8.12).
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Molecular dynamics studies also revealed the possibility of hydrogen bonding 
between a water molecule and active site residue, Arg-152, prior to cleavage of the 
glycoside bond. The formation of a hydroxide anion in the proximity of 
deprotonated Asp-151 (and protonated Arg-152) results on proton transfer from the 
water to the glycoside oxygen atom in the substrate. Such a mechanism does not 
involve any general acid catalysis, and results in a mechanistic scheme that excludes 
direct involvement of any enzyme residue (scheme 8.13).30 However, the formation 
of two anions in close proximity within the enzyme active site is likely to be 
unfavourable.
Guo et al. subsequently investigated the KIEs (experimental, table 8.1) for sialidase 
catalysed hydrolysis of p-nitrophenyl-N-acetyl-a-D-neuraminic acid (Neu5acPNP, 
14).2 They discovered that the individual 3-[2H] deuterium effects on Vmax/Km are 
not identical: the pro-S  effect was larger than the pro-R  effect. Guo et al. concluded 
from these results that the reacting conformation of the substrate was the B^s 
conformation. They subsequently argued that a TS structure closely resembling a 
sialyl zwitterion half-chair conformation would result in a larger pro-R  effect than 
pro-S. This is due to the former having greater overlap with the empty p-orbital on 
the adjacent C2 centre in this conformation. By setting up simultaneous equations for 
the 2°-p-deuterium KIE, Guo et al. predicted the dihedral angles between the pro-S
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and pro-R  hydrons with the developing empty p-orbital at C2 to be 23° and 143° 
respectively. For the Barnes and Williams TS structure, the dihedral angles 
between the empty p-orbital on the C2 carbon and the (3-hydrons were calculated to 
be 168° (pro-R) and 52° (pro-S).
1 8The normal O effect on V max/K m of 1.045 provided some evidence that the rate- 
determining step at pH 6.0 involves the cleavage of the glycoside bond. The 
calculated Pig (V m ax/K m) value of -0 .4  is significantly smaller than the typical value 
of -1 , the latter usually obtained for both enzymic and non-enzymic reactions. Guo 







The 3 -[2H ]2  effect on Vmax/Km for the isotopic substitutions was larger at pH 9.5, 
both for the Neu5acUMB167 and Neu5acPNP2 substrates. In the latter case, it was 
suggested that a kinetically silent step involving the in situ conformation change of 
the substrate from C5 to B2.5 was responsible for the suppression of the observed 
isotope effects at optimum pH.
Page 142
Chapter 8 QM/MM Hybrid Modelling of Influenza-A Sialidase Action on Sialosides
For the Neu5acPNP substrate, the effect on Vmax was near unity for all calculated 
isotope effects. This led Guo et al. to conclude that effects on Vmax and Vmax/Km 
were associated with different processes, and suggested that no effect on Vmax 
represented an isotopically silent, non-covalent event. 2 The normal solvent isotope 
effect of 1.9 of Chong et al. provides evidence for the breaking of hydrogen bonds in 
this step. It was suggested that such a step might involve a conformation change of
the bound product from B2,5 to C5 prior to its release from the enzyme. The absent
2 2 
3-[ H ] 2  normal effect on Vmax obtained for Neu5acPNP was in contrast to the
inverse effect calculated by Chong et al. for Neu5acUMB . 167 Thus, the sole evidence
for the formation of a sialyl cation was absent in the reaction involving Neu5acPNP.
However, further work by the von Itzstein team confirmed their original finding of
the inverse 3 -[2H ]2  effect on Vmax-168
Crystallographic studies by Janakiraman et al. discovered that on soaking NA 
crystals with N-acetylneuraminyllactose (NANL), an entity that lacked the glycoside 
oxygen was bound to the enzyme active site . 169 This substrate was confirmed as not 
being the inhibitor, 2-deoxy-2,3-didehydro-N-acetylneuraminic acid (Neu5ac2en,
charge developed in the TS, but to also maintain planarity about the C2 centre. 
Furthermore, it was suggested that the driving force for the reaction comes from the 
induction and stabilisation of 17 and not from proton transfer or nucleophilic attack. 
This implies the purpose of sialidase is purely structural: to stabilise a “sialyl 
zwitterion like” structure. However, it should be noted that the results based on these 
postulations report an equilibrium distance for the C2 —Oh bond as 1.41 A for the 
bound sialyl zwitterion. This is indicative of a C—O single bond and not a partial 
double bond that is expected in 17 (cf. C2—Oh in Neu5ac2en has an equilibrium 
length of 1.37A). Considering the short lifetime of unbound sialyl zwitterion, it is 
somewhat surprising to see it isolated in the crystal structure while bound to the 
active site.
OH
19) since the electron density map was not 
consistent with this structure. Janakiraman et al.
• AcNH OH
19
o suggested that this species was the sialyl 
zwitterion , 169 17. They went on to suggest that the 
role of the active site residues (Glu277, Tyr406 
and Aspl51) is not only to stabilise the positive
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Interestingly, Smith has suggested from the results of ab initio investigations on 2- 
oxonol, that sialidase weakens the glycoside linkage by binding the substrate in the 
boat conformation . 170 Smith went onto suggest that general acid catalysis involving 
Asp(H)-151 would result in a short C2—Og distance in the TS. It was suggested that 
this residue could also act as a base, facilitating the removal of a proton from an 
attacking water molecule on addition to the zwitterion intermediate. 170
The findings and discussion given in this section seem to be consistent with the 
mechanism shown in Scheme 8.14. The first step involves binding the unbound 
reactant (uR) to the sialidase enzyme in the B2,5 conformation. The bound substrate 
(bR) is then subjected to general acid catalysis, resulting in the cleavage of the 
glycoside bond. In principle, this could be provided (at optimum pH) by the Asp(H)- 
151 residue. The general acid catalysis step results in the formation of an enzyme- 
bound sialyl zwitterion intermediate (bl), which is subsequently destroyed by 
nucleophilic attack of water at the positively charged centre. The deprotonated Asp- 
151 then abstracts a proton from the protonated product (bP+) to give the bound 
product (bP). This is then released from sialidase as the a-anomer (uP) and is then 
converted to the (3-anomer through muta-rotation.
In this chapter, the aim is to present further insight into the mechanisms of influenza 
sialidase. The work concentrates on two major steps associated with the mechanism 
proposed in Scheme 8.14. Firstly, the general acid catalysis by Asp(H)-151 on 
Neu5acPNP and secondly, base catalysis by Asp-151 on the protonated product. The 
latter step follows the attack of water to the sialyl zwitterion intermediate.
The AMI Hamiltonian reproducibility of gas phase experimental and high level ab 
initio results are considered first, followed by investigation and analysis into both 
proton transfer steps in scheme 8.14. This is followed by a brief investigation into 
the attack of water on the bound sialyl zwitterion. KEEs associated with both proton 
transfer steps are then calculated and discussed. Finally, the flexibility of the system 
in these simulations is considered and is used to provide some knowledge on how to 
set up future simulations. This is followed by a conclusion.
Page 144




























8.2. Performance and Reliability of the AMI Hamiltonian
The majority of work contained with this chapter is concerned with proton transfers. 
The energy of such processes in the gas phase can be evaluated directly from 
individual proton affinities determined in vacuo. Proton affinity of a base is defined 
as the energy required to remove a proton form the corresponding acid, i.e.
BH -----------► B- + H+ (8.1)
Dewar and Dieter have shown that AMI reproduces experimental proton affinities 
well. 171 Various calculated proton affinities and experimental values are given in 
Table 8.2. These processes relate to the proton transfer steps in scheme 8.14.
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Table 8.2. Calculated and experimental proton affinities (in kJ mol*1) for conjugate 
bases of interest to both proton transfer steps in scheme (8.14).
BH B* AHpa (AM I) AHpa (Expt)
N 0 2C 6H 4 - 0 H N 0 2C 6H 4 - 0 * 1346.0a 1345.2a
C H 3C O O H C H 3C O O * 1482.0b 1458.l b
H 20 H O * 1725. l b 1635.l b
a Reference 172. b reference 171
AEi / = \
CHgCOOH + 0 ----- (v y)-----N02  ► H 0 - \ \  / ) -----NO, +  CHgCOO' ( g  2 )
AE2
CH gC O O H  +  'O H  --------------------- ► C H gC O O - +  H2 0  ( 3 3 )
It is evident from the AMI calculated proton affinities that AEi in eqn. 8.2 is over­
estimated by about 23 kJ mol*1. Furthermore, the proton transfer between acetic acid 
and hydroxide anion (scheme 8.3), is under-estimated by about 6 6  kJ mol"1. 
Therefore, using the Hammond postulate, the proton transfer from acetic acid to 
phenolate will be too advanced in the TS when using the AMI Hamiltonian. In 
contrast, the proton transfer from acetic acid to the hydroxide species will be too 
early when using the AMI method.
The error associated with the cleavage of the glycoside bond is more difficult to 
quantify. Oxocarbenium ions have very limited stability and consequently 
experimental thermochemical data is difficult to find. To provide an approximate 
value for the AMI Hamiltonian error associated with this process, the energy 
change, A E 3 , for the dissociation of dimethoxymethane into the resulting 
oxocarbenium ion and methoxide anion was evaluated (eqn. 8.4).
AE3
c h 3- o - ch 2—o c h 3 ------------------ ► c h 3- o += c h 2 +  c h 3o * / g 4 )
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For this purpose, ab initio calculations at the MP2/6-31+G(d) level of theory were 
carried out for all species shown in eqn. 8.4, the results are given in table 8.3.
Table 8.3. Energies for all species given in eqn. 8.4. AMI energies are heats of 
formation in kJ m ol'1; MP2/6-31+G(d) energies are given in Hartrees ( E h ) .  Zero- 
point vibrational energies (ZPE) calculated at MP2/6-31+G(d) are also listed.
SPECIES A M l/kJ mol' 1 MP2/6-31 +G(d)/Eh ZPE/kJ m o l1
CH3OCH2OCH3 -432.18 -268.71788 305.26
CH3OCH2+ 661.05 -153.62500 96.46
CH3O- -161.06 -114.74454 184.94
Thus, AE3 in equation 8.4 is evaluated as 932.2 kJ mol' 1 using the AMI Hamiltonian:
AE3 = -AHKCH3OCH2OCH3) + AHf(CH3 0 CH2+) + AHKCH3O )
AE3 = -(-432.18) + 661.05 + (-161.06)
AE3 = 932.2 kJ mol' 1
At MP2/6-31+G(d), AE3 is calculated as:
AE3 = -Eh(CH3OCH2OCH3) + Eh(CH3OCH2+) + Eh(CH30 )
AE3 = -(-268.71788) + (-153.62500) + (-114.74454)
AE3 = 0.34834 Eh (1 Hartree, Eh = 2625 kJ mol’1)
AE3 = 914.47 kJ mol' 1
The enthalpy change at absolute zero can be evaluated by accounting for the ZPE of 
all species in eqn. 8.4:
AE3 = AE3 - AZPE 
AE3’ = 914.47 -  (305.26 -  96.46 -  184.94)
AE3’ = 890.7 kJ mol' 1
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Thus, the calculated enthalpy change (obtained after applying unsealed ZPE 
corrections) at the MP2/6-31+G(d) level of theory is 890.7 kJ mol"1. Thermal 
corrections are likely to be small and are therefore not included here. BSSE effects 
must now be evaluated since they could significantly affect the value of AE3 . The 
energies of both fragments with their super-molecule geometries (Efrag) and in the 
presence of counter-fragment ghost orbitals (Efrag) are given in table 8.4.
Table 8.4. Fragment energies calculated at MP2/6-31+G(d), with their “super­
molecule geometry”, Efrag and in the presence of ghost orbitals of the counter- 
fragment, Efrag. These are used to calculate the BSSE correction associated with the
dissociation process in eqn. 8.4
Fragment Efrag Efrag
CH3OCH2+ -153.55185 -153.55664
C H 3 0 - -114.73814 -114.74812
The BSSE effect at MP2/6-31+G(d) for the dissociation process shown in eqn. 8.4 
can be calculated as:
BSSE —  E f ra g  -  Efrag 
BSSE = [(-153.55664) + (-114.74812)] -  [(-153.55185) + (-114.73814)]
BSSE = -0.01477 Eh = -38.8 kJ mol"1
Thus, the effect of BSSE at MP2/6-31+G(d) is to decrease AE3 by 38.8 kJ mol"1 to 
851.9 kJ mol"1. Therefore, the AE3(AMl)-AE3(MP2/6-31+G(d)) difference is 
evaluated as 80.3 kJ mol' 1 after ZPE and BSSE corrections have been applied to the 
ab initio result. However, although thermal and scaling corrections have not been 
applied, this value provides some evidence that AMI may be over-estimating the 
difficulty of removing a leaving group to form the oxocarbenium ion. Thus, the 
effects discussed in this section might lead to some suppression in the calculated 
KIEs for the full sialoside/enzyme system.
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8.3. Proton Transfer Steps from Asp(H)-151 to Sialidase-Bound Substrate
Scheme 8.14 includes two proton transfer steps involving Asp-151 as an acid (in the 
protonation of Neu5acPNP) and as a base (in abstracting a proton from the 
protonated product). In the following discussion, both processes are considered as 
general acid catalysis steps (scheme 8.15, Z=0 C6H4N 0 2  or Z=OH).






For both proton transfers, two initial structures were generated in which the 
“transferring proton” (Hp) was either bonded to the Asp-151 carboxyl group (Rstart), 
or attached to the substrate glycoside oxygen, Og (Pstart)- Some selected geometrical 
parameters from the optimised starting structures are given in table 8.5. From Rstart, 
Hp was adiabatically mapped to its cartesian co-ordinate in Pstart using 0 . 1  A steps. 
For the simulation involving the Neu5acPNP substrate, each structure on the proton 
transfer (PT) profile was optimised for 600 cycles. Due to CPU time constraints, 
each structure on the corresponding profile for PT to Neu5ac was subjected to only 
200 cycles of optimisation before Hp was moved. Both profiles were generated in the 
same way: by fixing the Asp-COO—Hp distance at each stage of the PT process.
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Table 8.5. Various distances found in the initial reactant (Rstart) and product (Pstart) 
structures for both substrates. The position of proton, Hp in Rstart and Pstart defines the 
vector to be mapped. C2—Og is the distance between the anomeric carbon and 
glycoside oxygen; COO—Hp is the distance between initially protonated carboxyl 
oxygen and Hp. Hp—Og is the distance between the transferring proton and glycoside
oxygen.
Z=0C 6H4N02 Z=OH
Rstart P  start Rstart P  start
C 2— O g 1.460 2.718 1.421 1.545
C O O - H p 0.978 2.063 0.979 2.593
H p- O g 2.031 0.977 2.094 1.010
The coarse energy profile (figure 8.1a) for the proton transfer to Neu5acPNP results 
in spontaneous cleavage of the glycoside bond with a corresponding sharp drop in 
the total energy. A “true” energy profile would involve a smooth energy (and 
structural) change in going from reactants and products. Thus, it is unlikely that the 
resulting barrier heights from this profile have any significance. The proton transfer 
to Neu5ac also results in a coarse, discontinuous energy profile (figure 8.1b). The 
comparison of all structures on the reaction co-ordinate with Rstart gives direct 
evidence of a discontinuity in both PT steps. A profile involving conservative 
changes in structure would yield a straight, diagonal line on the RMS deviation plot. 
These structural comparisons involve a subset of atoms, namely the Asp-151 and 
substrate. Therefore, the RMS deviation plots given in figure 8.1(c)-(d) do not 
correspond exactly with the total energy profiles in figures 8.1(a)-(b).
The pseudo-maximum on both profiles (indicated with an arrow in figure 8.1) was 
used as an initial guess for the TS structure corresponding to the relative PT step 
studied. For the proton transfer to Neu5acPNP, the pseudo-maximum had a COO—H 
distance of 1.426A, and was located immediately before the spontaneous cleavage of 
the glycoside bond. For transfer of the proton to Neu5ac, the pseudo-maximum was 
obtained at a COO—H distance of 1.357A. These structures were refined (section 
3.3.1) and the IRC was followed from them to the connecting reactant and product 
wells. For these calculations, the c o r e  was defined as the QM region without the
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QM link atom (which was incorporated into the e n v i r o n m e n t ) .  Herein, this is 













0 98  106 1.15 1.24 1.33 1.43 1.52 1.61 1.71





















0.98 1.06 1.15 1.24 1.33 1.43 1.52 1.61 1.71
COO-Hp Bond Length/A COO-Hp Bond Length/A
Fig 8.1. Energy profiles for proton transfer steps from Asp(H)-151 to a) Neu5acPNP and b) Neu5ac.
RMS deviation from Rstart of structures on the coarse reaction profile for c) PT to Neu5acPNP and d)
PT to Neu5ac. RMS deviation comparisons were made using the substrate and Asp(H)-151 residue. 
Arrows in a) and b) point towards the unrefined approximate TS.
The refined TS for acid catalysis applied to Neu5acPNP has an imaginary frequency 
of 653/ cm '1. The corresponding normal mode for this frequency involves proton 
transfer from Asp(H)-151, in concert with the glycoside bond stretch in Neu5acPNP. 
The imaginary frequency in the TS associated with the proton transfer to Neu5ac 
(517/ cm '1) has a corresponding normal mode involving PT allied with slight 
planarisation about the C2 centre of the substrate.
In both transition structures, proton donation is advanced. The Hp—Og distance for 
Neu5acPNP and Neu5ac is 1.092A and 1.076A respectively. Thus, in the case of 
Neu5ac, a greater amount of acid catalysis is being applied in the TS. However, for
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Neu5acPNP, it was noted in section 8.2 that the energy required to cleave the 
glycon-aglycon bond may be over-estimated by the AMI Hamiltonian. This may be 
alleviated in part by the more advanced acid catalysis in the TS found at this level of 
theory (section 8.2).
For the proton transfer to Neu5acPNP, there is elongation of the glycoside bond in 
the TS (1.610A) over the reactant-state (1.462A). The resulting sialyl zwitterion has 
a C2—Og distance of 2.684A, with a hydrogen bond between the deprotonated Asp- 
151 and the p-nitrophenol hydroxyl group (AspO—Hp distance of 2.031 A). In going 
from reactant to sialyl zwitterion through the TS, there is planarisation of the C2 
centre with concomitant decrease in the C2—C3 and C2—Oh distances (which is 
evidence of stabilisation through conjugation and hyperconjugation respectively). 
These effects are also seen in protonation of the Neu5ac substrate, but to a lesser 
extent. The reactant, TS and product structures for both processes are shown in 
figure 8.2, indicating the distances for the glycoside bond and those involving the 
transferring proton. Table 8.6 lists selected geometrical parameters for the reactant, 
TS and product structure for both proton transfer steps.
The total energy of the reactants, TS and products can be given as the sum of the 
individual contributions by the QM, QM/MM and MM potentials, i.e.:
E j o t  -  E q m  + E int + E m m  (8.5)
where, Eqm the energy of the QM system, Eint is the interaction energy between the 
QM and MM regions and Emm is the energy of the MM system. Table 8.7 gives these 
individual contributions for each stationary point associated with both PT processes.
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Fig 8.2a. The reactant (bR), transition state (TS1) and product (bl) for general acid catalysis applied to 
Neu5acPNP by Asp-151 o f  influenza-A sialidase. A sp-151 and substrate are shown using the “liquorice” 
solid model, the remaining enzyme is coloured brown and solvent is coloured grey. Distances are in A.
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Fig 8.2b. The reactant (bP), transition state (TS2) and product (bP~) for general acid catalysis applied to 
Neu5ac by Asp-151 o f influenza-A sialidase. Asp-151 and substrate are shown using the “liquorice’' solid 




Table 8 .6 . Selected geometrical parameters for unbound reactant (uR), bound reactant (bR), bound intermediate (bl), bound protonated product 
(bP+), bound product (bP) and unbound product (uP). Parameters are also given for both proton transfer transition structures, TS1 and TS2.
Structure C2-Og AspO-Hp Og-Hp c 2-o h C2-C3 C3-Hr c 3-h s Oh-C2 -Ci o h-c 2-c 3 C3-C2-Ci s c 2
uR 1.426 - - 1.422 1.537 1.119 1.120 114.2 110.5 111.7 336.4
bR 1.462 0.978 2.054 1.408 1.526 1.125 1.124 112.3 118.8 109.9 341.0
TS1 1.610 1.467 1.092 1.364 1.504 1.127 1.126 110.8 121.9 113.7 346.4
bl 2.684 2.031 0.979 1.295 1.461 1.140 1.121 113.8 124.4 121.4 359.6
bP+ 1.543 1.937 1.007 1.368 1.509 1.129 1.118 109.5 119.5 113.7 342.7
TS2 1.506 1.524 1.076 1.379 1.510 1.128 1.118 108.0 119.2 112.5 339.7
bP 1.421 0.977 2.029 1.409 1.523 1.123 1.119 106.6 116.3 111.0 333.9
uP 1.411 - - 1.427 1.526 1.120 1.119 114.2 112.0 112.0 338.2
Structure Og-Hr Og-Hs Og-C2-C3-Hr Og-C2-C3-Hs Oh-C2-C3-C4 O11-C6-C5-C4 C6-Oh-C2-C3
uR 2.460 2.730 -42.2 75.9 -53.6 60.5 6 6 . 8
bR 2.336 3.213 17.5 132.3 4.1 69.3 18.1
TS1 2.427 3.353 2 2 . 2 137.5 4.6 62.5 6.7
bl 2.554 3.802 1 0 0 . 2 -143.5 -2 1 . 6 48.5 10.5
bP+ 2.518 3.362 31.5 146.8 2 0 . 0 55.1 -28.8
TS2 2.477 3.319 29.9 144.9 2 0 . 6 54.1 -30.4
bP 2.449 3.296 34.3 151.0 29.4 54.3 -37.6
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Table 8.7. Energies in kJ m o l1 for the reactant, TS and product structures associated 
with the proton transfers from Asp(H)-151 to Neu5acPNP (Z=OC6H 4NC>2) or 
Neu5ac (Z=OH). E qM is the energy of the QM system as defined by the QM 
Hamiltonian; E int is the interaction energy between the QM and MM regions (defined 




E qm Eint E mm
Reactant -2045.66 -2653.21 -29 283.81
- 0 C 6H 4 N 0 2 TS -1837.69 -2774.74 -29 240.49
Product -1851.34 -2859.63 -29 211.61
Reactant -2254.61 -2495.15 -29 115.91
- O H TS -2102.84 -2549.48 -29 057.24
Product -2110.71 -2561.14 -29 064.84
For the proton transfer to Neu5acPNP, the activation barrier in the presence of the 
enzyme is 80 kJ mol'1 lower than the corresponding change in vacuo (figure 8.3.). 
Furthermore, the energy difference between the reactant-state and the sialyl 
zwitterion is reduced by 144 kJ mol'1 compared to the same change in the gas phase. 
Thus, the sialidase enzyme stabilises the TS and the resulting zwitterion as 
evidenced by the increasingly strong interactions between the QM and MM regions 
CEint, table 8.7). Under enzymic conditions, the sialyl zwitterion formed on 
protonation of Neu5acPNP is only 50 kJ mol'1 less stable than the bound reactant.
For the proton transfer to Neu5ac within the enzyme-solvent environment, the 
energy difference between the protonated substrate and Neu5ac is reduced by about 
15 kJ mol'1 compared to the same chemical change in vacuo. Within the enzyme 
environment, the protonated sialic acid is some 130 kJ m ol'1 less stable than the 
Neu5ac.
These comparisons are not significant in terms of actual mechanistic conclusions 
since the barriers for the enzyme catalysed reaction should be compared to the those 
obtained in solution (and not in the gas phase). Furthermore, it should be emphasised 
that the in vacuo energy barriers discussed above refer to the change in the QM 
energy ( E q m )  without the surrounding enzyme/solvent environment. Therefore, the
Page 156
Chapter 8 QM/MM Hybrid Modelling of Influenza-A Sialidase Action on Sialosides
activation energies presented here would not correspond to the barriers obtained for 
the “unconstrained” gas phase reaction. However, the Eqm barriers reveal that 
sialidase does stabilise the TS associated with proton transfer to Neu5acPNP and the 
resulting zwitterion intermediate (with respect to the reactant). Sialidase may also 
























Fig 8.3. Energy barriers for a), proton transfer to Neu5acPNP in vacuo, b). proton transfer to Neu5ac in 
vacuo, c). Proton transfer to Neu5acPNP substrate in sialidase active site and d). proton transfer to Neu5ac in 
sialidase active site, “in vacuo” refers to the QM part of the ES system in the absence o f the surrounding
enzyme.
It has been reported that semi-empirical techniques over-estimate activation barriers 
for intermolecular proton transfer processes.173 PM3 has been reported to over­
estimate activation barriers for these processes by about 60-80 kJ mol'1 compared to 
ab initio studies.173 Furthermore, AMI was found to over-estimate these barriers by 
a “greater amount”.173 In addition to these limitations, this chapter has only 
considered one conformation of the protein/solvent environment. The work in 
chapter 6 demonstrated that the environment has a significant effect on the energetics
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of a process. Thus, values reported in figure 8.3 are presented for completeness; they 
are only semi-quantitative at best.
The proton transfer steps discussed above may provide more insight into the 
mechanistic role of sialidase. While the —OH group is a conjugate base o f a weak 
acid (water has a pKa of about 14 at 25°C), p-nitrophenolate is a conjugate base of p- 
nitrophenol, a much stronger acid. The pKa values174 of the parent acids are given in 
table 8.8, along with the values of ethan-l,2-diol and propan-1,2,3-triol. The above 
enzyme-substrate simulations suggest that protonation of increasingly facile leaving- 
groups result in cleavage of the glycoside bond (c f  Neu5acPNP). For a poorer 
leaving group, protonation is required before cleavage of the C2—Og bond takes 
place. The pKa values for the diol and triol in table 8.7 are similar to that of water. 
The first residue in the “m vivo” leaving group is a galactose moiety, which is 
unlikely to be much more acidic than ethan-l,2-diol or propan-1,2,3-triol. Thus, 
extrapolating back from the simulations presented here, a lactose leaving-group may 
require protonation prior to cleavage of the glycoside bond.






8.4. Nucleophilic A ttack o f Sialyl Zw itterion Interm ediate by W ater
The protonated Neu5ac can also be regarded as strong associated complex 
comprising of a sialyl zwitterion and a water molecule. Treating the associated water 
molecule with the TIP3P potential, the system was re-optimised until the RMS 
gradient fell below 0.02 kJ m ol'1 A'1. This MM water was then treated with the AMI 
Hamiltonian (along with the zwitterion and Asp-151) and the whole system was 
optimised further with the same gradient tolerance. The final distance between the
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water molecule oxygen and the C2 centre was 4.090A. Subsequently, the water 
molecule was translated back to its position in the associated complex in 0.1 A steps 












,2  -4706.00 
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C2-Og Bond Distance/A
Fig 8.4. Total energy profile (kJ m ol'1) for the approach of a water molecule partaking in a nucleophilic attack on 
the sialyl zwitterion. The profile was mapped out using steps of 0.1 A. Inset shows the last part of the 
(QM+QM/MM) energy profile, with the arrow pointing towards a possible approximate TS.
Although the total energy (TE) profile is discontinuous, an initial test was carried out 
to determine whether a TS existed with a C2—Og length of around 2.856A (prior to 
the sharp drop in energy on the TE profile). The hessian matrix for this structure 
contained no negative eigenvalues. However, a smoother increase in the (QM + 
QM/MM) energy profile was obtained towards the end of the mapped co-ordinate. 
This suggested the presence of a maximum at ca. 1.86A for the C2—OH2 distance 
(figure 8.4, inset). Calculation of the hessian matrix and 16 steps of P-RFO TS 
refinement led to a structure with one negative eigenvalue associated with the 
C2—OH2 bond stretch. However, the resulting RMS and MAX gradients of 2.8 and 
12.8 kJ mol'1 A '1 were above the gradient tolerance levels of 0.4 kJ mol'1 A '1 and 1.2 
kJ mol'1 A '1 respectively. Thus, this partially refined structure requires further
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optimisation before being designated a TS structure; it has not been possible to do 
this due to CPU time restraints.
8.5. Kinetic Isotope Effects for Both Proton Transfer Steps
The complication of not finding the TS for nucleophilic water attack precludes the 
calculation of the effect on Vmax. However, the effect on Vmax/Km (at limiting 
substrate concentrations) can be estimated using:
KIE (VmJKm) = ElEbl * KIEptl (8.6)
where, E I E m  is the equilibrium isotope effect associated with the binding of 
Neu5acPNP to the sialidase active site in the B2.5 conformation. KIEpti is the kinetic 
isotope effect obtained in going from bR to TS1.
To enable calculation of E I E m , the unbound Neu5acPNP (uR) was optimised in the 
^ -confo rm ation  within ca. 500 water molecules until the gradient for the system 
was below 0.02 kJ mol’1 A*1. A similar procedure was used to obtain the unbound 
Neu5ac product in solution.
The calculated isotope effects are given in table 8.9. The theoretical Vmax/Km results 
are in disagreement with the experimentally determined values. Firstly, the P-hydron 
effects are inverse and nearly equal. This suggests the TS structure conformation is 
incorrect, since the reacting boat conformation of the substrate would lead to 
different values for the pro-R  and pro-S effects. As seen in figure 8.2a, the bound 
reactant obtained from TS1 is very flat about the C2 centre. The C6—Oh—C2—C3 
dihedral angle of 18.1° is much smaller than that found in a full B2.5 conformation 
{ca. 60°). Furthermore, this TS structure is also flat about the C2 centre (with a 
C6—Oh—^ C2—C3 dihedral o f 7°). These results are thus not consistent with the 
experimental KIEs or with the bound substrate conformation in the crystal structure. 
A larger c o r e  (containing all protein residue side-chains within 6A of the C2 
reacting centre, as well as any water molecules within this region) was also used to 
evaluate the KIEs. However, little deviation in the effects were found when
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Table 8.9. Isotope effects (2°-P-Deuterium and 180-leaving-group) for substrate binding (EIEm), proton transfer to Neu5acPNP from Asp-151 
(KIEpti) as well as for proton transfer from protonated product to Asp-151 (KIEpg) and unbinding of product (EIEub2). Calculated Vmax/Km














3-Pro-R[2H] 0.945 1.033 0.995 1.015 0.976 1.035±0.010
3-Pro-S[2H] 0.933 1.050 1.010 1.069 0.980 1.058±0.006
3-[2H]2 0.881 1.085 1.005 1.084 0.956 1.087±0.015
2-[lsO] 1.005 1.024 1.003 0.996 1.029 1.045±0.021
Small Core
3-Pro-R[2H] 0.945 1.033 0.995 1.015 0.976
3-Pro-S[2H] 0.937 1.049 1.008 1.064 0.983
3-[2H]2 0.885 1.083 1.003 1.080 0.958
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comparing the results obtained with the small CORE. Thus, this shows that KIEs are 
localised effects for this system.
More concerning still, the calculated equal fl-hydron effects do not correspond to the 
structure of TS1. The pro-R  and pro-S hydron make dihedral angles about the 
C2—C3 bond to Og of 22° and 137° respectively in the transition structure. This 
conformation of TS1 should lead to a pro-R  effect that is greater than the pro-S since 
the overlap between the pro-R  hydrogen and developing empty p-orbital is greater. 
The effect associated with either hydron should thus not be of equal value.
One possible reason for the “wrong” answer is the inadequate solvation around the 
reacting centre of the substrate. The Og atom in the unbound reactant has no 
hydrogen bonds to it at all: no water molecules are found within 3A. In addition to 
the solvation issues with uR, the enzyme-substrate complex may contain “m vacuo” 
pockets that require solvation, which could perhaps affect the substrate 
conformation. Overcoming these problems may involve using an approach similar 
to that of Cunningham et al,161 An alternative method may involve resolvating the 
ES complex by continually rotating the system around. Such a method has been used 
by Richards and Mulholland in their QM/MM study of citrate synthase.155
Alternatively, the flattening of the boat conformation in the reactant and TS may 
result from interactions between the substrate and the surrounding classically 
described enzyme. The interactions between the arginine triad (Arg-118, Arg-292 
and Arg-371) and the carboxylate group on the substrate are very strong. However, 
table 8.10 shows that these interactions are much closer in both enzyme-substrate 
complexes compared to those found in the crystal structure. These findings suggest 
that the QM/MM Hamiltonian may be over-estimating the interaction between the 
arginine triad and the carboxylate group on the substrate. For Neu5acPNP, the 
carboxyl oxygen atoms are held firmly in place throughout the simulation, only 
deviating by about 0.2A between the bound reactant and sialyl zwitterion 
intermediate. To maximise the conjugative effect with Oh, the system must bring the 
C2 centre into the plane of the pyranose ring (figure 8.5).
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Table 8.10. Distances in Angstroms between the hydrogen bond donor nitrogen 
atoms of the Arginine triad and substrate carboxyl oxygen atoms. The distances refer 
to bR, bP and the original X-ray crystal structure. The average interaction distance
for each structure is also given.
Interaction Neu5acPNP Neu5ac Neu5ac (crystal)
Arg-118 NH1 - OA Substrate 2.800 2.967 3.149
Arg-118 NH2 - OA Substrate 3.644 4.163 3.696
Arg-292 NH1 - OB Substrate 2.848 2.948 2.943
Arg-292 NH2 - OB Substrate 2.826 2.857 3.190
Arg-371 NH1 - OA Substrate 2.804 2.886 3.184
Arg-371 NH2 - OB Substrate 2.827 2.811 2.835
Average Distance 2.96 3.11 3.17
Fig 8.5. Comparison o f  the reactant (yellow) and sialyl zwitterion (purple) geometries for proton transfer to 
Neu5acPNP. The C2 centre is seen to move into the plane o f the pyranose ring allowing maximum conjugation 
with the adjacent pyranose oxygen atom. Argl 18, Arg-292 and Arg-371 are also shown.
In considering the bound product, Neu5ac, the structure is also flattened at the C2 
centre, with a C6—Oh- C2—C3 dihedral of about -38°. Comparing this to the crystal 
structure in which the corresponding dihedral is -53° shows that while flattening of
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the C2 centre is over-estimated, it is not as pronounced compared with the 
Neu5acPNP substrate. This perhaps suggests that the PNP leaving-group may be 
partly responsible for the incorrect conformation, although the C2—Og bond in both 
substrates is a respectable length for a normal C—O single bond. The only protein 
residues to be within 3A of the p-nitrophenyl leaving group are Asp-151 and Arg- 
292.
The KIEs presented here suggest these simulations require further development. 
Obviously, advancing the QM region to include more atoms around the substrate 
reaction centre (i.e. C6, Oh, C2, Og, C3, the carboxylate group and P-hydrons) is a 
possibility. The protein residues found within 3A of this substrate reaction centre are 
Arg-118, A sp ll9 , Asp-151, Arg-292, Arg-371 and Tyr-406. However, increasing 
the size of the QM region to include these residues has the disadvantage of increased 
computational expense.
8.6. Atomic Displacements in Acid Catalysis to Neu5acPNP
Information on the flexibility of the system throughout the simulation can be 
obtained by comparing the atomic displacements between the TS and the local 
minima it connects. By only including the flexible atoms in the optimisation, 
efficient use of computer time in more time-consuming simulations could be 
achieved. Alternatively, the entire enzyme sub-unit could be modelled, allowing 
longer-range interactions to be included in the simulation. For the two proton 
transfer steps studied in section 8.3, the protonation of Neu5acPNP results in the 
greatest amount of structural change at the reacting centre. Therefore, this step is 
used to determine the flexibility of the system throughout the simulation of the PT 
processes.
The molecular similarity between the TS and the optimised reactant and product 
structures it connects was evaluated by superimposing the protein backbone atoms 
for all three structures. The RMS deviation for the atomic positions between the TS 
structure and either minimum was 0.01 A. Thus, any protein residue in the reactant or 
product with an overall RMS deviation of >0.02A (compared to its position in the
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TS) was considered “flexible” throughout the simulation. Table 8.11 lists the flexible 
sialidase residues in this simulation, which are all found within 7.5A of the 
Neu5acPNP substrate.
Table 8.11. Sialidase residues whose overall RMS deviation of atomic positions 









Arg-118 0.06 0.06 Ser-245 0.02 0.03
Glu-119 0.02 0.06 Ala-246 0.05 0.04
Gin-136 0.04 0.01 Glu-276 0.06 0.06
Val-149 0.04 0.04 Glu-277 0.03 0.06
His-150 0.07 0.04 Arg-292 0.07 0.07
Arg-152 0.25 0.08 Asn-294 0.04 0.04
Arg-156 0.02 0.02 Gln-347 0.07 0.01
Trp-178 0.03 0.03 Gly-348 0.05 0.04
Ser-179 0.04 0.01 Val-349 0.02 0.04
He-194 0.02 0.01 Lys-350 0.01 0.02
Asp-198 0.02 0.01 Arg-371 0.05 0.08
He-222 0.11 0.03 Gly-405 0.00 0.02
Arg-224 0.02 0.02 Tyr-406 0.03 0.08
Thr-242 0.01 0.02 Ile-427 0.04 0.04
Gly-244 0.01 0.03 Lys-431 0.05 0.02
Solvent molecules are likely to be more flexible than the enzyme. Indeed, when 
comparing the individual atomic positions of all the waters, the “flexible” solvent 
molecules were found within 15A of the Neu5acPNP substrate. Thus, a system that 
incorporates flexible protein residues and solvent molecules within 7.5A and 15A of 
the substrate, respectively, will have about 1100 optimisable atoms (c f 400 in 
Jourand’s work). It should be noted that these findings only apply to the proton 
transfer step studied here; other mechanistic investigations involving alternative 
steps may require different parts of the enzyme to be flexible in the simulation.
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Using a large, flexible system (as in the simulations presented in this chapter) allows 
insight into which atoms in the system require optimisation.
8.7. Conclusions
QM/MM hybrid modelling has been used by several groups to investigate a variety 
of enzyme mechanisms, giving valuable insight into possible mechanistic pathways 
in such systems. The work presented in this chapter uses the QM/MM hybrid 
modelling technique to look at the mechanism of influenza-A sialidase.
From several experimental and theoretical investigations on the action of sialidase 
undertaken, a mechanism has been postulated for a retaining pathway. This involves 
general acid catalysis by Asp-151 resulting in the formation of an enzyme bound 
sialyl zwitterion, followed with its destruction by nucleophilic attack of water at the 
positively charged centre.
The TS structures for proton transfers from Asp-151 to either the Neu5acPNP or 
Neu5ac substrates involve late proton donation along with early cleavage of the 
glycoside bond. It has been shown with the AM1/CHARMM potential that 
increasingly facile leaving groups cleave away from the sialyl moiety in concert with 
the proton donation from Asp-151. Using these findings, a lactose moiety is 
suggested to require protonation before its departure. It was also found that the TS 
for proton transfer to Neu5acPNP was stabilised by the sialidase enzyme, along with 
the resulting sialyl zwitterion.
The calculated KIEs for the effect on Vmax/Km are found to be in disagreement with 
the experimental results obtained by Guo et al?  This is in part due to the wrong 
conformation of the TS structure, which is related to a reactant in a “near half-chair” 
conformation rather than a B^s conformation. The unreliability of the QM/MM 
procedure here has been attributed to a) inadequate solvation of the uR and bR 
structures; b) over-estimation in the QM/MM interactions between the arginine triad 
and the substrate carboxylate group; and c) suspected poor performance of the AMI 
Hamiltonian in modelling the chemical changes investigated within this work. For 
example, AMI was found to over-estimate the energy change associated with the
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cleavage of an ether bond (compared to the MP2/6-31+G(d) level of theory) by ca. 
80 kJ mol"1. This may be alleviated in part by the advanced proton transfer in the TS 
for general acid catalysis found using this level of theory.
Finally, some improvements to the simulations have been suggested including many- 
step solvation techniques and the use of a larger QM system around the substrate 
reaction centre. The latter is likely to dramatically increase the computational 
expense in modelling the sialidase system. However, it has been shown for the 
proton transfer to Neu5acPNP that “major displacements” involve protein residues 
and solvent molecules within 7.5A and 15A of the substrate respectively. Using this 
information to fix “non-flexible” atoms in the system would alleviate some of the 
computational expense associated with having a large QM region.
The modelling problems presented in this chapter would not have been apparent 
without experimental results. QM/MM hybrid modelling can readily provide a 
wrong answer as demonstrated with the influenza-A sialidase work presented here. 
The interplay between theory experiment is therefore a very important part of the 
QM/MM hybrid modelling process.
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POSSIBILITIES FOR FURTHER STUDY
The structure and stability of a-lactones has been considered extensively in this 
thesis. It is evident from published data on the small isolatable molecules that 
substituents at the a-centre do affect the stability (and ring strain) in such systems. 
Electron-donating substituents are able to stabilise the cationic centre and promote 
the formation of a zwitterionic species as opposed to a strained a-lactone. Electron- 
withdrawing species, on the other hand, will promote the formation of an a-lactone; 
in the extreme case, nucleophilic attack on a-lactones incorporating such groups will 
preferentially occur at the carbonyl centre.
The way by which substituents at the a-centre alter the structure and stability of the 
three-membered ring may be (indirectly) obtained through the position of the 
carbonyl IR absorption. More stable a-lactones will have their carbonyl stretch 
shifted to higher frequencies, whereas less stable species will have such absorptions 
closer to the carbonyl stretches associated with carboxylic acids, esters, etc. 
Theoretical studies are able to calculate vibrational frequencies and this provides a 
convenient way to (indirectly) compare theoretical structure-activity information 
with available experimental data.
Theory is able to give information on how a-substituents increase or decrease the 
ring strain within an a-lactone. In the case of hydroxyoxiranone, for example, the 
hydroxyl group is found to reduce the ring strain of the three membered ring through 
tbr-pTi interactions, resulting in the loosening of the Ca—On bond. The hydroxyl 
group may therefore reduce the carbonyl stretching frequency as compared to the 
unsubstituted oxiranone molecule. The interplay between theory and experiment is 
important, but the lack of experimental results often precludes such a comparison to 
be made. Test simulations (to determine the accuracy of the calculated carbonyl 
absorption associated with many experimentally determined a-lactones) will not 
give definitive prove that the calculated structure of the system is correct. However,
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such simulations do provide the opportunity to calibrate the vibrations in the models 
being used.
Using a carbonyl-absorption calibrated model, it may be possible to undertake a 
theoretical structure-activity relationship (SAR) study to investigate substituent 
effects upon ring strain in a-lactones and then extend this study to investigate 
solvation effects. Such simulations might be achieved using continuum models (that 
allow optimisation) using different dielectric constants. However, a-lactones in an 
aqueous environment could also be modelled using a hybrid QM/MM technique. 
Two possibilities exist here: firstly, to use a semi-empirical QM description of the a- 
lactone within a TIP3P environment, or alternatively, to use an ab initio description 
of the solute. The latter is possible because a-lactones usually consist of a small 
number of atoms (see chapter 4). The ab initiofTJP3P description could be achieved 
by using Turner’s GRACE program.27
When considering intermediates in non-enzymic sialoside hydrolysis, appropriate 
conformations of the small models were used to represent the larger sialyl system. 
Using the smaller model allowed higher levels of theory to be employed on a 
realistic CPU time scale. Three intermediates were considered in this thesis: an a- 
lactone (represented by hydroxyoxiranone), a zwitterion and carbene. Each of the 
small models included a hydroxy substituent on the a-position (section 5.1). This 
group played an essential role in stabilising the reacting centre, as already discussed 
with hydroxyoxiranone. However, the stabilisation afforded to the zwitterion and 
carbene intermediates by the hydroxyl substituent was much more effective. This is 
presumably because an empty p-orbital already exists at the reaction site allowing for 
increased nTt—pn interactions as compared with the partially filled p-orbital of 
hydroxyoxiranone. The pyranose ring in the full sialyl system therefore plays an 
important role in stabilising electron deficient intermediates. In addition to this 
effect, hyperconjugation and conformational aspects may also stabilise the system, as 
evidenced from the exothermic energy change when restraining the smaller model 
into a ring.
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For the smaller model, the a-lactone is the most stable species of the three 
intermediates in vacuo, with the charge-separated zwitterion being the highest in 
energy. In solution, the zwitterion is greatly stabilised by the surrounding solvent. 
However, using the small hydroxyl models within the IPCM continuum model, 
affords an a-lactone that is still lower in energy than the zwitterion in the aqueous 
environment. Caution must therefore be taken when using small and/or continuum 
models.
A great deal of evidence has been provided in this thesis to suggest that the a-lactone 
is actually higher in energy than a zwitterion intermediate in an aqueous 
environment. The large ab initio models that incorporate the pyranose ring show this 
in the presence of the continuum solvent; semi-empirical AMI descriptions with the 
COSMO continuum model also agree with this conclusion. Furthermore, using the 
AM1/TIP3P description, all ten a-lactone/zwitterion pairs showed the zwitterion to 
be more stable than the a-lactone in an aqueous environment.
The energy change in going from a sialyl a-lactone intermediate to the 
corresponding zwitterion using the AM1/TIP3P hybrid method was -60.1 ± 32.6 kJ 
mol"1. The large error bar was simply due to the many non-averaged solvent-solvent 
interactions present within the system, as pointed out by Kollman.101 The a-lactone- 
zwitterion energy difference calculated by Horenstein would be contained within 
these error bars, although such calculations used an ab initio description of the 
(cut-down) solute model and a continuum description of the solvent.76
It was shown in chapter 6 that there existed a “hysteresis effect”: the energy 
difference between the two different intermediates depended on the direction taken 
along the profile for a-lactone ring opening (or ring closure). The average value 
obtained in going from a-lactone to zwitterion was -30.5 kJ mol'1 whereas in going 
from zwitterion to a-lactone the calculated energy change was -89.6 kJ mol"1. The 
value associated with the hysteresis effect was thus as much as the overall average 
energy difference (ca. 60 kJ mol'1). This difference has been mostly attributed to the 
different immediate solvent environments generated around the two different solute 
intermediates. With such a large value for the hysteresis effect, it is difficult to
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conclude the actual value for the difference between the a-lactone and the zwitterion 
intermediates.
A possible way to minimise the hysteresis effect is to have a more consistent 
immediate solvent structure for all ten runs. Rather than initially solvating both 
reactants and products, it may be possible to start from a TS structure for the a - 
lactone ring opening process. This, of course, assumes that the TS for a specific 
chemical change belongs to a family of similar transition structures as suggested by 
Moliner et a /.103 The problem to be solved is where to start? Perhaps the simplest 
way is to provide a guess TS structure using the AMI/COSMO method (tsO). This 
could be solvated using the immediate solvent sphere (of 10A radius?) with 
subsequent generation of several solvent structures around tsO. The TS starting 
structures can then be produced by adding the bulk solvent sphere (as described for 
the a-lactone/zwitterion starting points in chapter 6). The resulting structures would 
then have to be subsequently refined to make sure they lie on a first order saddle 
point. IRC calculations could then be used to generate both a-lactone and zwitterion 
structures connected to the TS (followed by optimisation of the system). This 
suggested process is schematically shown in figure 9.1. However, although this 
method could reduce the hysteresis effect, it may also reduce the energy barriers 
associated with both intermediates since the TS is preferentially stabilised by the 















Fig 9.1. A possibility for the future. Start from a guess TS structure (perhaps obtained with the 
AMI/COSMO method) and generate several transition-state starting structures (tsss). Refine each starting 
point in order to make sure the structure is on the first-order saddle point (dotted arrow). From each TS, move 
to the local reactant and product wells using an IRC method (solid arrow), followed by optimisation o f the 
resulting intermediate to ensure the minimum well has been reached.
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One of the other problems associated with this work is the restricted conformation 
sampling done on the system: Monte-Carlo (MC) techniques, for example, usually 
generate millions of configurations. The work presented in this thesis only uses ten 
starting structures. With more computation time, it would be possible to look at more 
starting points, but the analysis of such large simulations rapidly becomes unwieldy. 
Considering that ten runs used some 400 hours of CPU time on the DEC 8400 at the 
Rutherford-Appleton laboratory, investigating a million runs in this manner would 
be computationally intractable. MC techniques may be able to provide 50 low energy 
configurations of the solvent environment as the basis for more simulations. 
Alternatively, the sampling of conformational space could be done using simulated 
annealing procedures that cool the system from elevated temperatures (ca. 1000K 
and higher). However, the different nature of the two intermediates (the a-lactone is 
a strained species with no formally separated charges, whereas the zwitterion is a 
charge-separated system) may still lead to a hysteresis effect.
The hysteresis problem may also lie with how the simulation is conducted. IRC 
calculations on the enzyme system, for example, only result in local changes around 
the reaction centre while the rest of the system remains essentially fixed. As shown 
in section 8.8, only a third of the system shows an RMS change of >0.02A in going 
from local minima to TS. Admittedly, the enzyme environment is more structurally 
restrained than a solvent-only environment. However, the limited change of the IRC 
calculation may not allow full solvent relaxation around the “drastically changing” 
solute moiety. The option of moving from one intermediate to another using a very 
large number of optimisation cycles {ca 4000 cycles per 0.05A elongation/shortening 
of the Ca—On bond) could be investigated. This may prove valuable in determining 
whether simple optimisation procedures alone can allow the necessary solvent 
relaxation for modelling chemical reactivity.
The “multiple starting structure approach” could perhaps be used to also generate ten 
starting structures when considering the influenza sialidase mechanism. An initial 
enzyme-substrate TS structure could be first determined using simulations similar to 
those presented within this thesis. Because the enzyme system is larger and more 
rigid than in the case of the solvent-only environment, the amount of simulated
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annealing required will also be larger (to ensure adequate sampling of conformation 
space). One possible approach to generating the starting structures could involve 
fixing the TS CORE and subjecting the e n v i r o n m e n t  to a period of MD. This 
simulation may require heating the system to 31 OK (37°C, the temperature at which 
the experimental KIEs were determined) over, say, 20ps and then equilibrating it (for 
ca. 80ps?). After successful equilibration, a production run of about 150ps could be 
run. Starting structures could then be extracted from the trajectory (separated by 
15ps intervals) with each structure being subsequently cooled to absolute zero. The 
cooling time to CPU time ratio would need to be maximised by doing a few test runs 
before embarking on the main simulation. After the cooling period, each structure 
could then be optimised around the fixed CORE until a specific gradient tolerance (ca. 
0.02 kJ mol'1) has been achieved. Subsequent refinement of the TS structure would 
then ensure the starting structure is located at a first-order saddle point.
However, as discussed in chapter 8, there presently exist many problems with 
enzyme QM/MM simulations; these need to be ironed out before any new 
simulations are attempted. Many tests are now required to try to understand where 
these problems lie.
One problem is solvation. The unbound substrate and ES complex both need to be 
adequately solvated. Two possibilities of achieving this exist here. The first involves 
a method of adding solvent molecules around the “solute” in many stages. Solvent 
molecules could be added to the bare “solute” followed by deletion of the 
overlapping water molecules and optimisation of the system. The resulting structure 
could then be rotated by a number of degrees (ca. 60°?) before adding a further set of 
solvent molecules. This stage would require the deletion of new overlapping waters, 
but the retention of water molecules filling “m vacuo cavities” present within the 
system. The structure would then be subjected to further optimisation. This process 
could be repeated until no further water molecules are added to the system. A related 
method was used in the citrate synthase work of Mulholland and Richards.155 The 
second approach subjects the system to a period of simulated annealing before 
adding a second set of water molecules; this process could be repeated until no 
further solvent molecules are added to the system. A similar process was used by 
Cunningham et al. in their QM/MM study of the MDH mechanism.161
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Another potential problem is the interaction between the QM and MM regions. Are 
electrostatic interactions over-estimated? In the sialidase system, there is evidence to 
suggest that the interaction between the QM described carboxylate group of the 
substrate is interacting too strongly with the adjacent MM described arginine triad. 
To confirm whether this is the case, a potential could be mapped out involving the 
gradual removal of a model carboxylate group (in discrete steps) from a model 
arginine triad. This could be compared to similar gas phase profiles generated at 
various different ab initio levels of theory to determine whether the QM/MM 
partition describes the interaction effectively. The models employed for such 
simulations might, for example, be a methanoate anion for the substrate carboxylate 
group and a guanidinium ion for each arginine residue.
The QM system could be extended to push back the QM/MM partition from the 
reacting centre. Such a centre could be defined as the C6 , Oh, C2, C3, the 
carboxylate group and p-hydrogen atoms of the substrate. The side-chains belonging 
to the enzyme residues within, say, 3A of the reaction centre could be incorporated 
into the QM system. This would probably result in a region containing the substrate, 
Asp-151, the arginine triad, and Tyr-406. Including the side chains of these residues 
would result in 125 QM atoms. This would be very computationally intensive; 
however, it was shown in chapter 8  that the optimisation process could be restricted 
to include only 1 1 0 0  atoms in the system without too much loss in flexibility.
However, is AMI able to describe adjacent residues in the active site correctly? 
Jourand provided evidence that it could not: simulations incorporating both Arg-292 
and adjacent Glu-277 side-chains into the QM region resulted in a spontaneous 
proton transfer from the basic residue to Glu-277.163 When investigating the 
formation of a covalent intermediate, in which the tyrosine hydrogen is donated to 
the other oxygen of the glutamate, Jourand subsequently obtained a doubly
1 A '?protonated residue. In considering a related model acid-base pair, Lapthom 
showed how the energetics associated with the proton transfer altered when 
considering the acid-base pair over the infinitely separated species (table 9 .1) . 175 The 
in vacuo energy change associated with eqn. 9.1 for the infinitely separated species
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was calculated to be about 230 kJ mol' 1. 175 Interestingly, the energy change 
associated with the proton transfer in the intimate acid-base pair was found to be 
about 0 kJ mol' 1 (in the gas phase) . 175 In comparison, the corresponding change 
using the PM3 semi-empirical method gave changes of 190 kJ mol' 1 and 100 kJ
1 17 ^mol' for the separated species and acid-base pairs respectively. Bash and co­
workers have reparameterised AMI to accurately reproduce ab initio structures and 
experimentally determined energies for a particular chemical process . 161’99’100 
Incorporating more enzyme-substrate residues into the QM system for the influenza 
sialidase work may also necessitate the reparameterisation of the AMI method.
X o  +CH, °  /  I
H H
/  N
/ H + - - H 














Table 9.1. The in vacuo energy difference (kJ mol'1) associated with a transferring 
proton between a guanidinium ion and acetic acid. Both species are either described 
as being infinitely separated (AEi) or as being an acid-base pair (AE2) using the AMI
or PM3 Hamiltonian.
Energy Change AMI PM3
AEi 228.8 191.6
AE2 0.0 100.8
Another issue to be considered is where to cut the enzyme: have the simulations here 
incorporated too little of the enzyme environment? Does the cut need to be done at a 
larger distance (ca. 20A radius) from the active site? Do all enzyme atoms need to be 
included (but not necessarily optimised)? The exclusion of some longer-range
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interactions could conceivably contribute to the incorrect conformation of the 
substrate.
QM/MM modelling of enzyme mechanisms is obviously plagued with problems. If 
no experimental results are available, these problems are not apparent. For effective 
and reliable QM/MM modelling of enzyme mechanisms, therefore, it is essential to 
have the interplay between theory and experiment. When such data exists, QM/MM 
methods have been shown to work well. Alex and Finn have investigated relative 
binding energies of thermolysin inhibitors using a QM/MM potential (not involving 
optimisation). The inhibitor was described with a semi-empirical Hamiltonian, 
while the thermolysin protein was treated classically “as a set of point charges and 
van der Waals spheres.” The experimental interplay involves the relative difference 
between pKi values for several different inhibitors. Such simulations using a 
QM/MM methodology were found to perform well and they provide a promising 
start for the use of QM/MM techniques in the pharmaceutical industry.
Despite its difficulties, QM/MM simulations of enzyme systems have the ability to 
provide valuable and reliable information when treated with care. As computers 
increase in speed, more complex QM methods and MM force fields will be available 
to provide a more accurate description of the system. For QM/MM modelling in 
general, the future can only be bright.
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Appendix 1: Example CHARMM Scripts 
(a). Script for Explicit Solvation QM/MM Studies
This script represents a basic optimisation of a solute immersed within a 15A water 
sphere. The specifics relate to the work in chapter 6, where the solvent sphere is 
divided into immediate and bulk solvent. The simulated annealing part of the script 
was only done on the immediate solvent molecules surrounding the fixed solute. The 
IC constraint commands used to calculate the reaction profile for the full system are 
shown in appendix lb.
The first stage is to initialise all the variables. This is not essential, but it is good 
programming practice. Bomb - 1  instructs CHARMM to run the script unless a 
severe problem (e.g. missing MM parameters) is encountered.
set 1 empty 
set 2 empty 
set 3 empty 
set 4 empty 
set 5 empty 
set 6 empty 
set 7 empty 
set 8 empty 
set 9 empty 
set a empty 
set b empty 
set c empty 
set d empty 
set e empty 
set f empty 
set g empty 
set h empty 
set i empty 
set j empty 
set k empty 
set 1 empty 
set m empty 
set n empty 
set p empty 
set q empty 
bomb -1
Open the topology, parameter and co-ordinate files; read in the topology and 
parameter information. The topology file contains information on the connectivity of 
defined residues, whereas the parameter file contains the data required to calculate 
the MM energy of the system. Each file is associated with a “unit” and is read as a
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formatted PDB file (FORM) or as a CARD file; “ ! ” represents a comment. The 
sequence input gives information on the residues used to build the molecular system.
The molecular system must now be defined in terms of residues; from this 
information, arrays are generated to store information about the system. In this case, 
the solute (a-lactone) is identified by the segment N E U 5 . This is the identifier used 
for all sialyl glycoside moieties modelled in this thesis. F S O L  represents the 140 
water molecules in the immediate environment of the solute and S O L V  identifies 345 
solvent molecules in the bulk environment. This present script then reads in the co­
ordinates of the structure (chapter 6).
READ SEQUENCE CARD UNIT 15
GENERATE neu5 SETUP
READ SEQUENCE TIP3 140 
GENERATE fsol SETUP NOANG NODIHE
READ SEQUENCE TIP3 345 
GENERATE solv SETUP NOANG NODIHE
READ COOR PDB UNIT 13
Now set the non-bonded atom-based cut-offs to very large (40A) and apply the 
solvent boundary potential to maintain the 15A water sphere. This is applied (in this 
case) to oxygen atoms in the bulk solvent. During the generation of the different 
immediate solvent structures using simulated annealing, the 10A boundary potential 
was applied to the oxygen atoms of the F S O L  water molecules. allows the 
continuation of a command onto the next line.
nbonds atom switch cutnb 40.00 ctofnb 38 ctonnb 36
OPEN NAME ./watl5.pot UNIT 4 FORM READ 
sbound READ UNIT 4








UNIT 11 CARD READ 
UNIT 12 CARD READ 
UNIT 13 FORM READ 
UNIT 14 FORM READ 





assign 1 selection (segid solv .and. type 0*) end
After setting up the system, it is now possible to restart a simulation if required. This 
is done by reading the restart file into the comparison co-ordinate array and then 
swapping these with the co-ordinates of the current system. This ensures that all the 
atoms in the system are precisely set up as in the original simulation. However, this 
stage is not always necessary and is thus commented out until needed.
!open name t4sllsolvic_min.pdb unit 77 form read 
!read coor comp pdb unit 77 
!close unit 77 
!coor swap
Select the solute to be treated with the AMI Hamiltonian; the overall charge of the 
system is zero. This line is commented out when using an MM only potential.
QUANTUM SELECT SEGID neu5 END AMI CHARGE 0
The script up to this point will be defined as the CHARMM QM/MM system set up.
Sometimes some rigid constraints may need to be applied. In adding the bulk solvent 
sphere to the solute and immediate solvent sphere, both NEU5 and FSOL segments 
were kept fixed.
CONS FIX SELECT (SEGID neu5 .OR. SEGID fsol) END
Next, a file called a r g u m e n ts  is generated containing lines within a title (such 
lines start with a The title reports the type of optimiser used, the gradient 
tolerance (in kcal mol'1 A'1), the maximum allowed optimisation cycles, the restart 
file name and the number of cycles allowed before each restart file is generated. All 
titles in CHARMM must finish with a line just containing an “ *”.
OPEN NAME arguments UNIT 77 FORM WRITE
WRITE TITLE UNIT 77
* set 1 abnr ! select ABNR minimiser
* set 2 0.005 ! select GRMS exit criterion
* set 5 600 ! select the maximum number of cycles
* set 6 Iasl0md40kc05mk5.res ! select the name of the restart file
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* set 7 0 ! Number of cycles done
* set 8 200 ! Set the required number of cycles
* return
*
Next, the variables, r  and s  are used to control the loops that occur later in the 
script. The g o to  command first goes to the MD part of the script before the final 







The command, STOP, is used to finish the simulation and to terminate the running of 
CHARMM.
STOP
The first listed procedure is minimisation. The label sets the position in the script 
recognised by the goto command; “goto MINIMISE” will thus initiate a 
minimisation of the system. The first task for this process involves reading in the 
arguments; the return command in the Arguments title instructs CHARMM to 
return to the input script.
label MINIMISE
OPEN NAME arguments UNIT 77 FORM READ
STREAM UNIT 77
The next stage is to minimise the system using (in this case) the ABNR optimiser for 
200 steps with an initial step size of 0.02A. System energies are printed after 20 
cycles. The 200 steps are fully carried out before the PDB restart file is written; the 
total number of steps done (variable 7) is then increased by this number. The restart 
file title gives information on the total energy and gradient of the system and the 
number of ABNR cycles already done. Unit 77 is then closed off for future use.
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mini @1 nstep @8 nprint 20 step 0.02 tolgrd 0.0 
incr 7 by @8
OPEN NAME @6 UNIT 77 FORM WRITE
WRITE COOR PDB UNIT 77
* SOLVATED Neu5ac LA in 15A sphere
* THIS OPTIMISATION:
* @7 cycles @1
* Total Energy is 7ENER with Gradient 7GRMS
*
CLOSE UNIT 77
Now the RMS gradient tolerance is tested. If it is below the specified value (0.005 
kcal mol'1 A'1) then the script moves forward to m in im i s e r_ g o h o m e  which sends 
the program back to the m a in  label (just before the STOP command) in the script. 
However, if the gradient is too high, the program is sent back to the 
m in im is e _ lo o p  label for a further 200 optimisations cycles. Applying the 
gradient tolerance test in this way (rather than specifying it when minimising the 
system) reduces the chances of premature terminations in the minimisation 
procedure. “Premature terminations” can sometimes occur because the RMS gradient 
of the (large) system tends to “bounce”; such an effect can sometimes drop the RMS 
gradient below the tolerance before the system is fully minimised. The script also 
moves to m in im i s e r_ g o h o m e  if the maximum number of optimisation steps has 
been taken.
if 7 eq @5 goto minimiser_gohome 




The next label initiates the molecular dynamics part of the script.
label DYNAMICS
The first stage is to briefly optimise the system to avoid uncontrolled KE increase 
during the dynamics run.
MINI ABNR NSTEP 10000 STEP 0.02 tolgrd 0.05 nprint 100
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The second stage is to heat and equilibrate the system using the Leapfrog algorithm. 
This is done over 40ps (NSTEP * TIMESTEP) using a time step (TIMESTEP) of 
lfs. Data is written to the output file every lOOfs (NPRINT), with average properties 
and fluctuations printed every lOOOfs (IPRFRQ). The temperature is raised from OK 
(FIRSTT) to 300K (FINALTT); this is done in 10K increments (TEMINC) with 
200fs separating each temperature increment (IHTFREQ). A temperature window of 
±10K is maintained (TWINDH, TWINDL).
DYNAMICS LEAP VERLET STRT NSTEP 40000 TIMESTEP 0.001 - 
IPRFRQ 1000 IHTFRQ 200 IEQFRQ 1000 NTRFRQ 1000 -
IUNREA -1 IUNWRI -1 IUNCRD -1 IUNVEL -1 KUNIT 70 - 
NPRINT 100 NSAVC 100 N S A W  0 INBFRQ -1 - 
FIRSTT 0.0 FINALT 300.0 TEMINC 10.0
IASORS 1 IASVEL 1 ISCVEL 0 ICHECW 1 TWINDH 10.0 TWINDL -10.0
The final stage is to cool the system from 300K down to absolute zero. This is done 
over 160ps with a time step of lfs. The temperature is initially decreased by 0.5K 
every 200fs for 120ps. Cooling continues for a further 40ps since the temperature of 
the system will still not be at absolute zero. No temperature window is applied here. 
Information about the system is printed every lOOfs, with fluctuations and averages 
printed every lOOOfs.
DYNAMICS LEAP VERLET STRT NSTEP 160000 TIMESTEP 0.001 - 
IPRFRQ 1000 IHTFRQ 200 IEQFRQ 1000 NTRFRQ 1000 -
IUNREA -1 IUNWRI -1 IUNCRD -1 IUNVEL -1 KUNIT 70 - 
NPRINT 100 NSAVC 50 N S A W  0 IHBFRQ 0 INBFRQ -1 -
TSTRUC 300.0 FIRSTT 300.0 FINALT 0.0 TEMINC -0.5 
IASORS 0 IASVEL 0 ISCVEL 0 ICHECW 1 TWINDH 0.0
Following simulated annealing, CHARMM returns to the main script (at the 




(b). Script for Enzyme QM/MM Studies
The first stage initialises all the variables, opens all the relevant files and reads in the 
topology and parameter data. The syntax for doing this is the same as in appendix la  
and so is not reported here.
The structure file is now built. Firstly, the substrate is generated and designated as 
segment NEU5. The enzyme is then built using the amino acid sequence in appendix 
lc  (shown in the header of 2BAT). The crystallographic determined water molecules 
are then set up and identified as WATR; the calcium ion bound to the protein is then 
generated with identifier CION. Finally, the co-ordinate file for the ES complex is 
then read.
READ SEQUENCE CARD UNIT 16
GENERATE neu5 SETUP
READ SEQUENCE CARD UNIT 15
GENERATE prot SETUP
READ SEQUENCE TIP3 116 
GENERATE watr SETUP NOANG NODIHE
READ SEQUENCE CARD UNIT 17
GENERATE cion SETUP
READ COOR PDB UNIT 13
Because there are disulfide links in the NA structure, CHARMM must be instructed 
to delete the —SH hydrogen atoms and form the S—S links between the cysteine 
residues.
PATCH DISU prot 94 prot 112 SETUP
PATCH DISU prot 197 prot 210 SETUP
PATCH DISU prot 199 prot 208 SETUP
A 17A water sphere is then added to the system; the 694 added solvent molecules are 
designated SOLV.
READ SEQUENCE TIP3 694 
GENERATE solv SETUP NOANG NODIHE
READ COOR PDB APPEND UNIT 14
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The QM link atom is then added to the Asp-151 side chain. To incorporate it into the 
“start-up” system, it is placed half way between the Ca—Cp bond axis. The QM link 
atom is known as HQ A.
COOR AXIS SELECT ( (SEGID prot .AND. RESID 70 ) .AND. TYPE CA) END - 
SELECT ((SEGID prot .AND. RESID 70 ) .AND. TYPE CB) END
COOR SET xdir ?xcen ydir ?ycen zdir ?zcen SELECT (SEGID prot .AND. - 
RESID 70 .AND. TYPE HQA) END
The next stage is to remove unwanted atoms from the system. Protein and WATR 
residues beyond 15 A of the substrate are deleted. A SOLV molecule whose oxygen is 
within 2.5A of any heavy atom in the ES complex is also deleted.
DELETE ATOM SELECT .NOT. (.BYRES. (SEGID neu5 .AROUND. 15.00) .OR. - 
(SEGID solv)) END
DELETE ATOM SELECT (.BYRES. ( (SEGID solv .AND. TYPE OH2 ) .AND.- 
( (.NOT. SEGID solv .AND. .NOT. HYDROGEN) .AROUND. 2.5) ) ) END
Atom-based non-bonded cut-offs are set to very large (40A) and a 19A boundary 
potential is applied to the SOLV and WATR molecules. For heavy protein and 
crystallographic water atoms beyond 13 A of the origin, a harmonic force constraint 
is applied. The force constant is mass-weighted with a value of 1.0.
nbonds atom switch cutnb 40.00 ctofnb 38 ctonnb 36
OPEN NAME ./watl9.pot UNIT 4 FORM READ 
sbound READ UNIT 4
sboundary set xref 0.0 yref 0.0 zref 0.0 -
assign 1 selection (segid watr .and. type O*) . OR.-
(segid solv .and. type O*) end
CONSTRAINT HARMONIC FORCE 1.0 SELECT ((SEGID prot .OR. SEGID watr) - 
.AND. (.NOT. TYPE H*) .AND. (.NOT. POINT 0.0 0.0 0.0 CUT 13.0))- 
END MASS EXPONENT=2
After setting up the system, it is now possible to restart a simulation if required. This 
is done by reading the restart file into the comparison co-ordinate array and 
swapping it with the co-ordinates of the current system. This ensures that all the 
atoms in the restart file are set up as in the original simulation. The QM link atom in
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the restart file will have already been added; initially such an atom is placed l.lb A  
from the Cp atom.
open name fIuptrls7mk2pt3.pdb unit 77 form read 
read coor comp pdb unit 77 
close unit 77 
coor swap
It is often useful to define a sub-set of atoms. The QM link atom is included in the 
Q uantum ASP definition.
DEFINE QuantumASP SELECT -
(RESID 70 .AND. (TYPE CB .OR. TYPE HBl .OR. TYPE HB2 .OR. TYPE CG - 
.OR. TYPE OD2 .OR. TYPE OD1 .OR. TYPE HD2 .OR. TYPE HQA) ) END
DEFINE MolMechSolv SELECT ( (SEGID solv) .OR. (SEGID watr .AND. -
.NOT. (RESID 146 .OR. RESID 148) ) ) END
DEFINE pnp SELECT ( (SEGID neu5) .AND. (TYPE Cl9 .OR. TYPE C20.OR. - 
TYPE C21 .OR. TYPE C22 .OR. TYPE N23 .OR. TYPE C24 .OR. TYPE C25 -
.OR. TYPE H45 .OR. TYPE H46 .OR. TYPE 047 .OR. TYPE 048 .OR. TYPE-
H49 .OR. TYPE H50) ) END
The initial adiabatic mapping process can be achieved in at least two ways. The first 
way is to define a vector for a transferring atom. This was done in the enzyme study 
when investigating the proton transfer and attack of water to the zwitterion. The 
translation vector for the proton transfer was calculated from the proton’s position in 
the reactant and its position in the intermediate. The vector is then divided into 
roughly ten sections (in Cartesian co-ordinates) and the atom is translated by this 
amount to produce the energy profile. The Q u ic k  command can give the distance 
between two atoms (in this case 38 and 40) and thus serves as a check to see if the 
translation has correctly occurred. The second approach was used in the a- 
lactone/zwitterion solvation study. This involves extending the bond to a specific 
value and then applying an internal co-ordinate constraint. This approach is included 
here but is commented out.
SET a -0.06 
SET b 0.065 
SET c -0.0783





!set distl ?DIST 
liner distl by 0.05
!IC DELETE SELECT .NOT. (BYNUM 38 .OR. BYNUM 40) END 
!IC EDIT
!BOND BYNU 38 BYNU 40 ©distl 
! END
ICONS IC BOND le7 EXPO 2
The substrate and Asp(H)-151 side chain are treated with the AMI Hamiltonian. 
Because the Asp residue is protonated, the overall charge of the QM system is -1  
(associated with the carboxylate group of the substrate).
QUANTUM SELECT (SEGID neu5 .OR. QuantumASP) END AMI CHARGE -1
The script up to this point is defined as the CHARMM QM/MM system set up.
Rigid constraints are now applied. For the enzyme system, this will include the QM 
link atom. To generate the reaction profile, the proton on the Asp(H)-151 
carboxylate group and the corresponding carboxylate oxygen are also fixed.
CONS FIX SELECT (TYPE HQA .OR. (RESID 70 .AND. (TYPE OD2 .OR. TYPE - 
HD2))) END
A file called a r g u m e n ts  is generated containing lines within a title (such lines start 
with a These report the type of optimiser used, the gradient tolerance (in kcal 
mol'1 A'1), the maximum allowed optimisation cycles, the restart file name, the 
number of optimisation cycles already done and the number of cycles allowed before 
each that restart file is generated.
OPEN NAME arguments 
WRITE TITLE UNIT 7 7
* set 1 abnr
* set 2 0.005
* set 5 600
* set 6 fIuptr2s8.res
* set 7 0
* set 8 100
* return
*
CLOSE UNIT 7 7
UNIT 77 FORM WRITE
select ABNR minimiser 
select GRMS exit criterion 
select the maximum number of cycles 
select the name of the restart file 
number of cycles already done 
Set the required number of cycles
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The variable, r ,  is used to control the loops that occur later in the script. The g o to  
command goes to the minimisation part of the script.
set r min_home_2 
goto MINIMISE 
label min_home_2
The command, STOP, is used to finish the simulation and to terminate the running of 
CHARMM.
STOP
The label sets the position of the script recognised by the g o to  command; “g o to  
MINIMISE” will thus initiate a minimisation of the system. The first stage of 
minimisation using this script is to read in the arguments.
label MINIMISE
OPEN NAME arguments UNIT 77 FORM READ
STREAM UNIT 77
Minimise the system using the ABNR optimiser for 600 steps with an initial step 
size of 0.02A; system energies are printed after 20 cycles. The 600 steps are fully 
carried out before the total-number-of-steps-done counter is then increased by 600. 
The restart file title gives information on the total energy and RMS gradient of the 
system, and the number of ABNR cycles already done. It also includes the current 
length of the bond being elongated. The title may also contain a history of previous 
optimisations done to arrive at the restart structure. Unit 77 is then closed off for 
future use.
label minimise_loop
mini @1 nstep @8 nprint 20 step 0.02 tolgrd 0.0 
incr 7 by @8
OPEN NAME @6 UNIT 77 FORM WRITE
WRITE COOR PDB UNIT 77
* PREVIOUS OPTIMISATIONS:
* As For SIA and QM/MM Quantised (flusiOqmmm) and
* QM/MM 800 cycles ABNR SIP QM ELSE MM; H20 FIXED
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* QM/MM 3000 cycles ABNR SIP/ASP151 QM ELSE MM; H20 FIXED
* THIS OPTIMISATION:
* @7 cycles @1
* ASP-151 H20 DISTANCE IS @9
* created by STUART FIRTH-CLARK, UNIVERSITY OF BATH
*
CLOSE UNIT 77
Now the gradient tolerance is tested. If it is below the specified value (0.005 kcal 
mol'1 A'1) then the script moves forward to m in im i s e r_ g o h o m e  which sends the 
program back to the m a in  label (just before the STOP command) in the script. 
However, if the gradient is too high, the program is sent back to the 
m in im is e _ lo o p  label for a further 100 optimisations cycles. Applying the 
gradient tolerance test in this way (rather than specifying it when minimising the 
system) reduces the chances of premature terminations in the minimisation 
procedure. “Premature terminations” can sometimes occur because the RMS gradient 
of the (large) system “bounces”; such an effect can sometimes drop the RMS 
gradient below the tolerance before the system is fully minimised. The script also 
moves forward if the number of optimisation cycles has reached the maximum value 
(given by variable 5)
if 7 eq @5 goto minimiser_gohome 






(c). Amino acid sequence fo r influenza sialidase
Sequence files begin with a title and the number of residues in the sequence. The list 




VAL GLU TYR ARG ASN TRP SER LYS PRO GLN CYS GLN ILE
THR GLY PHE ALA PRO PHE SER LYS ASP ASN SER ILE ARG
LEU SER ALA GLY GLY ASP ILE TRP VAL THR ARG GLU PRO
TYR VAL SER CYS ASP PRO VAL LYS CYS TYR GLN PHE ALA
LEU GLY GLN GLY THR THR LEU ASP ASN LYS HIS SER ASN
ASP THR VAL HIS ASPQ ARG ILE PRO HIS ARG THR LEU LEU
MET ASN GLU LEU GLY VAL PRO PHE HIS LEU GLY THR ARG
GLN VAL CYS ILE ALA TRP SER SER SER SER CYS HIS ASP
GLY LYS ALA TRP LEU HIS VAL CYS ILE THR GLY ASP ASP
LYS ASN ALA THR ALA SER PHE ILE TYR ASP GLY ARG LEU
VAL ASP SER ILE GLY SER TRP SER GLN ASN ILE LEU ARG
THR GLN GLU SER GLU CYS VAL CYS ILE ASN GLY THR CYS
THR VAL VAL MET THR ASP GLY SER ALA SER GLY ARG ALA
ASP THR ARG ILE LEU PHE ILE GLU GLU GLY LYS ILE VAL
HIS ILE SER PRO LEU ALA GLY SER ALA GLN HIS VAL GLU
GLU CYS SER CYS TYR PRO ARG TYR PRO GLY VAL ARG CYS
ILE CYS ARG ASP ASN TRP LYS GLY SER ASN ARG PRO VAL
VAL ASP ILE ASN MET GLU ASP TYR SER ILE ASP SER SER
TYR VAL CYS SER GLY LEU VAL GLY ASP THR PRO ARG ASN
ASP ASP ARG SER SER ASN SER ASN CYS ARG ASN PRO ASN
ASN GLU ARG GLY THR GLN GLY VAL LYS GLY TRP ALA PHE
ASP ASN GLY ASN ASP LEU TRP MET GLY ARG THR ILE SER
LYS ASP LEU ARG SER GLY TYR GLU THR PHE LYS VAL ILE
GLY GLY TRP SER THR PRO ASN SER LYS SER GLN ILE ASN
ARG GLN VAL ILE VAL ASP SER ASP ASN ARG SER GLY TYR
SER GLY ILE PHE SER VAL GLU GLY LYS SER CYS ILE ASN
ARG CYS PHE TYR VAL GLU LEU ILE ARG GLY ARG LYS GLN
GLU THR ARG VAL TRP TRP THR SER ASN SER ILE VAL VAL
PHE CYS GLY THR SER GLY THR TYR GLY THR GLY SER TRP
PRO ASP GLY ALA ASN ILE ASN PHE MET PRO ILE
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Appendix 2: Example GRACE Scripts
The basic GRACE program (coded in Tool Control Language (TCL)) doesn’t 
evaluate energies or structures, but controls the operation of CHARMM which does. 
In addition, GRACE also includes a FORTRAN linear algebra routine (la) that is 
interfaced with CHARMM through the TCL part of the program. La contains the 
extra functionality required when modelling chemical reactivity using the 
CHARMM QM/MM potential.
(a). Script for Transition State Refinement
The first stage in the TS refinement script is to initiate the running of GRACE. The 
first line is a comment; all comments in GRACE begin with a “#” . The GRACE 
code, g r a c e ,  tel is initiated by the s o u r c e  command. The full path to 
g r a c e ,  tel must be specified and is done so by using an environment variable, 
GRACE_LIB, usually located in the .cshrc file. On the DEC 8400 at R.A.L., 
GRACE_LIB is set to /h o m e /c o lu m b u s _ c h e m /s f c /g r a c e .  Two similar 
environment variables are also added to the .cshrc file. These define the location of 
the TCL and CHARMM executables and are GRACE_CHARMMEXEC and 
TCL_LIBRARY respectively.
During execution, GRACE makes use of two directories. A “working” directory 
incorporates all the CHARMM startup files, co-ordinate files and the GRACE script 
being used. The “scratch” directory contains the hessian and hessian up-date files as 
well as structures saved in the GRACE format. Hessian and hessian up-date files 
usually have the extension .dum p, while structure files are given the .x y z  
extension. The scratch directory can also be defined in the .cshrc file with the 
GRACE_SCRATCH environment variable. The third line of the following code sets 
the scratch directory to the one defined by GRACE_SCRATCH.






The next stage is to use the CHARMM QM/MM system set up (appendix 1) to define 
the system under study. It is important to note that in GRACE scripts, CHARMM 
commands begin with a capital letter and are ignored by GRACE while the 
commands associated with GRACE routines begin with a lowercase letter. This rule 
must be adhered to, otherwise the script will fail to execute correctly.
CHARMM QM/MM SYSTEM SET UP
After defining the quantum system in CHARMM (appendix 1), the script prepares to 
run the GRACE part of the simulation. The first two commands in the following 
code are CHARMM commands (they begin with a capital letter); they restrict output 
information to only include essential warnings and data when any CHARMM 
command is used. The third command, w a i t ,  instructs GRACE to wait for 




The next piece of code defines the f  r e l a x  procedure; this is not executed until the 
hessian matrix has been generated for the core atoms. For it to execute successfully, 
the CORE must have been already defined. The procedure optimises the 
environment after every P-RFO step taken (the latter involving the CORE). The first 
stage is to obtain the forces and gradients:
proc frelax xvec\ gvec {
upvar $xvec xparam $gvec grad
global X Y Z WMAI DX DY DZ PARA QMSTART
The next stage is to alter the position of the atoms in the core; the s i l e n t  option 




CHARMM is now instructed to optimise the environment around a fixed CORE 
using the ABNR optimiser. The RMS gradient tolerance is set to 0 .0 0 5  kcal m o l1 A '1 
(0.02 kJ mol'1 A '1), with an initial step size of O.OOOlA; the maximum number of 
steps permitted, nstep, is set to 5 0 0 0 . After the environment is minimised, the 
CORE is unconstrained. The comments made by Turner about the set x command 
are left here for completeness.
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele core end
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
Prnl 5
Mini abnr nstep 5000 tolg 0.005 step 0.0001 nprint 1 
Prnl 0
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele none end
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
set X (1)
# there appears to be an unresolved bug in some cases
# it may have been sorted, but to be sure, hit the
# X cache in ensure upload 
set X (1)
The energy and gradient of the new system must now be obtained. The energy refers 
to the total energy, Etot of the QM/MM system while the gradients refer to just the 
atoms within the CORE.
set f [fcharmm xparam grad]
The next stage is to write a restart file containing the new atomic positions. The 
restart file lats2sl .x y z  is written to the scratch directory as shown by the “<” 
symbol. The first two lines organise the relevant data into a list that is subsequently 
sent to the file. All three lines are therefore required for a successful save.
xyz>p p=xyz x=X y=Y z=Z 




It is often useful to keep track of the geometrical parameters directly associated with 
the reaction co-ordinate under study. The CHARMM Q u ic k  command gets this 
information and GRACE stores it in variable d l .  This information is then sent to 
standard output ( f l u s h  s td o u t ) ;  the line “+++ D i s t a n c e  2 -3 2 6  = $ d l ” 
is printed, where $ d l  is the value contained within the d l  variable. In this case, 
two geometrical parameters are considered.
Quick 2 326
set dl $PARA(DIST)
puts "+++ Distance 2-326 = $dl"
Quick 2 38
set d2 $PARA(DIST)
puts "+++ Distance 2-38 = $d2"
flush stdout
The r e t u r n  command instructs GRACE to call the f r e l a x  procedure again 
unless the gradient tolerance has been achieved (or the number of calls has exceeded 
the maximum number). If any of the exit criteria for f  r e l a x  have been satisfied, 
GRACE returns to the main part of the script. Finally, signals the end of the 
f  r e l a x  procedure.
return $f
}
The code presented from now on is part of the main GRACE script and immediately 
follows the CHARMM QM/MM system set up as far as execution of the script is 
concerned. The first GRACE command (qrranm) defines the atoms to be treated 
quantum mechanically in the QM/MM system. This is only valid if external quantum 
mechanical code is being used (such as CADPAC or GAMESS). GRACE labels all 
CHARMM atoms as MM atoms (even though some are treated with the AMI 
Hamiltonian in the program).
qiratim \
fmm=all
The atoms to be included in the c o r e  are now defined (using a CHARMM 
command). In this case, the solute/substrate (segment identifier NEU5) has been
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selected to be the core. The selection is printed out for each atom, showing the atom 
symbol (located in the IUPC variable), the residue number (located in the RES I 
variable) and the residue name (located in the RESN variable). The output of such 
information is controlled by the for loop in which the variable, i ,  controls the 
number of times the loop is repeated. After each execution of the loop code 
(contained within “{” and “}” brackets), the value of i  is increased by one and the 
information of the next atom is printed.
Prnl 5
Defi core sele (segid NEU5) end 
Prnl 0
acquire_selection selection=core var=lcore 
puts "Selected atoms and types" 
foreach i $lcore {
puts "$IUPC($i) $i $RESI($i) $RESN($i)"
}
flush stdout
It is now appropriate to load in a GRACE restart co-ordinate file. This is only 
required if a previous calculation has been prematurely terminated (in this particular 
script these lines are treated as comments and are therefore not executed by 
GRACE). When these lines are uncommented, the restart file s o l l t s l s i 3  .x y z  
is read from the working directory (shown by the forward arrow “>”, which follows 
the name w ork). The two lines below read the data contained within the restart file 
and place it into the variables and arrays used by GRACE. They are therefore 
required for successful reading of the file.
#work> name=soltslsi3.xyz var=lxyz 
#list> array array=xyz list=lxyz 
#p>xyz p=xyz x=X y=Y z=Z
In this particular script, the structure currently being used at this point is the 
approximate TS structure (determined by adiabatically mapping out a reaction 
profile). Such a structure is usually read in as a CHARMM . p d b  restart file (see 
appendix 1). The first stage of TS refinement is to make sure the e n v i r o n m e n t  of 
this structure is minimised while keeping the c o r e  fixed. The c o r e  has to be kept 
fixed because minimisation could result in the system falling into the nearest local 
minimum. In this script, all variables used in conjunction with the ABNR optimiser
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in CHARMM are the same as for the environment minimisation within the 
frelax procedure.
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele core end
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
Prnl 5
Mini abnr nstep 5000 tolg 0.005 step 0.0001 nprint 1 
Prnl 0
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele none end
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
set X (1)
Very often, this part of the simulation takes a fair amount of CPU time and it is 
always best to save a restart structure before proceeding. The name of this restart file 
is l a t s 2 s l _ s t a r t . x y z  and it is saved to the scratch directory.
xyz>p x=X y=Y z=Z p=pos
array>list array=pos list=lpos
scratch< name=lats2sl_start.xyz var=lpos
The qmmm command declares the positions of the CORE atoms; it is used to change 
their positions (m ak e_ p o s) in the f r e l a x  routine. The “ \ ” represents the end-of- 
the-line and signals to GRACE that a new command is on the next line. If this 
character is omitted, the script fails to run correctly. If anything is added 
immediately after the “ \ ” on the same line (including white space characters such as 





The hessian is now obtained for the approximate QM/MM TS structure (in which the 
environment has been fully relaxed) using the g e t h e s s  command. The procedure
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fcharmm obtains the total energy as well as gradients of the CORE atoms; the 
positions also refer to just the CORE atoms. The evaluated hessian is then saved to the 
dump file, lats2sl_start_hess. dump, in the scratch directory. If the 
generation of the hessian is interrupted, then the RESTART command can be used in 






The matrix is now diagonalised and the resulting eigenvalues are obtained, 
p m a t r i x  prints the eigenvalues to standard output.
la symm matrix=h result=h 
la eign matrix=h
pmatrix matrix=values
Now the f  r e l a x  procedure is called to start refining the approximate TS structure. 
This is done using the o p t i m i s e  command with the f u n c  variable set to 
f r e l a x .  The variable n f u n c  determines the maximum number of calls made to 
f  r e l a x .  The P-RFO optimiser follows a chosen eigenvector; it must be lo c k e d  
onto the eigenvector associated with the negative eigenvalue of the TS. The variable, 
m ode, indicates the position in the hessian corresponding to this eigenvalue. For 
hessian matrices with only one negative eigenvalue, therefore, the mode to be 
followed will be the first. In addition to these variables, the maximum gradient 
tolerance is set to 0.3 kcal mol'1 A'1 (1.26 kJ mol'1 A'1) and the update hessian is 
saved to the l a t s 2 s l _ e f . dump file in the scratch directory. Restarting a failed 
job can be done specifying the RESTART command in place of the dum p_nam e 
variable; this must be used in conjunction with the RESTART command for the 




















After a successful refinement, the final structure and the initial hessian are saved to 
the respective * .x y z  and * .h e s  files in the scratch directory. The structure is 
then also saved in PDB format using a CHARMM command.
xyz>p x=X y=Y z=Z p=final_pos 
array>list array=final_pos list=lp 
array>list array=h list=lh 
la eign matrix=h 
array>list array=roots list=lr 
scratch< var=lp name=lats2sl_final.xyz 
scratch< var=lh name=lats2sl_final.hes
Open unit 67 write form name lats2sl_final.pdb 




The script is then instructed to finish, 
exit
(b). Script for following the Intrinsic Reaction Co-ordinate






CHARMM QM/MM SYSTEM SET UP






The f  r e l a x  procedure is defined in much the same was as for the TS refinement 
script. It relaxes the environment after moving the CORE atoms in the IRC 
calculation.
proc frelax xvec\ gvec {
upvar $xvec xparam $gvec grad
global X Y Z  WMAI DX DY DZ PARA QMSTART
qmmm silent unmake_pos=xparam
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele core end
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
Prnl 5
Mini abnr nstep 1000 tolg 0.005 step 0.0001 nprint 1 
Prnl 0
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele none end
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
set X (1)
# there appears to be an unresolved bug in some cases
# it may have been sorted, but to be sure, hit the
# X cache in ensure upload 
set X (1)
set f [fcharmm xparam grad]
xyz>p p=xyz x=X y=Y z=Z 






puts "+++ Distance 2-16 = $dl"






As with the TS refinement script, the first task is to declare the atoms described by 
other QM codes. All atoms used in CHARMM are defined as MM atoms (fmm), 
which in this case is the entire system.
qmmm \
fmm=all
Select the atoms in the system to be included in the CORE and print information on 
the selected atoms to standard output.
Prnl 5
Defi core sele (SEGID neu5) end 
Prnl 0
acquire_selection selection=core var=lcore 
puts "Selected atoms and types" 
foreach i $lcore {
puts "$IUPC($i) $i $RESI($i) $RESN($i)"
}
flush stdout
Now read in the refined TS structure file.
work> name=lats2sl_final.xyz var=lxyz 
list>array array=xyz list=lxyz 
p>xyz p=xyz x=X y=Y z=Z
Fix the CORE of the refined TS structure and optimise the environment. The 
amount of optimisation required is likely to be very small if the refined TS structure 
is taken from the . x y z  file.
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele core
Seal zref reca 3
Seal yref reca 2
Seal xref reca 1
Prnl 5
Mini abnr nstep 1000
Prnl 0
Seal xref stor 1
Seal yref stor 2
Seal zref stor 3
Cons fix sele none
Seal zref reca 3
Seal yref reca 2
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Seal xref reca 1 
set X (1)
The qminm command declares the positions of the CORE atoms; it is used to change 





The hessian matrix for the refined TS is obtained. Up until this point, no such 
calculation has been done: the TS refinement calculation generates the hessian for 
the approximate TS and then updates the hessian after each refinement.
gethess \




For the IRC calculation, the hessian is mass weighted and the resulting eigenvalues 
are printed to the output file.
acquire_selection selection=core var=sele_list 
catch {unset masses} 
set c 0




la mass mass=masses matrix=h result=mh 
la eign matrix=mh
pmatrix matrix=values
# make velocity the first root 
list>array list=roots(1) array=velocity
The reaction path is now calculated. Two IRC calculations are done: one leading to 
reactants, the other leading to the product well. The backward reaction is achieved 
by scaling the velocities by -1 . The first line of the next part of the script achieves 
this and is not required for the forward IRC calculation. It should be noted that the 
hessian for the refined TS structure is the same in both IRC calculations and doesn’t
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need to be re-evaluated. The hessian can be read in by placing RESTART in place of 
dum p_nam e below the g e t h e s s  command. The gradient tolerance of 0.1 kcal 
mol'1 A'1 (0.42 kJ m o l1 A 1) is rarely achieved. This is because optimising the 
environment structure can occasionally result in an increase in the total energy of 
the system and a premature exit from the IRC calculation. This is why a further 
optimisation of both the IRC reactant and product structures is carried out (in a 
separate calculation) using CHARMM.











dump_name=$GLOBAL (scratch) /lats2sl__ircb.dump \ 
half=0.0
The reactant or product structure is then saved to a . x y z  file or a . p d b  file.
xyz>p x=X y=Y z=Z p=pos 
array>list array=pos list=lpos 
work< name=lats2sl_ircb.xyz var=lpos
* save end structure in pdb format
Open unit 67 write form name lats2sl_ircb.pdb 
Write coor pdb unit 67
* pdb file of backward ire path
* lactone break (react)
Close unit 67
Finally, the running of the script is finished.
exit
(c). Generation o f CAMISO input script (cam iso .m ak)
After following the IRC path and obtaining the reactants and products, it is possible 
to evaluate the isotope effects associated with the chemical change under study using 
the program, CAMISO. Before being able to do this, the rotation and translation 
contamination must be removed from the mass-weighted hessian matrix and the 
CAMISO input decks for each chemical species must be produced.
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The c a m is o  .m ak script reads in the co-ordinates of the CORE atoms (in this case 
t s . p o s )  and the associated hessian ( t s  . h e s ) . The atoms contained in the system 
are listed (in the same order as obtained from the CORE selection) in the 
s y m b o l . a t s y  file. The resulting co-ordinate and second derivative data is saved in 
the CAMISO input deck format (ts .d e c k ) .  Z is the log file generated as the 
c a m is o .m a k  script is executed. The following command is run from the UNIX 
command line (without the “#”).
# tclsh camiso.mak position=ts.pos hessian=ts.hes atsy=symbol.atsy 
name=ts.deck > & z &
The execution of GRACE is now initiated and a title is output to Z; this includes the 
names of the .hes, .pos, and .atsy files used to generate the CAMISO input 
deck. The title provides a useful check to see if the correct files are used.
source $env(GRACE_LIB)/grace.tel 
init i n
parse make_camvib "silent $argv" { hessian position atsy name} 
puts "================================================"
puts " CAMISO INPUT GENERATOR"





puts "hessian file : $hessian"
puts "position file : $position"
puts "symbol file : $atsy"
puts "output file : $name"
puts "\n===============\n"
puts "NATOM = [llength $atsy] \nNHESS = [llength $hessian] \nNCOOR = 
[llength $position]"
The files are read in as lists from the working directory.
work> name=$hessian var=hess 
work> name=$position var=lpos 
work> name=$atsy var=latsy
These lists are now converted to TCL arrays.
list>array list=latsy array=symbols 
list>array list=hess array=h 
list>array list=lpos array=pos
p>xyz p=pos x=x y=y z=z
a2 7
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The hessian must now be scaled into hartree bohr' for input into CAMISO
la mbys matrix=h scale=[expr 1.0 / 2242.37864102] result=h
The rotation and translation components are now removed from the hessian matrix 
and the resulting eigenvalues are printed out to Z.
la prjh p=pos hessian=h result=h 
la eign matrix=h nroots=0 
pmatrix matrix=values
The first part of the CAMISO input deck is to list the atoms and masses with the 
corresponding Cartesian co-ordinates. For each atom defined in the . atsy file, the 
script places the relevant isotope in the deck variable. For example, if the atom in 
.atsy is hydrogen, then “1H” is printed; if it is a carbon atom, then “12C” is 
printed to deck. If there are no atom symbols in the .atsy file, then the error 
message ERROR ==> Empty atomic symbol entry will be printed. All 
the co-ordinates in the CAMISO input deck are reported to seven decimal places. If 
the atom symbol is not recognised then the error message ERROR ==> Type 
'$atsym' not availble to Camvib, use masses instead is 
printed (where $atsym is the offending atom symbol supplied (It is held in the 
atsym variable)).
set deck " 1 1 0 -  generated from make_camiso.emp\n" 
set c 0
foreach i [array names symbols] { 
incr c
set atsym $symbols($c)
case [string tolower $atsym] {
h {set s 1H]
li {set s 6LI}
be {set s 9BE)
b {set s 10B}
c {set s 12C)
n {set s 14N)
o {set s 160}
f {set s 19F}
si {set s 28SI}
P {set s 31P}
s {set s 32S}
cl {set s 37CL}
n n
{








puts "Cartesian Coordiantes so far:-\ndeck" 
flush stdout




append deck [format "%4s %12.7f%12.7f%12.7f" $s $x($c) $y($c)
$ z ($c)]\n
After the co-ordinates, an and new line character are added to the d e c k  
variable. This symbol separates the co-ordinates and the Cartesian force constants 
that are subsequently appended to d e c k .
append deck "*\n" 
set cx 0 
set out " "
set nvar [llength $h(l)] 
while {$cx < $nvar} { 
incr cx 
set cy 0
foreach j $h($cx) {
incr cy
if ($cy > $cx} break
append out [format %20.12e $j]
case $out in *.*.*.* {
append deck [set out]\n 
set out " "
}
}
All the information contained within the d e c k  variable is the sent to the t s . d e c k  




Appendix 3: Example CAMISO script
The task now is to calculate the isotope effects using CAMISO. The input script of 
CAMISO first provides the program with information on the type of isotope effect to 
be calculated (RATE or EQUI) and the number of reactions to be investigated. 
Each different isotopic substitution is regarded as a single reaction. To evaluate four 




After the title line, the absolute temperature is supplied (in this case 310.15K). 
Below that, the barrier height is supplied for the process under study; it is used to 
evaluate any tunnelling corrections needed for the system. The first number on this 
line is a flag that can assume a value of zero or one; it determines if the barrier height 
is included into the calculation. The next two lines give the species studied and the 
relative stoichiometry. In this case, one reactant molecule leads to one TS molecule.





The co-ordinates and force constants are now supplied for the reactant. The “1 1 
0” line states the rotational symmetry number and the electronic degeneracy (or 
multiplicity) of the reactant molecule; the zero is a flag and is set to one if vibrational 
frequencies are supplied as input data. The rotational symmetry number represents 
the number of ways a molecule can be rotated into an identical orientation. For the 
ES complexes, both the symmetry number and multiplicity is set to one. There are 
no blank lines between the “1 1 0” or the previous line (i.e. the 1 TS line). 
Similarly there is no newline character between the “1 1 0” and the reactant input 
deck. The braces only indicate the start and end of the reactant input deck and do not 
occur in the CAMISO script itself. The “0 2 1 2 ” line informs CAMISO of 
respectively, the number of imaginary and the number of near-zero frequencies in
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the system. In this case, there are no imaginary frequencies and two near-zero 




R e a c ta n t  CAMISO in p u t  d e c k
>
0 2 1 2
Next in the CAMISO script is the TS structure information; it immediately follows 
the “0 2 1 2” line of the reactants. This time, however, there is one imaginary 
frequency and two near-zero frequencies associated with the TS. The latter are 
reported as the second and third frequency of the system.
1 1 0
{
TS CAMISO in p u t  d e c k
}
1 2  2 3
After reading in the TS information, the other reactions are defined with the 
stoichiometry of the system given first. All the atomic masses of the atoms in the 
system are then supplied with a maximum of 16 atoms declared on one line before 
moving onto the next. The in the following part of the script represents a “space”; 
there should also be no white space characters inbetween the reactions. Any 
deviation from this format will result in the script not running successfully. The 
isotopically substituted species for each reaction is shown in bold.
Reaction 2:
1  R E A C  
1  T S
1 1 0  P R O - R  E F F E C T
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . - 1 2 C . . 1 2 C . . 1 6 0 . - 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 2 H . . 1 6 0  
. 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N . . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . . 1 H . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . . 1 H . . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
0 2 1 2  
1 1 0
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 2 H . . 1 6 0  
. 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N . . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . . 1 H . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . . 1 H . . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  




1  RE AC  
1  T S
1 1 0  P R O - S  E F F E C T
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 2 H . . . 1 H . . 160  
. 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N .  . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . - 1 H . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . - 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . . 1 H . . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
0 2 1 2  
1 1 0
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 2 H . . . 1 H . . 1 6 0  
. 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N .  . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . - 1 H . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . - 1 H . . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
1 2  2  3
Reaction 4:
1  RE AC  
1  T S
1 1 0  C O MB I N E D  P R O - R  a n d  P R O - S  E F F E C T
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 2 H . . . 2 H . . 1 6 0  
• 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N .  . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . . 1 H . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . - 1 H . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
0  2  1 2  
1 1 0
- 1 2 C . . 1 2 C . . 1 6 0 . - 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 2 H . . . 2 H . . 1 6 0  
. 1 2 C . . 1 6 0 . . . 1 H . . , 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N . . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . . 1 H . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . . 1 H . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
1 2  2  3
Reaction 5:
1  RE AC  
1  T S
1 1 0  L E A V I N G  G R O U P  0
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 6 0  
. 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N . . 1 2 C . . 1 2 C  
. . 1 H . . , 1 H . . . 1 H . . 1 6 0 . . . 1 H . . 1 8 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . . 1 H . . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
0  2  1 2  
1 1 0
. 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 6 0  
. 1 2 C . . 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . . 1 H . . 1 4 N .  . 1 2 C . . 1 2 C  
. . 1 H . . . 1 H . . . 1 H . . 1 6 0 . . . 1 H . . 1 8 0 . . 1 2 C . . 1 2 C . . 1 2 C . . 1 2 C . . 1 4 N . . 1 2 C . . 1 2 C . . . 1 H . . . 1 H . . 1 6 0  
. 1 6 0 . . . 1 H . . . 1 H . . 1 2 C . . . 1 H . . . 1 H . . 1 2 C . . 1 6 0 . . 1 6 0 . . . 1 H  
1 2  2  3
Finally, the STOP command is issued to terminate the running of the script.
STOP
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