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THERMODYNAMIC FORMALISM FOR TRANSIENT
DYNAMICS ON THE REAL LINE
MAIK GRÖGER, JOHANNES JAERISCH, AND MARC KESSEBÖHMER
Abstract. We develop a new thermodynamic formalism to investigate the
transient behaviour of maps on the real line which are skew-periodic Z-ex-
tensions of expanding interval maps. Our main focus lies in the dimensional
analysis of the recurrent and transient sets as well as in determining the whole
dimension spectrum with respect to the α-escaping sets. Our results provide a
one-dimensional model for the phenomenon of dimension gaps which occur for
limit sets of Kleinian groups. In particular, we are able to precisely quantify
the height of the dimension drop in this setting.
1. Introduction
The main motivation of this article is the connection of transient phenomena of
dynamical systems and its manifestation in dimensional quantities. As a classical
example of this relation let us consider the action of a non-elementary Kleinian
group G on the hyperbolic space Hn. By a general result by Bishop and Jones [3]
we know that the Hausdorff dimension of both the radial limit set Λr (G) and the
uniformly radial limit set Λur (G) of G are equal to the Poincaré exponent of G
given by
δG := inf
s ≥ 0 : ∑
g∈G
e−s·dH(0,g0) <∞
 , (1.1)
where dH denotes the hyperbolic distance on Hn. Recall that Λr (G) and Λur (G)
represent recurrent dynamics of the geodesic flow on Hn/G. Clearly, for a normal
subgroup N < G we have that δG ≥ δN and moreover,
dimH (Λr (G)) = δG > δN = dimH (Λr (N)) ⇐⇒ G/N is non-amenable,
with dimH( · ) the Hausdorff dimension of the corresponding set. This was first
proved by Brooks for certain Kleinian groups fulfilling δG > (n − 1)/2 in [5] and
later generalised to a wider class of groups without this restriction by Stadlbauer
[27]. Note that by a result of Falk and Stratmann δN ≥ δG/2, see [6]. If G is
additionally geometrically finite, then the strict inequality δN > δG/2 holds by a
result of Roblin [21] (see also [9]). Furthermore, if Λ (G) denotes the limit set of the
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Kleinian group G, then δG = dimH (Λ (G)) and, since Λ (N) = Λ (G), this implies
the following criterion for the occurrence of a dimension gap:
dimH (Λr (N)) = dimH (Λur (N)) < dimH (Λ (N)) ⇐⇒ G/N is non-amenable.
In other words, a certain amount of transient behaviour causes a dimension drop
from the dimension of the full limit set compared to the restriction of the limit set
to certain recurrent parts. It is remarkable that for Kleinian groups the presence
of a dimension gap depends only on the group-theoretic property of amenability.
Accordingly, a natural example for the occurrence of a dimension drop is given by
a Schottky group G = NoF2 where F2 denotes the free group with two generators.
Nevertheless, quantitatively almost nothing is known in the literature concerning
the height of this dimension drop. In this article we shed light on this affair by
studying simplified one-dimensional models of this phenomena.
The occurrence of a dimension gap is closely related to the decay of certain re-
turn probabilities. In fact, Kesten [15, 16] has shown for symmetric random walks
on countable groups that exponential decay of return probabilities is equivalent to
non-amenability. Yet, for amenable groups exponential decay can also be caused by
non-symmetric random walks. To be more precise, for groups admitting a recurrent
random walk (e.g. Z) it is shown in [10] that exponential decay of return probab-
ilities is equivalent to a lack of certain symmetry condition on the thermodynamic
potential related to the random walk (see also Remark 3.10).
We are aiming at investigating these closely linked phenomena for a class of
maps on R which can be considered as models of Z-extensions of Kleinian groups.
In fact, if the Kleinian group G = N o Z is a Schottky group, then the elements
in Λr (N) can be characterised as the limits of G-orbits for which the Z-coordinate
returns infinitely often to some point in Z (compare this with our definition of a
recurrent set, see Section 1.1.1). Since Z is amenable, these limit points have full
Hausdorff dimension by Brooks’ amenability criterion. We will see later (end of
Section 5) that this property also follows from the fact that the Z-coordinate has
zero drift with respect to a canonical invariant measure. It is natural to consider
also limit points for which the corresponding geodesics have non-zero drift (and
hence, causing transient behaviour) with respect to other invariant measures. This
motivates the definitions of various escaping sets in our one-dimensional models,
see Section 1.1.2. Moreover, the dimension spectrum of the escaping sets will allow
us to precisely quantify the dimension gap in this setting.
Our leading motivating example for which we obtain dimensional results on the
transient behaviour stems from the family of (a-)symmetric random walks, see
Example 1.1. More precisely, let F be an expanding interval map with finitely
many C1+ full branches, say F |Ii : Ii → [0, 1] with disjoint intervals Ii ⊂ [0, 1]
with non-empty interior, i ∈ I := {1, . . . ,m}, m ≥ 2. Set hi := H−1i : [0, 1]→ Ii for
the continuous continuation Hi of F |Ii to Ii and define the corresponding coding
map pi : Σ := IN → [0, 1] by pi (ω1, ω2, . . .) := x for
⋂
n∈N hω1 ◦· · ·◦hωn ([0, 1]) = {x}.
The repeller of F is then pi (Σ) ⊂ [0, 1] and we set R := pi (Σ) \ D + Z, where we
subtract the countable set D to avoid technical problems stemming from possible
discontinuities at the boundaries of the Ii’s, see (2.1) for the precise definition of
D. We assume that the step length function Ψ : [0, 1] → Z is constant on each of
THERMODYNAMIC FORMALISM FOR TRANSIENT DYNAMICS ON THE REAL LINE 3
the intervals Ii and consider the Ψ-lift of F given by
FΨ : R → R : x 7→
∑
k∈Z
(k + F (x− k) + Ψ(x− k))1[0,1](x− k).
Since this function is periodic up to a certain skewness induced by Ψ, we refer
to this map as a skew-periodic interval map. In order to study the various es-
caping sets of FΨ later it will be necessary to consider R-extensions rather than
Z-extensions. This is the reason why in our abstract set-up we will consider skew
product dynamical systems defined via
σ o f : Σ× R→ Σ× R, (σ o f)(ω, x) := (σ(ω), x+ f(ω)), (1.2)
for some function f : Σ → R. We want to stress that after neglecting a countable
set FΨ is topological conjugate to the Z-extension σ o (Ψ ◦ pi) : Σ × Z → Σ × Z,
see Lemma 2.1.
Example 1.1 (One-dimensional random walk). We model a classical one-step ran-
dom walk via a skew-periodic interval map FΨ. For this fix c1, c2 ∈ (0, 1) with
c1 + c2 ≤ 1 and consider the map
F : x 7→
{
c−11 x for x ∈ [0, c1]
c−12 x for x ∈ (1− c2, 1]
,
with code space Σ := {1, 2}N and set Ψ := −1[0,c1] + 1(1−c2,1] (see Figure 1.1).
In this setting we will also refer to FΨ : R → R as the random walk model. For
any (p1, p2)-Bernoulli measure µ on Σ, we can model the classical (a-)symmetric
random walk on Z with transition probability p1 to go one step left and probability
p2 one step right. The random walk starting in 0 ∈ Z would then be given by
the stochastic process (bFnΨc)n∈N with respect to the probability measure µ ◦ pi−1
on the repeller pi (Σ). Note that pi (Σ) is a Cantor set with Hausdorff dimension
δ < 1 if and only if c1 + c2 < 1 where δ is the unique number s with cs1 + cs2 = 1.
Otherwise, pi (Σ) is the unit interval and hence, R = R \ (D + Z).
Crucial for our analysis will be the fibre-induced pressure P and its close connec-
tion to the so-called α-Poincaré exponent δα defined in the next section. Indeed, the
new pressure P is a natural generalisation of the notion of Gurevich pressure (cf. [24]
and Remark 3.8) and is necessary to perform our analysis for general escaping rates,
see Section 1.1.2. In particular, Gurevich pressure is defined for topological Markov
chains whereas our new notion is defined for more general R-extensions. Further,
we will see that our new quantity can also be deduced from the classical pressure
P. In fact, we will show in Theorem 3.1 below that
P (f, ψ) = inf
s∈R
P (sψ + f) ,
for f, ψ : Σ → R Hölder continuous and ψ satisfying natural conditions fulfilled
in our setting. Generalising the concept of the classical Poincaré exponent, the
α-Poincaré exponent will reveal a natural connection to the analysis of limit sets
of Kleinian groups as well as the dimension theory of Birkhoff averages, see the
remark after Theorem 1.5 and Remark 4.2.
1.1. Main results. We define the geometric potential ϕ : Σ→ (−∞, 0) in a Hölder
continuous way such that ϕ (ω) := − log |F ′ (pi (ω))| except possibly on a finite set.
Denote by δ> 0 the unique s such that P (sϕ) = 0. Here, P (f) refers to the
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Figure 1.1. The graph of FΨ modelling the (a-)symmetric ran-
dom walk with parameters c1 = 0.4 and c2 = 0.6.
classical topological pressure defined for any continuous function f : Σ → R, see
end of Section 2. Then by Bowen’s formula we have for the repeller pi(Σ) of F that
δ = dimH(pi(Σ)). (1.3)
Further, we can associate to Ψ a symbolic step length function ψ : Σ→ Z which is
constant on one-cylinder sets such that ψ = Ψ ◦ pi except possibly on a finite set.
Let us introduce the α-Poincaré exponent
δα := inf
s ≥ 0 | ∑
ω∈I?, |Sω(ψ−α)|≤K
es·Sωϕ <∞
 , (1.4)
where I? denotes the set of all finite words over the alphabet I and K > 0 is
sufficiently large (the term Sωf , ω ∈ I? is defined in (2.2) for any f : Σ→ R). For
this exponent we observe
α ∈ R \ [ψ,ψ] =⇒ δα = 0 (1.5)
and for α ∈ [ψ,ψ] the critical exponent δα can be expressed as the unique zero
of the fibre-induced pressure for suitable potentials and is positive on (ψ,ψ) (see
Theorem 4.1 as well as (3.1) for the definition of ψ and ψ). We will also see that the
map α 7→ δα is real-analytic on
(
ψ,ψ
)
and unimodal but not necessarily concave
(cf. Section 4 and Section 1.1.3 for examples).
1.1.1. Recurrent and transient sets and dimension gap. For FΨ we define the re-
current set
R := {x ∈ R | ∃K ∈ R such that |FnΨ(x)| ≤ K for infinitely many n ∈ N}
and the uniform recurrent set
Ru := {x ∈ R | ∃K ∈ R ∀n ∈ N |FnΨ(x)| ≤ K} .
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The positive (resp. negative) transient set is given by
T±1 :=
{
x ∈ R | lim
n→∞F
n
Ψ(x) = ±∞
}
.
We also consider the supersets
T±2 :=
{
x ∈ R | lim sup
n→∞
∓FnΨ(x) <∞
}
, T±3 (r) := {x ∈ R | ∀n ≥ 0 ± FnΨ(x) > r} ,
for some r ∈ R. Observe that
T±1 ⊆ T±2 =
⋃
k∈Z
T±3 (k) . (1.6)
The following theorems will be a consequence of our general multifractal decom-
position for escaping sets presented in the next subsection. The corresponding
proofs can be found in Section 4. The first theorem is the analogue of the result
of Bishop and Jones in our setting. Last, recall that for the Hölder continuous
function δϕ : Σ → R there exists a unique Gibbs measure µδϕ, see end of Section
2.
Theorem 1.2. Let FΨ : R → R be the Ψ-lift of an expanding interval map F .
Then we have for the recurrent and uniformly recurrent sets
dimH(R) = dimH(Ru) = δ0.
We say the system FΨ has a dimension gap if the Hausdorff dimension δ0 of the
(uniformly) recurrent set is strictly less than the Hausdorff dimension δ of R. In
fact, as a consequence of Theorem 1.4 below this is the case if and only if the system
has a drift µδϕ (ψ) 6= 0. Furthermore, we are able to provide direct methods to
determine δ0, see Theorem 4.1. This allows us to easily calculate δ0 for our examples
and to precisely quantify the dimension gap, see for instance Figure 1.3.
Theorem 1.3. For the transient sets the following implications hold:
• µδϕ (ψ) ≥ 0 implies dimH (T−) = δ0 and dimH (T+) = δ,
• µδϕ (ψ) ≤ 0 implies dimH (T+) = δ0 and dimH (T−) = δ,
where T± may be chosen to be one of the sets T±1 , T
±
2 or T
±
3 (r) for any r ∈ R.
1.1.2. Escaping sets. For α ∈ R let us now define the α-escaping set for FΨ by
E(α) := {x ∈ R | ∃K > 0 |FnΨ(x)− nα| ≤ K for infinitely many n ∈ N} ,
and the uniformly α-escaping set for FΨ by
Eu(α) : = {x ∈ R | ∃K > 0 ∀n ∈ N |FnΨ(x)− nα| ≤ K} .
As stated above, the following result proves our statement on the occurrence of
a dimension gap.
Theorem 1.4. We have δα = δ if and only if µδϕ(ψ) = α.
Theorem 1.5 (Multifractal decomposition with respect to α-escaping). For α ∈ R
we have
dimH(E(α)) = dimH(Eu(α)) = δα.
We note that δα also allows for a multifractal spectral interpretation of certain
Birkhoff averages (cf. Remark 4.2). However, the results of Theorem 1.5 need more
subtle ideas adopted from the analysis of Kleinian groups and we believe that this
connection is also of independent interest.
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1.1.3. First examples and further consequences. The previous theorems applied to
Example 1.1 with fixed c1,c2 ∈ (0, 1) lead to the following observations. We determ-
ine the graph of α 7→ dimH (E (α)) = dimH(Eu(α)) = δα(c1, c2) for the random
walk model, see Figure 1.2.
−1 1
1
Figure 1.2. The escape rate spectrum α 7→ δα(c1, c2) for the
random walk model for different values of c1 = 0.5 (solid line,
symmetric case), c1 = 0.3 (dashed line), and c1 = 0.9 (dotted line)
and c2 = 1− c1.
Moreover, the Hausdorff dimension of the (uniformly) recurrent set for the ran-
dom walk model given by Theorem 1.2 is
δ0 (c1, c2) =
log 4
log(1/c1) + log(1/c2)
,
see Figure 1.3 for a one-parameter plot of c 7→ δ0 (c, 1− c).
As an extension of Example 1.1 we will consider asymmetric step widths and
interval maps with more than two branches. The corresponding calculations and
precise formulas are postponed to Section 5.
We end the introduction by providing an application of our results to the above
mentioned Z-extensions of Kleinian groups. More precisely, we partially recover a
result of [20] and provide a direct alternative proof, see end of Section 5. Recall
that a group G is of divergence type if the series in (1.1) is infinite for the critical
exponent δG. By a result of Matsuzaki and Yabuki [17], we have that if N is of
divergence type, then δN = δG.
Corollary 1.6. If G = N o Z is a Schottky group, then N is of divergence type
and in particular δN = δG.
2. Preliminaries and basic definitions
Let I be a finite set, I? :=
⋃∞
k=1 I
k ∪ {∅} the set of all finite words over I
containing the empty word ∅ and set Σ := IN. For ω ∈ I? we denote by |ω| the
unique k ∈ N such that ω ∈ Ik, and we refer to |ω| as the length of ω. Note that
∅ is the unique word of length zero. For ω = (ω1, . . . , ωn) ∈ In and 1 ≤ k ≤ n,
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Figure 1.3. The dimension function c 7→ δ0 (c, 1− c) of the (uni-
formly) recurrent set for the random walk model parametrised by
contraction rates (c, 1− c) with c ∈ (0, 1). A dimension gap does
occur for all c 6= 1/2.
or ω ∈ Σ and k ∈ N resp., we set ω|k := (ω1, . . . , ωk). For ω = (ω1, . . . , ωn) ∈ In
and ν = (ν1, . . . , νk) ∈ Ik, or v ∈ Σ resp., we define the concatenation ων :=
(ω1, . . . , ωn, ν1, . . . , νk), or ων := (ω1, . . . , ωn, ν1, ν2, . . .). We denote by σ : Σ → Σ
the (left) shift map given by σ(ω)i := ωi+1 for every i ∈ N. We endow Σ with the
metric d(ω, τ) := exp(−max {k ≥ 0 | ω1 = τ1, . . . , ωk = τk}). In this way we obtain
(Σ, σ) a continuous dynamical system over the compact metric space (Σ, d).
Recall the definition of a skew-periodic interval map FΨ with Ψ : [0, 1] → Z
and of a skew product dynamical system (Σ× R, σ o f) with f : Σ→ R, see (1.2).
Let us now give the precise definition of the auxiliary countable set, where we set
h∅ := id|[0,1],
D :=
⋃
(ω1,...,ωn)∈I?
hω1 ◦ · · · ◦ hωn ({0, 1}) . (2.1)
Note that pi−1(D) is the set of all sequences in Σ which are eventually constant.
Lemma 2.1. FΨ and σ o (Ψ ◦ pi)|Σ\pi−1(D)×Z are topological conjugate.
Proof. Let us define the map pi : Σ × Z → R by pi (ω, `) := pi (ω) + ` and restrict
its domain to pi−1 (R) (which equals Σ\pi−1(D)×Z). Then for (ω, `) ∈ pi−1 (R) we
have
FΨ(pi (ω, `)) =
∑
k∈Z
(k + F (pi (ω) + `− k) + Ψ(pi (ω) + `− k))1[0,1](pi (ω) + `− k).
Since F ◦ pi = pi ◦ σ on Σ \ pi−1 (D), we have
FΨ(pi (ω, `)) = F (pi (ω)) + `+ Ψ(pi (ω)) = pi(σ o (Ψ ◦ pi) (ω, `)). 
For n ∈ N and ω ∈ I?, we set
Snf :=
n−1∑
k=0
f ◦ σk, S0f := 0 as well as Sωf := sup
x∈[ω]
S|ω|f (x) , (2.2)
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where [ω] :=
{
x ∈ Σ : x||ω| = ω
}
denotes the cylinder set in Σ over ω. We say
f : Σ→ R is Hölder continuous if there exists α > 0 such that
sup
ω,τ∈Σ
|f(ω)− f(τ)| /d(ω, τ)α <∞.
Note that by the Hölder continuity there exists a constant Df such that for all
n ∈ N and ω ∈ In we have
sup
x,y∈[ω]
|Snf (x)− Snf (y)| ≤ Df . (2.3)
We recall an important result from [1] adopted to our situation.
Lemma 2.2. Suppose µ is a σ-invariant ergodic Borel probability measure and
f : Σ→ R is µ-integrable. We have
µ(f) = 0 ⇐⇒ lim inf
`→∞
|S`f | = 0 µ-a.e.
Proof. If µ is non-atomic, we apply the result from [1]. For this we consider the
natural extension of (Σ, σ) which is given by the two-sided shift IZ making σ : IZ →
IZ a bi-measurable map with respect to the unique σ-invariant measure µ˜ on IZ
such that µ = µ˜ ◦ h−1. Here, h denotes the canonical projection from IZ to Σ.
Then we can transfer the corresponding result from [1] for f˜ := f ◦ h back to our
situation.
If µ has atoms, then by σ-invariance and ergodicity we in fact have that µ =
n−1
∑n−1
k=0 δσkx, where x ∈ Σ is some periodic point with period n. With this at
hand the equivalence is obvious. 
The following fact puts the previous lemma into the context of infinite ergodic
theory.
Fact ([26, Theorem 5.5]). Let µ be a σ-invariant Borel probability measure and
assume that f : Σ → R is µ-integrable. Then the (σ o f)-invariant measure
µ × λ (with λ the Lebesgue measure on R) is conservative if and only if µ-a.e.
lim inf`→∞ |S`f | = 0.
Next, let us recall the classical thermodynamical formalism for full shifts. On
the compact subspace JN ⊂ Σ the classical topological pressure P(f, J) of the
continuous potential f : Σ→ R is given by
P(f, J) := lim
n→∞
1
n
log
∑
ω∈Jn
exp (Sωf) and P(f) := P(f, I),
in here the limit always exists (see for example [29]). If f is Hölder continuous and
if J ⊂ I is not a singleton, then there exists a unique σ-invariant Borel probability
measure µf,J on JN– called the Gibbs measure (for f restricted to JN) – such that
µf,J ([ω])
exp(Snf(x)− nP(f, J))  1, (2.4)
uniformly for ω ∈ Jn, x ∈ [ω]∩JN, n ∈ N. Here, for sequences (an)n≥1 and (bn)n≥1
of positive real numbers we write an  bn if supn≥1(an/bn) < ∞, and we write
an  bn if an  bn and bn  an. If J = {i}, then µf,J denotes the atomic measure
δ(i∞) on the constant sequence (i∞) := (i, i, . . .). We will write µf := µf,I .
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3. Fibre-induced Pressure and recurrence properties
In this section we will always assume that ψ, f : Σ → R are Hölder continuous
functions and let
ψ := inf
ω∈Σ
lim inf
n→∞ Snψ (ω) /n and ψ
:= sup
ω∈Σ
lim sup
n→∞
Snψ (ω) /n. (3.1)
This gives rise to a skew product dynamical system σoψ : Σ×R→ Σ×R and we aim
at defining the new notion of fibre-induced pressure for functions f ◦pi1 : Σ×R→ R
depending only on the first coordinate where pi1 : Σ × R → Σ. Recall that Dψ
denotes the distortion constant of ψ defined in (2.3).
For K > 0 and n ∈ N we define
Cn(K) := Cn (ψ,K) := {ω ∈ In | |Sωψ| ≤ K} , C (K) := C (ψ,K) :=
⋃
n∈N
Cn (K) ,
ζn(f, ψ,K) :=
∑
ω∈Cn(K)
eSωf
as well as
P(f, ψ,K) := lim sup
n→∞
1
n
log ζn(f, ψ,K) and P(f, ψ) := lim
K→∞
P(f, ψ,K).
We will call P(f, ψ) the fibre-induced pressure of f with respect to ψ.
Theorem 3.1 (Fibre-induced vs. classical pressure). Let ψ, f : Σ → R be Hölder
continuous functions and fix K > Dψ. If 0 ∈
(
ψ,ψ
)
, then there exists a unique
number t(f) ∈ R with ∫ ψ dµt(f)ψ+f = 0. For this number we have
P(f, ψ,K) = P(t(f)ψ + f) = min
s∈R
P(sψ + f). (3.2)
Further, if we assume that ψ is constant on one-cylinder sets and allow for 0 /∈(
ψ,ψ
)
, then we have
P(f, ψ,K) = inf
s∈R
P(sψ + f)
and the value of the fibre-induced pressure will be finite if and only if 0 ∈ [ψ,ψ].
In both cases we have ∑
ω∈C(K)
eSωf−|ω| infs∈RP(sψ+f) =∞.
Proof. We first consider the case 0 ∈ (ψ,ψ). It is well known that the function
H : t 7→ P(tψ + f) is real-analytic and convex ([23]). By our assumption on
ψ, we have that limt→±∞H(t) = ∞. It follows that H is not affine and hence,
H is strictly convex. We conclude that there is a unique t(f) ∈ R such that
H ′(t(f)) =
∫
ψdµt(f)ψ+f = 0 and H(t(f)) must be the unique minimum of H. We
have µt(f)ψ+f -a.e. that lim inf`→∞ |S`ψ| = 0, by Lemma 2.2, and as a consequence
of the Borel-Cantelli Lemma we have
∑
`≥1 µt(f)ψ+f {|S`ψ| ≤ ε} = ∞ for every
ε > 0. This fact combined with the Gibbs property (2.4) implies for  := K−Dψ > 0
∞ =
∑
`≥1
µt(f)ψ+f {|S`ψ| ≤ ε} 
∑
ω∈C(K)
eSω(f+t(f)ψ)−|ω|P(t(f)ψ+f)
 e|t(f)|K
∑
ω∈C(K)
eSωf−|ω|P(t(f)ψ+f).
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From this it is easy to see that P(f, ψ,K) − P(t(f)ψ + f) ≥ 0. Combining this
with the obvious estimate P(f, ψ,K) ≤ P(sψ + f), for any s ∈ R, completes the
proof for the case 0 ∈ (ψ,ψ).
As seen above in any case we have P(f, ψ,K) ≤ infs∈RP(sψ+f). Hence, for the
boundary cases 0 ∈ {ψ,ψ} we are left to verify that P(f, ψ,K) ≥ infs∈RP(sψ+f).
Let us only consider the case ψ = 0 and ψ is constant on one-cylinders. Then
infs∈RP(sψ+f) = lims→+∞P(sψ+f). For I0 := {i ∈ I : ψ (i, . . .) = 0} we consider
the ergodic invariant Gibbs measure, respectively atomic measure, µf,I0 . Since
µf,I0 (ψ) = 0 and by applying Lemma 2.2, we obtain
∞ =
∑
`≥1
µf,I0 {|S`ψ| ≤ K} =
∑
`≥1
∑
ω∈C`(K)∩I`0
µf,I0 ([ω])

∑
`≥1
∑
ω∈C`(K)∩I`0
eSωf−|ω|P(f,I0)

∑
`≥1
∑
ω∈C`(K)
eSωf−|ω|P(f,I0).
From this it is easy to see that P(f, ψ,K)−P(f, I0) ≥ 0. To see that infs∈RP(sψ+
f) = P(f, I0) we first note that obviously P(sψ + f) ≥ P(f, I0) for any s ∈ R. By
the sub-additivity of the classical pressure, we have for any n ∈ N and s > 0 that
P(sψ + f) ≤ 1
n
log
∑
ω∈In
eSω(sψ+f) → 1
n
log
∑
ω∈In0
eSωf for s→∞.
Hence,
inf
s∈R
P(sψ + f) ≤ 1
n
log
∑
ω∈In0
eSωf → P(f, I0) for n→∞.
In particular, we have P(f, ψ,K) > −∞ .
Finally, if 0 /∈ [ψ,ψ], then infs∈RP(sψ+ f) = −∞ and by the obvious estimate
P(f, ψ,K) = −∞ = infs∈RP(sψ + f). 
Remark 3.2. If ψ is constant on one-cylinders, 0 ∈ {ψ,ψ} and setting I0 :=
{i ∈ I : ψ (i, . . .) = 0}, the above proof of Theorem 3.1 shows that
lim sup
n→∞
1
n
log
∑
ω∈Cn(K)∩In0
eSωf = inf
s∈R
P(sψ + f) = P(f, I0). (3.3)
This will be useful later on in the proof of Theorem 1.5.
Corollary 3.3. If 0 ∈ (ψ,ψ) or if ψ is constant on one-cylinder sets, then the
fibre-induced pressure is given by
P(f, ψ) = P(f, ψ,K),
for K > Dψ.
We can now characterise when the fibre-induced pressure and classical pressure
coincide.
Corollary 3.4. Let f : Σ → R and ψ : Σ → R be Hölder continuous functions.
Then we have
P(f, ψ) = P(f) if and only if µf (ψ) = 0.
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Proof. First, assume µf (ψ) = 0. With H defined as in the proof of Theorem 3.1, we
have H ′ (0) = 0. We distinguish two cases. If H is strictly convex, then 0 ∈ (ψ,ψ)
and we have t(f) = 0. Thus, by Theorem 3.1, P(f, ψ) = P(f). If H is affine, then
ψ is cohomologous to zero. Hence, also in this case, we have P(f, ψ) = P(f). Now,
suppose µf (ψ) 6= 0. Again by the proof of Theorem 3.1, P(f, ψ) ≤ infs∈RP(sψ+f).
Since ∂∂tP(tψ + f)|t=0 = µf (ψ) 6= 0, we conclude P(f, ψ) < P(f). 
For later use we need the following auxiliary statement.
Lemma 3.5. If f < 0 and 0 ∈ [ψ,ψ], then s 7→ P(sf, ψ) is finite, continuous,
strictly decreasing and we have
lim
s→±∞P(sf, ψ) = ∓∞.
Proof. By definition, we have for K > Dψ and s < t,
P(tf, ψ,K) = lim sup
n→∞
1
n
log
∑
ω∈Cn(K)
e((t−s)+s)Sωf ≤ (t− s) max f + P(sf, ψ,K).
The claim follows because P(sf, ψ,K) ∈ R, s ∈ R, which follows from the argu-
ments given in the proof of Theorem 3.1. 
Remark 3.6. For f, ψ Hölder continuous functions, due to the correspondence
between the fibre-induced and the classical pressure as stated in Theorem 3.1,
we obtain that (s, a) 7→ P (sf, ψ − a) is real-analytic with respect to s ∈ R and
a ∈ (ψ,ψ).
We end this section introducing the new notion of ψ-recurrent potentials. As
already mentioned in the introduction this clarifies the connection of our setting to
the ideas developed in [24] and [10].
Let f, ψ : Σ→ R be Hölder continuous. We say that f is a ψ-recurrent potential
if for all K > Dψ ∑
ω∈C(K)
eSωf−|ω|P(f,ψ) =∞.
The following corollary is an immediate consequence of Theorem 3.1.
Corollary 3.7. Let ψ : Σ → R be a Hölder continuous function with ψ < 0 < ψ
or ψ is constant on one-cylinders. Then any Hölder continuous f : Σ → R is a
ψ-recurrent potential.
Remark 3.8. We would like to point out that our definition of recurrent potentials
is analogous to the corresponding definition for topological Markov chains ([24]).
For this suppose that ψ : Σ→ R is constant on 1-cylinders such that ψ = minψ <
0 < maxψ = ψ. Then we have Dψ = 0 and P(f, ψ) = P(f, ψ,K) for every
K > 0. Moreover, G := {Sωψ | ω ∈ I?} is a countable semi-group and if G is
a discrete subset of R, by Lemma 3.9 below, G is a countable group. Further,
σ o ψ : Σ × G → Σ × G is a transitive topological Markov chain with alphabet
I×G. Now, Sarig’s definition in [24] of the Gurevich pressure of f ◦pi1 with respect
to this Markov chain coincides with our fibre-induced pressure and Sarig’s definition
of a recurrent potential also coincides with ours. For the closely related concept of
induced pressure for Markov shifts we refer to [13].
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Lemma 3.9. Assume that ψ : Σ→ R is constant on one-cylinder sets. Set J := I
if 0 ∈ (ψ,ψ) or J := I0 := {i ∈ I : ψ (i, . . .) = 0} if 0 ∈ {ψ,ψ}. Then for any
N > 0 and for every  > 0 there is a finite set Λ ⊂ C () ∩ J? such that for any
ω ∈ C (N) ∩ J? there exists ν ∈ Λ such that ων ∈ C ().
Proof. If 0 ∈ (ψ,ψ), the map t 7→ P (tψ) is real-analytic, strictly convex and we
have limt→±∞P (tψ) = ∞. Hence, it has a unique minimum in t0 ∈ R. Then for
the unique Gibbs measure µt0ψ with respect to the potential t0ψ we get
µt0ψ (ψ) =
d
dt
P (tψ) |t=t0 = 0
and this Gibbs measure is also non-atomic and ergodic with respect to σ and we
set µ˜ := µt0ψ. If 0 ∈
{
ψ,ψ
}
, we fix the Bernoulli measure µ˜ := µ0,I0 . In both cases
we can use Lemma 2.2 to obtain
lim inf
`→∞
|S`ψ| = 0 µ˜-a.e. (3.4)
For k = 0, . . . ,m := d2N/e we set
Ik := (k/2, (k + 1)/2] and I−k := [(−k − 1)/2,−k/2).
We can ignore all k ∈ {−m, . . . ,m} such that Sωψ /∈ Ik for all ω ∈ J?. For the
remaining k we find ωk ∈ J? such that Sωkψ ∈ Ik. Since every non-empty cylinder
[ω] with ω ∈ J? carries positive µ˜-measure, using (3.4) we find x ∈ [ωk] and n > |ωk|
such that |Snψ (x)| < /2. With νk :=
(
x|ωk|+1, . . . , xn
)
we have |Sωkνkψ| < /2
using (2.3). Hence using (2.3) once more, for an arbitrary ω ∈ J? with Sωψ ∈ Ik,
we have for all x ∈ [ωνk]∣∣S|ωνk|ψ (x)∣∣ = ∣∣∣S|ωνk|ψ (x)− S|ωkνk|ψ (ωkσ|ω| (x))+ S|ωkνk|ψ (ωkσ|ω| (x))∣∣∣
≤
∣∣∣S|ωνk|ψ (x)− S|ωkνk|ψ (ωkσ|ω| (x))∣∣∣+ ∣∣∣S|ωkνk|ψ (ωkσ|ω| (x))∣∣∣ ,
≤
∣∣∣S|ω|ψ (x)− S|ωk|ψ (ωkσ|ω| (x))∣∣∣+ /2
≤ /2 + /2 = 
proving the desired statement. 
Remark 3.10. For a subgroup G < Z and ψ : Σ → G it is shown in [10] that
f ◦ pi1 is recurrent (according to Sarig, see [24]) if and only if there is a character
c : G → (0,∞) such that µf−log c◦ψ × λG is the conservative equilibrium measure
of f ◦ pi1, where λG denotes the counting measure on G (for the definition of an
equilibrium measure in this setting, see [25]). If ψ is constant on one-cylinders and
0 ∈ (ψ,ψ), then f − log c ◦ ψ is of the form f + t(f)ψ as stated in Theorem 3.1.
Further, we can derive (3.2) from [10, Theorem 1(1)] where we note again that
the fibre-induced and Gurevich pressure coincide in this setting, see the previous
remark. Moreover, by [10, Proposition 1.4] we have that P(f, ψ) = P(f) if and
only if f is symmetric on average, i.e.
sup
m∈Z
lim sup
n→∞
∑
|ω|≤n,Sωψ=m e
Sωf−|ω|P(f,ψ)∑
|ω|≤n,Sωψ=−m e
Sωf−|ω|P(f,ψ) <∞.
By Corollary 3.4 this condition is in fact equivalent to µf (ψ) = 0.
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4. Multifractal decomposition with respect to α-escaping sets
In this section ψ : Σ → Z denotes the symbolic step length function which is
constant on one-cylinder sets and such that ψ = Ψ ◦ pi except possibly on a finite
set. Note that under these assumption on ψ we have Dψ = 0. For a given drift
parameter α ∈ [ψ,ψ] let us set
ψα := ψ − α.
Note that we have
E(α) ∩ [0, 1] = pi {ω ∈ Σ | ∃K > 0 |Snψα(ω)| ≤ K for infinitely many n ∈ N} \ D
and
Eu(α) ∩ [0, 1] = pi {ω ∈ Σ | ∃K > 0 ∀n ∈ N |Snψα(ω)| ≤ K} \ D,
for the countable set D, see (2.1). Recall the definition of the α-Poincaré exponent
δα with K > Dψ, see (1.4). Next we give the proof of the implication (1.5) stated
in the introduction.
Proof of implication (1.5). For α ∈ R\[ψ,ψ] we have that Snψα diverges uniformly
to either +∞ or −∞ and hence, being a finite sum, ∑ω∈I?, |Sω(ψ−α)|≤K es·Sωϕ is
finite for all s ≥ 0. 
The following assertion will be crucial for determining the multifractal decompos-
ition with respect to our escaping sets, and to derive explicit formulas for dimension
gaps.
Theorem 4.1. We have the following three different characterisations of the α-
Poincaré exponent δα:
(i) For α ∈ [ψ,ψ] we have that δα is uniquely determined by
P (δαϕ,ψα) = 0.
(ii) For α ∈ (ψ,ψ) we have that δα is determined by the unique solution
(δα, qα) ∈ R2 of the equations
P (δαϕ+ qαψα) = 0 and
∂
∂q
P(δαϕ+ qψα)|q=qα = 0.
In particular, we have
∫
ψ dµδαϕ+qαψα = α.
(iii) Let s : R × R → R be the implicitly defined function given by the iden-
tity P (s (q, a)ϕ+ qψ + a1) = 0. Then s is convex and for the Legendre
transform of s defined by
ŝ (α1, α2) := sup
(q,a)∈R2
qα1 + aα2 − s (q, a)
we have for α ∈ (ψ,ψ)
δα = − inf
r∈R
ŝ (αr, r) = inf
r∈R
s (r,−αr) .
In particular, we have that on the line g through the origin with slope −α in
the (q, a)-plane there exists exactly one point (r,−αr) such that the gradient
of s in this point is perpendicular to g. The height of s in (r,−αr) is δα
and the plane which is tangential to the graph of s in (r,−αr, s (r,−αr))
intersects the s-axis in −δα (cf. Figure 4.1).
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Figure 4.1. The contour plot for the random walk model with
c1 = 0.1, c2 = 0.5 of s (q, a) which is implicitly defined by
P (s (q, a)ϕ+ qψ + a1) = 0. The fourth contour line is determ-
ined by s (q, a(q)) = 1, i.e. corresponds to height δ (defined in
(1.3)). The line g goes through the origin with slope −α.
Proof. (i) To prove that the α-Poincaré exponent coincides with the zero of the
fibre-induced pressure first note that for all α ∈ [ψ,ψ] we have that there is a
unique zero δ˜α ∈ R of the function s 7→ P (sϕ, ψα), by Lemma 3.5. By definition,
we have P (sϕ, ψα) = lim supn→∞ n−1 log
∑
ω∈Cn(ψα,K) e
sSωϕ < 0 for s > δ˜α and
K > 0. Hence,∑
ω∈I?, |Sω(ψ−α)|≤K
esSωϕ =
∑
n∈N
∑
ω∈Cn(ψα,K)
esSωϕ
=
∑
n∈N
exp
n · 1
n
log
∑
ω∈Cn(ψα,K)
esSωϕ
 <∞
implying s ≥ δα, and by the arbitrariness of s > δ˜α we have δ˜α ≥ δα. For the
reverse inequality assume s < δ˜α . Then P (sϕ, ψα) > 0. Again by definition of the
pressure, there exists a sequence nj ↗∞ such that n−1j log
∑
ω∈Cnj (ψα,K) e
sSωϕ > 0
for all j ∈ N. Hence,∑
ω∈I?, |Sω(ψ−α)|≤K
esSωϕ =
∑
n∈N
∑
ω∈Cn(ψα,K)
esSωϕ ≥
∑
j∈N
exp (0) =∞.
This gives s ≤ δα. Since this holds for every s < δ˜α, we conclude δ˜α ≤ δα.
(ii) By the Hölder continuity of ϕ and ψ we have that the function p : (s, t) 7→
P (sϕ+ tψα) is convex and real-analytic with respect to both coordinates. For
fixed q ∈ R the function s 7→ p(s, q) is strictly monotonically decreasing from
+∞ to −∞, hence there is a unique number s (q) such that p (s (q) , q) = 0. Also
the function s : q 7→ s (q) is real-analytic and convex by the Implicit Function
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Theorem and is tending to infinity for q → ±∞. Hence, there is a unique number
qα ∈ R minimising s(q), or equivalently, such that s′ (qα) = 0 = − ∂∂qp (s(qα), qα) =∫
ψα dµs(qα)ϕ+qαψα . To see that δα in fact coincides with s (qα) we combine this
observation, our first alternative characterisation of δα and Theorem 3.1 (with
f = s (qα)ϕ) to get
P(s (qα)ϕ,ψα) = P (s (qα)ϕ+ qαψα) = 0.
Obviously, by the definition of ψα we also find
∫
ψ dµs(qα)ϕ+qαψα = α.
(iii) For the last alternative characterisation we observe that the contour lines of
s of height d can be given explicitly by
ad (q) := −P (dϕ+ qψ) with a′d (q) = −
∫
ψ dµdϕ+qψ.
Given α ∈ (ψ,ψ), we find that for d = δα and q = qα we have by (ii) that the line
through the origin with slope −α is tangential to the contour line aδα of height δα
in the point (qα,−αqα) (see Figure 4.1). This shows that
δα = inf
r∈R
s (r,−αr) .
Now, the gradient of s in (qα,−αqα) is (αtα, tα) with tα := 1/
∫
ϕdµδαϕ+qαψα and
hence, for all t ∈ R
s (qα,−αqα) ≥ −ŝ (αt, t) ,
with equality if t = tα (see e.g. [22, Theorem 23.5]). This proves the claimed
equality δα = supt∈R−ŝ (αt, t). 
Remark 4.2. As a consequence of Remark 3.6, the fact that ϕ < 0, and the Implicit
Function Theorem, we have that the mapping α 7→ δα is real-analytic on
(
ψ,ψ
)
.
Also note that the characterisations in Theorem 4.1 in particular show that we have
the following multifractal spectral identity
δα = dimH
{
pi (ω) : ω ∈ Σ, lim
n→∞
Sn(ψ ◦ pi) (ω)
n
= α
}
.
See also [19, 2, 8, 7, 14] and Remark 4.4.
We are now in the position to prove Theorems 1.4 and 1.5 stated in the intro-
duction.
Proof of Theorem 1.4. By definition of δ and Theorem 4.1, we have δα = δ > 0 if
and only if P(δϕ) = 0 = P (δϕ, ψα). Hence by Corollary 3.4, this holds if and only
if µδϕ(ψα) = 0 which is equivalent to µδϕ (ψ) = α. 
Before we proceed with the proof of Theorem 1.5, let us fix some further prop-
erties of α 7→ δα in the following proposition.
Proposition 4.3. If ψ < ψ, then the function α 7→ δα given by the α-Poincaré
exponent is strictly increasing on
(
ψ, αmax
)
and strictly decreasing on
(
αmax, ψ
)
and hence has a unique maximum in αmax := µδϕ (ψ) with value δ. Further, we
have
d
dα
δα =
qα
µδαϕ+qαψα (ϕ)
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and in particular,
lim
α→ψ
d
dα
δα = −∞ and lim
α→ψ
d
dα
δα = +∞.
Proof. First, for α ∈ (ψ,ψ), we check that with µ = µδαϕ+qαψα ,
∂
∂α
(P(δαϕ+ qαψα)) =
d
dα
δα
∫
ϕdµ+
d
dα
qα
∫
ψdµ− d
dα
qαα− qα.
By Theorem 4.1, we conclude that ∂∂α (P(δαϕ+ qαψα)) = 0 and hence, qα =
d
dαδα
∫
ϕdµ. We are left to prove the monotonicity. We find that the contour lines
of s given by the function q 7→ ac (q) implicitly via s (q, ac(q)) = c intersect the
a-axis in −P (cϕ) for all c ∈ R. Since aδ (0) = 0, a′δ (0) = −αmax and −P (cϕ) < 0
for c < δ, we find – using the characterisation of δα from Theorem 4.1 (iii) – that
qα < 0 for α ∈
(
ψ, αmax
)
and qα > 0 for α ∈
(
αmax, ψ
)
. 
Proof of Theorem 1.5. For the upper bound we use a straight forward covering
argument and the definition of the α-Poincaré exponent. The lower bound uses the
fibre-induced pressure and a concrete construction of a Frostman measure inspired
by [3]. Let
Ln(α, k) :=
⋃
ω∈Cn(ψα,k)
pi [ω] ,
for k ∈ N and set
L(α, k) := lim sup
n→∞
Ln(α, k) =
⋂
n∈N
⋃
m≥n
Lm(α, k).
Clearly, E (α) ⊂ ⋃k∈N L(α, k). By the stability of the Hausdorff dimension it
suffices to prove that dimH (L(α, k)) ≤ δα for every k ∈ N. For every s > δα, we
have by the definition of the Poincaré exponent for any N ∈ N∑
n≥N
∑
ω∈Cn(ψα,k)
|pi [ω]|s 
∑
n≥N
∑
ω∈Cn(ψα,k)
eSωsϕ ≤
∑
ω∈C(ψα,k)
eSωsϕ <∞.
This shows that the s-dimensional Hausdorff measure of L (α, k) is finite and hence
dimH(L(α, k)) ≤ s for every s > δα giving the upper bound.
For the lower bound we only have to consider the case δα > 0. It then suffices
to construct for every positive s < δα a subset C ⊂ Eu (α) such that dimH C > s.
Fix such positive s < δα and let  > 0. Then P (sϕ, ψα) > 0 by Theorem 4.1 (i).
If α ∈ (ψ,ψ), set J := I and for α ∈ {ψ,ψ} set J := I0 := {i ∈ I : ψα (i, . . .) = 0}.
Then, by Remark 3.2, for  > 0
lim sup
n→∞
∑
ω∈Cn(ψα,)∩Jn
esSωϕ =∞.
Hence, for arbitrarily large M > 0 we find ` ∈ N with ∑ω∈C`(ψα,)∩J` esSωϕ > M .
Set Γ := C` (ψα, )∩J`. Further, let Λ ⊂ J? denote the finite set of words of length
less than r ∈ N witnessing the conditions stated in Lemma 3.9 for N = 2. Set
Γ1 := Γ. Then for every ω ∈ Γ1 we have |Sωψα| ≤ . Suppose we have defined Γn
such that |Sωψα| ≤  for all ω ∈ Γn. Then we define inductively Γn+1 as follows:
Since for ω ∈ Γn we have |Sωψα| ≤  it follows that |Sωνψα| ≤ 2 for every ν ∈ Γ.
Then we find an element των ∈ Λ such that |Sωντωνψα| ≤  and we set
Γn+1 := {ωντων : ω ∈ Γn, ν ∈ Γ} .
THERMODYNAMIC FORMALISM FOR TRANSIENT DYNAMICS ON THE REAL LINE 17
Next, using Hölder continuity of ϕ and bounded distortion, we observe that for
suitable constants ci, i = 1, . . . , 5, and all fixed ω ∈ Γn, n ∈ N, we have∑
ντων :ωντων∈Γn+1
|pi [ωντων ]|s ≥ c1
∑
ντων :ωντων∈Γn+1
esSωντωνϕ
≥ c2esSωϕ
∑
ντων :ωντων∈Γn+1
esSντωνϕ ≥ c3esSωϕ
∑
γ∈Γ
esSγϕ
≥ c4MesSωϕ ≥ c5M |pi [ω]|s ≥ |pi [ω]|s , (4.1)
where the last inequality holds for `, and hence for M , chosen sufficiently large.
In the next step we define the Cantor set
C := lim sup
n→∞
⋃
ω∈Γn
pi [ω]
and a probability measure µ supported on C defined by its marginals as follows:
µ ([0, 1]) = 1 and for ω ∈ Γn and ωντων ∈ Γn+1
µ (pi [ωντων ]) :=
|pi [ωντων ]|s∑
ω˜∈Γn+1,[ω˜]⊂[ω] |pi [ω˜]|
sµ (pi [ω]) .
Note that the existence of µ is guaranteed by Kolmogorov’s Consistency Theorem.
Inductively, using the definition of µ in tandem with inequality (4.1) we verify that
for all n ∈ N and ω ∈ Γn we have
µ (pi [ω]) ≤ |pi [ω]|s .
For each interval L ⊂ [0, 1] we let
Γ (L) :=
{
ω ∈ Γn : n ∈ N, pi [ω] ∩ L 6= ∅, |pi [ω]| ≤ |L| and
ω˜ ∈ Γn−1 : [ω˜] ⊃ [ω]⇒ |pi [ω˜]| > |L|
}
.
Since card (Γ (L)) ≤ c6 := 2 · card (I)`+r, it follows that
µ (L) ≤
∑
ω∈Γ(L)
µ (pi [ω]) ≤
∑
ω∈Γ(L)
|pi [ω]|s ≤ c6 |L|s .
The Mass Distribution Principle then gives
dimH (C) ≥ s.
Since s < δα was arbitrary, and µ (C) = µ (C \ D) the desired lower bound is
established. 
Remark 4.4. Let µα := µδαϕ+qψα ◦ pi−1. Since µδαϕ+qψα(ψα) = 0, Lemma 2.2
implies that µα (E(α)) = 1. By Young’s formula we have dimH(µα) = δα, which
then gives an alternative proof for the lower bound of the Hausdorff dimension of
E (α).
Proof of Theorem 1.2. First suppose that 0 ∈ [ψ,ψ]. Then this corollary is a
special case of Theorem 1.5 with α = 0 by noting that R = E (0) and Ru = Eu (0).
If 0 /∈ [ψ,ψ], then R = E (0) = Ru = Eu (0) = ∅ and δ0 = 0. 
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Proof of Theorem 1.3. We only consider the first case, the second case follows in
exactly the same manner. For this we assume α = µδϕ (ψ) ≥ 0. Since Eu (α′) ⊂
T+1 ⊂ T+2 for all α′ > 0, we obtain
δ = dimH (Eu (α)) = sup
α′>α
dimH (Eu (α
′)) ≤ dimH
(
T+1
) ≤ dimH (T+2 ) ≤ δ.
For the set T+3 (r), r ∈ R note that⋃
`≥0
F−`Ψ
(
T+3 (r)
) ⊃ T+1 .
Since for each ` ∈ N the set F−`Ψ
(
T+3 (r)
)
is a countable union of bi-Lipschitz images
of T+3 (r),
δ = dimH
(
T+1
) ≤ dimH
⋃
`≥0
F−`Ψ
(
T+3 (r)
)
= sup
`≥0
dimH
(
F−`Ψ
(
T+3 (r)
))
= dimH
(
T+3 (r)
) ≤ δ.
Similarly, we have E (α′) ⊂ T−1 ⊂ T−2 for all α′ < 0 and hence, by Theorem 1.5,
giving the lower bound
dimH (E (0)) = δ0 = sup
α′<0
δα′ = sup
α′<0
dimH (E (α
′)) ≤ dimH
(
T−1
) ≤ dimH (T−2 ) .
And for T−3 (r) , r ∈ R similarly as above
dimH (E (0)) ≤ dimH
(
T−1
) ≤ sup
`≥0
dimH
(
F−`Ψ
(
T−3 (r)
))
= dimH
(
T−3 (r)
)
.
For the upper bound we assume without loss of generality that δ0 < δ (otherwise
nothing is to be shown) and fix 0 < ε < δ− δ0. By Proposition 4.3, we have q0 ≤ 0.
Hence, we obtain the following bound for n ∈ Z,∑
|ω|>N
Sωψ<−n
|pi [ω]|δ0+ ≤
∑
|ω|>N
Sωψ<−n
e(δ0+)Sωϕ+q0Sωψe−q0Sωψ
≤e−q0n
∑
|ω|>N
Sωψ<−n
e(δ0+)Sωϕ+q0Sωψ0
≤e−q0n
∑
|ω|>N
e(δ0+)Sωϕ+q0Sωψ0 <∞,
which shows dimH
(
T−3 (r) ∩ [n− r − 1, n− r]
) ≤ δ0, for all n ∈ Z. As a con-
sequence of the countable stability of the Hausdorff dimension we obtain the upper
bound dimH
(
T−3 (r)
) ≤ δ0. In particular, for r ∈ Z we use (1.6) and the countable
stability of the Hausdorff dimension once more to finish the proof. 
Remark 4.5. The last upper bound in the above proof could also been seen via the
general multifractal formalism for limiting behaviour of (Snψ/Snϕ) provided e.g.
in [12, 11] by observing the inclusion, for r ∈ R and n ∈ Z,
T−3 (r) ∩ [n, n+ 1] ⊂ pi
{
ω ∈ Σ: lim inf
`→∞
S`ψ
S`ϕ
≤ 0
}
+ n.
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Let us consider the implicitly defined function s : R → R by P (s(q)ϕ+ qψ) = 0
as in the proof of Theorem 4.1. By the general multifractal formalism, for α =
µδϕ (ψ) ≥ 0, we have
dimH
(
pi
{
ω ∈ Σ: lim inf
`→∞
S`ψ
S`ϕ
≤ 0
})
= inf
q∈R
s (q) .
This is to say that we have to find s0 and q0 with P (s0ϕ+ q0ψ) = 0 and s′ (q0) =
∂
∂qP (s0ϕ+ qψ) |q=q0 = 0. By Theorem 4.1, this shows infq∈R s (q) = δ0. The upper
bound then follows from the countable stability of the Hausdorff dimension.
5. Examples and an application to Kleinian groups
Let us consider an interval map F with two expansive branches with slopes 1/c1
and 1/c2, respectively, where c1, c2 ∈ (0, 1) with c1 + c2 ≤ 1 (see for instance
Example 1.1 in the introduction). Then the corresponding geometric potential is
given by ϕ (ω) := log (cω1) for ω = (ω1, ω2, . . .). Moreover, note that δ solves the
Moran-Hutchinson formula cδ1 + cδ2 = 1. We determine the dimension spectrum
α 7→ δα of the escaping sets for FΨ for different parameters c1, c2 and step length
functions Ψ. In the following we also make the convention that 0 · log 0 = 0.
Example 5.1. First, we consider arbitrary c1, c2 ∈ (0, 1) and pick a symmetric
step length function Ψ such that ψ (ω) = (−1)ω1 . Then we have to solve the two
equations for α ∈ (−1, 1):
1 = exp (P (sϕ+ qψα)) = e
−qα (cs1e−q + cs2eq) =: zα(s, q)
and
0 =
∂zα
∂q
(s, q) = −α+ e−qα (−cs1e−q + cs2eq) .
Using Theorem 4.1 (i)&(ii), this gives for α ∈ [−1, 1]
δα = δα(c1, c2) = −
(
1+α
2
)
log
(
1+α
2
)
+
(
1−α
2
)
log
(
1−α
2
)(
1+α
2
)
log(1/c1) +
(
1−α
2
)
log(1/c2)
.
Note that this expression is in fact the quotient of the measure-theoretic entropy
over the Lyapunov exponent of F with respect to the
(
1+α
2 ,
1−α
2
)
-Bernoulli measure.
Moreover,
lim
α↘−1
d
dα
δα =∞ and lim
α↗1
d
dα
δα = −∞,
see Figure 1.2 for the graph of α 7→ δα. In order to determine the Hausdorff
dimension of the (uniformly) recurrent set we need to determine δ0 depending on
the parameters (c1, c2). We obtain
δ0 (c1, c2) =
log 4
log(1/c1) + log(1/c2)
,
see Figure 1.3 for a one-parameter plot of c 7→ δ0 (c, 1− c).
Finally, for α = 0, using Theorem 3.1 we obtain for the fibre-induced pressure
P (tϕ, ψ) = log 2 + t · (log c1 + log c2) /2.
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Example 5.2. Here, we set c1 = c2 = c and consider Ψ such that ψ (ω) = m1(2−
ω1) +m2(ω1−1) with m1 < m2 (a-)symmetric. A similar calculation as in the first
example leads us to the dimension spectrum
δα = δα(c,m1,m2) = −
(
α−m1
m2−m1
)
log
(
α−m1
m2−m1
)
+
(
m2−α
m2−m1
)
log
(
m2−α
m2−m1
)
log(1/c)
,
for α ∈ [m1,m2]. Again, we have that this expression is the quotient of the
measure-theoretic entropy over the Lyapunov exponent of F with respect to the(
α−m1
m2−m1 ,
m2−α
m2−m1
)
-Bernoulli measure.
Example 5.3. For the last example we change the map F . Assume that F has
g1 +g2 intervals where g1, g2 ≥ 1 such that on each interval the slope 1/c ≥ g1 +g2.
Further, we choose Ψ in such a way that on g1 intervals it is −1 and on the others
it is +1. An analogous calculation as in the previous examples gives for α ∈ [−1, 1]
the following dimension spectrum
δα = δα(c, g1, g2) = −
g1 ·
(
1−α
2g1
)
log
(
1−α
2g1
)
+ g2 ·
(
1+α
2g2
)
log
(
1+α
2g2
)
log(1/c)
.
Once more, observe that this expression is a quotient of the measure-theoretic
entropy over the Lyapunov exponent of F for a corresponding Bernoulli measure.
For a particular choice consider g1 = 1, g2 = 2 and c = 1/3, see also Figure 5.1.
We have dimH (E (1)) = log 2/ log 3 and this means that the Hausdorff dimension
of E (1) coincides with the dimension of the 1/3-Cantor set.
Finally, we provide an application of our results partially recovering a result
of [20] about extensions of Kleinian groups. Recall that if G = 〈g1, . . . , gk〉 is
a Schottky group, the limit set of G can be represented by the subshift of fi-
nite type ΣG :=
{
ω = (ω1, ω2 . . . ) ∈ IN | ωi 6= −ωi+1, i ∈ N
}
with alphabet I =
{±1, · · · ± k}. Then pi denotes the natural coding map of the limit set with respect
to ΣG. Further, the σ-invariant δG-dimensional Patterson-Sullivan measure of G is
given by the σ-invariant Gibbs measure on ΣG with respect to the Hölder continu-
ous geometric potential δG · ϕ : ΣG → R associated with G ([4]). Concerning the
general theory of the Patterson-Sullivan measure and its σ-invariant version, see
[18] and [28], respectively.
Proposition 5.4. Let G = 〈g1, . . . , gk〉 be a Schottky group. Let µ be the σ-
invariant version of the δG-dimensional Patterson-Sullivan measure on the subshift
of finite type ΣG with alphabet I = {±1, · · · ± k}. Then we have µ ([i]) = µ ([−i])
for all i ∈ I.
Proof. Denote by m the δG-dimensional Patterson-Sullivan measure. Recall that
|ξ− η|−2δGdm(ξ)× dm(η) defines a G-invariant measure on the geodesics on Hn\G
represented by Λ(G) × Λ(G). By disintegration of this measure, we obtain the
σ-invariant version µ on ΣG which satisfies for all i ∈ I,
µ([i]) =
∫
pi([i])
∑
j 6=i
∫
pi([j])
|ξ − η|−2δG dm(η)dm(ξ).
Since
gi
pi[i]×
⋃
j 6=i
pi[j]
 =
 ⋃
j 6=−i
pi[j]
× pi[−i],
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−1 1 2
1
−1 1
1
Figure 5.1. The escape rate spectrum α 7→ δα for Example 5.2
on the left (solid line with c = 1/2, m1 = −1, m2 = 2 and dashed
line with c = 1/2, m1 = 0, m2 = 1) and for Example 5.3 on the
right (solid line with c = 1/3, g1 = 1, g2 = 2 and dashed line with
c = 1/10, g1 = 8, g2 = 2).
the G-invariance of |ξ − η|−2δGdm(ξ)× dm(η) implies
µ([i]) =
∫
pi([i])
∑
j 6=i
∫
pi([j])
|ξ − η|−2δG dm(η)dm(ξ)
=
∫
pi([−i])
∑
j 6=−i
∫
pi([j])
|ξ − η|−2δG dm(η)dm(ξ) = µ([−i]).
This shows the assertion. 
Now, suppose that G = NoZ is a Schottky group. Let ψ : ΣG → Z, ψ(ω) := gω1
mod N . Furthermore, note that the first assertion of Theorem 3.1 remains valid for
subshifts of finite type. Then, by combining the previous proposition with Theorem
3.1 applied to δGϕ, we can derive Corollary 1.6.
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